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ix

 Humans are moral beings, involved in a complex web of social interactions, acting 
upon biological dispositions and entangled with culture and history. Although the 
orientation toward the morally good is generally seen as the hallmark of humanity, 
moral confl icts and ethical dilemmas seem to be inevitable, often painful aspects of our 
moral lives. The various traditions of ethical thinking, understood as the systematic 
refl ection upon morality, have always tried to disentangle, clarify and maybe even 
solve the “moral mess” people often experience. The role of facts in this endeavor—
not only information about the problems with which we deal, but also about our 
capacities to deal with them in a moral way—has again and again been disputed 
within ethics. How sharp is the distinction between the world of facts and the 
world of norms? 

 Recently, interest in using empirical approaches to understand (human) morality 
has surged across various scientifi c disciplines: Psychologists investigate how 
emotions and intuitions infl uence our ethical theorizing; behavioral economists 
analyze the impact of moral affect on rational decision making; neuroscientists 
portray the “moral brain”; anthropologists reconstruct the deep history of moral 
traits; primatologists look for the “building blocks” of human morality in our primate 
relatives. Ethicists react in various ways toward these developments. Some deny a 
substantial relevance of empirical facts for normative argumentation, others call for 
“empirical ethics” and a few even start doing simple experiments in order to understand 
genuine moral intuitions. Furthermore, from a science-studies and cultural-history 
point of view, the recent fl ood of publications on morality invites interpretations on 
boundary struggles between disciplines (who has which role in disputes on normative 
issues?) and on the current social climate within our society. 

 This volume intends to provide an overview of the most recent developments in 
empirical investigations of morality and tries to assess their impact and importance 
for ethical thinking. It involves contributions of scholars from philosophy, theology 
and empirical sciences with fi rm standings in their own disciplines but also with 
inclinations to step across borders—in particular the one between the world of facts 
and the world of norms. Human morality is complex, and probably even messy—
and any distinction between facts and norms becomes blurred when looking closely 
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at the various components that potentially enable and infl uence our moral actions and 
ethical orientations. In that way, morality may indeed be located  between  facts 
and norms. For that reason, an empirically informed ethics less concerned with 
analytical purity but thoroughly immersed in moral complexity may be an important 
step toward making the contributions of ethics more valuable and relevant. With this 
in mind, we hope that this volume introduces the reader into a zone of scientifi c 
inquiry, where fruitful new topics emerge at the boundary between the kingdoms of 
facts and norms. 

 This book emerged from an international workshop held in Zurich in March 
2010. At this gathering, distinguished scholars and young researchers both from 
moral philosophy and empirical sciences discussed the various implications of 
empirical research for ethical theorizing. The editors thank the Swiss National 
Science Foundation and the University Research Priority Program Ethics of the 
University of Zurich for supporting this workshop and the book that resulted from 
these discussions. In particular, we thank Kevin Ladd from the Indiana University of 
South Bend for critically commenting and proofreading the manuscript, an anony-
mous reviewer for providing his very helpful input, and Christopher Wilby from 
Springer Science + Business Media for his support in publishing this book. 

  The Editors   
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1.1            Introduction 

 “What is the right thing to do?” This question 1  echoes through the centuries and 
millennia of human history. It alludes to the sometimes disturbing moral dilemmas 
humans face, and it has produced elaborate ethical theories of the virtues people 
should foster, the norms societies should promote, and the states of affairs at which 
people should aim. It is therefore unsurprising that human behavior in moral con-
texts has become a topic of empirical research, although it was to some extent delib-
erately excluded as a legitimate research topic at the advent of modern science. 2  The 
last two decades have witnessed a substantial increase in empirical research on 
morality—in particular using psychological and neuroscientifi c methods. 3  This 
research also infl uences moral philosophy; in fact, empirical research on morality 

1   Allowedly, the human concern with morality is not represented by a single question, and the focus 
on moral decision-making and moral action, for which this question stands, is most typical of a 
recent understanding of ethics as a “toolbox” for helping to solve problems and setting aside ques-
tions like “Who should I become?” that refer to virtues and moral ideals; see Pincoffs ( 1986 ) and 
Williams ( 1985 ) for critiques of this tendency to narrow the focus of ethics. 
2   A well-known piece of evidence for this point is the draft of the credo of the Royal Society 
written by Robert Hooke in 1663, in which he articulated the role of the Society as “to improve 
the knowledge of natural things, and all useful Arts, Manufactures, Mechanic practices, Engines 
and Inventions by Experiments, not meddling with Divinity, Metaphysics, Morals, Politics, 
Grammar, Rhetoric or Logic.” Although this sentence did not enter the fi nal charter of the Royal 
Society explicitly, its fragments can be traced to various parts of the charter (quoted after 
Weingart  2002 : 96). 
3   For bibliometric evidence for this claim, see Christen ( 2010 ). 
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has been the biggest benefi ciary of citation transfers into the humanities, compared 
with other research topics of social neuroscience (Matusall et al.  2011 ). 

 Moral philosophers’ responses to this trove of empirical data on the evolutionary 
origin, the biological foundation, the psychological malleability, and cultural diver-
sity of human morality have been ambivalent. One strand of argument—Kauppinen 
(Chap.   16     in this volume) calls this strand  Armchair Traditionalism —denies the 
relevance of empirical data to normative justifi cation, with the obvious exception 
that it frames the specifi c problem under investigation (e.g. Nida-Rümelin  2006 ). 
Another strand of argumentation—labeled  Ethical Empiricism  by Kauppinen 
(Chap.   16    , this volume)—acknowledges empirical insights for theory building 
within ethics (Edel  1961 ), but with confl icting conclusions. For example, research 
on the psychological foundation of moral intuitions can either be taken as a support 
for founding normative theories (Nichols  2004 ) or be used to undermine the norma-
tive importance of intuitions (Singer  2005 ). With respect to the application of 
ethical theorizing to practical problems, some scholars promote “empirical ethics” 
that should, in particular, improve the context-sensitivity of ethics (Musschenga 
 2005 ). And fi nally, some philosophically trained researchers have started using 
empirical methods themselves in order to inform their normative thinking (for an 
overview see Appiah  2008 ; Knobe and Nichols  2008 ; Loeb and Alfano 
 forthcoming ). 

 Of course, the role and relevance of empirical data for ethics depends on the 
specifi cs of the problems one wants to solve. Empirical knowledge will affect 
metaethical theories differently from, for instance, biomedical ethics or business 
ethics. This divergence in relevance does not necessarily indicate a fundamental 
confl ict within moral philosophy with respect to the role of empirical data. However, 
there are diverging opinions about what it actually means for ethics to be  informed  
by empirical knowledge—and one could even ask to what extent analytically sharp 
distinctions are blurred by the inclusion of empirical data in normative thinking (see 
Sect.  1.2.4 ). 

 Thus, the endeavor of promoting an  empirically informed  ethics raises various 
questions. This chapter structures them with respect to the subject-matter, the kinds 
of empirical methodologies and data that could be useful for ethics, and the types of 
problems and fundamental questions of ethics for which an empirical approach 
could be particularly fruitful. It also outlines what is at stake when empirical insights 
are taken seriously by normative theorists—a point that may affect a competence 
philosophy attributes to itself: the clarifi cation of concepts and the demarcation of 
sharp distinctions between them. Morality could indeed be a fi eld where this goal is 
more diffi cult to achieve than in other fi elds—and the facile drawing of distinctions 
may even mask interesting questions. 

 Take as an example the basic terms ‘morality’ and ‘ethics’. In particular in the 
German tradition, these terms are understood to have distinct referents. The former 
denotes the various norms, practices, virtues, and so on that a specifi c society or 
culture holds over a given period of time; the latter is the systematic investigation 
and justifi cation of these practices, for which the moral philosopher is particularly 
qualifi ed (e.g. Düwell et al.  2002 ; Nida-Rümelin  2006 ). But a closer look at the 
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practice of morality immediately shows that justifi cations and refl ections are a gen-
uine part of common morality, too—although they are sometimes misleading, 
doubtful, affected by disruptive factors, and even mistaken. Everyday moral 
justifi cation lies on a continuum with sophisticated philosophical theorizing about 
morality (a point that Düwell et al.  2002 : 3, acknowledge), which may be a reason 
for the (frequent) synonymous use of the terms ‘moral’ and ‘ethical’ in Anglophone 
philosophy. Between the covers of this book, we (and the other authors) will try 
to maintain a robust distinction between these terms, where ‘morality’ refers more 
to common practices and discourse upon moral issues within a specifi c societal 
or cultural frame and ‘ethics’ denotes a more refl ective approach that is usually 
connected with some degree of expertise and knowledge in moral philosophy. The 
distinction may be somewhat artifi cial, but it remains useful. 

 Furthermore, this chapter serves as an introduction to the other contributions in 
this book, as it arranges them into a general framework of empirically informed 
ethics, which can be called a “research program”. We do not understand this term in 
its sophisticated version used in philosophy of science (Lakatos  1977 ). Rather, it 
denotes the endeavor to outline the fi eld, its topics and problems, its methods, and 
some of the questions we consider most interesting. Section  1.2  presents the 
phenomenon that empirically informed ethics tackles, which is, we propose, a thorough 
explanation of ‘moral agency’ in all its facets. In this section, we also discuss how 
the understanding of ethics itself infl uences the role of empirical knowledge for 
ethics—an aspect that three contributions of this book also examine to some degree 
(Fischer, Naves de Brito, Krones). In Sect.  1.3 , we draw some important method-
ological distinctions, in order to help clarify the kinds of empirical research that 
may be relevant to ethics. It’s important to distinguish, for instance, quantitative 
from qualitative research methods. It’s also important to keep in mind that explicit, 
implicit, and behavioral measures of the same phenomenon may diverge. For 
instance, the subjects of empirical inquiry might explicitly think of themselves as 
honest, yet exhibit little honesty when their self-concepts are measured implicitly; 
and both explicit and implicit self-concept may diverge from their actual behavior 
in honesty-relevant circumstances. In Sect.  1.4 , we provide an overview of the 
different kinds of data that can inform ethics in various ways. The other 11 contribu-
tions of this book will be introduced in this section. Finally, in Sect.  1.5 , we present 
several problems that we consider particularly important for an empirical approach 
to ethics.  

1.2      The Phenomenon Under Investigation 

1.2.1     Distinguishing ‘Moral’ from ‘Non-moral’ 

 One basic fact about morality is that people are disposed to react to issues of right 
and wrong, good and bad, virtuous and vicious. This implies both the existence of 

1 Outlining the Field – A Research Program for Empirically Informed Ethics
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some normative frame in which the normative terms obtain their moral meaning and 
a connection between this normative frame and the real world, in the sense that it 
guides 4  thought, feeling, deliberation, and behavior 5  of most people much of the 
time. The connection is bidirectional: our thoughts, feelings, and behavior also 
infl uence the normative frame, often in an indirect, though sometimes also in a 
direct, way—for instance, by expanding it or by changing the semantics of some 
terms. Various spatial and temporal scales are involved in this interaction and open 
up a constellation of diffi cult, interrelated questions. The goal of this section is to 
structure them in a way that allows a not-too-Procrustean categorization of the 
various contributions in this book. 

 Another genuine aspect of morality, which should be mentioned right at the 
beginning, is its social nature: morality is situated in a social world 6  of actions, 
judgments, negotiations, and other kinds of expressions made by interacting social 
beings. This is also the reason why morality matters so much to most people: people 
get upset when others don’t meet their moral standards. This may concern obvious 
transgressions like harming innocents, but also more controversial issues, for 
instance, with respect to politics that some might consider outside the realm of 
morality (Haidt and Graham  2007 ). 

 This straightforward observation leads to a diffi cult question: whether there are 
uncontroversial criteria that can be used to classify a specifi c judgment, action, or 
other phenomenon as clearly  moral . Various classifi ers emerging from different dis-
ciplines have been proposed, and all of them have their opponents: Moral philoso-
phers may require universalizability as a property of (justifi ed) moral judgments 
(a prominent example is Kant  1785 /1983), and are then confronted with the objec-
tion of moral relativism (for an overview see Moser and Carson  2000 ). Moral psy-
chologists may focus on the degree of acceptance of norms in order to distinguish 
between moral and conventional norms (Turiel  1983 ), but there are important coun-
terarguments with respect to this distinction (e.g. Nichols  2002 ). Cognitive neuro-
scientists may use the (measurable) strength of the emotional reaction towards 
norm- transgressions as markers of morality (Moll et al.  2008b ), but are then con-
fronted with the large variability of individual emotional excitability or “affective 

4   In using the term ‘guide’ we do not mean that the agent necessarily requires conscious awareness 
of this frame. 
5   We use the term ‘behaviors’ to denote any observable expression of interacting social entities that 
includes communicative expressions of a verbal or nonverbal kind ,as well as generating records 
of behavior using any kind of media (e.g. exposing moral opinions through newspaper articles, 
blogs etc.) as long as the behavior has the potential to generate social impact. Actions are much 
more constrained behaviors (including intentionality, free will etc., depending on the theory of 
action someone holds; Mele  1997 ). For many philosophers, only actions are object of ethical con-
siderations because the issue of responsibility attribution is clearer in that case. Clearly, our con-
strual of the scope of ethics is more liberal (see Sect.  1.2.4 ). 
6   We use the term ‘social’ in a broad way including the possibility that nonhuman creatures can be 
understood as social beings (an undisputed claim within biology). Surely, the precise defi nition of 
‘social’ will be adapted to the species under investigation, leading to the question, what kind of 
behaviors must be present such that the interaction of non-human creatures can be assessed from 
the perspective of moral agency (see the contribution of Sarah Brosnan (Chap.  5 ) in this volume). 

M. Christen and M. Alfano
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styles” (Davidson  2004 ). Evolutionary biologists may focus on the fi tness reduction 
some behaviors have for individuals in order to call them ‘moral’ (Trivers  1985 ), but 
then are accused of unjustifi ed reductionism because they treat morality and altru-
ism as equivalent (Joyce  2006 ). Carolyn Parkinson et al. ( 2011 ) have gone so far as 
to suggest that literally  nothing  unifi es morality. This is not the place to go further 
into these longstanding issues—it is suffi cient to state that we do not have an uncon-
troversial set of individually necessary and jointly suffi cient criteria applicable to all 
phenomena that would allow us to classify them as being either moral or non-moral. 
This does not mean that we don’t have exemplars of either kind, but there will be a 
grey zone that is larger than most people are inclined to think. 7  

 This demarcation problem is complicated by a further wrinkle: the distinction 
between ‘moral’ and ‘immoral’—as the term ‘moral’ has a positive connotation that 
is hard to avoid in these discussions. Thus, although the “cold, objective observer” 
of morality may be interested in any kind of entity that is eligible for classifi cation 
as either ‘good’ or ‘bad’ relative to any system of justifi cation, many would insist 
that the classifi cation of an entity as ‘moral’ requires an  acceptable  justifi cation—
and is thus coupled to some standards of rationality and normativity (e.g. Schaber 
 2011 ). However, although there is a well-known asymmetry with respect to ‘good/
right’ and ‘bad/wrong’ in morality in the sense that transgression of norms causes 
much stronger reactions than the fulfi llment of moral ideals, there is considerable 
diversity in both space (i.e., between groups/cultures) and time (i.e., with respect to 
historical development) with respect to what is called ‘immoral’ (see the contribu-
tion of Prinz (Chap.   6    ) in this volume). 

 This short outline of the problem of fi nding adequate criteria for distinguishing 
the moral and the non-moral, on the one hand, and the moral and the immoral, on 
the other hand, should remind us to be tolerant in this respect, as we otherwise 
may overlook important aspects of morality. 8  For current purposes, and with the 
expectation that revision is inevitable, we tentatively defi ne a phenomenon as moral 
(as opposed to non-moral) if and only if it is a mental state (e.g., thought, judgment, 
belief, motive, emotion, sentiment), mental process (e.g., deliberation, construal), 
behavior (e.g., acting, omitting, refraining), disposition (e.g., virtue, vice, sensitivity) 
or state of affairs such that the application of the evaluative predicates (e.g., ‘good’, 
‘bad’, ‘right’, ‘wrong’) to it is warranted.  

7   This ambiguity probably results from the basic fact that normativity is woven into the most basic 
structures of life: all life-forms (including even plants, fungi, protozoa, and bacteria) have built-in 
“desired states” or “goal states” with respect to basic needs and threats, sensors to detect them, and 
actors to seek or avoid them. Although there is surely a consensus that most goal-seeking behaviors 
of life-forms are non-moral, this certitude decreases when social life forms are under investigation. 
And although we have good reason to couple (sophisticated) morality with language and the ability 
for conscious reasoning, this criterion may be of little use when the question is how morality 
evolved. 
8   See Haidt and Kesebir ( 2010 ) for an example (from social psychology) of how the initial classifi -
cation can shape the types of research questions that are asked. 

1 Outlining the Field – A Research Program for Empirically Informed Ethics
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1.2.2      Moral Agency 

 Having established a basic frame of the problem, we will now outline the subject 
matter in more detail. We suggest that the key phenomenon  empirically informed  
ethics is interested in is moral agency—the fact that patterns of moral behavior 
emerge from entities whose behavior is somehow regulated by a normative frame-
work that includes an idea of ‘good’ and ‘bad’. We deliberately use the term ‘pat-
terns of moral behavior’ rather than ‘moral action’ in this context because we 
propose to understand this phrase in a broad sense not restricted to mere punctate 
actions (see also footnotes 4 and 9 and the following explanations). 9  

 Empirically informed ethicists want to know  how moral agency is possible  and 
 how moral agency works , which (in most cases) includes how reasons and justifi ca-
tions are operative in that framework. Answering these questions requires further 
specifi cation depending on the concrete issue under investigation, as well as empiri-
cal data of various kinds (see Sect.  1.3 ). However, it would be a mistake to under-
stand this research project as purely empirical, as if the project could be completed 
merely by decoding the “moral machinery” of the agent and identifying the ele-
ments of the normative reference frame (i.e., the norms, virtues, values, and so on 
that are involved in a particular instance of moral behavior). Although justifi cation 
claims are an important aspect of moral agency, they can operate on various levels: 
on the level of the individual agent (e.g., when evaluating reasons for a specifi c 
option or action), on the level of direct agent interaction as a demand towards the 
agent (e.g., after he/she has done something that is criticized or praised by others), 
on the level of collective phenomena (e.g. with respect to incentives that operate on 
an institutional level), or on the level of the scientifi c inquiry of the phenomenon 
with respect to the question, whether and to what extent a specifi ed behavior could 
be called ‘moral’. Therefore, these practices of justifi cation are not only part of 
moral agency, they are also entangled in a complex way with the actual understand-
ing of the problem—an important point that we discuss in more detail in Sect.  1.2.4 . 

 Before sketching moral agency in more detail, we propose to distinguish the 
terms ‘moral agency’ and ‘moral agent’ and understand the former in a broader 
sense. In this way we can include the possibility that there may be phenomena of 
moral agency, although we are not sure (or even doubtful) whether an agent 10  is 

9   One may object that a different term should be used instead, e.g. ‘moral behaver’ instead of ‘moral 
agent’ and the coinage ‘moral behavior’ instead of ‘moral agency’. However, ‘behavior’ is too 
broad in that respect, as only a subclass of behaviors is relevant to moral agency, as social impact 
of the behavior (pattern) is required and some kind of mechanism that supplies feedback to the 
agent such that internal states (e.g., through refl ection, if the agent has the required abilities) are 
changed and may lead to a change in future behavior patterns. 
10   We should also note that the concepts ‘agent’ and ‘action’ should be distinguished as well in the 
sense that not all moral behaviors produced by agents are actions. As indicated earlier (footnote 4), 
the term ‘action’ refers to a tightly circumscribed set of behaviors operating on a limited time scale. 
An ‘agent’ is an entity that is clearly discernible in social space and where no reasonable doubt 
exists with respect to the fact that the agent is the originator of the behaviors under investigations, 
some of which may be actions. Therefore, with respect to their specifi city, we have a relation in the 
sense of: ‘moral agency’  >  ‘moral agent’  >  ‘moral action’ (‘ > ’ denotes: ‘is more general than’). 

M. Christen and M. Alfano
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actually present. This refers in particular to phenomena of collective agency that are 
also a topic of research in social psychology (Bandura  2001 ), although within phi-
losophy doubt has been expressed whether a collective of individuals actually can 
be called an agent (in particular with respect to responsibility attribution; French 
 1998 ). 11  Within the research tradition of complexity science, however, we can 
observe an increasing amount of research on patterns in social space that have moral 
relevance, although they do not result from intentions or involve top-down control 
(a recent example is Helbing et al.  2010 ). These patterns are accessible to empirical 
research and may even be shaped through politics—i.e. they can become an object 
both of ‘good’/‘bad’-attributions as well as intervention, although there is no clearly 
discernible entity to which this behavior can be attributed. Therefore, some moral 
behaviors may be interactive or relational in nature and can be understood as an 
expression of moral agency. 

 In the following, we propose a basic structure of moral agency that enables us to 
categorize various research topics with respect to the spatial and temporal time 
scales involved in moral agency (see Fig.  1.1 ).

   The structure of moral agency as we construe it here is threefold. First, moral 
agency requires a specifi ed  set of competencies  that must be present in the agent (or 
a collective of agents). Second, it involves a  normative reference frame  to which the 
agent has at least partial access. Finally, moral agency is always situated in a  context  
(consisting both of other agents and physical boundary conditions that constrain 
behavior). Competencies, normative frame, and context thus form the structural 
components of moral agency. A particular investigation of moral agency may refer 
to just one of these structural components, presumably by examining its content, or 
to the interaction of two or even all three components. 

 First, specifying the set of competencies is closely related to defi ning the moral 
agent—and the spectrum of proposals for necessary and/or suffi cient competencies 
that qualify for agency is broad. In its simplest form, one may characterize an agent 
as an entity consisting of sensors, some internal decision procedure to generate 
actions, inner goal states with which the sensory information is compared, and 

11   There is a longstanding discussion about collective responsibility that we will not outline here 
(see e.g. Held  1970 ; Lewis  1948 ; Narveson  2002 ). 

Agent

Context

Normative 
Frame

Competencies

  Fig. 1.1    The structural 
components of moral agency       

 

1 Outlining the Field – A Research Program for Empirically Informed Ethics



10

actors (anything that allows the agent to intervene in the world, such that the behavior 
of the agent is not completely controlled by factors outside of it). This simple 
picture—basically emerging from behaviorism and currently the standard defi nition 
within agent-based modeling (Bonabeau  2002 )—is enriched in social psychology 
and philosophy with various further capabilities such as authorship, autonomy, 
intentionality, forethought, learning, self-reactiveness, and self-refl ectiveness. 12  
These terms refer to rich theoretical concepts, and the picture of moral agency that 
we end up with depends on how they are spelled out both individually and in their 
interrelations. At this point, we do not have to perform that task, but we recognize 
that such a specifi cation is a necessary part of any investigation of moral agency. 

 Second, moral agency involves normativity, i.e. the idea of a ‘goal state’ with 
which an actual (or internally simulated, when assessing options) behavior can be 
compared, and that includes the implication that this comparison has some effect on 
the agent and its (future) behavior. Again, the specifi cation of the properties and con-
tent of a normative frame is the key point when a particular aspect of moral agency is 
under investigation. Presumably at least some elements of the frame are accessible to 
the agent, although accessibility does not necessarily mean that these elements are 
under the conscious control of the agent when he or she is acting. It just means that 
these elements are represented in such a way that they can feed into the processes that 
generate behavior. Defi ning these elements in such a way that the normative frame can 
be called a properly  moral  frame is related to the diffi culty of distinguishing moral 
from non-moral phenomena. Indeed, we consider the identifi cation of a proper 
description of the structure and contents of the normative frame to be one of the cen-
tral questions to which empirical research can contribute (see Sect.  1.4 ). 

 Third, because moral agency is always situated, we can only understand it if we 
have an adequate notion of the context in which it occurs. Due to the essentially 
social nature of morality, this context will involve other agents—either as counter-
parts (affected parties of the behaviors) of the agent or as observers and evaluators 
of the agent’s behavior (e.g., in the sense of third-party-punishment). The latter 
could also be merely hypothetical, i.e. the agent may have the capacity to internally 
simulate the evaluative judgments that others would make of some proposed course 
of action, and regulate his or her behavior in part by reference to these simulated 
judgments. The context certainly also involves physical boundary conditions that 
constrain the possibilities for action. The degree of their coerciveness, however, is 
again an issue of defi nition. For example, it is often an open question—and one 
indexed to time-scale—whether a given constraint is better understood as an immu-
table necessity (e.g., the need for food, water, shelter, and companionship) or as a 
contingent obstacle (e.g., the demands of a deeply rooted political or social arrange-
ment). In eighteenth-century America, slavery might have seemed an immovable 
part of the frame, and in the context of a single decision on a short time-scale, it was. 
Over the long term, however, the institution did turn out to be malleable. We suspect 

12   For an overview see Bandura ( 2001 ) and Christen ( 2009 ), or the entry on “action” in the Stanford 
Encyclopedia of Philosophy ( http://plato.stanford.edu/entries/action ; accessed on October 31st 
2011). 
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that many constraints exhibit this dissociation: in the near term they are best understood 
as unfortunate but solid constraints, whereas over the long term they are better 
understood as contingent and mutable. 

 These three structural components of moral agency correspond to different sci-
entifi c approaches to morality, each of which has a long tradition. Briefl y and with 
apologies for incompleteness, the psychology of character and traits focuses on the 
dispositions people should foster in order to be called ‘moral’, whereas situationism 
in psychology emphasizes the context in order to understand morality. Finally, vari-
ous traditions within moral philosophy deal primarily with the normative frame. 

 In summary, this outline of the structure of moral agency is soberingly complex, 
as it shows a need to defi ne each single component more precisely whenever a 
specifi c problem is under investigation, by taking into account the many (often 
mutual) dependencies among the relevant phenomena. For example, requiring 
deliberate access to the elements of the normative frame has consequences for the 
competencies the agent should have. This observation is neither new nor surprising, 
but it does remind us that the concrete question under consideration requires a 
careful elaboration of several interrelated elements. And the outline of these 
questions further requires a structural clarifi cation with respect to the spatial and 
temporal scales involved in moral agency, a point we discuss next.  

1.2.3     Spatial and Temporal Scales 

 Moral agency develops on various spatial and temporal scales, which we can use to 
categorize moral phenomena. We use the term ‘spatial scale’ here to refer to the 
number of agents involved and the manner of their interaction. Usually, three different 
scales are distinguished: the single agent (who, for instance, is reasoning about a 
specifi c issue or dilemma), a group of directly interacting agents over a longer times-
cale (allowing, for instance, the relationships of mutual trust and dependency), and a 
collection of agents who interact in a more or less anonymous way (for example, by 
means of social institutions). In many real-world problems, these scales are entan-
gled. However, many problems can be localized on a specifi c scale (e.g., the “tragedy 
of the commons” (Hardin  1968 ) on the scale of society). 

 With respect to the temporal scale, it’s reasonable to distinguish four different lev-
els: The time-scale of immediate acts (on the order of seconds to minutes), the scale 
of (deliberate) reasoning about a problem (on the order of minutes and hours to days 
or even weeks), the time scale of the ontogenesis of the agent (on the order of years 
and decades), and the evolutionary timescale that includes many generations of agents 
(on the order of decennia, millennia, or more). 13  Again, many real-world problems 

13   The issue of the relevant timescale of evolutionary processes surely depends on the type of 
phenomenon one analyzes. Furthermore, it seems that there is not a fi xed time scale but a strong 
connection between the speed of evolutionary change and environmental conditions (Kryazhimskiy 
et al.  2009 ). 
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involve an entanglement of several time-scales, for instance, when many individual 
immediate acts collectively result in a long-term social outcome (e.g., pollution, 
climate change, and the tragedy of the commons). 14  However, this classifi cation also 
allows us to categorize some ethical questions within a specifi ed scale. Based on these 
distinctions, in total, 12 different categories can be distinguished, to which specifi c 
behavior patterns with moral signifi cance can be attributed (Table  1.1 ).

   For each of these behavioral patterns, the details of the agent(s)’ competencies, 
the normative frame, and the context will have to be specifi ed, if they are to become 
an object of systematic investigation. This will be outlined in more detail below.  

1.2.4        What Does ‘Being Informed’ Mean? 

 Our discussion so far has focused on the phenomena of moral agency that are espe-
cially amenable to empirical research. In the following, we discuss the extent to 
which these phenomena are relevant to what is often considered the genuine task of 
ethics: refl ecting on normative theories and fi nding justifi cations for actions and 
goals that moral behavior should pursue or promote. 15  To do so, we fi rst outline in 
more detail the diffi culties that arise when attempting to draw clear distinctions 

14   One issue is the possibility of responsibility towards future generations with respect to general 
behavior patterns of current societies (Birnbacher  1995 ), which reemerged in the context of debat-
ing the moral signifi cance of climate change. 
15   In the following, we will not go into much detail with respect to meta-ethical issues that focus on 
the logical, semantic, and pragmatic structures of ethical argumentation. However, we recognize 
that the distinction between ethics and meta-ethics is not easy to draw (e.g. Düwell et al.  2002 : 3) 
and that some of the issues discussed further in this classifi cation may also be considered 
meta-ethical. 

   Table 1.1    Examples of behavioral patterns of moral agency, classifi ed along spatial and temporal 
scales   

 Spatial scale 

 Single agent  Group of agents  Collective of agents 

 Temporal 
scale 

 Immediate 
acts 

 Intuition-driven 
behaviors 

 Instant praise or 
punishment of 
actions 

 Mob behavior 

 Deliberate 
reasoning 

 Meditation on a 
moral decision 

 Collective 
decision- making 
in medical 
ethics 

 Institutionalized 
processes of praise, 
blame, reward, and 
punishment 

 Ontogenetic 
scale 

 Development of 
virtues, 
character 

 Development of 
group reputation 

 Change in legislation 
with respect to 
bioethical issues 

 Evolutionary 
scale 

 Emergence of 
moral emotions 

 Emergence of 
patterns of 
cooperation 

 Cultural change and 
fragmentation 
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between the different tasks and types of problems that moral philosophy is often 
concerned with. Next, we discuss how this understanding of ethics affects the appre-
ciation of empirical data within the fi eld. 

 There are several distinctions moral philosophers consider essential to their task. 
A closer investigation of them, however, often encounters pitfalls. The problem with 
one distinction—between ‘morality’ and ‘ethics’—has already been discussed; and 
it is probably not a crucial one the fi eld has to defend. Likewise, the problem of 
fi nding criteria by which to distinguish the moral from the non-moral does not 
threaten to undermine the whole ethical endeavor; rather, this point denotes a rele-
vant problem with which the fi eld is dealing. However, there are two (interrelated) 
analytical distinctions that are at once central to the task of ethics and deeply con-
nected to the empirically informed approach to ethics: the is-ought dichotomy 16  
(sometimes also called the fact-value dichotomy) and the difference between 
explaining and justifying behavior. We will not outline the long-standing discus-
sions of these issues, but it can easily be observed that whenever ethics becomes 
practical—e.g., when training professionals of other disciplines in ethics— these 
distinctions are mentioned as key instruments of the analytical toolbox of ethics, 
and accusing a philosophical opponent of committing the “naturalistic fallacy” (see 
footnote 16) is often taken to be devastating in any practical discussion of ethics (an 
example is Arn  2009 ). We are, however, skeptical about both the certitude of these 
distinctions and their alleged usefulness in practical discourse—and this skepticism 
is related to a criticism of an understanding of ethics that places empirical knowl-
edge on a distinct plane, detached from the realm of normative justifi cation. 

 To outline this skepticism, we distinguish three different ways of relating empiri-
cal data to ethical theorizing and discuss each of them separately:

    1.     Empirical data as a framing of an ethical problem:  All ethical questions—in 
particular those that concern practical issues, such as stem cell research—have 
essential conceptual connections to the real world (e.g., one needs to know what 
stem cells are in order to analyze ethical questions of stem cell research). This is, 
at fi rst sight, a trivial and uncontroversial inclusion of empirical data in ethical 
reasoning. However, even this involvement of the empirical may become tricky, 
as it has what seem at fi rst blush to be obviously value-based confl icts but may 
actually be factual confl icts (Daniels  1996 ). Furthermore, the observation that, in 
practical discourses, it is often diffi cult to see this difference might indicate that 
even this seemingly clear-cut involvement of data may blur the fact-value dichot-
omy. There are two potential explanations for this problem. First, the number 
and complexity of the facts that must be grasped to understand a problem may be 
quite great, which complicates the task of identifying hidden normative assump-
tions about some facts. This problem may be overcome by allowing suffi cient 
time for investigation and deliberation, but this solution may fail when taking the 

16   This distinction goes back at least to David Hume ( 1739 –1740/2003) and should be distinguished 
from the so-called naturalistic fallacy problem raised by G. E. Moore ( 1903 ). See also the contribu-
tion of Krones (Chap.  15 ) in this volume. 
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second explanation into account: the possibility that many of the crucial predicates 
and properties (e.g., ‘generous’ and generosity) inextricably combine descriptive 
and evaluative components (these are sometimes called “thick” terms and prop-
erties, following Williams  1985 ). If these explanations are correct, the “empirical 
information” ethics may use with respect to certain problems under investigation 
is not normatively neutral.   

   2.     Empirical data as an indicator of the feasibility of ethical thought:  A second 
potential involvement of empirical data, in particular emerging from moral psy-
chology, acts as a practical constraint on ethical theories. Bernard Williams 
( 1985 ; see also Flanagan  1991 ) and others have forcefully argued that an ethical 
theory that is committed to an impoverished or inaccurate conception of moral 
psychology has a serious competitive disadvantage. Although this may be a 
common agreement shared also by antecedent exponents of moral philosophy, 
the involvement of such facts is more demanding than it seems. First, history of 
science has taught us that empirical research is an endeavor that is less rational 
(e.g., with respect to the choice of research topics and theory defense; Kuhn 
 1962 ) than initially anticipated. Thus, the empirical data that is expected to con-
strain normative theorizing is itself the product of a complex and contingent 
process with respect to what is investigated (and what is not investigated). For 
example, it is remarkable that current research in social neuroscience has a 
strong focus on “good behaviors” (empathy, cooperation etc.), whereas a few 
decades earlier quite different topics were the primary objects of study (Matusall 
et al.  2011 ). This makes the constraints of normative theories dependent on cul-
turally shaped trends within the science that delivers the data, and thus ultimately 
the social and political forces that determine funding priorities. Second, the mea-
surement process involved in establishing such a fact (e.g., how empathy frames 
perception of moral problems; Singer et al.  2006 ) involves normativity both by 
specifying the details of the setting and with respect to the normative frame that 
serves as reference point (Christen  2010 ). For example, data emerging from 
patients with focal lesions in the prefrontal cortex that play a signifi cant role in 
arguments for the signifi cance of emotions as a “foundation” of moral intuitions 
and for practical decision making are remarkably imprecise with respect to what 
kind of emotions are affected. Such fi ndings are also highly prone to misinterpre-
tations driven by prejudices about what the data should demonstrate, as the 
famous case of Phineas Gage showed (Macmillan  2000 ). Third, systematic epis-
temic injustice (Fricker  1998 ) may lead to biased data-collection and -interpreta-
tion, creating a vicious feedback loop in which mistaken normative assumptions 
lead to erroneous conclusions which in turn are used to support those very 
assumptions. The data are therefore not independent of the investigators’ 
 normative frame, but involved in a complex feedback loop with it. Finally, philo-
sophical interpreters of scientifi c results are often unaware of raging controver-
sies within the scientifi c discipline over the validity of those results. 17  Such 

17   Neuroimaging—a central tool in today’s social and cognitive neuroscience (Matusall et al. 
 2011 )—is such a complex methodology that recently gave rise to an intense debate, see  http://
www.edvul.com/voodoocorr.php  (accessed on November 3rd 2011) for an overview. 
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methodological issues require choices with respect to credibility and plausibility 
of the empirical data that are taken to constrain ethical theories, another way in 
which normativity comes into play with respect to the fact-value dichotomy.   

   3.     Empirical data as foundations of normative theories:  Finally, empirical data of 
a special kind is also involved in a central way in ethical theorizing: when per-
forming thought experiments. Such experiments can be understood as “intuition 
pumps” (Dennett  1984 ) and are set up in such a way as to elicit assent to or even 
certitude in certain philosophical judgments. The inner state of experiencing this 
assent or certitude is an intuition, which many philosophers are inclined to treat 
as data against which moral theories are to be tested (Singer  1974 ). This poses 
the question of the reliability of this data and its relation to normativity. The fi rst 
point has been increasingly investigated by experimental philosophers, who fi nd 
considerable variance in laypeople’s philosophical intuitions (Knobe and Nichols 
 2008 ; see also the contribution of Shaun Nichols and colleagues (Chap.   9    ) in this 
volume), suggesting that cultural diversity is refl ected in very basic intuitions 
about metaphysical and moral issues, too. Surely, one may object that lay intu-
itions are not data of suffi cient quality, but recent investigations focusing on 
“expert intuitions” of moral philosophers indicate a similar degree of variance. 18  
An explanation for this variance may lie in the murky entanglement of the nor-
mative and factual aspects of intuitions, which are often taken to serve as both 
data and “genuine persuaders”—the latter due to an involvement of emotional 
aspects that probably should be investigated further. It is also important to note 
that this problem concerns not only individual intuitions, but also the way we 
combine intuitions, principles, and other elements of a theory into a coherent 
whole (e.g., by using the method of the refl exive equilibrium; Rawls  1971/1999 ). 
We have to expect various similarity relations between such entities (Thagard 
 1998 ) that will also rely on intuitions (Christen and Ott  2013 ). Therefore, the 
persuasiveness of such intuitions involves a normative component that bridges 
the fact-value-dichotomy, again.     

 There are various consequences of this skepticism with respect to clear-cut dis-
tinctions between the world of facts and the world of norms. Three of them are 
outlined in contributions of this volume. Johannes Fischer critically investigates the 
understanding of ethics as a rational justifi cation of moral judgments. He comes to 
the conclusion that moral refl ection from this orientation cannot do justice to moral 
phenomena. Furthermore, this view cannot be deduced from the essence of moral-
ity, nor can it be substantiated from the fact that we sometimes err morally, nor even 
can it be deduced from the idea that one of the tasks of ethics is the resolution of 
moral confl icts. 

 Adriano Naves de Brito refl ects on the foundation of basic values that ethics 
itself fosters—universalism and egalitarianism. He argues that morality is to be seen 
primarily as functional and can be understood naturalistically. He provides an 
example of an explanation of values in terms of preferences, affections, and other 

18   See Schwitzgebel and Cushman ( 2012 ) and Krist Vaesen & Martin Peterson, The Reliability of 
Armchair Intuitions (unpublished manuscript). 
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agentic dispositions. His recognition of an asymmetry between indignation and 
shame or guilt, which he considers as fundamental to morality as a system of 
reciprocal demands, is the key element of the analysis. He concludes that universality 
and equality are to be defended in any tolerable human concept of morality, simply 
because they are essential elements of human morality, and not because it is rationally 
plausible to choose them. 

 Finally, Tanja Krones refl ects on the role of ethics from the point of view of soci-
ology of science and shows the deep entanglement of empirical and normative 
issues in various practical questions in bioethics. She delineates a context-sensitive, 
transdisciplinary model of bioethics and (social) science beyond old dualisms and 
disputes, and presents various results of case studies resulting from empirically 
informed ethical theorizing. 

 These considerations and contributions demonstrate that an empirically informed 
ethics has a fraught relationship with facts and data compared to ethical theorizing 
that basically uses data as an exploitable resource. It involves both sensitivity to the 
various ways in which empirical and normative issues are entangled and an under-
standing of how the relevant data has been generated. The next two sections explore 
this point in more detail, taking the other contributions of the book emerging from 
various disciplines as exemplars.   

1.3       Methodological Distinctions 

 As we’ve seen in the previous sections, the relationship between empirical insights 
and ethical theory is manifold and complicated. It should come as no surprise, then, 
that a variety of methodologies have been fruitfully brought to bear on moral issues. 
In this section, we canvass four of the more important methodological distinctions 
relevant to empirically informed ethics. 

1.3.1     Quantitative/Qualitative 

 One basic distinction in the social sciences is between quantitative and qualitative 
research methods. While it is diffi cult to provide hard and fast defi nitions of the two 
methodologies, examples are easy to come by. At a bare minimum, quantitative 
research aims to establish statistically signifi cant relationships between and among 
variables; it generates numerical data on these variables, and then tests for correla-
tions in that data. For example, a researcher might ask people to rate their own 
generosity on a scale ranging from “not at all generous” (coded as −1) through 
“somewhat generous” (coded as 0) to “extremely generous” (coded as 1), and then 
provide them with the opportunity to donate money to a charitable organization. 
The researcher could then test the extent to which self-reported generosity corre-
lates with charitable giving. She might fi nd that these variables are uncorrelated, 
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meaning that even if you know that someone thinks of himself as generous or stingy, 
you cannot predict with confi dence whether he will donate to a charity. She might 
instead fi nd that the variables are positively correlated, meaning that people who 
self-report generosity (stinginess) can be predicted to donate more (less) than the 
average person. Or she might fi nd that the variables are negatively correlated, mean-
ing that people who self-report generosity (stinginess) can be predicted to donate 
less (more) than the average person. Any of these fi ndings would be relevant to ethi-
cal theories that countenance both virtue and introspection (or some other form of 
self-knowledge). 

 We are not, of course, recommending that such a simple and transparent method 
would yield many insights. The example is merely meant to illustrate how (more 
complicated and better-designed) quantitative research might be taken to be relevant 
to ethical theory. Such research includes much of personality psychology (which 
attempts to develop scales of normatively charged dispositions), social psychology 
(which investigates situational infl uences on behavior), behavioral economics 
(which explores the infl uence of social, cognitive, and affective factors on economic 
decision-making), and experimental economics (which uses controlled experiments 
in laboratory settings to understand preferences, desires, and markets). 

 Quantitative research methods offer many benefi ts. Their results can be analyzed 
statistically, replicated across time and research groups, and modeled in exquisite 
detail. However, some questions cannot be investigated quantitatively—at least not yet. 
Furthermore, quantitative research sometimes seems to lack ecological validity. For 
these reasons among others, it’s also important to use qualitative research methods. 
Qualitative research aims to explore how people experience the world, without impos-
ing the researcher’s own agenda and categories on that perspective. Examples of quali-
tative research include open-ended interviews, sociological observation of group 
dynamics, some aspects of primatology, and so on. Arguably, Carol Gilligan ( 1982 ) 
would not have been able to develop the ethics of care without going through the pains-
taking process of interviewing men and women about their moral views and behavior. 

 Thus, we do not want to make an invidious distinction between quantitative and 
qualitative research methodologies, but this distinction is important to bear in mind 
because of the different strengths and weaknesses of the two methods.  

1.3.2     Explicit/Implicit/Behavioral 

 In addition to the distinction between quantitative and qualitative research method-
ologies, we fi nd it helpful to distinguish explicit, implicit, and behavioral methods. 
Explicit methods attempt to directly measure whatever variable is at issue. For 
instance, if you want to investigate industriousness, you might just ask people 
whether they prefer striving for long-term or short-term goals, whether they think of 
themselves as industrious, and so on (   Duckworth and Seligman  2005 ,  2006 ; 
Duckworth et al.  2010 ). Explicit research has the advantages of being simple, 
straightforward, and economical. 

1 Outlining the Field – A Research Program for Empirically Informed Ethics



18

 However, you might worry that in some cases explicit methods will be subject to 
systematic bias. For instance, when a personality psychologist asks people whether 
they have a virtue, participants might be self-deceived, they might want to impress 
the researcher, or they might tell the researcher what they think she wants to hear. 
Presumably we can trust people’s self-reported extroversion more than we can trust 
their self-reported honesty or humility. This problem of self-presentational bias is 
probably more pronounced when moral issues are the object of investigation, 
as people usually are quite sensitive to what is socially desirable or objectionable. 
To supplement, complement, or correct explicit research, then, it’s often advisable 
to use implicit or behavioral methods. 

 One common implicit measure is the so-called implicit association test (IAT), 
developed by Greenwald et al. ( 1998 ). Such a test aims to detect the strength of a 
subject’s automatic associations between various concepts or objects. Subjects are 
presented with words, images, or symbols one at a time. They classify these items 
as belonging to one of two disjunctive categories. For example, subjects might have 
to say whether ‘career’ or ‘Emily’ belongs in the  male or work  category or the 
 female or family  category. The disjunctions are then permuted so that the subjects 
have to classify the items into either the  male or family  category or the  female or 
work  category. The answers to these categorization tasks are always easy. What’s 
tested is not accuracy but the speed with which the subjects are able to make the 
classifi cations, the assumption being that if you’re faster when dealing with  male or 
work  than with  female or work , you implicitly associate work with the male gender. 
IATs have been developed for many categories, but only quite recently has one been 
successfully developed for morality (Perugini and Leone  2009 ). 

 Thus, one could investigate, for instance, honesty with both explicit and implicit 
methods, and one might fi nd that the pictures that emerge are consonant or disso-
nant with one another. The distinction between explicit and implicit measures is not 
exhaustive, though. One might also investigate honesty with behavioral methods. 
Behavioral economists Mazar et al. ( 2008 ) did so, for instance, by providing people 
opportunities to cheat. 

 These methods can, and in many cases should, be used in conjunction with one 
another. We gain a more nuanced and complete understanding of human morality 
by bringing to bear a variety of perspectives and methods, and by calibrating and 
correcting some methods with others.  

1.3.3     Individual/Social 

 A third methodological distinction is between individual and social research. As we 
emphasized above, morality is a social phenomenon. Furthermore, social science 
research continues to turn up evidence of the mutual interpenetration of the personal 
and the social. While there would of course be no society if there were no people, 
and there could be people without society, almost every person who has lived in the 
past several millennia was enculturated into a social world. When researchers 
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decontextualize subjects by removing them from that world and putting them into a 
laboratory environment, they are able to control, to some extent, for social and 
cultural infl uences, which in turn enables them to examine the properties of the 
individual. However, doing so threatens to make their research ecologically invalid. 

 Moreover, many morally relevant aspects of individuals, such as reciprocity, self- 
presentation, and benevolent or altruistic preferences, can only be studied in a social 
setting. For this reason, experimental economists, for instance, have people play 
economic games such as the ultimatum game, the dictator game, the trust game, and 
the public good game with other participants. Likewise, anthropologists investigate 
the interaction of social norms with individual behavior. As with the previous dis-
tinctions, the distinction between social and group methods is not invidious: different 
methods will be more appropriate for answering different questions, and many 
questions will be best addressed by a smorgasbord of methodologies.  

1.3.4     Real/Virtual/Simulated Worlds 

 One fi nal methodological distinction may become more relevant in the future as a 
result of the tremendous improvement of computing technology and the pervasive 
nature of technological information-processing in many aspects of everyday life: 
the one between real and virtual/simulated worlds. It is a well-established observa-
tion that various scientifi c disciplines currently experience a profound transition 
through the use of computer simulations (e.g., solid-state physics, chemistry, 
molecular biology, and climate physics)—and disciplines in humanities and social 
sciences will surely be transformed by this methodology in the near future as well. 19  
Furthermore, sophisticated computer games and virtual worlds are becoming more 
and more part of the everyday life of many people, providing new “playgrounds” for 
moral behavior. 

 Surely, counterfactual thinking in the sense of thought experiments always has 
been an important instrument in ethical theorizing, but simulation techniques and 
virtual worlds may become new instruments for understanding moral behavior and 
perhaps even “testing” ethical theories, thus supplementing empirical research on 
real world behavior. This approach may prove to be useful in various respects. 
Computer games—Serious Moral Games (Christen et al.  2012 ) —may provide 
frameworks for more realistically assessing the moral behavior of agents compared 
to simple psychological tests. Simulations also force the researcher to conceptualize 
a specifi c problem in detail in order to make, e.g., an agent-based model run 
properly. They also allow creating and replicating more complex thought experi-
ments. So far, this novel methodological approach is only rarely used in ethics (see 
Danielson  1992  as an early example of using computer simulation methods in ethics), 

19   An example is the FuturICT project, a mega-science-proposal to build a research community and 
supercomputer infrastructure to simulate whole societies for understanding social change and pre-
dicting crises; see  http://www.futurict.eu/ ; accessed on November 4th 2011. 
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but it is not hard to predict that research in morality will make more use of virtual 
worlds and simulations in the near future. Furthermore, they obviate to some extent 
concerns about the ethical treatment of research subjects. Many interesting ethical 
questions cannot be empirically investigated because the requisite research would 
involve harming subjects. Simulated subjects, however, can sometimes be “harmed” 
with moral and legal impunity.   

1.4       Relevant Data for Empirically Informed Ethics 

 Various empirical research traditions—sometimes referred to as “descriptive ethics” 
(Düwell et al.  2002 : 2)—study morality, including (developmental, moral, and 
social) psychology, (moral) sociology, and history of morality. As explained in the 
previous section, though, morality has been increasingly recognized as a worthy 
object of study by other disciplines in the humanities and social sciences. 20  
The same holds also for some disciplines within the natural sciences (in particular, 
neuroscience, anthropology, and primatology). Even in medicine, “deviations” in 
moral behavior have (again) increasingly become an issue (Christen and Regard 
 2012 ). The following overview will admittedly not be complete, but focuses on the 
contributions of this volume to sketch the variety of empirical approaches that are in 
use today. 

1.4.1     Phylogeny of Moral Agency 

 Asking the question of the origin of morality has long been a central topic for scholars 
interested in morality, and, since the groundbreaking work of Charles Darwin and 
his prominent followers (Herbert Spencer, Julian Huxley and others), empirical 
approaches to this question referred to the concept of evolution when looking for 
answers (Joyce  2006 ). This search for the “phylogeny” of moral agency requires a 
specifi c framing of the problem and goes along with several well-known questions 
and problems that have been intensively discussed by evolutionary biologists and 
philosophers (e.g., Boyd and Richerson  1985 ; Caplan  1979 ; Kitcher  2011 ). Among 
them are the normative signifi cance of a genealogy of morals and the interplay of 
cultural and biological evolution. 

 One characteristic of this endeavor is that the search for the phylogeny of moral-
ity is heavily framed by one’s understanding of moral agency, especially the com-
petencies needed to count as a moral agent. A “traditional” understanding may 
outline that morality requires sophisticated abilities with respect to language, cogni-
tion, and reasoning, such that these abilities have to be fully developed and present 

20   Examples can be found in behavioral economics (Gintis et al.  2005 ), political science (Haidt and 
Graham  2007 ), and pedagogy (Huff and Frey  2005 ). 
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within the agents  before  anything like morality could develop. This understanding 
is refl ected by a myth prevalent in many (theistic) religions, according to which 
otherwise fully-developed people obtained their system of moral rules from an 
external, divine source. However, this is not a convincing framing of the problem 
given the emerging knowledge about the deep embedding of moral behaviors in our 
biological nature. But the price is then a rather loose understanding of morality—in 
particular with respect to the justifi catory aspect of morality, as there is at present no 
way to analyze when, how, and to what extent people actually started to use justifi -
cations in evolutionary history. 

 Given the structure of moral agency described in Sect.  1.2.2 , a crucial issue for 
any phylogenetic explanation of moral agency is the identifi cation of the competen-
cies agents need in order to produce behaviors that are candidates to be called ‘moral 
behaviors’. Paleontological data is hard to obtain on this issue (an exception may be 
archeological excavation of burials indicating some degree of care towards the 
dead), which is why the behavior of primate relatives has become a source for 
investigating such behaviors and the competencies required for them. The contribu-
tion of Sara Brosnan (Chap.   5    ) to this volume is an example of this approach, as she 
looks for those behaviors in primates that may be related to social norms, as well as 
for potential mechanisms for moral behavior, such as empathy. Emerging from 
observation studies (and increasingly from experimental investigations) of primates 
living in both natural and “artifi cial” (zoo, etc.) environments, a remarkable increase 
in research with respect to “precursors” of morality in species other than humans 
can be observed. This research is relevant to empirically informed ethics because it 
allows us to obtain a clearer picture of the “basal” or “paradigmatic” moral behav-
iors that form our moral lives in the sense that they are shared with our socially 
sophisticated evolutionary cousins. 

 With respect to the relevant context for the phylogeny of moral agency, there is 
little disagreement among the researchers in the fi eld: the specifi c environmental 
conditions and the lifestyle of human foragers—i.e., the spatial scale of the (small) 
group with strong mutual interdependencies and relations—shaped (human) moral 
agency in a decisive way. In the contribution of Carel van Schaik, Judith M. Burkart, 
Adrian V. Jaeggi and Claudia Rudolf von Rohr (Chap.   4    ), an extended hypothesis 
building on a large body of research in anthropology, ethnology, and related sci-
ences is presented. They propose that moral emotions are the subjective side of the 
proximate rules (motivations) that regulate human cooperation, which in turn is an 
evolutionarily novel adaptation to enable the uniquely derived lifestyle of human 
foragers, which requires generosity and sharing due to extreme mutual interdepen-
dence. For an empirically informed ethics, such a theory is relevant not only to 
understanding the origins of human morality, but it also has normative implications 
that are hard to ignore. For example: What follows from the fact that the current 
human lifestyle is far removed from the one our ancestors had over many thousands 
of years (e.g., with respect to establishing cooperation)? 

 An emphasis on the role of context for the emergence of moral agency leads to 
some diffi cult questions, as we can expect that (on an evolutionary time scale) the 
context was pretty stable with respect to the decisive elements (e.g., scarcity of 
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resources). One such question is: how is diversity with respect to the content of the 
normative frame possible? This diversity is obvious from a historical perspective, 
unless one restricts morality to those very few behavior patterns (e.g., represented 
in the “Golden Rule”) that seem to be quite robust across cultures and times. This 
is where culture comes into play, the focus of the contribution of Jesse Prinz 
(Chap.   6    ). The examples provided by Prinz are, however, not only a reminder to be 
cautious in seeing (deterministic) connections between biological human nature and 
the moral systems that emerge out of them. They also remind us that we currently 
lack a systematic investigation of the “normative knowledge” humans have accu-
mulated within their history. Rather, this type of knowledge seems to be dispersed 
in many different disciplines, including history, theology, philosophy, and political 
science, among others.  

1.4.2     Ontogeny of Moral Agency 

 A second major question for scholars interested in morality is: How do human 
beings become moral beings in their lifetime?—A question whose practical rele-
vance is especially pertinent to moral education. Again, the time-scale partially 
defi nes the problem, whereas all spatial scales may have effects on the ontogenesis 
of moral agency. The contributions of the book associated with this major question 
refer to several topics associated with the ontogenesis of moral agency. 

 One major issue to solve is the question of which competencies a moral agent 
should develop in the course of the fi rst few years (or perhaps even decades) of life. 
Carmen Tanner and Markus Christen (Chap.   7    ) investigate this issue in their contri-
bution by presenting a broad overview of the various competencies that have been 
proposed in the literature (in particular, moral psychology) as essential for moral 
agency. In their contribution, these abilities are arranged in a model called moral 
intelligence, which highlights two particular aspects: First, motivation—captured 
by the competence of “moral commitment”—gains a central role in infl uencing all 
other competencies of the psychological model of moral agency. Second, the model 
proposes a way in which the normative frame—captured by the notion of a “moral 
compass”—is integrated into the psychological processes that generate moral 
behaviors, mediated by the competence of moral commitment. The framework of 
“moral intelligence” stresses the importance of making such competencies measur-
able in order to have a basis for evaluating the effects of “moral training.” This type 
of research informs ethics by emphasizing that any normative theorizing requires an 
understanding of the competences needed for moral actions whenever these theories 
are applied for practical purposes. 

 A second important aspect of the ontogeny of moral agency is the context in 
which the moral agent develops. With respect to humans, it is increasingly appreci-
ated that early life experiences have important repercussions throughout an indi-
vidual’s lifetime. The contribution of Darcia Narvaez and Daniel Lapsley (Chap.   13    ) 
outlines this point by presenting both empirical data on early childhood 
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development and a theoretical framework called “triune ethics,” which distinguishes 
three basic ethical systems with respect to their functional effect (Safety, 
Engagement, and Imagination Ethics). These systems are differently shaped by 
early childhood experiences. To move towards moral expertise, extensive focused 
practice is required under the guidance of a mentor. Such education involves the 
cultivation of a deliberative mindset along with immersion in environments that 
foster appropriate intuitions. 

 A third aspect when assessing the single moral agent concerns the “neuronal 
infrastructure” that implements the competencies necessary for moral behavior. 
This very recent research—also called “neuroscience of ethics” (Roskies  2002 )—is 
presented in the contribution of Kristin Prehn and Hauke R. Heekeren (Chap.   8    ). A 
question of particular importance is whether this research will be able to distinguish 
between domain-specifi c and domain-general capacities needed for moral agency, 
and how individual differences refl ected by the variance of this neuronal infrastruc-
ture infl uence moral judgment competencies. Important methodologies used in this 
research are neuroimaging (in healthy subjects as well as in subjects with specifi ed 
brain lesions), transcranial magnetic stimulation (TMS) and other non-invasive 
tools for casually infl uencing neuronal processing, and behavioral experiments. The 
authors claim that neuroscientifi c research helps to disentangle the processes 
involved in moral judgment and behavior, and that it enables us to test the numerous 
assumptions made by psychological theories of moral agency. 

 A fourth aspect of the ontogenesis of moral agency is the difference in expertise 
among moral agents. Many studies within cognitive psychology have shown the 
superiority of experts over novices in nearly every aspect of cognitive functioning—
leading to the question of whether one can speak of moral expertise in a similar way. 
Bert Musschenga (Chap.   11    ) investigates this issue in the framework of refl exive 
equilibrium by examining whether the quality of a refl ective equilibrium can be 
strengthened by requiring that the initial judgments come from moral experts. He 
comes to the conclusion that this expertise is domain-specifi c: the refl ective equilib-
rium of local ethical theories can indeed be strengthened by giving special weight to 
the judgments of moral experts. These judgments are superior to those of laypeople 
if they stay within the locally accepted moral framework. Sometimes, however, 
moral intuitions transcend accepted moral frameworks. In such cases it is not up to 
moral experts to determine whether such intuitions are relevant and should be 
accommodated within an ethical theory. 

 Finally, the issue of developing moral abilities and expertise becomes a norma-
tive question when it refers to persons operating at decision points of institutions 
and societal systems. This aspect is investigated by the contribution of Markus 
Huppenbauer and Carmen Tanner (Chap.   14    ), who address “ethical leadership”: the 
abilities and values that should be fostered in and by people who occupy positions 
of responsibility in companies and other institutions. In their contribution, they 
sketch various areas of intersections between ethics and psychology, where each 
fi eld can learn and benefi t from the other when exploring ethical leadership and 
ethical decision- making. They thus show how empirically informed ethics can 
become very practical indeed.  
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1.4.3     Reasons and Moral Agency 

 A third group of ethical questions within ethics for which empirical data is relevantly 
important involves the role of reasons and their foundation in intuitions and stan-
dards of rationality—a fi eld that requires a sophisticated understanding of morality 
with respect to basic competencies such as the capacity to reason and deliberate. 
It concerns in particular the normative frame and the question of how this frame is 
operative with respect to actual behavior. 

 There is a longstanding debate about the basic structure of normative theories 
within ethics: Should they be founded by some basic principles, implying a hierar-
chy of reasons (foundationalism; see e.g. the contributions in DePaul  2001 ), or is 
the core of ethical theorizing more a non-hierarchic network of moral beliefs that 
“cohere” in some sense (coherentism; e.g. Thagard  2000 ). The latter approach was 
of particular importance for ethics when the methodology of “refl exive equilibrium” 
was introduced by Rawls ( 1971/1999 ). Ghislaine J.M.W. van Thiel and Johannes 
J.M. van Delden (Chap.   10    ) investigate in their contribution how this theoretical 
construct can be made more empirical by analyzing the role of intuitions (of third 
parties) in arriving at refl exive equilibrium. Their so-called Normative Empirical 
Refl ective Equilibrium uses empirical research to obtain information about these 
intuitions and creates a framework for understanding moral wisdom, grounded in 
the idea that ethics requires rich, complex and context-sensitive reasoning. 

 How intuitions actually can become an object of empirical research is shown in 
the contribution of Shaun Nichols, Mark Timmons, and Theresa Lopez (Chap.   9    ). 
They offer a case study at the intersection of moral psychology and normative ethics 
by investigating the phenomenon of “moral luck.” Psychological evidence indicates 
that people make harsher blame judgments about unlucky agents than equivalently 
situated lucky agents. Their research suggests that our commitment to allotting 
greater blame to unlucky agents is an entrenched commitment that runs fairly deep 
in human psychology and carries some initial normative authority. This initial 
authority is not beyond critique, but as it happens, people’s commitment to out-
come-based blame is more sensitive than has been recognized. People are much 
more likely to embrace outcome-based blame when agents are negligent than when 
agents are conscientious. This, according to the authors, provides the basis for a 
more plausible rendering of the control principle—a basic moral intuition according 
to which a person can only be blamed for what is within their control. Thus, the 
psychological research not only helps us to assess the nature of our normative com-
mitments, it also helps us to articulate normatively plausible principles. The contri-
bution is an exemplar of how empirical data infl uences normative thinking. 

 Finally, Erich H. Witte and Tobias Gollan (Chap.   12    ) investigate actual justifi ca-
tion patterns used in political discussions that include moral issues. They operation-
alize the main positions of moral philosophy by developing a questionnaire and a 
content-analytic category system. With these instruments they measure ethical jus-
tifi cation as prescriptive attributions in the form of rated subjective importance 
(questionnaire) or frequencies (content analysis). Both measures enable researchers 
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to obtain empirical data on how ethical justifi cations are actually used and to test 
hypotheses empirically, for instance concerning the dependence of the justifi cation 
pattern on the kind and quality of action, as well as on culture, role, and mode of 
group discussion. For example, they fi nd a large difference between the Arabian and 
the Western culture in justifying war and terrorism. Both direct and indirect utilitar-
ian argumentations seem to be typical for the Western groups; however, emphasiz-
ing the bad consequences of the enemy’s action for a certain group appears more 
often in the justifi cations of the Arabian parties. This data is of particular impor-
tance when collective phenomena of moral agency come into the focus of normative 
theorizing.   

1.5      Some Focus Questions for Empirically Informed Ethics 

 What, then, is empirically informed ethics, and what are its prospects? The contribu-
tions of this volume do not paint a complete picture of the empirical investigation of 
normative issues, but they do serve as exemplars of the many ways in which empirical 
information can be brought to bear on ethical questions. We have chosen to construe 
ethics quite broadly as the study of the phenomena of moral agency, which includes 
three components: agentic competencies, a normative framework, and situational con-
straints. We can now distinguish between fi rst-order aspects of empirically informed 
ethics, which draw on data concerning just one of the components of moral agency 
(e.g., the biological underpinnings of agentic competencies, the ontogeny of the space 
of reasons, and the psychology of situational infl uences), and higher-order aspects of 
empirically informed ethics, which examine either the feedback loops within one of 
the components across different spatial and/or temporal dimensions (e.g., the effect 
in later life of praise and blame for infants) or the relations among the components 
(e.g., the social ontology of virtue and vice). A comprehensive empirically informed 
ethics would include both fi rst-order and higher-order aspects. 

 In the following, we briefl y summarize how some of these questions can be 
aggregated to more general questions that empirically informed ethicists should, we 
suggest, be particularly interested in:

 –     The ontology of the moral space:  First, we need a better understanding of what 
might be called the “ontology of the moral space”—the question of discerning the 
basic moral entities and their interrelations. We suggest understanding the term 
‘ontology’ more in its information science sense, i.e., by asking how our knowl-
edge of morality is organized as a set of concepts within a domain. We may under-
stand the moral space as an abstract “space of reason” (Sellars  1956 ) populated by 
entities that can be understood as interrelated cognitive-affective units, such as 
beliefs, desires, values, principles, expectations, emotions, and sentiments 
(Mischel and Shoda  1995 ). Pairwise connections between units may be weaker or 
stronger, and the number of connections between a given unit and other units may 
be lesser or greater. The structure of this network of relations, thus, determines a 
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topology for the space of reasons, which, when traced using a clustering approach 
(Christen and Ott  2013 ), can be subdivided into classes. In the literature, various 
classifi cations have been proposed (Autonomy, Community, Divinity: Shweder 
et al.  1997 ; Care, Fairness, Loyalty, Authority, Sanctity, Liberty (the sixth class 
has been added later): Haidt  2007 ; Self-Direction, Stimulation, Hedonism, 
Achievement, Power, Security, Conformity, Tradition, Benevolence, Universalism: 
Schwartz  1992 ) that only partially overlap. This is neither surprising nor problem-
atic when we understand the partitioning of moral topology as a bottom-up clas-
sifi cation problem, but it shows us which problems should be at the center of our 
focus: evaluating the effect of different kinds of similarities between moral beliefs, 
their physiological implementation in the agent, and connections between the 
topology of the space and actual behavior patterns.  

 –    The function of morality:  Many empirical approaches to morality (in particular 
with respect to the origins of morality) assume a functional view of moral agency, 
i.e., see it as something that favored survival (and fl ourishing) of groups and soci-
eties. This is obviously a restricted view with a conformity bias that does not take 
into account that moral behavior may also include non-conforming behaviors that 
directly threaten social cohesion (e.g., conscientious objection to military service). 
Furthermore, a functional view may have irritating normative consequences (see, 
for example, the sociobiology debate; Caplan  1979 ). And even an alternative 
functional understanding of ethics as an instrument that helps to solve moral 
 problems—e.g., using the “just community” approach of Kohlberg ( 1980 )—may 
be rooted in the preconception that moral problems require solutions. But it is 
reasonable to assume that at least some moral problems are expressions of 
cultural diversity within societies and can only be solved by eliminating this 
diversity. In other words: there are various and confl icting interpretations of the 
function of morality that need to be investigated further.  

 –    Understanding moral change:  Another relevant phenomenon to be investigated 
further is moral change, especially the interrelations between the diversity of 
moral systems present at a specifi ed time point and their further development. 
We need a better understanding of what drives moral change given the evidence 
that rational inquiry is probably not the main driving force in this dynamic, 
whereas “mavericks” in the ethical discourse (e.g., honor; Appiah  2010 ) may be 
of more importance. In this context, there may be important feedback loops 
between moral behavior, on the one hand, and deliberation about holding agents 
morally responsible, on the other hand, which could be investigated empirically. 
In cases where moral behavior arises emergently as a result of the interactions of 
many agents over a long timescale, the effort to break the system down piece by 
piece in order to locate the nodes of primary responsibility may instead destroy 
the system, thereby making the phenomenon harder to understand and amelio-
rate. Attempts to hold a single person or small set of people responsible may end 
up scapegoating them and ignoring the structural problems embedded in the 
social, political, or economic system—problems that would arise regardless of 
the identities and motives of the individual agents involved.  
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 –    Dealing with moral complexity:  A further interesting phenomenon refers to the 
complexity-simplicity relation with respect to morality. On the one hand, the 
involvement of ethical thinking in problem evaluations is often experienced as an 
act of “complexifi cation” (Casti  1995 ) by outlining the various facets of a 
problem. On the other hand, a moral appraisal of a situation often has a simplifi -
cation effect (in particular in non-dilemmatic situations and when the agent 
has a clear reference scheme, such as protected values; Tanner and Medin  2004 ); 
it makes a seemingly complex problem easier to decide. In short we may say: 
ethics makes things more complex, morals make them simpler. This is an 
interesting interplay given the ongoing discussion of the role of intuitions in 
moral reasoning (triggered by the contribution of Haidt  2001 ) that deserves a 
further investigation.  

 –    Ethical theory building and standards of rationality:  Finally, another core 
problem of empirically informed ethics refers to the act of theory building itself. 
What are the historical contingencies that shape the appreciation of ethical 
theories both within the community of thinkers and on a broader societal scale? 
What infl uences the basic intuitions of moral philosophers when they seek to 
justify their theories? These questions have been addressed already, of course, 
but usually without systematic empirical investigation and primarily in the gladi-
atorial mode of attempting to refute or undermine an opponent’s view. It would 
be interesting to investigate this phenomenon from a more external, empirically 
informed position.    

 This set of basic questions is not complete. But we suggest that it grasps relevant 
problems where both ethical thinking and empirical data on moral agency expres-
sions will be required to arrive at genuine insights. And such an outline of these 
basic problems—something like a “Hilbert list” of problems for empirically 
informed ethics 21 —could serve as a guideline for future research. 

 Such a “Hilbert list” for empirically informed ethics powered by the general 
popularity of methodological naturalism in philosophy, however, should not set 
aside critical philosophical thinking. As Antti Kauppinen analyzes from an 
“armchair point-of-view” in his Critical Postscript, many even modest Ethical 
Empiricist arguments are unsound or at least dubious, and the empirical evidence 
provided often fails do the work it is alleged to do. Thus, empirically informed eth-
ics should not pursue the “dream of scientism” that empirical science constitutes the 
most authoritative worldview also within ethics. Rather, the challenge will be to fi nd 
the junctures between “armchair thinking” and “empirical ethics” such that our 
understanding of humans as moral beings is promoted.                                                                                            

21   On August 8th 1900, the German mathematician David Hilbert presented a list of 23 unsolved 
mathematical problems at the International Congress of Mathematics in Paris that turned out to 
become a programmatic outlook infl uencing the research within the fi eld for many years. 
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2.1            Introduction 

 The principles underlying morality have occupied ethics since its genesis during the 
Greek Enlightenment. Aristotle was one of the fi rst to ponder the matter and then, 
much later, David Hume formulated the alternative that became so crucial to the 
ethics of modernity, namely whether morality has its basis in reason or sentiment 
(Hume  1751 /2002: 3). This interest in the principles underlying morality is not 
solely attributable to moral psychology, but is also concerned with the comprehen-
sion and very conception of ethics. In the light of this historical background, it is 
worthy of note that, today, many ethicists are wont to display a certain reticence and 
skepticism toward new empirical psychological and neurobiological research into 
moral behavior. The reasons for this are manifold. The fi rst is almost certainly to be 
found in the widespread view that ethics is concerned with normative questions, as 
well as the examination of moral language and the logical structure of moral argu-
ments. Empirical research on morality seems incapable of making any contribution 
here. A second reason has, in all probability, to do with the excessive aspirations and 
expectations linked by some authors to this type of research, which come close to a 
“naturalization” of morality and ethics. 1  Third, such research frequently raises the 
question of whether what is being experimentally examined as “morality” is not in 
fact based on models that are far too simple, ones that might relate to a pre- theoretical 
everyday comprehension of morality, but that do not grasp the phenomenon in the 
differentiating approach adopted by ethicists. 

 The most important reason, however, is the fact that fi ndings from state-of-the-art 
empirical research on morality run counter to a perception of ethics characterizing 

1   An example is Casebeer ( 2003 : 843): “The goal of naturalized ethics is to show that norms are 
natural and that they arise from and are justifi ed by purely natural processes”. 
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large parts of modern ethical thinking. According to this perception, the task of 
ethics is to justify moral judgments rationally (i.e., argumentatively). 2  The mere 
defi ning of this task already implies a particular comprehension of morality, deeming 
that moral judgments can be rationally justifi ed. An obvious tension exists between 
this view and empirical moral research fi ndings stating that moral evaluations are 
based on the emotional evaluation of actions or situations. If, namely, moral evaluations 
develop in this way, then they cannot be demonstrated to a third party argumenta-
tively. Rather, the morally right or wrong can only show itself to a third party when 
that party takes a close look at the action or situation in question and evaluates it 
emotionally. The basis and criterion for the truth of moral judgments is then in the 
viewing and the imagining rather than rational justifi cation, meaning that the task of 
ethics has to be defi ned differently. 

 Current empirical moral research therefore raises the challenge of subjecting a 
widely accepted view of ethics to a critical reappraisal. This is what the following 
will attempt. I shall proceed by, fi rst, examining the arguments used to validate the 
comprehension of ethics as a rational justifi cation of morality, in order to expose 
their untenability against a background of the current empirical fi ndings on morality. 
I shall then ask what types of reasons are encountered within morality and how they 
differ from arguments. Finally, I shall advocate the theory that rather than providing 
a rational justifi cation of moral judgments, ethics has the far more modest task of 
guiding us toward correct moral thinking that does justice to moral phenomena.  

2.2     Three Arguments in Favor of Comprehending Ethics 
as a Rational Justifi cation of Moral Judgments 

 Enquiring into the foundations of this view of ethics, three arguments emerge. The 
fi rst argument deduces from the very essence of morality an obligation to justify 
moral claims argumentatively. The second argument points out the unreliability of 
our moral intuitions and their susceptibility to error, making a rational revisal indis-
pensable. The third argument claims that ethics is primarily concerned with moral 
confl icts, the latter as such requiring rational clarifi cation. 

2.2.1     The First Argument: An Obligation to Justify 
Moral Judgments Rationally Is Rooted in the Very 
Essence of Morality 

 The fi rst argument can be summarized as follows: orienting oneself morally means 
to orient oneself toward moral values, or judgments of the type ‘X is right/wrong, 
good/bad.’ Judgments are connected to a claim of general or intersubjective validity. 

2   Unless stated otherwise, in the following I shall use the expression ‘rational’ in the sense of 
argumentative rationality, as distinct from purposive rationality (cf. Höffe  1984 ). 
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In pronouncing them, the speaker assumes an obligation to honor this claim if 
required. This occurs in the form of an argument. Arguments are reasons aimed at 
proving the truth of an assertion, so that others are compelled to acknowledge 
them. Ideally, an argument takes the form of a deductive conclusion, the validity of 
which can hardly be refuted. Moral judgments thus imply an obligation to justify 
argumentatively and, in this sense, rationally. Since this takes place via rules, 
principles or general criteria, ethics then has to be conceived of as an ethics of 
rules. The following quotation is characteristic both of this view of morality and 
of ethics as an ethics of rules (Nida-Rümelin  2006 : 3; translated from German   ):

  Ethics starts out from moral convictions. Moral convictions deem which things are good, 
which actions are morally impermissible, which distributions are just, etc. Ethical theory 
attempts to develop some general criteria for good, correct, etc., which, on the one 
hand, harmoni z e with apparently unrelinquishable individual moral convictions and, on the 
other hand, can provide orientation in cases where our moral views are uncertain or even 
contradictory. 

   What is wrong with this fi rst argument are its premises. First, it is not true that all 
courses of action attributed with possessing a moral quality have their orientation in 
moral values. If we witness an accident in which people are injured, then the most 
obvious reason for helping is the fact that injured people require help, and not the 
notion that it is morally right or imperative to help them. Here we have a situation 
before us that demands a certain course of action, and it is the situation that forces 
us to take this course of action. Let us assume we would miss an important appoint-
ment we had agreed to keep and need to make our apologies if we would help these 
injured people. We will name this situation as the reason for our absence and, in so 
doing, will narrate it to the other person, giving him a narrative account of it in order 
to convince him of the correct, indeed imperative nature of our course of action. 
Narratives bring the moral signifi cance of situations to mind. Narrative reasons, as 
shown in this example, are different from arguments in that here it is not the speaker 
showing his counterpart that something is true or right and proving it to him, but 
the something showing itself to the counterpart when the latter depicts the situation 
in his mind or has it depicted for him. Unlike the necessity resulting from the “non- 
coercive coercion” (Habermas  1981 : 52f) of an argument, here we have a form of 
necessity that emerges from a given situation and from which we are unable to 
escape as a result of visualizing it (cf. Winch  1987 ). I shall return to this point later. 

 The idea that moral orientation is an orientation toward moral evaluations is what 
gives rise to the view that the task of ethics is to justify moral evaluations. Ostensibly 
this forms the basis for the plausibility of an ethics of rules or norms, an attempt to 
construct general criteria for moral evaluations, as expressed in the above citation. 
But this incurs a problematic shift in the focus of moral orientation. Let us imagine 
an ethics committee which is called upon to comment on active euthanasia. If 
it were to behave as if moral orientation meant an orientation toward moral evalua-
tions, then the task of the committee would have to be perceived as submitting a 
judgment about whether active euthanasia is morally right or wrong, in order to aid 
public orientation in this issue. But if moral orientation has its foundations in the 
visualization of actual cases and imaginable situations, it becomes a different thing 
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altogether. In this case, the task of a committee would be to promote a public 
awareness of the situation in which those affected by this issue fi nd themselves, in 
order thus to enable the addressees of the comment to form their own responsible 
judgment regarding how to deal with the issue of active euthanasia and any legal 
regulations that need to be put in place concerning it. 

 Second, the idea that moral judgments are connected with a claim to general or 
intersubjective validity is incorrect. With judgments, whether they are moral or 
empirical, we stake a claim to  truth , referring to the relationship between statement 
and fact. In contrast, we stake intersubjective claims to validity with  assertions  or 
 theses . With such speech acts we assume a  discursive  obligation to fi nd proof for 
that asserted if required, and this in turn takes place in the form of arguments. 
Narrative reasons are too weak for such  proof  since their power to convince contin-
gently depends on whether the moral signifi cance of a situation presents itself to the 
other person in the same way as it does to the narrator. In many cases we refrain 
from making assertions or hypotheses because we do not believe ourselves to be 
capable of honoring the concomitant discursive claim in a manner convincing to 
all. But this does not mean that we refrain from forming our own judgment in a 
controversial moral issue. This point is particularly signifi cant in the situation of 
moral and ideological pluralism and especially within the global context. 

 This distinction between judgments and assertions, which is so important for the 
comprehension of morality, is seldom made in the relevant ethics text books. Dieter 
Birnbacher, for example, writes ( 2003 : 24; translated from German): “He who judges 
morally, usually comprehends himself… as somebody who makes an assertion 
and who expects that the addressees of his judgment can understand and follow 
what is being asserted.” Accordingly, Birnbacher counts the  claim to general validity 
or intersubjective bindingness  as one of the characteristics of moral judgments 
(Birnbacher  2003 : 13, 24). 3  With reference to moral judgments, Michael Quante 
( 2003 : 27) speaks of “asserting statements.” And yet, saying: “Abortion is morally 
wrong” and saying: “I assert that abortion is morally wrong” are quite obviously 
two different things. The second statement, the assertion, stakes a claim to intersub-
jective validity, which in turn entails an obligation to produce proof of the truth of 
this statement if required, whereas the fi rst statement, the judgment, entails no such 
obligation. In line with what has been said so far, this does not rule out the possibility 
that we would nevertheless put forward  reasons  for this judgment if asked; but these 
reasons would not take the shape of, or stake the same claim as arguments. 

 In equating, on the one hand, moral orientation with an orientation toward moral 
evaluations, and, on the other hand, morally evaluating arguments with assertions, 
ethics can well be comprehended as an argumentative, and thus rational justifi cation 
of morality. Neither Birnbacher nor Quante examines whether statements with a 
moral content can even become the object of assertions. Does it make sense to say: 
“I  assert  that in certain cases active euthanasia is morally correct or defensible”? 
Can any argumentative proof be found for this? I shall return to this point shortly. 

3   From this Birnbacher deduces an argument against particular ethics (e.g., Christian ethics). 
Namely, these types fail to satisfy a claim to general validity (cf. Birnbacher  1991 : 113). 
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 Following what has been said, the view that ethics has its task in the rational, 
argumentative justifi cation of morality cannot be deduced from or justifi ed by the 
manner in which we morally orient ourselves in our courses of action. As shown 
by the example of the accident, communication about our moral actions does 
involve  reasons , and crucially so, but the latter are not put forward as arguments. So 
where does this view of ethics come from? 

 As has already been hinted at, modern ethical thinking is characterized by ethics 
being assigned the purpose of justifying morality rationally, in order to constrain 
human coexistence in a reasoning from which no sensible person can escape. From 
the perspective of discourse ethics, this development may be reconstructed as fol-
lows. Societal order and cooperation demand more than simply that the members 
of society bind their actions to universally consensual reasons. The consensus 
could be merely factual, due to a coincidental concordance of opinions and convic-
tions. Societal coexistence would then depend on contingent conditions that could 
change at any time. Far more, what is required is a binding to reasons that every-
body  necessarily  has to agree to, independently of the coincidental circumstances 
of their own origins and conditioning. Reasons of this type are arguments. As I have 
said, arguments are reasons connected with a claim to be able to produce proof 
underpinning the truth of an assertion, in such a way as to  compel  consent. If all 
members of society were to bind their judgments and courses of action to such 
reasons, then the non-coercive coercion of the better argument would render super-
fl uous every other type of coercion intended to guarantee societal order and coop-
eration. Modern ethical theories claim to provide such reasons. They are the result 
of subjecting ethics to the purpose of rationally justifying morality. Ancient ethics 
was not familiar with such a purpose, and therefore not familiar with such theories 
(cf. Tugendhat  1984 : 33–56). 

 This means, of course, that moral refl ection is subjected to a purpose that is  alien  
to morality itself, i.e. a purpose that is not implied by morality itself, and that has 
considerable consequences. Modern ethical thinking is characterized by an attitude 
of  disengagement . Disengagement entails the objectifi cation of a domain, dispossess-
ing that domain of the normative power with which it usually affects us (cf. Taylor 
 1989 : 160). In the example of the accident involving injured parties, it is the moral 
signifi cance of the  experienced  situation that causes us to act. As has already been 
said, its linguistic articulation is encased in a narrative. But if the rationality ideal 
dominating modern ethics is to prevail, then it must cease the importance of how a 
situation is experienced or how it may be visualized as the result of a narrative, 
because that would mean a dependence on contingent conditions; only arguments 
count. Situations are then turned into cases, where rules are applied, and here their 
 descriptive characterization , as distinct from their  narrative visualization , has the 
upper hand. Grasped purely descriptively, they forfeit their normative effect on us. 
The hiatus between (descriptive) facts and values that is characteristic of modern 
ethical thinking and that underlies phenomena such as the naturalistic fallacy, has 
its origins in this objectifi cation of morality. This hiatus does not exist in our 
lifeworldly experience, as shown by the example of the accident:  as one  with the 
narrative visualization of the situation in question, we are simultaneously aware of 
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the rightness of the relevant course of action. If, in contrast, we view this situation 
in terms of its descriptive characterization, then we will additionally require a moral 
rule or norm to stipulate the right or imperative course of action in situations of 
this kind. 

 One illustration of modern ethical thinking is an essay originally written in the 
1970s by Peter Singer on the question of whether there is an individual moral 
obligation to help fi ght global poverty (Singer  2007 ). Even though Singer makes it 
obvious that what motivated him to write his essay and what actually moves him, is 
the suffering of people in the former region of Bengal, nowhere in his essay does 
this suffering appear as a reason for helping these people. Singer does not open our 
eyes to what it is like for a person to live in extreme poverty in a bid to make us more 
sensitive toward the moral signifi cance of this circumstance. Rather, his essay is 
governed by the idea that only rational justifi cation of a corresponding obligation 
to help will constitute a suffi cient moral reason to help these people. This idea 
also dominated the debate later triggered by Singer’s essay. 4  In the example of the 
accident, this would be equivalent to the mere fact that the injured parties urgently 
require help not representing a suffi cient moral reason to help them. Only the 
argumentative justifi cation of a corresponding obligation to help would constitute 
such a reason.  

2.2.2     The Second Argument: Only the Rational Justifi cation 
of Moral Judgments Makes Moral Knowledge Authentic 

 Let us now take a look at the second argument backing the view that the task of ethics 
is to justify morality rationally. It claims that orientation toward an experienced or 
narratively visualized situation, as in the example of the accident, is  prone to error  
and that we can therefore be  mistaken  with regard to our true obligations. In order 
to fi nd out what our true obligations are, we have to assume a disengaged standpoint 
and orient ourselves toward arguments alone. A typical example of this view is the 
following quotation (Rippe  1998 : 363f; translated from German):

  More crucial is the differing attitude held by professional ethicists [as opposed to ethical 
laypersons] towards ethical questions. On the basis of their professional training, they must 
be prepared to question everything. Faced with a course of action which to a layperson 
would be quite obviously condemnable, they ask: ‘What is really wrong with it?’. What is 
wrong with torture, murder, slavery, discrimination? The mere fact that they are even asking 
this question, believing it necessary to examine the relevant arguments, does, of course, hint 
at amorality. For can there be any better indication of the defi cits of experts than that they 
question what is seemingly obvious to every single person brought up to be a moral subject? 
This alone marks them out as suspicious. Philosophical ethicists really do have to live with 
this defi cit. Not taking the intuitions of their time, the doxa, as given, they must subject 
them to rational examination… 

4   Cf. the contributions in Bleisch and Schaber ( 2007 ). 
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   Following on from the Enlightenment, modern thinking has been profoundly 
marked by this view of philosophy and philosophical ethics. As the quotation 
demonstrates, to a certain extent it is concerned with the professional ethos of 
the philosophical ethicist. In contrast to the  doxa,  that which presents itself in the 
foreground and by which the philosophically uneducated abide, this ethos stands 
for  aletheia , the truth. Laypersons might  think  that they know that a murder or a 
rape is a terrible thing, a moral evil, but ethicists possess  true  (i.e., rationally 
justifi ed) knowledge. Unlike laypersons, ethicists are prepared to question every-
thing, right down to whether a murder or a rape is really as bad, in moral terms, as 
laypersons believe. 

 In the midst of all this enlightening pathos, it is easy to overlook the fact that 
moral prejudices, as highlighted in the above quotation, are not the only kind; 
philosophical prejudices also exist, in the shape of convictions that are deemed true 
and then passed on without ever being subjected to unbiased examination. If you 
say that moral intuition, perception and experience are all susceptible to error, then 
no sensible person will contradict you. The crucial question here is: what can be 
used as a yardstick to measure truth and error? In the above quotation, there is 
 already an implicit assumption  that rational argumentative examination is to be this 
yardstick. Accordingly, moral intuition or experience is susceptible to error because 
it can seduce us into holding opinions that are not the same results arrived at by 
argumentative examination. And yet this implicit assumption is anything but self-
evident, rather requiring justifi cation itself. Advocates of this view are usually 
unaware of this point because, for them, the assumption is so totally clear. What 
other yardstick for truth and error can there possibly be, if not the incorruptible logic 
of the argument? What the advocates of this view need to prove is that moral knowl-
edge does indeed conform to this logic. 

 Thanks to empirical moral research we are now aware of the signifi cance that 
emotions have for morality (Fischer  2010 ). If this is so, how is moral knowledge to 
be arrived at solely through cognitive operations, in the shape of logical conclusions 
or arguments? Here we have another distinction between modern ethical thinking 
and ancient ethical conceptions, such as those of Aristotle. Due to the objectifi cation 
of morality and the resulting attitude of disengagement in modern thinking, reason 
and sentiment become potential alternative foundations of morality (Hume  1751 /2002: 
4), whereas, for Aristotle, in moral decision-making emotion and reason worked 
hand-in-hand (Eth. Nik. VI, 2 1139b 4–5, in Aristotle 1999). The Platonism in the 
above quotation, distinguishing the  doxa , i.e. the manner in which (im)moral phe-
nomena, such as torture, murder, rape, discrimination, etc., exist in lifeworldly 
perception and experience, from the  aletheia , which presents itself not to life-
worldly experience, but only to rational, argumentatively justifi ed thought, contra-
dicts our current knowledge of morality. The type of radical questioning 
propagandized in the above quotation thus only ostensibly merits the label ‘philo-
sophical.’ It does not really deserve this epithet because the all-crucial premise on 
which the questioning itself is based remains unquestioned. 

 It is lifeworldly experience that makes us aware of the fact that moral perception 
of situations or courses of action is prone to error, and not standards of rationality. 
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For example, yesterday I may have been of the opinion that I treated my child justly, 
and yet today, after going through yesterday’s situation in my mind again, I realize 
that I behaved wrongly toward him. Only  one  conclusion can be drawn from this, 
namely to watch out more carefully and check more precisely when evaluating 
similar cases and situations in the future. The consequence is  not  fundamentally to 
mistrust my perception of situations and actions and to orient my future behavior 
toward my child solely in accord with rationally deduced rules and principles, 
devoid of emotional involvement. 

 Harold Arthur Prichard ( 1912 ) elaborated on these issues, in his classic essay 
“Does moral philosophy rest on a mistake?”, in which he compared moral philosophy 
to the Theory of Knowledge. The latter had its origins in a doubt concerning whether 
what we believe to be knowledge really is, in fact, knowledge. This resulted in a 
search for criteria, on the basis of which we could then be certain that we do, in fact, 
know. According to Prichard, the mistake behind this view is that the object of doubt 
was not actually knowledge at all. Therefore, what was at stake was not a criterion 
for knowledge. “For when we  say  we doubt whether our previous condition was one 
of knowledge, what we  mean , if we mean anything at all, is that we doubt whether 
our previous  belief  was  true , a belief which we should express as the  thinking  that 
A is B. For in order to doubt whether our previous condition was one of knowledge, 
we have to think of it not as knowledge but as only belief, and our only question can 
be ‘Was this belief true?’” (Prichard  1912 : 35). But in order to discover this, we 
have to re-examine what brought us to this belief, which is equivalent to doing 
a sum again. And, in order to do this, we do not require general epistemological 
criteria for knowledge. 

 Prichard diagnoses the same mistake within moral philosophy. It, too, has its 
origins in a doubt, namely a doubt about whether what we consider to be obligations 
really are obligatory. “We then want to have it  proved  to us that we ought to do so, 
i.e. to be convinced of this by a process which, as an argument, is different in kind 
from our original and unrefl ective appreciation of it” (Prichard  1912 : 36). This has 
also led to a search for criteria for moral knowledge with regard to our obligations. 
And here, too, the mistake is that our doubt does not refer to whether we actually 
know, requiring criteria for moral knowledge, but rather refers to a  belief  or  conviction , 
meaning that we should re-examine what led us to this conviction. Modern ethical 
theories, as stated, claim to provide criteria for moral knowledge. As Prichard 
makes it clear, both with a view to consequentialist theories, and with reference to 
deontological theories, they are unable to honor this claim. 

 Prichard comes to the conclusion “that we do not come to appreciate an obligation 
by an argument” (Prichard  1912 : 29). Far more, the “sense of obligation to do, or 
of the rightness of, an action of a particular kind is absolutely underivative or 
immediate. The rightness of an action consists in its being the origination of some-
thing of a certain kind A in a situation of a certain kind, a situation consisting in a 
certain relation B of the agent to others or to his own nature” (Prichard  1912 : 27). 
Instead of establishing general criteria for ‘right’ or ‘imperative,’ it is therefore a 
case of taking a look at the situations in question, using them as a yardstick to judge 
whether courses of action are right or imperative. If we are in any doubt about 
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whether a course of action is right or not, these doubts can only be expelled if we 
re-evaluate what convinced us that it was right in the fi rst place, this being the situation 
in question or the relationship between the course of action and the situation. 
Accordingly, Prichard distinguishes between  moral thinking  and  non-moral thinking , 
with the latter pertaining to the moral philosophy he is so critical of, a philosophy 
believing it can deduce obligations argumentatively.  

2.2.3     The Third Argument: Moral Confl icts Require 
Rational Clarifi cation 

 This brings me to the third argument for viewing ethics as a rational justifi cation of 
morality. It claims that ethics is essentially concerned with disputes such as dilemma 
decisions or distribution confl icts. But these disputes require rational argumentative 
clarifi cation. For example, in the case of how to distribute scarce organs for organ 
transplantation, the criteria determining the assignation of organs must be decided 
using argumentation. 

 This argument is sound in that many ethical questions involve subquestions 
that require for their clarifi cation not moral considerations, but deliberations of 
another kind (e.g. purpose-rational deliberations). If a moral imperative to preserve 
as much life as possible is pre-given, in terms of life duration and quality of life, 
then purpose- rational deliberations can determine the distribution criteria for the 
assignation of organs best able to achieve this goal. 

 This argument is called into question, however, when  moral  confl icts are the 
object of consideration. Let us assume that we are faced with a dilemma decision 
between two morally imperative options. If it is true that morality has its basis in 
emotions (and, as already stated, in the light of current empirical moral research this 
cannot seriously be refuted), then what makes the options  moral  options is the fact 
that we evaluate them emotionally. From this fact both options derive the moral 
weight they carry for us, and for our dilemma it is decisive which of the two has the 
greater weight in the given situation. In contrast, assuming a disengaged standpoint 
equates to blanking out the emotional evaluation, thereby not viewing the options  as 
moral ones , with a reference to their respective  moral weight . The decision that is 
then reached between the two is likewise not oriented toward this weight. We are 
then not judging  morally . Herein is the error of believing that moral confl icts can 
be decided on the basis of general rules or criteria. 

 This point is signifi cant, not least in conjunction with the opinion that an ‘ethics 
of rules’ way of thinking is the chief path toward innovation or progress in the fi eld of 
morality. If it is true that morality has its foundations in the emotional evaluation 
of situations and courses of action, then morality cannot be infl uenced by this way 
of thinking. The latter may produce provocative theories, issues that are assigned a 
moral signifi cance, and they may, as in the case of certain theories by Peter Singer, 
cause quite a public stir and arouse the impression that something is moving and 
changing. But these theories do not have the character of  moral , emotionally 
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founded and evaluating judgments and insights, and therefore neither do they have 
the power to change existing moral attitudes and convictions. In debating whether 
we should follow a theory of this kind, diametrically opposed to our own moral 
insight, or whether the theory should follow our insight, we will decide in favor of 
the latter simply because the theory is not a moral insight.   

2.3     With What Type of Reasons Is the Field 
of Morality Concerned? 

 Examination of the three arguments that appear to advocate viewing ethics as the 
rational justifi cation of morality has thus led to the conclusion that this view cannot 
be deduced from the essence of morality, nor can it be substantiated from the fact 
that we sometimes err morally, nor can it be deduced from the idea that one of the 
tasks of ethics is the solving of moral confl icts. This view subjects moral refl ection 
to a purpose that is alien to morality, one that raises the question of whether a moral 
refl ection with this orientation can do justice to moral phenomena. A response to 
this question would require detailed analysis of the phenomenology of morality, and 
this would have to include the more recent philosophical debate about emotions 
and their signifi cance for the understanding of morality, 5  as well as the fi ndings 
from current empirical moral research. 

 The more recent philosophical debate on emotions has expounded the problem 
that morally relevant emotions are really  perceptions  with an affective content, i.e. 
things which possess a cognitive component and in which, therefore,  knowledge  is 
imparted. For example, an essential component of compassion is a perception of the 
suffering of a third party. Without this perception there would be no reference to 
the person  for whom  one is feeling compassion. On the other hand, the component 
thus felt is involved in this perception by rendering empathetically accessible what 
is being perceived, namely the suffering of the third party. Thus the affect is not 
simply a reaction to what is perceived, but an essential part of this perception as a 
factor that renders the perceived accessible and, to this extent, itself has a cognitive 
signifi cance. 

 This sheds light on the signifi cance of  narrativity  for moral refl ection, particu-
larly in the way that narratives, as distinct from pure descriptions, present moral 
issues for  emotional cognition  by clearly showing situations and actions in 
their experiential quality. Narrativity is thus the linguistic form of expression that 
corresponds to the emotional foundations of morality. The fact that narrativity 
generates moral knowledge needs to be stressed in the light of a misunderstand-
ing, which has a long tradition traced back to some receptions of the ancient 
distinction between rhetoric and dialectic, namely that narratives are merely able 
to infl uence affects, and thus can have no validity as reasons and can contribute 

5   This debate is expounded in Ammann ( 2007 ). 
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nothing to moral cognition. If what is denoted by the word ‘reason’ has (at least in 
part and very essentially) anything to do with  reasoning  about situations and the 
signifi cance attributed to them, then a description such as the example of the 
accident involving injured parties appeals to the  reason  and not merely one-sidedly 
to the sentiments of the listener. The listener can, of course, only reason appropri-
ately if his emotions play a part. Yet what makes him realize that helping the 
injured is the right thing to do is not an affective reaction to the imagined situation, 
but a  grasping  of the situation, involving cognition and affect in equal measure. 
The  reason  for his judgment that it is right or imperative to help the injured is not 
located in this perceptual grasping: the latter is merely an  explanation  for this 
insight. Far more, it is located in the perceived situation itself: the injured parties 
fi nd themselves in a state of emergency and are dependent upon help. This is the 
reason why it is right or imperative to help them. Thus the  justifi cation  for this 
judgment exists in imagining this situation, which in turn occurs via its narration. 
To this extent it makes sense to speak of  narrative reasons . Such reasons are basal 
to all moral cognitions because of their emotional foundations. Their character is 
completely different from that of arguments. When Prichard ( 1912 ) writes that 
our sense of obligation is  immediate  and deduced from nothing else, this captures 
precisely what is characteristic about reasons of this type, calling to mind the 
moral signifi cance of situations and courses of action. 

 In the literature, a standard objection to narrativity as a method of accessing and 
forming moral judgments is the potential of narratives to manipulate (Düwell 
 2008 : 52–54). In most cases, this objection focuses on major narratives, such as 
journalistic treatment of events or cinema fi lms. The narrative justifi cation of judg-
ments, decisions or courses of action, however, is concerned with narratives of a 
different kind. Let us assume that a person does not turn up for work and the next 
day justifi es his absence with the information: “Yesterday my wife was really ill, 
and I had to take her to hospital, then sort out a whole lot of things for her.” This 
information is quite obviously a narrative, or a  tale  explaining the situation that 
caused the person in question to stay away from work and leaving no room for 
doubt that he had a cogent reason for doing so. This is the way in which we morally 
justify our actions in everyday communications. To what extent is this manipula-
tive? In the worst case, one could indeed suspect the person in question of ‘telling 
tales,’ with his wife not being ill or needing to go to the hospital at all. This is a 
matter of facts, presenting an accurate  description  of the situation. In this way, 
narratives and the effect they have on us can be controlled using descriptively 
addressed reality. This to-ing and fro-ing between narration, on the one hand, and 
description of the factual aspects of situations and courses of action, on the other, 
also characterizes deliberation in ethical contexts, for example within the fi eld of 
clinical ethics during case consultations. 

 As these deliberations are revealing, a study of the phenomenology of morality 
can deliver crucial insights into the type of reasons involved in moral refl ection, and 
thus in ethics. These reasons are ones that, because they are directed at emotional 
cognition, at the same time have a  motivating  force. This distinguishes them from 
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the arguments that are involved in the thinking behind the ethics of rules. 6  Logical 
relationships and deductions cannot convey moral cognition. We can see this quite 
clearly from Peter Singer’s argumentation in the abovementioned essay on global 
poverty. Singer states that, in the case of a drowning child, we would see it as our 
obligation to save the child, and he uses casuistry in an attempt to translate acknowl-
edgement of this obligation to the situation of people living in poverty. With the 
example of the child, he appeals to our moral perception based on emotion. Here we fi nd 
ourselves forced to acknowledge an obligation to help because we imagine the situ-
ation as if we were actually  experiencing  it. As a result, it has a normative effect on 
us. This would not be the case if we were to view the situation purely descriptively, 
i.e. from a disengaged standpoint. In contrast, in the casuistic comparison the two 
cases are regarded and compared with reference to their  descriptive  features. 
Consequently, the emotional and motivating effect that the imagined situation of a 
drowning child has on us is not translated to the situation of global poverty. Any 
coercion to acknowledge an obligation to help in the latter case is arrived at purely 
cognitively, via a comparison of the descriptive features of the two situations. To this 
extent, in the light of the situation concerning the people in poverty, Singer’s argu-
mentation does not convey any  moral , emotionally evaluating, cognition regarding 
an obligation to help. Here we have an argumentative coercion to acknowledge such 
an obligation, but not an internally felt coercion to help, as in the example of the 
drowning child. Therefore, such argumentations are unable to achieve their desired 
aim, namely to  motivate  people to corresponding actions.  

2.4     Ethics as a Guide to Right Moral Thinking 

 What conclusions may be drawn from what has been said concerning the purpose 
and task of ethics? Taking Prichard’s ( 1912 ) deliberations as one’s orientation, the 
task of ethics consists of being a guide to right moral thinking that does justice to 
moral phenomena. Instead of subjecting moral refl ection to a purpose forced upon 
it from the outside, we have to question the extent to which  morality itself  demands 
refl ection, as well as  which type of refl ection  it demands. The irony of defi ning the 

6   It may be tempting to object that even arguments can have a motivating force. Anyone with a 
compulsive reason for an action thus has suffi cient grounds to carry out that action. Indeed, he has 
suffi cient grounds  as far as his reasons are concerned , but this does not mean that he has suffi cient 
grounds for actually carrying out the action. It is possible to have suffi cient grounds for an action 
and still not carry it out, due to a lack of motivation or some inner resistance.  Moral  reasons are 
characterized by the fact that what is focused upon here as a reason. For example, “my wife was 
really ill” has a simultaneously motivating effect because the matter in question is experienced and 
evaluated emotionally (moral internalism). This implies that people whose emotional skills are 
restricted (e.g., because of brain damage) not only suffer from a lack of motivation, but are also 
incapable of having  moral reasons  (Fischer  2010 ). They may be able to think logically and 
subsume situations under rules, but they do not have at their disposal the skill of moral cognition, 
or cognition that is emotionally evaluating. 
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task of ethics as a guide to right moral thinking becomes clear if we compare it to 
theoretical disciplines such as mathematics or physics. Here we would not say that 
their task consists of being a guide to right mathematical or physical thinking. What 
we connect with these disciplines is the idea that a way of thinking is right when it 
grasps the mathematical or physical facts of the matter appropriately. Thus, the 
object of these disciplines is these facts themselves and not thinking about these 
facts (the task of providing a guide falls to teachers and lecturers). 

 This once again exposes the basic misunderstanding facing ethics in the modern 
age. The paradigm of the theoretical disciplines is translated to ethics as a practical 
discipline. Correspondingly, it is assumed that ethics is not concerned with our 
moral thinking, but far more with morality as something that is a pre-given for our 
thinking, and that is a yardstick for its rightness. This is closely linked to the phe-
nomenon of objectifi cation or disengagement, leading to experienced or narrated 
reality being replaced by the dualism of objectively given descriptive facts, on the 
one hand, and equally objectively given moral facts, on the other. The idea is then 
that moral expressions like ‘right’ or ‘imperative’ evaluate actions with regard to 
attributes they possess, such as the attribute of bringing about a certain effect in a 
given situation, rather than with regard to the moral signifi cance which they them-
selves or the situations in question have. 7  The moral rightness or wrongness of an 
action then seems to be given with these attributes, and it seems to be of the same 
objectivity as these attributes. This is a misunderstanding because that which con-
stitutes the sphere of morality is only open to an engaged attitude and a thinking 
process in which, as stated, emotions play a crucial role. Thus the idea, borrowed 
from the theoretical disciplines, of a distinguishability between objectively given 
facts and the subjective cognition of these facts cannot be translated to morality. 
As a practical discipline, ethics has the task of clarifying and guiding a thinking that 

7   In meta-ethics this leads into the debate about the relationship between moral and natural attributes. 
This debate reveals that an automatic consequence of the objectifi cation of morality is a  naturalism , 
in the sense that a moral value (right/wrong, good/bad, moral status,  thick moral concepts ) is 
ascribed to natural attributes. Accordingly, values supervene on constellations of natural attributes. 
What is questionable about this way of thinking is that it creates a suffi cient condition from a 
necessary one. To compare: light waves must have a certain wavelength in order for us to perceive 
the colour ‘red’. But redness is not already given with this wavelength of light independently of our 
perception. Likewise one can say that a specifi ed behaviour needs to show particular natural 
attributes in order to be able to be experienced or perceived as cruel. But cruelty is not given with 
these attributes. It is independent of how we experience or perceive and thus  emotionally evaluate  
behaviour. Emotional evaluation is directed toward experienced reality, as distinct from the objectifi ed, 
descriptively broached reality to which talk of ‘natural attributes’ refers. This means that moral 
value, to the extent that it is based on emotional evaluation, is also not given independently of 
our experience. Therefore, it cannot be given with something that is obviously independent of 
it, namely with natural attributes. This does not lead us to conclude that moral value is “merely 
subjective.” We can communicate intersubjectively about whether or not an action is cruel. We can 
do this because the word ‘cruel’ is the linguistic articulation of a (perceptional) pattern which we 
have jointly internalised via language. It refers, as we have said, to experienced reality, and we can 
recognise it in many individual actions. The  suffi cient  condition for an action to be cruel is that it 
refreshes this pattern which, in turn, presupposes certain natural attributes as a  necessary  condition 
in order for actions to be able to be perceived within the framework of this pattern. 
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is engaged in a specifi c way, in which we as moral subjects are always automatically 
involved. It is not there to oblige us to another, disengaged, or in Prichard’s terminology 
( 1912 ): non-moral thinking, with the aim of rationally justifying morality, but to 
clarify this thinking. 

 But what can be used to measure its rightness? Following what has been said, 
there can be no hope here of an objective yardstick. According to Prichard ( 1912 ), 
moral thinking consists fi rst and foremost, of an understanding of situations and 
circumstances in their moral signifi cance. It is by this that we measure the rightness 
of actions. If someone has really understood what extreme poverty means, has he 
not at the same time also understood that people should not be subjected to such a 
circumstance, and that therefore there is a moral reason to protect them from this 
circumstance wherever possible? And if someone should doubt the latter, would we 
then not doubt whether he has really grasped what poverty means? The path to such 
reasons involved in moral questions leads via understanding. The ethicist can only 
try to visualize situations, moral phenomena, confl icts or problems in their complexity 
and moral signifi cance, in the hope that this will also be helpful and transparent 
for the moral orientation of others. With regard to the question of moral rightness, 
however, there is nothing else to be said other than that the right thing is ultimately, 
after taking into consideration all the relevant aspects, what proves to be right 
according to the moral insight of those involved. For, as we have said, cognition of 
the morally right thing is immediate, meaning that the right thing is not beyond or 
independent of the emotional evaluation and insight of those involved, nor is it 
given with something else and deducible from this something. 

 This implies that the frequently expressed opinion deeming that this type of ethical 
thinking merely leads to a confi rmation of existing moral views and prejudices is, 
in turn, itself a prejudice. Quite obviously, existing opinions can be shattered and 
corrected in this manner. For example, the prejudice that active euthanasia is always 
and in all circumstances morally wrong and contemptible is best countered by 
imagining the situations and circumstances of people with severe diseases who 
are actually calling for active euthanasia. 8  In the light of real people and real 
situations, moral condemnations prove to be abstractions that have little to do with 
the realities of life. 

 As this example shows, we should not falsely conclude from the fact that cognition 
of the morally right is immediate and not deduced from arguments that there are no 
ethical arguments. We can argue with examples, i.e. show another person something 
in which a moral state of affairs reveals itself, and with such forcefulness that 
the other person cannot escape it. This is true not only of moral judgments, but also 
of the clarifi cation of moral concepts. Various philosophers, for example, have 
proposed viewing human dignity as the right not to be humiliated, i.e. violated in 
one’s self-respect (e.g., Schaber  2003 ). Testing this defi nition with examples reveals 
it to be far too narrow. When Serbian troops drove their truck over Muslim prisoners 
in the Bosnian war, for example, we undoubtedly viewed this as a violation of the 

8   On how to treat and evaluate a moral problem like active euthanasia in the light of the concept of 
ethics represented here, cf. Fischer ( 2009 ). 
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prisoners’ human rights. Yet can the manner of killing really be considered a violation 
of the self-respect of the Muslims? That would appear to belittle what actually 
happened. After all, the Muslims were brutally killed. The same can be said of 
reducing human dignity to the idea of autonomy, as found in the works of Kant. In 
our example, can the violation of human dignity really be limited to a disregard of 
the Muslims’ autonomy? We can thus argue ethically, using narrative examples, in 
order to reappraise and review defi nitions of concepts. We can do this because moral 
concepts (e.g., cruelty, humiliation, human dignity, etc.) are the linguistic articulation 
of a reality experienced or narratively visualized, meaning that their content can 
only be expatiated upon via a back reference to this reality. 

 As these last comments make clear, the preceding deliberations would have been 
misunderstood had they been seen as a plea in favor of a “narrative ethics,” more or 
less constituting the alternative to the criticized view of ethics as a rational justifi cation 
of morality. Ethics does not take place narratively. The expression “narrative ethics” 
is therefore potentially misleading. It may be true that morality has a narrative structure, 
due to its foundations in emotion; and yet, as a critical refl ection on morality, ethics 
thinks about what is revealed in the narratives forcing us to look at moral issues, in 
order then to capture these revelations in concepts and develop them into a coherent 
system of moral convictions. 

 In this endeavor, empirical knowledge on human morality is not detached from 
ethical thinking, but is actually an important element of it, as it allows us to understand 
mechanisms of moral insight people gain when experiencing specifi c situations. 
This knowledge can build trust in moral intuitions—and it also can uncover situational 
elements that may infl uence our intuitions in a way that allow people to reconsider 
their moral judgments. Actually, we can expect that an empirically informed ethics 
may even be better suited in guiding us to the right moral thinking compared to an 
ethics that purely understands itself as the rational justifi cation of morality.     

  Acknowledgement   This text has been translated by Sarah L. Kirkby, B.A. Hons.                           
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        A central question of a naturalized ethics is whether moral values can be grounded 
in the natural traits and behaviors of the human species. In this paper I intend to 
answer this question positively. An exhaustive defense of this assertion demands, 
of course, more than I can offer in this paper. I can, nevertheless, offer a portion of 
what I think is necessary for this notion to be considered plausible and an outline 
of the way it may work. Thus I will be concerned here with revising, in favor of 
naturalism, the traditional contractualist concept of morality under which moral 
values are usually viewed. As examples of the way moral values can be explained 
in terms of human traits, I will use two of the paramount values of contemporary 
ethics: universalism and egalitarianism. My hypothesis is that moral values can be 
understood and their authority explained on the basis of how humans are naturally 
disposed to behave in groups. If successful, this will vindicate my claim for a 
program for naturalizing values. 

 The key concept connecting moral values with human behavior in groups is 
that of “moral sentiments,” which are sentiments associated with moral evaluations. 
I will consider especially indignation, guilt and shame in order to explain universalism 
and egalitarianism. I will also treat morality as a system of reciprocal demands 
within which individuals are already contained, and in which features such as 
universality and equality are constituent components, since they are inherent to the 
way individuals affectively react to moral demands. Both the connection between 
judgment and sentiment and the assumed concept of morality must be explained 
and revised in relation to the traditional contractualist stance. I will dedicate the 
fi rst three sections of this paper to these themes The contractualist view will be 
challenged by means of the following anthropological premise: in terms of evolu-
tion, to be part of a group is a major advantage, appreciation of which is deeply 
anchored in affective human dispositions and is not primarily a matter of reasoned 
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and justifi ed choice. As a corollary to this, I will defend the position that morality, 
in this naturalistic sense, is crucial to keeping life in groups functional, that is, fi t for 
cooperation, a notion that is compatible with an evolutionist approach to morality. 

 The fourth section will deal with the challenge of expounding the natural bases 
for universalism and egalitarianism. I will then underscore and explore the asym-
metry between the scope of indignation and shame or guilt among groups. By con-
necting the anthropological premise with the affective asymmetry concerning 
moral sentiments, I will sketch out a naturalized way to understand universalism 
and egalitarianism. Whilst universalism will be depicted as the readiness to defend 
values beyond the limits of the groups to which individuals belong, egalitarianism 
will be characterized as the tendency to keep the importance of the members of 
these groups in balance. 

3.1     On the Concept of Morality 

 From the point of view of Ethnology, morality has been conceived of as a system of 
reciprocal demands within a human group. This concept of morality has been used 
in the social sciences and in philosophy (cf. Rawls  1971 ; Tugendhat  1993 ; Scanlon 
 1998 ), and I take it as my starting point for this paper. There are two main facets to 
this defi nition: consideration of the group as the basic circle of morality and taking 
as the fulcrum of its operation the demands its members make on each other. Both 
aspects are, however, only vaguely determined in the defi nition I have put forward. 
Neither the size of the group, nor the way in which its size can be established, nor 
even the specifi c character of the reciprocal demands made within it have been 
defi ned, though all of these are essential to the purposes of this paper. 

 As regards the fi rst question, i.e. the size of the human group within which a 
system of morality operates, a response might be included in the answer to the ques-
tion concerning the naturalization of moral values, which is the main motivation for 
the current study. As such, that fi rst question cannot be answered immediately, so a 
response will be provided in two stages in the second and third sections. The reason 
for the diffi culty in giving a direct answer to this question lies in the fact that the 
determining factors, which delimit a human group governed by moral demands, are 
interwoven with the description of the operation of affections in terms of egalitari-
anism and universalism. Therefore, before giving a response to the question of the 
limits of human groups where morality plays a role it is necessary to better under-
stand the dynamics of the affections within them, something which I will endeavor 
to explain below. The thesis concerning the question of whether boundaries of moral 
groups depend on affections is that the sociology of moral groups, unlike the sociol-
ogy of society, cannot dispense with the dynamics of sentiments among group 
members. 1  

1   The approach to morality I am trying to defend here is one that is based on groups and sentiments. 
An example of a group-based theory of morality is the society-centered moral theory, as defended 
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 As regards the second question concerning the distinctive character of the 
mutual moral demands made within the scope of the group, affections play a lead-
ing role. Indeed, many social systems have reciprocal demands as one of their main 
elements, and it is therefore necessary to establish a criterion for distinguishing 
between these and other types of demands. One way of doing this is to consider the 
intentions with which the members of a system express their demands, and to 
analyze these intentions by means of the way in which member’s affections operate 
in relation to these demands. 

 In aesthetic appreciation, for example, the demands of agreement concerning 
good taste are highly restricted, and this can be verifi ed by considering the feelings 
involved. There is no point in becoming indignant with people simply because they 
do not share the same aesthetic views. Whoever does, has failed to understand 
the personal nature of aesthetic appreciation. Indeed, this appreciation should 
be considered as merely subjective, in the sense that one cannot demand of others 
(at least not to the point of becoming indignant) that they share the same view. 
Indignation is, in fact, symptomatic only of moral evaluations. 

 Playing games is another situation related to reciprocal social demands in which 
the strength of moral feelings is mitigated. Since participants always have the option 
to leave a game, the indignation of opponents is limited to the decision of a player 
to stay in the system or not. The same is not true of the system of morality as a 
whole where people are included whether they want to be or not. In the realm of 
morality 2  no one, be they a member of the group or not, is immune to the mutual 
evaluations that are made, nor are they immune to their own self-evaluations. 
For this reason, people may feel ashamed if their self-evaluations are negative, or 
feel enhanced self-respect if their self-evaluations are positive. 

 Thus, the main characteristics of the type of reciprocal demands that exist in a 
system of morality are that they are not merely subjective and they take the form of 
obligations. The demand for the fulfi llment of these obligations is based not only on 
moral feelings such as indignation, but also on feelings such as guilt and shame 
(when viewed from the perspective of the individual rather than from that of the 
other members of the group). 

 One may ask where members of the group acquire the legitimacy to make the 
reciprocal demands (and self-demands), which possess the characteristics peculiar 
to a system of morality. What is the source of their justifi cation to objectively insist 
that all members behave as demanded? What is the basis of the obligations, which 
are typical of moral systems? 

by David Copp in  Morality, Normativity and Society  (Copp  1995 ). However, since families and 
other small groups are not considered to be societies (Copp  1995 : 124–128), and since small 
groups are crucial for understanding the dynamics of the affections determining moral communi-
ties, “society” is not a helpful concept in the present case. This goes against Copp’s theory in a 
number of relevant aspects. 
2   The diffi culties in establishing the size of groups governed by moral demands (as discussed 
above) are of signifi cance here. As we shall see, in terms of indignation, moral demands tend to be 
directed to anyone, regardless of group membership. This will be one of the themes of the fourth 
section of this paper. 
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 The way in which a moral system may become legitimate varies signifi cantly 
both in theory and in practice. Let us focus on two of the most frequently posited 
sources of normativity in groups: divine authority and agreement. On the one hand, 
a system of morality may be viewed as being rooted in divinely inspired principles 
which give legitimacy to the whole and which are not questioned, as is the case with 
theological moral systems. Alternatively, a system of morality may be viewed as 
being based on the collective will of its members, either in terms of the legitimacy 
of the principles from which the moral norms of the system are derived or, at the 
highest level, in terms of the very existence of the system. As regards the fi rst 
concept of legitimization, which has its basis in some authority that transcends the 
will of the participants in the system, the members of the group recognize their 
heteronomy  vis-à-vis  the established principles and, of course, the values of the 
system. In the second concept, the emphasis is on the autonomy of the participants 
in the group  vis-à-vis  its principles and moral values. This concept is typical of 
contractualism and is a direct descendant of humanism. 

 Moral systems whose basis for legitimacy is thought to be transcendental by 
their very nature run counter to the naturalization of values, and therefore I will not 
deal with them any further here. Moral systems whose basis for legitimacy is con-
tractualism 3  are of great interest to the study of the naturalization of values. In these 
systems, however, individual will is caught in an embarrassing circularity. If, in 
accordance with this concept, the legitimacy of the system of morality is based, in 
the fi nal analysis, on individual free will, then those involved must want 4  the 
principles and the values governing their system in order for them to be legitimate. 
Nevertheless, since the reciprocal demands typical of moral systems are obligatory, 
and the subjective will of the individual is a secondary consideration, members of a 
contractualist moral system must desire principles and values which override the 
will of the individual. 

 The typical alternative solution to this diffi culty has been to resort to some way 
of justifying these principles that satisfi es individual members even though it may 
not satisfy certain circumstantial wishes. There is thus a tendency to conceive of 
a qualifi ed will as a basis for legitimization of the system, a “morally due will” 
(Tugendhat  1993 ) that differs from the mere circumstantial will of the group 
members and, in order to possess these qualities, is thereby justifi ed. It is unclear 
how effectively this can resolve the problem once and for all since the normative 
(obligational) aspect of such a justifi ed and morally due will (a will that one 
 should  have) would also demand a justifi cation. As a result, in the immanent spirit 
of the contractualist concept, it would be necessary to resort to some form of will, 
thus causing once again an embarrassing circularity. 

3   Contractualism is used here in a broad sense where individuals are autonomous in terms of a 
particular moral agreement, which they accept because they believe it is suffi ciently justifi ed. 
4   What is meant by “want” is an object of dispute among contractualists. In Gauthier’s contractar-
ian view (Gauthier  1986 ), for example, the important issue is what people would rationally desire. 
In Scanlon’s contractualism (Scanlon  1998 ), however, the issue is what people with the desire to 
justify their actions to others could reasonably want. (This point was made to me by D. Copp). 
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 An alternative, of course, is to take rationality for granted and to base the “second 
order will” on it. The “fi rst order will” would then be backed up by a rational will. 
In fact, in Gauthier, the demands of rationality are viewed as not needing justifi ca-
tion. Similarly, Scanlon seems to view the idea that moral motivation is a matter of 
aiming to justify ourselves to others as a conceptual point, which does not need the 
same kind of justifi cation as do the substantive demands of morality. 5  Rationality, 
however, is a hard notion for a naturalist to swallow (and so it should be!). The 
demand for a justifi cation as grounds for legitimacy in the contractualist system of 
morality, in an attempt to provide an objective basis on which to place obligation, 
thus implies the circularity of will or, at least, the non-trivial and non-naturalistic 
(and certainly non-Humean, as I will stress below) assumption that reason is in 
charge. 

 The emphasis on justifi cation does not solve the initial problem but creates 
another one—that of meshing the justifi cation with the moral sentiments embedded 
in the moral evaluation. If, for example, a person shows indignation regarding the 
breaking of moral rules, this indignation must be justifi able in terms of the validity 
of these same rules in order to retain its legitimacy. Therefore, from a contractualist 
standpoint, moral sentiments must regulate themselves by means of the justifi ca-
tions of the rules of the moral system in question, and it is presupposed that in order 
to ensure that this happens, moral affections are to be determined by judgments 6  in 
a way that will be discussed in the next section. 

 The naturalization of values depends on whether these values can be based on the 
preference of individuals. In other words, values need to be based on individual’s 
“fi rst order” will rather than on a disputable second, and somehow autonomous 
(because of its rationality) level of will. The contractualist option fulfi lls this condi-
tion only in part. Eventually, it qualifi es the fundamental will by submitting the 
affections (which are the expression of individual preferences) to a corrective 
process based on judgments and on reasons. In my view, this step puts at risk the 
program of naturalization of values, as it tends to establish a level of justifi cation 
over and above the actual preferences of individual persons, and is, therefore, anath-
ema to a naturalized point of view. At the end of the day, things would look very 
much the same as in the theological system, simply with the divine authority 
replaced by a rational authority. Once certain rational principles have been estab-
lished, they legitimize the system without considering the individual will. 7  However, 
this claim is still somewhat premature, and in order to consolidate the argument we 

5   Again, this point was made to me in D. Copp’s comments on this paper. 
6   This would be considered as the cognitivist aspect of contractualism. 
7   Michael Smith ( 2004 ) is certainly among those who think that the circularity problem may be 
avoided by claiming an a priori truth about morality, which is true because, of course, it is what is 
rationally demanded. The most signifi cant champion of this position in my view is still, however, 
Kant, and as sound as he is, he himself accepts that the will determined by such an a priori truth is 
not of this world, since it would be impossible for us, as sensitive beings, to experience it (cf.  Kant 
1781 : A547, B575). In this sense and contrary to the opinion of some naturalists (e.g., D. Copp), 
these truths cannot be taken into consideration in a naturalistic approach. Like the free will they 
determine, they are not of this world. 
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need to investigate in more detail the relationship between affections and judgments, 
 especially in relation to the themes of this paper. This is the subject of the next 
section.  

3.2      Affection and Judgments: A Critique of a Tradition 8  

 In the contractualist tradition it is customary to place more emphasis on justifi cations 
than on feelings when it comes to explaining moral obligation. Rawls ( 1971 ), and 
later Gauthier ( 1986 ), Copp ( 1995 ) and Scanlon ( 1998 ), in addition to Habermas 
( 1981 ) and Apel ( 1973–1976 ) set out the tradition by defending a concept of morality 
in which giving reasons is essential for the system of obligation to operate properly. 
Tugendhat ( 1993 ), whose practical philosophy is critical to the transcendentalism 
embedded in Habermas and Apel’s position, but who moved closer and closer to the 
contractarian tradition (especially to Rawls and Gauthier), makes a statement that 
touches on the essence of the theme I intend to discuss in this section. The central 
point in Tugendhat’s statement 9  is that affections must be based on value judgments, 
or they would be senseless. To put this in another way, sentiments —especially moral 
sentiments— must be based on some kind of adjudicative evaluation, or they run the 
risk of losing their intersubjective signifi cance. Thus to follow moral validity is a 
matter not of being guided by one’s own subjective sentiments, but it is a matter of 
being guided by intersubjective judgments whose basis is some form of justifi ed 
reason. Therefore, Tugendhat gives us, even though inadvertently, the cue for a tran-
scendental element to become part of his conception of morality, thus avoiding a 
deepening of his naturalism. 

 The problem raised by this view of a naturalized morality is as follows: does 
universalization in the practical realm depend entirely on justifi ed moral judg-
ments, and if so, can that justifi cation be naturalized? At fi rst sight, a link between 
the contractualist tradition and the above question is not obvious. However, I must 
insist on the following premise: it is because contractualism seeks to place the 
basis for moral obligations not on a divine theological authority but on rationally 
justifi ed moral judgments, and also because it seeks to give to the justifi cations 
supporting moral judgments a universal validity that we can question the basis of 
this validity. Since this basis cannot be outside this world, it must somehow be 
built upon our natural dispositions. The answer to this question is negative, i.e., 
the justifi cation of morality cannot be naturalized, at least not if the correlation 

8   An earlier version of the arguments in this section and in Sect.  3.4  appeared in De Brito ( 2008b ). 
9   “For all affections, what Aristotle has shown is valid with authoritative clarity for the whole 
tradition (Rhetoric, Book 2; accessible at  http://rhetoric.eserver.org/Aristotle ; last accessed on 
January 3rd 2013), namely that affections are positive or negative feelings (pleasure or displea-
sure) which build their own sense on a judgment, more specifi cally, on a value judgment” 
(Tugendhat  1993 : 20). 
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between justifi cation and affection is asymmetrical in favor of the former, which 
is exactly the case with Tugendhat. 

 In addition to his contractualist roots, Tugendhat follows an Aristotelian tradition 
regarding the connection between affections and value judgments. 10  Aristotle 11  
established that there is a direct relation between certain manifestations of affec-
tions and a belief in the corrective value of their corresponding judgments. Might it 
not be the case that, over and above this, Aristotle was also postulating that there is 
a certain asymmetry in this relation, in the sense that feelings should be directed by 
value judgments, but not vice versa? 

 There are two assertions here, one that says an adjustment between affections 
and judgments is required for the legitimacy of the latter, and a second that says the 
direction of adjustment between affections and judgments in the case of moral 
judgments is from judgments to affections and not the other way round. In the case 
of the fi rst assertion, the interdependence between affection and judgment can be 
well- illustrated by the role of the belief in the acceptance of the judgment as a legiti-
mate currency in a moral interaction, a point well made by Aristotle. We presuppose 
a direct connection between the affection and the belief in the corresponding value 
judgment, 12  and that this connection is real and essential for the legitimacy of the 
judgment. Without this connection the judgment loses its strength and changes its 
illocutionary force completely. The capacity for dissimulation (which is by no 
means only a human trait) is an excellent example (although a negative one) of this. 
Indeed, dissimulation only works if the individual concerned is able to convince her 
peers that her judgment has been made in good faith, i.e., that there exists a corre-
sponding affective evaluation, which, if it were true, would give the judgment the 
authenticity it needs to be legitimate. In species that possess adequate development 
of the brain and lead complex social lives, individuals are capable of deceiving their 
peers by means of verbal or non-verbal signs professing beliefs they do not in fact 
hold and that do not correspond to their real affections, on which legitimate judg-
ments are expected to be based. 

 As for the second point, if Aristotle, or anyone else for that matter, considers 
there to be a one-way link between value judgments and affections, and that the 
latter are directed by the former (and for the purposes of this discussion it is pos-
sible to restrict this affi rmation to the dimension of morality), then it must be 
admitted that the basis of the moral distinction between what is good and bad is not 
to be found in connection with affections  prima facie , but originally in connection 
with reasoning. As such, this basis is not to be found in the sentiments, but in 

10   In a previous article ( Brito 2008a ), I dealt with this theme more extensively in connection with 
Tugendhat’s thought. 
11   For Aristotle’s assertion  apud  Tugendhat, see footnote 10. 
12   It is probable that the reason for the close link between affections and beliefs resides in the fact 
that their sources may be nearly the same, i.e., their origins are both in the limbic mechanism. This 
would favor an essentially Humean reading of human nature (Hume  1739 –40), which would bring 
together practical and theoretical reason. 
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understanding. 13  Hume ( 1739 –40) clearly showed that emotional approval or 
 disapproval is essential to moral appreciation, and that from this perspective, the 
discussion of the primacy of reason over affections in morality tends to be frivolous 
(Hume  1751 , section 1). 14  Could it be that Aristotle conceived things in these terms 
by giving understanding precedence over affections? I personally do not think so. 
My thesis, however, is not exegetical. It is related, above all, to a question of fact, 
and I can therefore leave open the interpretation of Aristotle. What concerns me 
here is to determine what is at stake if in morality there is an asymmetry between 
affections and value judgments in favor of the latter. 

 On the one hand, it seems obvious that we judge that something is bad because 
we consider it to be bad. On the other, it does not necessarily follow that if what is 
evaluated is considered bad, it is objectively bad. It may be that it is not appreciated; 
it may be that it is not liked. Viewed from this perspective, value judgments are 
judgments concerning how the world and its trappings affect us. Therefore, we can 
certainly affi rm that there is a link between affections and judgments. However, this 
link appears to be both direct and symmetrical. 

 The philosophical consequence of interpreting the relationships between affec-
tions and judgments in this way is that value judgments become fundamentally 
subjective and are the result of individual preferences. Yet, whilst morality implies 
mutual constraints caused by the establishment of obligations, the justifi cations 
relating to other demands that each individual makes have a fundamentally subjec-
tive basis. It is clear that a basis that is not merely subjective for the mutual con-
straints is missing here. If, however, moral affections could only make sense if they 
relate to adjudicative appreciation, then it would be the value judgments on which 
these affections are based that would need substance, and it would thus be necessary 
to identify objective bases for the validity of the judgments and not for the affec-
tions. This is exactly how the contractarian tradition proceeds. 

 Whereas affections are merely subjective entities, it is supposed that judgments 
can only be justifi ed objectively. In terms of justifi cation, judgments have a clear 
advantage over affections. Judgments inhabit the universe of discourse, and it is in 
this universe that justifi cations are acceptable, since it is there that reasons can be 
given in an articulate and coherent way, something that is only possible in a 

13   Developments in the cognitive sciences have caused changes in our way of understanding the 
cerebral processes involved in making judgments in general and moral judgments in particular. In 
a recent study in the fi eld of empirical ethics (Nichols and Knobe  2007 ), concerning the connection 
between the assessment of moral responsibility and the affections, one hypothesis to be considered 
is that the affections should not be held responsible only for deviations in judgments, but that they 
create the conditions for these to take place, and as such are central to the act of judgment. As no 
fi rm conclusions have yet been drawn in this case, I will use the vocabulary of the modern philo-
sophical tradition in order to express the difference between a decision taken because of reasons, 
and one taken because of affective inclinations. 
14   An interesting discussion on the topic of the relationship between emotion and moral judgments 
was undertaken by Jesse Prinz ( 2007a ) while defending his emotionism. His defense is interesting 
largely because of the fact that it is based on experimental psychology, which gives epistemic 
substance to the debate. He seems, however, at least in the fi rst part of the book, to favor emotions 
in the dispute, whereas I personally believe symmetry should be preferred. 
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rule- bound system. Thus, all that is required is to fi nd a principle, a criterion, a basis, 
or whatever is able to sustain the rationality implicit in discourse. 

 Having affi rmed this, I can then conclude that the following is at stake in a 
substantial part of the contractarian tradition of moral philosophy concerning the 
relation between affections and value judgments: to satisfy the legitimate desire 
for a morality with universalist foundations. Indeed, who could deny that this is a 
legitimate wish? And who would be prepared to give up their claim for the valid-
ity of their moral evaluations in such a careless fashion? However, there is a caveat 
in this affi rmation. The tacit supposition of the tradition concerned is that, as 
regards the question of foundations, justifi cation belongs in the sphere of dis-
course. The agenda for the universalization of morality necessarily involves the 
justifi cation of the objective validity of moral judgments. In the descending direc-
tion, which moves from justifi cation to morality, once the adjudicative evaluation 
has been corrected by means of a discursive (and therefore rational) principle, 
affections can be assessed accordingly. Therefore, if we assume that affections 
can no longer be the basis for the correction of value judgments, then this tradition 
must accept a moral foundation that cannot belong to the sentiments. According 
to this scenario, the cost of universalization in the contractualist tradition is a form 
of practical rationalism, in which Kant ( 1785 ,  1788 ) is the dominant and paradig-
matic fi gure. For Kant, and for all those philosophers who share his view (which 
is also a contractualist one), universally value-related distinctions can only be 
established by reason. All other values are based on sentiments and are therefore 
fundamentally subjective. 

 Although it may happen in an indirect and secular way, contractualism tends 
towards the construction of a transcendental level of moral fundamentals. It is thus 
possible to confi rm the suspicion raised at the end of the previous section that 
recourse to a qualifi ed will as a basis for the legitimacy of obligation in a moral 
system is fatal to the objective of naturalization of values and, therefore, to the natu-
ralization of morality. 

 The question that arises as a result of this discussion is as follows: is there an 
alternative to the universalization of moral premises which does not simply become 
a variant form of Kantism or of contemporary contractualism? If there is, it will be 
an authentically naturalistic alternative, since it would have to spring from a denial 
of the asymmetry between value judgments and affections, and would have to 
explain the normative authority of moral values on purely immanent bases. In other 
words, it would have to recur to the economy of affections, in the light of the net-
work of evaluations which characterize moral systems. It might even be possible to 
consider an alternative of a contractarian type, but there would be no place in it for 
a higher order will and, therefore, no place for the autonomy of the individual in the 
sense that rationalism gives to the concept. 

 What I hope to do in the fourth section of this paper is to make a plausible sketch, 
in terms of the affective-judgmental nature of human beings, of the dynamics of 
moral values by means of universalism and egalitarianism. First of all, however, we 
need to return to the concept of morality and deal with the problem of the limits of 
moral communities. The discussion of this issue, which was left open in the 
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previous section, can now be taken up again, with two dividends: the relative value 
of autonomy and of the freedom of the individual in the realm of morality, and the 
alignment of morality with the evolution of the human species.  

3.3     Different Scopes of Morality 

 What are the limits of a group governed by moral commandments? How do human 
beings behave in relation to this group and its limits? If morality is a system of 
reciprocal demands within a human group, then these questions are relevant to our 
understanding of the moral human phenomenon. 

 It seems somewhat intuitive to think about the limits of a human group on the 
basis of the agreement of its members. As such, the group would become larger as 
the number of its members increased. This model is convenient and possibly appro-
priate for a group based on agreements that may be tacit or not and are adjusted to fi t 
the circumstances, and for a moral group emanating from a transcendental authority 
of a divine-moral nature. On the one hand, it is obvious that this method of delimiting 
groups by signing a contract (or by adhering to a faith) exists in practice, but on the 
other hand it does not unilaterally determine the limits of a moral group. The fact is 
that, given the compulsory nature of moral demands, something that is clearly 
demonstrated by the analysis of the intention of utterances used to express moral 
judgments and that contrasts with that of other value judgments (for example, those 
related to aesthetics or play), everybody is, in one way or another, included in the 
group one may make moral demands of, whether they want to be included in this 
group or not. We can speak here, at this very broad level in order to continue using 
the term “group” for quite small communities of a system of morality. Thus,  lato 
sensu , the system of morality tends to include the whole human species. I will return 
to this issue in the next section when I discuss the affective bases of universalism. 

 It is nevertheless clear that the system of morality, in its widest sense, is not 
homogeneous and that differing and often confl icting values co-exist within it. I will 
also return to this subject later when I discuss egalitarianism. Within the all- 
embracing sphere of morality, therefore, there exists a myriad of smaller moral cir-
cles, in relation to which there is no uniform way of belonging. These are moral 
groups that are interwoven with each other within the system of morality, which is 
defi nitely just a useful conceptual abstraction. With regard to membership of these 
inner circles of the system of morality, i.e., the moral groups, there are two related 
phenomena that need to be distinguished from each other. The fi rst is the phenom-
enon of voluntary membership of a group –through affi liation to a faith by conver-
sion or by refl ective consent to a convention. Refl ective consent is a form of 
membership that is typical of groups and is characterized by the desire to react 
affectively to oneself and to other people and to break norms, contracts and rules of 
the system, but which stems from the principle of consent. In such circumstances, 
the autonomy and freedom of members are signifi cant. These circumstances, how-
ever, do not demonstrate how human beings originally became part of moral groups. 
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 This brings us to the second phenomenon, that of the original belonging to groups 
governed by moral demands. In terms of origins, that is, in terms of the conditions in 
which human family groups ( lato sensu)  were constituted as hunter- gatherer groups, 
and the conditions in which the human species has evolved, the state of insecurity in 
which individuals existed at that time made it impossible for such groups to be 
formed as a result of choices or previous agreements, tacit or not, via the strengthen-
ing of affective ties. In such conditions, the economy of affections is a determining 
factor and is responsible for defi ning the limits of a particular moral group. 

 By referring to the two phenomena above, I wish to emphasize that their limits 
are very fl exible, but at the same time, they are fi xed in a varying manner. The limits 
of groups formed by tacit or explicit agreements depend largely on established con-
ventions. Nevertheless, as far as original human conditions are concerned, the limits 
of groups formed under these conditions did not depend on conventions, but on the 
dynamics of the moral affections involved. Affections were the most original means 
by which human groups were defi ned and maintained, and this is something that 
was inherited from the evolution of mammals. 

 Therefore, when we consider the differences between the ways moral groups are 
formed and maintained it is possible to speak in terms of scopes of morality, that is, 
more or less well-defi ned areas within which individuals can expect their moral 
demands to have value, from the small family group to the overall system of moral-
ity which encompasses everyone. In addition, if we take morality in this latter, wider 
sense, humanity constitutes a single moral community. 15  This means that there will 
be moral demands that are restricted in scope, but that there will also be moral 
demands that are made by the human species as a whole. 16  The narrowest scope cor-
responds to family circles  lato sensu . In terms of the evolutionary development of 
the human species, the family (groups of close relatives) is the most basic unit of the 
system as a whole. The widest scope, as a result of the connections between all the 
more basic moral circles, therefore corresponds to the whole human species. In 
this sense,  the  system of morality is a system that consists of smaller moral cir-
cles. These inner circles of morality mesh with each other within the moral mosaic 
right up to the very highest level, which is the whole of humankind. 

 To sum up, morality is a system of reciprocal demands that individuals are part of 
whether they want to be or not. It entails obligations (rules) that have to be followed 
by all the members of the system, and the fact that they obey them is sustained by 
moral sentiments. If we look at this from the perspective of the inner circles of moral-
ity, i.e. the moral groups, individuals are ready to obey the obligations of the group if 
they feel themselves to be part of it. This is the case if, for instance, they feel ashamed 
of themselves for not corresponding to the group’s demands. So unless they do what 

15   This is a community which could encompass animals as well, in line with such writers as 
P. Singer ( 1975/2002 ). The notion of a world community is, as I have already noted above, a useful 
conceptual abstraction with no real emotional reality. We are, indeed, emotionally limited crea-
tures, who could, however, despite our many fl aws, construct an impressive patchwork of moral 
groups. 
16   A paradigmatic example of demands placed on humankind would be Human Rights. 
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the group demands, they will be ashamed of themselves, or they will feel guilty about 
their transgression. In other words, as far as individuals are concerned, belonging to 
a particular circle of morality is defi ned by their readiness to react to a breach of the 
norms, whether committed by themselves or by others who have moral sentiments, 
through, for example, indignation, guilt or shame. This readiness, of course, does not 
depend on voluntary agreement and does not seem to be ensured by having affective 
ties to other members of a group, which is a sign that we “belong” to moral groups 
that we have not tacitly chosen to belong to. We may even emotionally disagree with 
those groups to which we have the closest ties. 

 What is missing from contemporary moral naturalism is a comprehensive expla-
nation of values and the potential for confl icts between the values of the restricted 
scope of morality and the values from the wider scope of morality. Obviously, the 
problem lies in the diffi culty of reconciling the interests of restricted groups with 
those of other human beings and, in particular, of societies 17  (political units which 
are less inclusive and abstract than “humanity”). Indeed, when it comes to forming 
values on the basis of feelings, the range seems to be limited. The link between the 
values in the small circle of family groups,  lato sensu , and their validity for the 
moral system in general and in societies and humanity requires an explanation, 
which, in line with the naturalist agenda, must be rooted in affections. The explana-
tion of how moral values compete for validity ultimately provides the elements that 
are needed to describe the moral bases of society. Following on from this, what 
needs to be clarifi ed is how moral values forged in the different affective circles are 
intertwined within the society and the system of morality. 

 In the remaining part of this paper, I will try to explain this link with reference to 
the dynamics of affections. There is a premise in this explanation that is essential in 
linking the individual and society in terms of morality. My starting point is that a 
fundamental inclination of individuals is to avoid being excluded from the commu-
nity to which they feel they belong, and that this premise is perfectly compatible 
with a naturalistic view of morality. 18  Moreover, the premise is compatible with our 
evolutionary history regarding our extreme individual vulnerability.  

3.4      Naturalizing Universalism and Egalitarianism 

 As has already been pointed out above, one of the most serious problems with a 
system of morality based on sentiments is that the validity of the values shared by 
its members cannot be universalized, since sentiments are subjective or at least 

17   Society in the sense in which D. Copp ( 1995 , Chapter 7) defi nes it. 
18   Empirical research on empathy has helped to explain the role of this emotion-related trait of our 
species in morality (e.g. Batson  1991  and Hoffman  2000 ), and neuroscience has shown how this is 
so. For a species which has a group of neurons which is specialized in emulating the sensations of 
others, as well as motor events, the so-called mirror neurons (cf. Rizzolatti and Fabbri-Destro  2010  
and Ferrari et al.  2003 ), which we use to live in groups, to live in groups cannot be an option, but 
is more like an evolutionary karma. 
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parochial. To re-state the problem, is this assertion a negation of any attempt to 
derive from sentiments a certain universalism in morality? 

 It is questionable that there are universal values, or to put it in terms of the 
problem of normativity, that there are values whose validity is recognized by every-
one. The problem can, of course, be formulated in a less census-related way so that 
universal values can be understood in the sense of values that oblige everyone so that 
they  should  act in accordance with them. The issue here, as already discussed above, 
is either dogmatism or circularity. Since one can always ask why these values should 
be obeyed, a non-naturalistic answer (in the strict sense I have been trying to give 
here to the term “naturalism”) would be one of the previously discussed alternatives, 
i.e., either an authority-based morality, or some version of Kant’s rationalism. In fact, 
a great (perhaps too great) philosophical effort has been made to demonstrate that 
some values are universals in their occurrence and scope, that they should be obeyed 
by everyone, and that everyone should be taken into account. Considering that one 
cannot demonstrate this by means of an empirical investigation (since confl icts of 
values are the rule rather than the exception), the fulfi llment of the task of proving the 
universality of values entails all too frequently the defense and acceptance of an 
authority, be it a divine theological one or a rational one (e.g., a general principle). 

 The census-related formulation is not compromised by either of these strong 
presuppositions, which, as I have stated above, run against a blunt naturalistic 
account. It is therefore preferable to follow this formulation, so that a naturalized 
approach to morality should be concerned with a general demand with respect to 
values (and to the rules leading to them) and not with the purpose of a universalized 
system of values. The former is the basis for normativity, and the latter is the objec-
tive of a normative theory of value, or of a political process. What is at stake here is 
that, although there may be no universal value in a census-related sense, it is a fact 
that individuals and groups are prone to treat their values  as if  they were universal, 
or as if they should be seen as such. How does this come about? How can we deal 
with this fact in merely naturalistic terms? In this sense, the purpose here is not 
normative in itself, but rather descriptive. 

 At this point, some terminological and metaphilosophical considerations should 
be pondered. First of all, it is important to draw a distinction between universalism 
and egalitarianism in relation to a theory of value. While the former is a quality of 
values, the latter is a value in itself. The former refers to the scope of validity of the 
values shared by individuals, and the latter is an important value among many 
different groups and a paramount value in western societies. The problem con-
cerning the naturalization of universalism is, therefore, related to the search for the 
natural basis of normativity in morality, while the problem concerning egalitarian-
ism is related to the natural basis for considering equality (or equity, at least) as a 
moral value. The former is a much more general problem, to which the assessment 
of a value in terms of good or bad is not relevant, whilst the latter is precisely about 
making such an assessment about a specifi c value. In order to give a naturalistic 
account of universalism, I will hereafter be concerned with the affective basis of 
normativity, and as regards egalitarianism, I will try to identify the affective basis 
necessary for it to be a common value among human groups. 
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 Normativity implies demanding from others respect of values and rules of behavior, 
where “others” remains as an open concept whose meaning extends from the circle 
of the family to the whole of humankind. Notwithstanding this, it also implies that 
the individuals involved recognize these values as such, i.e. as demands on them 
and, therefore, as possible grounds for changing their behavior. There can be no 
room for normativity among groups whose demands are not even understood as 
demands. It should be noted at this level that whether these demands are legitimate 
or not is not a concern at this juncture. The readiness to make changes in behavior 
because of the demands of others, and not because of justifi cation, is what is at stake 
at this basic level. 19  The moment of assessment depends on the prior recognition 
that there is something requiring such assessment. 

 From the perspective of nature alone, the only basis for normativity is the will of 
the individuals involved. I accept this starting point (which is also a basic contracta-
rian assumption) and thus I also accept that whether a particular norm will take 
effect or not depends on the will of the individual. However, whilst there can be no 
inexorable reason for an individual to endorse a norm or a system of norms, she is 
not free to react or not react affectively to moral demands, and this is decisive both 
for morality as a system of reciprocal demands and for the dynamics of values 
within groups. The kind of affective reaction implied here has evolved along with 
strategies for keeping groups together and for making them functional. 20  

 What I mean by “functional” can be understood in the sense in which the word 
is used in Ethology. In this usage, it has a teleological character, since a particular 
behavior serves a particular end, although this end is, in fact, purely immanent to the 
species. As a consequence of this, to ask about the function of a behavior is to ask 
what benefi ts that behavior can bring to the species. A functional behavior is, there-
fore, one that provides the species with some adaptive advantage. 21  To say that a 
group is functional in a relevant moral sense means that it is capable of cooperative 

19   It is clear, therefore, that morality, in the sense in which I am trying to defi ne it here, should not 
to be reduced to a code, and not even to a justifi ed code, but is tantamount to an effective system 
of behavior control. Contractualism is very much oriented towards justifi cation, since it is con-
cerned with the rational legitimacy of moral demands made by propositions. The authors I men-
tioned in Sect.  3.2  (Scanlon, Gauthier, Rawls, Copp and Tugendhat, Habermas and Apel) are all 
good examples of this characterization. 
20   A. Gibbard ( 1992 : 61–68) develops a similar idea and talks about coordination of emotions from 
the point of view of evolution and of game theory. Moreover, he considers that the internalization 
of norms, which for him is something of a linguistic character, is biologically connected with the 
coordination of emotions, since these have a motivational character (cf. pp. 68–71). He, however, 
with regard to humans, establishes a direct connection between language and morality that I do not 
share in my approach. 
21   Primatologists, for instance, in describing chimpanzees’ response to inequity, are interested in the 
function of this behavior for the species, and they consider the hypotheses that it may increase the 
payoffs of cooperation: “Evidence is beginning to emerge to support the hypothesis that cooperation 
and the response to inequity are linked in species besides humans. Such a link may provide evidence 
for how the response evolved. This question is more than academic. Understanding the evolutionary 
trajectory of a behavior can help elucidate its evolutionary function.” (Brosnan  2011 : 3). 
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behavior, which is crucial for humans. 22  What I am suggesting, therefore, in line 
with an extensive bibliography concerning cooperative behavior in humans and 
primates (cf. for instance, Boehm  1999 ; Brosnan and De Waal  2003 ; Brosnan et al. 
 2009b ,  2010a ; Bekoff  2001 ), is that some affective reactions have evolved as a 
result of the adaptation to life in groups and under the pressure of reciprocal 
demands, and individuals are not in full control of them. 

 In this sense, the general tendency to demand respect for the values the group 
shares is not a matter of individual choice, but is an essential element of human 
behavior that should be included in any satisfactory account of morality seen as a 
human characteristic. My strategy for explaining the trend towards universalism in 
moral systems will be to analyze how indignation interacts with guilt or shame 
when individuals are part of the whole system of morality while also being part of 
some of the inner circles of that system, namely, the groups to which they most 
intimately belong. 

 In relation to this, the asymmetry between moral sentiments is a notable trait and 
can provide the basis for that explanation. It is also interesting to note that indigna-
tion, asymmetrically related to shame and guilt, does not recognize any boundaries 
between the inner circle of morality (the family circle, for instance) and all the other 
groups, or even humanity as a whole. This means that one cannot prevent others 
from becoming morally angry with oneself by drawing lines separating one’s own 
group from others. Whenever two groups interact in any way, indignation can occur 
on either or on both sides. In this sense, we cannot simply be  indifferent  to the 
behavior of others if they are capable of showing moral sentiments just as well as 
we do and if their behavior affects us. Indignation is, therefore, a moral sentiment 
that is potentially directed to any person, and is hence universally applicable. 
Consequently, by means of indignation, normativity tends inexorably towards uni-
versalization, not because of a principle, but because of our fundamental disposition 
as beings capable of having moral sentiments. 23  Since the approach here is natural-
istic, I cannot  prove  the existence of universal values, which would be typical of a 
rationalist point of view. However, this is not necessary. The whole point here is that 
the trend towards universalization of any moral value rests on the limited freedom 
of preference that governs individual moral reactions, something that is at the very 
heart of the way indignation works. Indignation is an affection, which is a sign of 

22   For an extensive discussion of the evolution of morality in conjunction with cooperation, see 
Ridley ( 1996 ) . 
23   Strawson’s reply to pessimism (Strawson  1974/2008 ) is, as he himself describes it, in many 
senses based on commonplaces. Pointing out “reactive-attitudes”, should show to the pessimistic 
opponent how our life is determined by reactions we cannot fully control. My remark about the 
link between indignation and a universalistically oriented normativity is similarly a commonplace. 
Nevertheless, an important part of the philosophical task is to prevent philosophers from forgetting 
the world they are living in when they are doing their work. As Strawson puts it: “The object of 
these commonplaces is to try to keep before our minds something it is easy to forget when we are 
engaged in philosophy, especially in our cool, contemporary style, viz. what it is actually like to be 
involved in ordinary inter-personal relationships, ranging from the most intimate to the most 
casual.” (Strawson  1974/2008 : 7) 
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the intention that the members of a particular moral group give to their demands to 
each other and to others outside their group. This is an intention they are not free 
to discard, since it is connected with their deep feelings of belonging to the group. 
The same pattern of analysis may also work with another intuitive moral value, 
i.e. egalitarianism. 

 In order to plead the case for egalitarianism, I must turn again to the asymmetry 
between indignation and shame or guilt. While indignation can traverse any bound-
aries existing between moral communities, shame and guilt are the sentiments that 
defi ne membership of a group. By sharing with others the same grounds for feeling 
ashamed or guilty, an individual can be considered a member of a particular moral 
group. It is important to reiterate that moral groups are the only subjects of analysis 
here. Groups based either on circumstantial agreements or on tyrannical force are 
not prima facie under consideration in this paper, since they do not rely on moral 
sentiments and therefore are not moral communities in the sense defi ned here. 
In these groups, individuals may have either contractual duties or fear as binding 
ties, but shame or guilt is only encountered therein as a misplaced sentiment. 

 Nevertheless, no matter how atavic the sentiment for belonging to a group may 
be, human beings are not as hard wired as many other animal species. The complex-
ity of the dynamic of their affections is proportional to the complexity of their 
nervous system. The individual’s ties to the group must be constantly nurtured. 
They may not be asked to give their acceptance to be part of the family they are born 
into, but they are certainly expected to the give their affective consent in order to 
retain their membership after they become adults. An adult can dissent and leave the 
group if her ties with it are broken. Since the same condition applies to each and 
every member of the group, and since the ties between its members are of an affec-
tive nature, each individual should be treated as if she was important to the group, 
and this importance (or, indeed, unimportance) is affective. In this sense, everybody 
in the group should be treated as equally valuable, and this is what the concept of 
respect means. 

 Breaking away from the group demands, without any doubt, is more than an 
episodic act of will or a rational decision. It is, rather, a process of keeping one’s 
distance from the group until the feeling of belonging disappears. Individuals are 
most certainly interested in nurturing their ties with the group they are attached to, 
but the reverse side of this is that the group must encourage the respect of each of its 
members for each other, and its interest in steadily renewing its alliance with its 
members. God’s alliance with His people, which is the basis of a number of reli-
gions, can be understood in the same specifi c sense. A celebration of this alliance is 
always a celebration of reciprocal respect. 

 Seen from this affective perspective, egalitarianism is presented as a condition 
for the existence of functional groups composed of members with complex nervous 
systems, such as mammals. As the tendency to universalize values is the naturalized 
version of universalism, the tendency to balance the affective importance of the 
group members to each other is a naturalized version of egalitarianism. 

 I can now put all of this together with the previous discussion of the nature of 
morality. The naturalization of universalism and egalitarianism has shown that they 
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are conditions for the functionality of the system of morality. Moreover, it has 
highlighted a feature of morality that is not taken into account in traditional 
approaches, i.e., that morality must have a functional character for humans in terms 
of facilitating cooperation. Traditionally, too much weight has been placed on the 
justifi cation of moral principles without taking into account the fact that the main 
source of this justifi cation is the functionality that morality provides for life in 
groups. When separated from this functional basis, the principles have to be justifi ed 
by abstract authorities who are irreconcilable with the affective and social charac-
teristics of the species and with its evolutionary history. From the standpoint of 
nature, morality is functional, and the values forged and maintained in the groups 
governed by moral constrains are components of the system that operate in favor of 
its functionality. 

 The fact that morality has both a universalistic and egalitarian characteristic 
within the substance of its structure does not imply that individuals have to (or even 
should) adopt a universalistic or egalitarian attitude toward others. There can be no 
strong normative outcome in this case. My account implies, however, that morality 
tends to move steadily towards both universality and equality, and that humans tend 
to behave according to universalistic and egalitarian values by means of the senti-
ments on which the groups are based. Whenever a limit is imposed on moral con-
straints and whenever there is an imbalance between individuals, there will be 
tectonic pressures and seismic movements to restore on the grounds of morality and 
the balance of the forces, which are at the heart of the system. Confl icts between and 
within human groups bear witness to this fact time and time again.  

3.5     Some Conclusions 

 It is worth noting certain outcomes of the above analysis of morality and values in 
a naturalized perspective. In order to account for our moral intuitions, which give 
precedence to universality and equality, it is not necessary to resort to any plausible 
defense of a rational concept of morality since these characteristics belong to the 
innermost structure of morality as a functional tool for improving life and coopera-
tion in groups. A normative approach to morality is certainly an urgent philosophical 
task. To make our way through the labyrinth to the place where morals converge, as 
is inevitable in a highly interactive society such as the one in which we currently 
live, we need rules that can only be arrived at through a discussion of reasons on 
which each side has to agree. Notwithstanding this fact, it is also an extremely 
important philosophical task to understand what the moral basis of an agreement 
that might be reached would actually look like. The above analysis makes at least 
three contributions to the fulfi llment of that task. The fi rst is that morality is to be 
seen primarily as functional. By highlighting this aspect of morality and its values, 
they can fi nally be understood within a naturalistic approach. The second is an 
explanation of values in terms of preferences, affections and others human traits. 
The recognition of the asymmetry between indignation and shame or guilt, which is 
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fundamental to morality as a system of reciprocal demands, but which does not 
characterize specifi c morals based on agreements only, is the key element of this 
analysis. The third is that universality and equality are to be defended in any toler-
able human concept of morality, simply because they are constituent elements of 
human morality, and not fundamentally because it is rationally plausible to choose 
them. 

 As for the problem concerning the confl icts between values from the restricted 
scope of morality and values from the wider scope of morality, to which I referred 
at the end of the third part of this paper, it remains an open question, though a natu-
ralized view on morality seems to be indispensable to fi nding a satisfactory answer. 

 These outcomes are compatible both with our common intuition concerning 
moral values, and with what science has already discovered about human develop-
ment from its most primitive stages onward. I consider these outcomes as relevant 
criteria (though they are certainly not the only ones) for evaluating a particular 
philosophical hypothesis. At any rate, it will be interesting to continue submitting to 
scientifi c scrutiny (paleoanthropology and paleoethnology, for instance) the anthro-
pological premise whereby I have assumed that human beings do not demand ben-
efi ts to enter a moral group, but that life in a hunter-gatherer group governed by 
moral constraints is rather a benefi t in itself, since it is an essential condition for 
human existence in terms of its status as an evolutionary advantage. It is in order to 
keep that benefi t available that morality, as a system of reciprocal demands gov-
erned by values and sustained by affective predispositions, is indispensable. After 
all, the interest in, and the necessity of, belonging to a moral group is the invisible 
force that keeps our moral compass pointing in the required direction.     
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4.1            Introduction 

4.1.1     Clarifi cations 

 A biologist studying the behavior of a species, when confronted with a seemingly 
costly behavior that is highly persistent in that species, would certainly entertain as 
her null hypothesis that this behavior is adaptive, and that the psychological mecha-
nisms underlying it were therefore adaptations put in place by some form of natural 
selection. The aim of this chapter is to develop the outline of such an adaptive 
hypothesis (Alexander  1987 ) for the evolution in humans of our moral psychology, 
the moral emotions of which it consists, and the moral behaviors it produces. Briefl y, 
we will propose that moral emotions are the subjective side of the proximate rules 
(motivations) that regulate human cooperation, which in turn is an evolutionarily 
novel adaptation to enable the uniquely derived lifestyle of human foragers, which 
requires generosity and sharing due to extreme mutual interdependence. 

 This biologically oriented approach offers a radical departure from the traditional 
way many philosophers (e.g., Kant  1785 /2002) have thought about morality as 
being rooted in rational refl ection. The adaptive approach has gained much traction 
during the past decade due to work showing that moral actions are often based on 
snap decisions guided by moral intuitions that cannot be articulated (Haidt  2008 ) 
and that at least some of these moral intuitions may have an innate basis (Tomasello 
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 2009 ; Hamlin et al.  2007 ). Of course, it is not truly novel, going back to the moral- sense 
theory of the Scottish Enlightenment philosophers, such as Adam Smith and David 
Hume (Monroe et al.  2009 ), but the latter obviously did not think of the sentiments 
as products of evolution through natural selection. 

 Before developing this hypothesis, we must clarify our terminology. Behavioral 
biologists distinguish between fundamentally different ways of answering questions 
about the causes of any behavioral phenomenon, often referred to as proximate 
and ultimate causes (Tinbergen  1963 ). The common way to explain the behavior’s 
occurrence is to show the direct causal mechanisms that bring it about: the so-called 
proximate control or regulation. The focus is on motivations, hypothetical variables 
that affect the probability that a particular behavior is produced in the presence 
of eliciting stimuli. Their existence was postulated by the classical ethologists to 
account for variation in behavior among individuals or within individuals over time 
in the absence of changes in the state of the external world (Tinbergen  1951 ). Hunger, 
fear, sexual desire, etc. are examples of motivations that can be readily defi ned and 
measured in animals. Motivations can also be described using neuro- endocrine and 
other physiological variables, although as yet there is no exact one-to- one corre-
spondence between these levels of description. 

 There is a second dimension to the proximate mechanisms, uniquely accessible 
in humans and therefore avoided by behavioral biologists studying animals. It is the 
level of experienced motives, the feelings accompanying high motivation. An 
outside observer may experimentally establish that an individual has a high feeding 
motivation (measured as a high probability of engaging in feeding behavior under 
specifi ed conditions), but we humans experience this motivation subjectively as 
hunger and reducing hunger as psychologically rewarding. And, solipsism aside, 
we know that other humans have very similar subjective experiences. We will refer 
to this as the subjective dimension of proximate causation, often described in terms 
of emotions. Emotions can be defi ned as subjectively experienced intense mental 
states; they are accompanied by characteristic physiological changes (Frijda  1986 ). 
In the case of morality, the subjective dimension of proximate causation includes 
such emotions, but also the intentions (moral preferences) underlying the actions 
often discussed by moral philosophers. 

 To date, we have no methods to demonstrate the presence or absence of this 
subjective side in species other than humans. However, unless the presence of 
emotions is directly linked to uniquely derived human features such as language, 
parsimony suggests that species closely related to us, such as great apes, have similar 
subjective emotions to ours (Flack and de Waal  2000 ). Accordingly, we postulate 
the existence of moral emotions in chimpanzees later in this paper (after all, they 
also cooperate, albeit in different ways). 

 In addition to asking about the direct causation of a behavior pattern, behavioral 
biologists also examine its ultimate causes. The ultimate cause for the presence of a 
behavior is its function, and we assume (and can sometimes show) that natural 
selection installed this particular set of motivational predispositions and response 
tendencies (and the associated emotions), because it prevailed over other ones. 
Thus, the behavioral predisposition is adaptive, and the behavior an adaptation, 
when the predisposition toward the behavior contributes to survival and reproductive 
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success in the particular context of that particular species, relative to specifi ed 
alternatives. In the case of morality, this task amounts to identifying the adaptive 
signifi cance of the moral psychology in the original human social organization, that 
of nomadic hunter-gatherers (henceforth: foragers). 

 An important fact about the connection between proximate and ultimate factors 
is that it is usually entirely statistical: instead of; The individual does not represent 
the function of the behavior, but is exclusively interested in pursuing the psycho-
logical goals that evolved in the context of that function. The perceived reward is 
that of reaching the psychological goal, not the fulfi llment of the evolutionary func-
tion. Put simply, the performing animal has no clue of the function of the actions it 
performs. As a result, we can experimentally create conditions or offer stimuli where 
the existing proximate mechanism produces patently dysfunctional behaviors, as 
when gulls prefer to roll super-sized egg models into their nest rather than their own, 
species-specifi c eggs (Hinde  1970 ). This is also often true for humans, given recent 
radical changes in our social and physical environment (Tooby and Cosmides  2005 ). 
This may mean that the range of stimuli eliciting our moral emotions may have 
become far wider than in the original situation, and also that we may be ignorant of 
their functional signifi cance (as in our disgust of incest).  

4.1.2     Human Morality as Adaptive Behavior 

 In this chapter, we use the distinction between ultimate and proximate causation of 
behavior. We further divide proximate causation between motivations and emotions, to 
understand the nature of human morality as expressed behavior, the part most easily 
measured. Morality, say most dictionaries, is the quality of being in accord with 
standards of right or good conduct. This defi nition neatly encapsulates two key 
features: (1) morality is about doing “right,” and (2) what is right is largely defi ned 
by the social norms of the society one lives in (the “standards”). The moral psychology 
of humans that underlies this behavior is characterized by a set of predispositions to 
actions and responses that function to maintain both reciprocity at the level of dyads 
and ‘service to the group’ (production of public goods). This has the effect of making 
the interests of the individual subservient to those of the community (Alexander 
 1987 ). Our goal is entirely descriptive: we wish to identify our moral psychology, as 
used in everyday behavior, and not to delineate the correct content of moral behavior. 

 As always, one can do worse than to go to Darwin for inspiration to explain the 
adaptive signifi cance of this moral psychology. In his  Descent of Man  ( 1871/1981 ), 
he wrote: “morals and politics would be very interesting if discussed like any branch 
of natural history.” In other words, he believed that morality evolved through natural 
selection. As to the function of these behaviors and emotions, he had some specifi c 
ideas as well: “the praise and blame of our fellow-men” and “love of approbation 
and the dread of infamy” act as “powerful stimulus to the development of social virtues.” 
For Darwin, then, morality is largely about fi tting into society and maintaining a 
good reputation. What he did not explain was why these emotions seem to be limited 
to humans. 
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 Huxley ( 1894 ) and various infl uential evolutionary biologists since then (Dawkins 
 1976 ; Williams  1989 ) explicitly rejected Darwin’s approach, arguing instead that 
morality represents a recent cultural invention, a successful rebellion against the 
tyranny of our selfi sh genes (see de Waal  2006 ). More recently, however, other 
biologists have followed Darwin in claiming that morality refl ects an evolved 
adaptation (Alexander  1987 ; Rosas  2007 ). 

 Our contribution to this adaptive approach is that we propose a detailed account 
of the nature of this adaptation and the context in which it evolved. Our core proposal 
is that our moral emotions are the subjective dimension of the evolved proximate 
regulation of adaptive cooperation among human foragers. Life as a nomadic forager 
requires generosity and sharing due to extreme mutual interdependence. This life-
style is radically different from that of the two extant chimpanzee species ( Pan ) or of 
any other ape, and is thus derived relative to the last common ancestor of humans 
( Homo ) and  Pan  that lived some seven million years ago. We therefore aim to explain 
the presence and nature of our moral emotions, but will not claim that their referents, 
i.e. the conditions that elicit their deployment, are universal, because the biological 
substrate can interact with cultural evolution and thus add or even modify referents. 

 The most likely reason that this obvious adaptive hypothesis has not been pro-
posed before is that most modern observers fi nd it hard to imagine the foraging 
lifestyle. There are two reasons for this. First, this lifestyle is largely defunct, since 
virtually all people now live in pastoral, agricultural, or, increasingly, industrial 
societies, which are organized very differently. Indeed, most people, and virtually 
all scholars, now live in cities, large anonymous aggregations. As a result, the con-
tents of moral judgments made using these emotions may have diverged after the 
radical departure and divergence of lifestyles since the invention of agriculture. 
Nonetheless, the hypothesis expects a core set of emotions, and presumably even 
social norms that are universal. Second, the foraging lifestyle is just as radically 
different from that of great apes, to which we often turn for inspiration about the life 
of early hominids. Extant great apes may thus show us the evolutionarily older core 
of our moral psychology, but not the derived outer layer. 

 This latter point hints at an inevitable consequence of adopting this evolutionary 
approach to morality. We must admit the possibility of other species’ also having a 
morality that is adapted to their particular social system. We shall examine this issue in 
the discussion, where we attempt to draw up a chimpanzee moral psychology of coopera-
tion. In all these attempts, of course, we must accept the limitation that we may not be 
able to identify the subjective character of the moral motivations these animals may have.   

4.2     The Consequences of Being a Human Forager 

4.2.1     Human Ecology 

 The humans we consider here are nomadic foragers, a lifestyle that is unique to our 
species. Extensive ethnographic and behavioral-ecological work over the last century 
has produced a consistent picture, explicated below, of the central features of extant 
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human nomadic foragers (Keeley  1988 ; Boehm  1999 ; Johnson and Earle  2000 ; 
Gurven and Hill  2009 ; Kaplan et al.  2009 ; Marlowe  2010 ; Hill et al.  2011 ). Foraging 
as a lifestyle gradually established itself after beginning in the early Pleistocene 
(around 1.8 million years ago [Mya]), during which early representatives of the 
genus  Homo  initially opportunistically, but gradually ever more systematically, 
engaged in hunting or scavenging large-game using stone tools to process and 
defend the meat of large mammals against carnivores, and perhaps to procure it as 
well (de Heinzelin et al.  1999 ; Pobiner et al.  2008 ). No doubt these large packages 
of meat were shared, but it is unknown when and in what order all the other elements 
characterizing human foraging arose. 

 Foragers today show a variety of characteristics: long-term, and to some extent, 
exclusive pair bonds (usually monogamous or mildly polygynous); a sexual division 
of labor; the presence of central places (camps) to which women and children 
always, and men usually, return for the night; intensive and obligatory food sharing 
and strong mutual support, including care for the temporarily sick and injured; and 
frequent collective action. They live in small camps of 20–50 people of shifting 
composition, which move multiple times per year. Camps consist largely of genetic 
(biological) and affi nal (by marriage) kin of various degrees of closeness as well as 
various people not closely related to any others. Isolated nuclear families do not 
exist. There is no clear tendency for either sex to remain in their natal group 
once adult. Nomadic foragers live in highly egalitarian societies, largely free of 
dominance, that are not clearly segmented (i.e., without a hierarchy among camps 
or groups within a band) and are united by a shared set of customs and myths, as 
well as a common language. 

 Until the Neolithic, some 10,000 years ago, all people were foragers. Indeed, 
until the earliest settlements at highly productive places some time earlier, all 
people were nomadic foragers, and thus marked by strong interdependence and an 
absence of food storage (Keeley  1988 ). Since this lifestyle has been around for 
anywhere between 100 and 1,000 times longer than our settled lifestyle if measured 
in number of generations, we must assume (1) that it has had a profound impact 
on our psychology, and (2) that the basic architecture of the human mind has not 
changed fundamentally in the relatively short amount of time since our species 
adopted a sedentary life style, involving agriculture and more recently life in cities 
(cf. Tooby and Cosmides  2005 ). 

 Some may doubt that our foraging history has had such a pervasive effect on our 
psychology. Indeed, the hypothesis presented here is based on plausibility and 
not directly testable. Nonetheless, there is good indirect evidence that human 
psychology still refl ects its evolutionary origin in egalitarian societies, in which 
systematic sharing prevented the buildup of major inequities, and all individuals 
knew that help would be provided when they needed it. First, the development of 
prosocial behavior suggests an innate component (see Sect.  4.4 ). Second, many 
features of modern behavior refl ect this heritage. For instance, present-day people 
in more egalitarian societies have fewer health problems and better education out-
comes, and have lower rates of drug abuse, mental illness, suicide, homicide and 
teenage pregnancy (Wilkinson and Pickett  2010 ); these effects continue to hold true 
when the overall level of affl uence or education of a given society or group within a 
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society is controlled for. This persistent effect of social inequality strongly suggests 
that the fear of being uncared for in times of need creates chronic stress in the 
individuals in more despotic societies (Wilkinson and Pickett  2010 ). Finally, this 
history of egalitarianism is also refl ected in the use of a reassurance signal by 
dominants, the smile, that was historically a signal of subordination (Preuschoft and 
van Hooff  1997 ); our ‘cooperative eyes’ (Tomasello et al.  2007 ), which serve as an 
indicator of shared intentionality by facilitating joint attention; our crying with 
tears, which elicits empathy, even from strangers; and our ‘blushing,’ which serves 
as an honest signal of shame. 

 We link human moral emotions to the proximate rules undergirding human 
cooperation. To build up our picture of these emotions, we therefore start by 
describing human cooperation. We then describe the known proximate rules 
regulating our cooperation, and subsequently interpret these rules in subjectively 
experienced, emotional terms.  

4.2.2     Human Cooperation and Its Function 

 Human foragers cooperate, but so do nonhuman primates. The fundamental difference 
is that a solitary human forager, in stark contrast to a solitary chimpanzee or orang-
utan, is always far worse off than a cooperative forager. This situation made humans 
utterly dependent on intensive cooperation with fellow group members. Consequently, 
human cooperation differs from that in nonhuman primates in several important 
ways. The relative homogeneity of all great apes in this respect strongly suggests 
that these differences refl ect features that are derived in humans, i.e. evolved anew 
in the human lineage. Figure  4.1  lists the major elements of human cooperation, as 
well as their proximate underpinnings discussed in the next section.

   First and foremost, human foragers cooperate in the context of child rearing: we 
are cooperative breeders (Hrdy  2009 ; Sear and Mace  2008 ; Hill and Hurtado  2009 ), 
because men, older immatures and grandmothers make a major contribution to 
childcare, both in terms of energy and protein inputs through provisioning and as 
babysitters and teachers (Hawkes et al.  1998 ; Marlowe  2003 ). In contrast, all great 
ape females are essentially single mothers. Humans also tend to cooperate more with 
non-kin than other primates. This may be partly due to our tendency to form strong 
pair bonds, which are then extended to the kin of our pair partners (Chapais  2008 ). 

 Second, human foragers are cooperative hunters and gatherers. These activities 
involve two important cooperative actions: collective action and sharing. Much 
hunting and gathering involves group-level cooperation, whereas most cooperation 
in nonhuman primates is at the level of dyads. Cooperative hunting itself is now less 
important than it was before the invention of truly projective weapons (bows and 
arrows and spear throwers) and poison perhaps as long as 100,000 years ago 
(Marlowe  2005 ). Even so, hunters still often collaborate in joint pursuit, and other 
elements, such as obligate food sharing, were also retained. Sometimes, the collec-
tive action involves most of the group (Hill  2002 ; Hrdy  2009 ), as when foragers 
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collaborate in fi sh harvesting or moving camp. With regard to hunting, the yields 
were so uncertain that humans came to rely on food sharing, to the point that most 
nutrient-dense foods such as meat and honey became systematically shared. 

 This leads directly to another major difference with great apes: the fact that 
humans readily share food or help people they do not know directly, but only by 
reputation, such as when helping starving foragers who moved to their camp to ask 
for food. Reputation decides whether one is supported in times of need (Alexander 
 1987 ). A monkey or ape only needs to worry about its reputation with its direct 
interaction partners or those that can observe her interactions with these partners. 
In humans, language enables third parties who are physically elsewhere to have 
information about one’s interactions with others, so people’s reputations can 
literally reach a place before they get there in person. 

 Some other differences are probably not universal, in that they became most 
pronounced after foragers settled down and societies became larger and no longer 
largely face-to-face. The most relevant difference concerns the punishment of non- 
cooperators (de Quervain et al.  2004 ). Among foragers, people who are not willing 
to share are shunned by others (Marlowe  2009 ), and thus face reduced survival. 
Punishment is rare (Marlowe  2009 ), and when it occurs is highly collective (Boehm 
 1999 ). People in larger societies, in contrast, are often willing to incur some cost 
to punish free riders in group-level kind of cooperation in which individuals 
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contribute to common goals, and free riders risk the breakdown of all cooperative 
effort (Henrich et al.  2010 ). 

 Other features of human cooperation that have had an impact on our psychology 
may not be that different from those of chimpanzees, and thus perhaps, from the last 
common ancestor we shared with the African  Pan  apes. Like chimpanzee males, 
humans tend to engage in high-risk cooperation. Until the invention of long- distance 
weapons, hunting was necessarily cooperative, and hunting large game was danger-
ous. Hence, injuries were not uncommon (Boyd and Silk  2009 ). Joint hostile action 
against neighboring groups, as in raids, was even more dangerous, although great 
care was usually taken to create surprise and maintain a great, if temporary, imbalance 
of power (Wrangham  1999 ). 

 The key differences can be summed up as follows: humans cooperate in rearing 
young, in hunting and gathering, and this cooperation often involves collective 
action and proactive food sharing with less lucky foragers. We cooperate more with 
non-kin, partly because of our pair bonds, even with relative strangers (as long as 
they are perceived as within-group). Widely publicized recent empirical research 
with humans has served to confi rm that our cooperative tendencies in small-group 
settings still largely refl ect those of our forager ancestors (Fehr and Rockenbach 
 2004 ), albeit with clear-cut cultural variation (Henrich et al.  2005 ). 

 This is the broad picture. But it is also important to point out exceptions and 
limitations. First, humans are not exclusively prosocial: we also have selfi sh tendencies, 
and they may be tenacious. A tension between selfi sh and prosocial motivations is 
inevitable, since without the selfi sh motivations we would not survive very long. 
This tension is also refl ected in individual variation. In the experiments of behavioral 
economists, a certain proportion of the subjects always behave as free riders, 
parasitizing on the generous dyadic donations or contributions to the public good by 
the majority (Gächter and Hermann  2006 ). Second, cooperation has its limits, 
namely at the boundary of the society. For instance, in interactions with individuals 
from a different community (‘out-group’), different behavior patterns are observed, 
as refl ected in the extensive research on in-group vs. out-group differentiation 
(Rabbie  1992 ), widespread reports in cultural anthropology (reviewed in de 
Waal  2006 ), and recent experiments on punishment of selfi sh individuals (Bernhard 
et al.  2006 ). 

 Let us now turn to the functional basis for these cooperative tendencies. The key 
feature from our perspective of forager ecology is that the foraging lifestyle has led 
to a strong interdependence among group members, on two levels. First, on a day-
to- day basis, returns are uncertain, especially those of meat from large game, for 
which virtually all foragers have a strong preference (some languages have a special 
word for “meat hunger”). Without widespread and obligate sharing of meat, meat 
intake would be highly erratic (Gurven  2004 ; Hill and Hurtado  2009 ). Second, the 
foraging lifestyle leads to frequent injuries, and some of these may prevent a person 
from producing for weeks or sometimes months. People seek insurance against such 
periods of incapacitation by trying to be associated with good hunters (Sugiyama 
and Chacon  2000 ; Hill and Hurtado  2009 ). The benefi ts for the latter come in the 
form of being helped in turn when they are in need, good treatment for them and 
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their family in general, and perhaps in the form of sexual favors. In sum, then, each 
individual forager is part of a web of mutual sharing obligations. Each individual is 
therefore strongly aware that he or she must have a positive reputation in case of 
future need, and painfully guards it. As Hrdy ( 2009 ) put it: “their most important 
resources were their reputations and the stored goodwill of others.” Because they 
cannot store food, foragers must store social obligations. 

 This situation gives everyone in a forager camp a stake in each other’s (and thus 
the group’s) wellbeing. Such a ‘cooperate-or-die’ situation is not common in nature, 
but it is found among various species, in particular cooperative breeders (Clutton- 
Brock  2002 ).  

4.2.3     The Proximate Control of Human Cooperation 

 When closely related species have diverged in the kinds of cooperative behaviors in 
which they routinely engage, especially when the differences are as dramatic as 
between humans and great apes, we should expect that they have evolved differences 
in the underlying set of proximate motivations and response predispositions as well. 
Thus, we expect that humans have evolved some novel proximate mechanisms 
relative to the ancestral state that was probably shared with the extant great apes, 
none of whom have become cooperative breeders (Jaeggi et al.  2010a ). Nonhuman 
primates are therefore useful as background, but not the best model organisms to 
identify the proximate control of human cooperation. 

 The best way to identify the set of underlying rules is to do experiments, and to 
check whether these experiments provide results consistent with the observed natu-
ral history. Numerous such experiments have been done with humans for decades, 
but in recent years these have been done to specifi cally test social preferences (as in 
economic games), and even more recently have been repeated as much as possible 
with great apes (and other primates) to identify the shared and derived aspects of our 
cooperative psychology. We have recently reviewed these experiments in detail 
(Jaeggi et al.  2010a ), and here we briefl y summarize the conclusions for humans 
(see also Fig.  4.1 ). 

 Perhaps the most basic distinction in cooperative motivations is between reactive 
and proactive prosocial motivations. Reactive prosocial behaviors are elicited by 
signals (or mere signs) of need, of social proximity (such as being a relative or a 
friend) and the presence or size of an audience. Numerous experiments and everyday 
experience show the existence of these reactive prosocial acts in humans. Friends 
and relatives generally elicit stronger support than strangers. Humans also fi nd it 
hard to ignore expressed signals of need (crying, begging) even when these emanate 
from total strangers. These responses tend to be stronger in humans than in apes. 

 Human responses to prosociality-eliciting stimuli are stronger in the presence of 
an audience, apparent or real. Experiments have shown that respondents are not 
consciously aware of the effects of an audience on their prosociality (Haley and 
Fessler  2005 ; Bateson et al.  2006 ). This hypersensitivity to audiences functions to 
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ensure that selfi sh acts are only performed when no audience is present to spread 
gossip, i.e. to guard the actor’s reputation. There is, as yet, no evidence for such 
sensitivity among nonhumans. 

 Food-sharing experiments allow a direct comparison and show an interesting 
contrast. Whereas among human children, food is often shared because owners 
spontaneously offer food to others or respond to requests by actively handing over 
food, most sharing among great apes is by passively allowing a beggar to take food 
or by having it stolen; refusals to share are also common (see Jaeggi et al.  2010b ). 
We see similar differences in the sharing of information (as in teaching: Burkart and 
van Schaik  2010 ) and tools (Meulman et al.  2012 ). 

 Proactive prosocial behaviors are performed in the absence of any of these external 
stimuli, and are thus spontaneous. When dealing with animals, it is of course impos-
sible to be sure that all external stimuli have been excluded, but in the case of 
humans we can check this directly. In one-shot, anonymous dictator games, a player 
is given a certain amount of money and given the option to share it with another 
player, who is a stranger. In such games, many people act prosocially in the absence 
of any obvious stimuli of need, social proximity or audience (Camerer  2003 ). This 
tendency also explains why humans in collective-action experiments generally 
begin by cooperating, only to start defecting when they notice others are free-riding 
and being unable to curb that through punishment or selective shunning of free 
riders (Fehr and Gächter  2002 ; Milinski et al.  2002 ). 

 The experiments have also revealed the presence of an additional regulator of the 
degree of prosociality, be it elicited or spontaneous. People tend to act to ensure that 
the degree of inequity that is created in these experiments remains within limits, a 
mechanism known as inequity aversion (Fehr and Fischbacher  2003 ). This is espe-
cially pronounced in the experiments in which windfall rewards are given, such as 
the commonly played dictator or ultimatum games, where no work is done for the 
rewards (an ultimatum game is like a dictator game, but now the second player must 
accept the outcome, and if she refuses, neither player gets any money; because 
refusals of low offers actually do happen, the proportion of the reward that is offered 
to the second player is generally higher than in the dictator game). Whereas animals 
may also show inequity aversion, it is predominantly of the egocentric kind, in 
which actors show an aversion to receiving smaller rewards than others (Brosnan 
and de Waal  2003 ). Humans show inequity aversion of both the egocentric and 
allocentric kind, and thus also show an aversion toward receiving bigger rewards 
than others (Fehr and Fischbacher  2003 ). 

 Human foragers have a motivation to conform to the majority and synchronize 
their actions with those of others, which may well be the collective expression of 
the shared intentionality, or “we” intentionality (Tomasello  2009 ). This requires that 
we comply with the norms of our society. Social norms are “socially agreed-upon 
and mutually known expectations bearing social force, monitored and enforced by 
third parties” (Tomasello  2009 ), or “standards of behavior based on widely shared 
beliefs how individual group members ought to behave in a given situation” (Fehr 
and Fischbacher  2003 ). Social norms are ubiquitous, but their content is not always 
easy to identify. Unless they are verbally explicated, norms are best recognized by 
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responses to their violation, and these reactions among foragers may be subtle, 
largely by way of shunning the violator. Nonetheless, foragers, like people elsewhere, 
have social norms, and have strong opinions about norm violators (Hrdy  2009 ; 
Marlowe  2009 ), which sometimes get expressed in violent responses (Boehm 
 1999 ). Moreover, experiments in modern societies have shown the underlying rules: 
people value the opinion of the majority, even if that seems counter-intuitive, as 
shown decades ago by the work of Asch ( 1955 ). Likewise, children preferentially 
follow the majority in social learning experiments (Berndt  1979 ), indicating 
the presence of active conformity. Below we offer a separate discussion on the 
evolution of social norms. 

 We can sum up the proximate rules underlying human cooperation as follows 
(see also Fig.  4.1 ). The fi rst set is linked to cooperative breeding. Thus, we have 
highly prosocial tendencies, which are both proactive (spontaneous, unsolicited) 
and reactive, i.e. elicited by stimuli (need) that trigger our empathy and modulated 
by social proximity (friendship, kinship). These motivations ensure that we care for 
others. A motivation to conform to the majority and to synchronize plans is also 
expected in cooperative breeders, because they frequently engage in collective 
action. The second set of motivations may be more tightly linked to cooperative 
hunting and foraging, with the obligate food sharing imposed by the uncertainties 
of foraging returns. Thus, our prosocial tendencies are modulated by the perception 
of a fair balance among the rewards to the various players. They are also 
strengthened when the actor perceives the presence of an audience, refl ecting the 
importance of reputation in our lives. Finally, like cooperative breeding, cooperative 
hunting and foraging have favored the strong tendency to have shared goals with 
others, and thus to internalize the local social norms.   

4.3     From Proximate Rules of Cooperation to Morality 

 So far, we have shown that humans have evolved a derived psychology to support 
the intensive cooperation that characterized us as cooperatively breeding, nomadic 
foragers. We now move from the descriptive level of motivations, which are 
estimated by the degree to which these hypothetical constructs can predict behavior, 
to that of the experienced, subjective feelings (emotions) associated with these 
motivations to the acting individual human. 

 This is of course a diffi cult transition to make. First, it is not easy to formulate 
empirical tests, so we must rely on parsimony and introspection. This seems warranted 
because most of us immediately recognize the subjective emotions that accompany 
these rules as familiar. A second problem is that delineating individual emotions 
is problematic, perhaps because the underlying neuroendocrine mechanisms may 
create a large number of discrete or overlapping mental states (Christen  2010 ). As a 
result, there is no agreement among experts about which emotions can be recog-
nized (but see Haidt  2007 ), and we will therefore refrain from naming and listing 
them (see Christen  2010 ). Nonetheless, some basic statements are possible, in that 
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all of us know about their existence introspectively. Peculiar to the moral emotions 
is that they have a strongly felt element of obligation (“ought”), suggesting that 
there is a high priority to fulfi ll them relative to other motivations, such as hunger, 
physical comfort and sexual desire, giving them a virtually privileged status. 

 Foundational to the prosociality rule is sympathy, which is empathy accompanied 
by a prosocial motivation, where empathy is the ability to imagine another individual’s 
mental state. In humans, empathy tends to be readable from facial expressions, 
gestures and vocalizations (de Waal  2006 ,  2009 ). We can roughly translate 
sympathy as liking others and wanting to do good to them. We actually feel good 
about doing good, as suggested by both verbal reports and physiological indicators 
(Harbaugh et al.  2007 ; Steger et al.  2008 ). 

 The second element is our obsession with reputation, with how other people 
perceive our actions. This concern is only partially explicit, but much of the social 
anxiety felt by people, such as whether or not they are accepted by others, can be 
functionally linked to concern about reputation as well. Concern with the reputation 
of self is mirrored by a rabid interest in updating the reputation of others. Gossip is 
the main means of updating, and many people spend an inordinate amount of time 
engaged in it (Foster  2004 ), and more importantly, gossip arouses strong emotion at 
both the sending and receiving ends. 

 The third element is our urge to belong to the group and comply with its norms, 
the group-level pendant of the dyadically expressed shared intentionality of human 
children and adults (Tomasello  2009 ). People often report feeling happy when 
part of a synchronized group effort. Only humans engage in team-based play, often 
in a competitive context as team against team, in which the thrill is to engage in 
synchronized and coordinated joint action. We can add that we feel very guilty 
about violating group norms, even if unobserved, suggesting that we have internalized 
them and made them part of our conscience. Functionally, this may simply be about 
avoiding shunning or punishment, but our emotions suggest that we wish to abide 
by the norms. 

 In addition to this intrinsic component of conformity, there is usually also an 
extrinsic one that operates simultaneously. Compliance with local norms arises in 
part from sensitivity to peer pressure (the “moral community”). There is an implicit 
representation of this pressure in that one is more prosocial when one has been 
reminded of the presence of the moral community, as in the experiments using eyes 
as a subconscious cue of the presence of an audience mentioned above. This external 
infl uence on our moral emotions amounts to Adam Smith’s ( 1759/2009 ) inner 
spectator or David Hume’s ( 1739 –1740/2003) homunculus, and is based on the 
well-developed human Theory of Mind, the ability to take the perspective of others. 
If we take this to its extreme and fully internalize the perspectives of others, such 
external motivators are no longer needed and represented, and we only possess 
emotions such as conscience (to avoid norm violations) and guilt and remorse 
(to repair norm violations). 

 The fi nal element is founded on a sense of justice or a sense of fairness, which 
obviously restates some of the egalitarian social norms. We deploy our empathy in 
favor of the weaker individual when that person is treated unfairly by the stronger 
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person. Depending on the opportunities to express these concerns, we quietly 
disapprove, we protest and try to recruit others in our disapproval, or we punish 
them. In the latter case, we actually feel good about this (de Quervain et al.  2004 ). 
Punishment has the goal of restoring equitable distributions. 

 The last step in the argument, which is admittedly untestable, is the claim that 
these four elements (sympathy, concern with reputation, the wish to conform, and a 
sense of fairness) are the major components of human moral psychology, upon 
which our refl ective morality is built. Additional elements have also been proposed 
(Haidt  2007 ), but we suspect that they have been co-opted into the moral psychol-
ogy more recently, post-foraging.  

4.4      Discussion 

4.4.1     The Key Features of Human Morality 

 Our main claim is that the moral emotions that underlie the snap moral judgments 
people make in everyday situations are in fact the subjective side of the evolved 
proximate regulators of our uniquely intensive cooperation. This claim thus refers 
both to the capacity to have moral emotions and to the contexts in which they 
evolved. Human cooperation differs in some major ways from that of our closest 
primate relatives, especially due to our interdependence, which has favored the 
evolution of proximate rules that prioritize the wellbeing of fellow family and 
group members and guard one’s reputation as a sympathetic person worthy of 
support in times of need. Obviously, we expect the moral emotions of other species 
to be adjusted to different, only partly overlapping contexts. 

 The Darwinian hypothesis about morality presented above is congruent with 
many known features of practical human morality. First of all, we now know that 
many every-day moral decisions are not entirely built on conscious deliberation but 
rather on intuitive, and rapidly executed responses, too fast for mental calculation 
to have affected them (cf. Greene and Haidt  2002 ), showing there is an intuitive, 
emotional (non-cognitive) core (Haidt  2008 ). Unrefl ected morality is thus more 
about emotion than about cognition. Second, practical morality has a tribal element 
(Bernhard et al.  2006 ), strongly distinguishing between in-groups and out-groups. 
We need reason based upon conscious refl ection, to go beyond ‘tribal morality’ 
(larger social units are more recent than small tribal groups and are linked to higher 
densities and sedentism). This in-group bias needs to be overcome through reasoning 
and redefi nition of in-group membership, refl ecting its origin as an adaptation 
for life in small-scale societies that had few contacts with the outside. Third, the 
hypothesis explains why all societies have moral codes (i.e., morality is a “human 
universal”), even though the content of these codes often varies in space and time. 
Thus, moral emotions were neither bequeathed to us from the outside by some 
benign force, nor invented by us at some time during our history, but are instead 
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the product of an evolutionary process functionally linked to our uniquely intensive 
cooperation. Although some philosophers may be willing to admit that morality has 
some biological basis (e.g., Kitcher  1998 ), many are not really interested in this fact, 
or in the small moral acts that we perform on a daily basis, and in fact leave the 
ultimate explanation of our moral faculty unexplained. 

 A secondary, but perhaps in the end more important claim is that the hypothesis 
can in fact explain biases in the content of moral judgments. Perhaps the majority 
view among philosophers is that the enormous variety of actual moral systems 
shows the irrelevance of a biological core and the supremacy of cultural infl uences 
(Prinz  2007b ; Chap.   6    , this volume). The challenge to the position that argues that 
morality refl ects a biological adaptation is to account for this variability. It does so 
by arguing that natural selection put in place the set of basic principles by which to 
regulate cooperation in a foraging system, not to adjudicate on the major moral 
dilemmas facing the modern world, such as abortion, animal suffering, the production 
of transgenic organisms, using nuclear energy, etc. The fact that the majority of social 
norms have a cultural infl uence (Rudolf von Rohr et al.  2011 ) can be explained by 
the diversity of social conditions that arose subsequent to the onset of food production. 
Indeed, among different foragers, rules are largely similar (Hill  2009 ). The evolution-
ary hypothesis can use the same argument to account for the fact that philosophers 
cannot agree on a universally accepted system to derive moral rules (think of utili-
tarianism, deontology and contract theory). Selection simply did not provide rules 
that were fl exible enough to deal with modern problems. The cultural variability is 
then seen as the product of the interaction between innate moral preferences and a 
preference to conform with social norms, once they have been established. The 
major distinction, then, between the evolutionary approach and the purely cultural 
approach is that the former predicts that norms generally show modal tendencies 
that refl ect a biologically determined set of innate moral preferences. 

 Here, we will argue in favor of the view that there is a biological core to our 
morality that refl ects a set of innate moral preferences. This view can be reconciled 
with the enormous variety of actual moral systems, a variety that has been argued 
(Prinz  2007b ) to show the irrelevance of a biological core and the supremacy of 
cultural infl uences. We suggest that the approach that sees morality as an adaptation 
to life in small-scale egalitarian societies may reveal a basic set of moral preferences 
that underlie all moral judgments, along the lines of those presented in Fig.  4.1 . 
Their presence places constraints on the contents of moral judgments and social 
norms, at the very least arguing that their contents are not biologically arbitrary, and 
may even lead to some universal social norms (Rudolph von Rohr et al.  2011 ). For 
instance, it is unimaginable that moral philosophers will ever develop rules stating 
that practices involving mistreating infants or brother-sister marriage are morally 
desirable. In other words, there is a strong bias toward prosocial content, with a 
heavy emphasis on concepts like fairness and equitability, and on avoiding harm 
to the defenseless. In the end, despite philosophical reasoning, moral judgment 
sometimes comes down to ‘gut feelings’, i.e. intuitions with a strong emotional 
basis, which are usually heavily prosocial in nature. Thus, we suggest that biology 
may have constrained the contents of human morality. 
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 This position requires that we fl esh out the explanation for the geographic and 
cultural variation in social norms and the products of moral refl ection in terms of 
interactions among, or suppression of, these basic moral emotions. Figure  4.2  
summarizes this explanation. First, the moral emotions we postulated above based 
on forager ecology may produce confl icting results. Thus, our prosociality-based 
empathy may be in confl ict with fairness. For instance, when assigning patients 
eligible to receive an organ transplant when suitable organs are scarce, we may be 
in favor of a set of rules that assign these organs based on a list of objective criteria 
that identify the most eligible candidates, but are simultaneously inclined to help a 
good friend or relative in need of such an organ (e.g., Batson  1991 ). In addition, 
both empathy and fairness may often be in confl ict with our urge to conform or with 
our strong in-group bias. This confl ict must be resolved by rational argument fed 
by moral refl ection, and rules are derived (although this is when ethical systems 
produce confl icting conclusions). Moreover, most of us feel that moral judgments 
must have a universality claim: They must lead to conclusions that ought to be 
universally applicable.

   Second, resource limitations force individuals to set priorities, caring fi rst for 
the family, and then the tribe, the nation, the world’s population, and fi nally other 
organisms, as affl uence increases. Thus, the ‘expanding circle’ (Singer  1981 ) is 
better seen as a pyramid (de Waal  2006 ) fl oating on the resource base: the broader 
the base, the wider the circle. Third, the variation may refl ect lack of knowledge, as 
when suffering elsewhere in the world was not visible until modern communication 
techniques made it so. Finally, variation may be due to coercion or manipulation 
by powerful elites (e.g., by convincing us that others are monsters not worthy of 
receiving moral treatment), preventing the expression of the basic moral emotions. 
For all these reasons, the emotionally based innate moral preferences may be 
molded into current moral preferences to fi t current conditions. 

Claims
of universal

validity

Context or
stimulus

Moral
behavioral acts

Current moral
preferences

Urge towards
conformity

Affluence
Power

relations

Innate moral
preferences

Social
norms
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reflection

  Fig. 4.2    The factors molding individual moral preferences in humans, and thus the way in which 
an individual responds with moral behavior in a particular context. These factors include innate 
moral preferences, social norms, and (potentially) individual moral refl ection       
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 We stress that this implementation of the evolutionary approach to morality 
claims that morality is universal among humans and that there are biological constraints 
on the contents of social norms or moral judgments. However, we also want to stress 
that we do not claim that their content is entirely determined by the adaptive set 
of moral preferences found in humans evolved to guarantee success in a system of 
hunting and gathering. We accept that moral refl ection is unique to humans, and 
stress that we do not wish to replace moral refl ection or deny its importance.  

4.4.2     Development and Morality 

 Tinbergen ( 1963 ) recognized another aspect of the proximate causation of behavior, 
namely its ontogeny or development. Although in theory an adaptive behavior pattern 
can be either fully learned or strongly canalized (i.e., have a close correlation with 
its genetic basis) in its development, adaptive behaviors commonly have some 
innate component. If moral behavior refl ects such an adaptation, it would be likely 
to appear at an early age, before getting modifi ed in all possible directions by social 
learning or individual refl ection. 

 The development of moral behavior has recently undergone a revolution based 
on new empirical results, which end up supporting the perspective developed here. 
Rather than having morality drilled into them by rational adults against their natural 
tendencies, recent fi ndings suggest that proactive prosociality, and indeed even 
the distinction between conventions and morality, arise so early in life that they are 
likely to have some innate core (Tomasello  2009 ; Vaish et al.  2009 ). As young as 
6 months of age, human infants already show signs of empathy (e.g., Draghi-Lorenz 
et al.  2001 ), and equally young infants already show moral evaluation of social 
events (Hamlin et al.  2007 ). Thus, the major elements of our moral emotions arise 
very early, suggesting an innate core.  

4.4.3     The Phylogeny of Morality 

 On the ultimate side, in addition to function or adaptive signifi cance, Tinbergen 
( 1963 ) also distinguished the phylogeny or evolutionary history of the behavior in 
question, which in our case leads to asking about the taxonomic distribution of the 
components of morality. Knowledge of the taxonomic distribution of a behavior 
often can be used in testing hypotheses about its function through the comparative 
method. In the case of morality and moral emotions, this would be diffi cult since 
we have no yardstick to measure it yet, but one can speculate about what the content 
of morality should be in a given species. 

 If we assume that other, especially closely related species also have subjective 
experiences underlying their proximate rules, then we must expect a high overlap in 
the emotions between humans and great apes. Indeed, this is what most research 
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suggests (de Waal  2006 ,  2009 ; Flack and de Waal  2000 ; Rudolf von Rohr et al. 
 2011 ). This means that what we subjectively experience as moral emotions or intu-
itions may also exist among nonhuman animals. However, we have also argued that 
humans have evolved a different style of cooperation, and therefore a different 
set of proximate rules; we should therefore also expect differences in the set of 
emotions, and therefore the moral emotions of chimpanzees, say, should be 
different from ours. The best way to fi nd out is to examine the style of cooperation, 
identify the proximate rules and infer the emotions from that. 

 We expect differences in motivations to directly correspond to differences in the 
natural history of cooperation (see Jaeggi et al.  2010a ). Chimpanzees differ from 
humans mainly in having less intensive cooperation and lacking the mutual interde-
pendence of human foragers, as well as having less frequent collective action. 
Although male chimpanzees do engage in collective action to some extent when 
hunting and more clearly during violent confrontations with neighboring communities 
(Wrangham  1999 ), usually only part of the male cohort participates in these activities 
(e.g. Mitani  2006 ). Figure  4.3  for chimpanzees follows the organization of Fig.  4.1  
on humans, and obviously only refers to the moral preferences surrounding coop-
eration (like humans, there is possibly a morality concerned with the avoidance 
of harm). We thus expect clear overlap, in that there should be reactive prosocial 
emotions and some preference for conformity (expected to be more strongly 
expressed in males). We also expect a sense of fairness, but mainly of the egocentric 
variety. However, we also expect clear differences, such as the absence of strong proac-
tive prosocial motivations or strong concern with reputation. These absent components 
lead us to expect a difference in the nature of the innate moral preferences.

   This approach assumes that chimpanzees have moral emotions, but is there any 
evidence for this? Flack and de Waal ( 2000 ) and de Waal ( 2006 ) refer to mecha-
nisms to keep up dyadic prosocial behavior, but also to community concern. Rudolf 
von Rohr et al. ( 2012 ) have provided new evidence for community concern in 
chimpanzees. However, a more direct approach is to assess whether chimpanzees 
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  Fig. 4.3    The contexts of the major functional components of chimpanzee cooperation and their 
underlying proximate control mechanisms       
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meet the preconditions for moral emotions, in that they evaluate situations differently 
when in the role of uninvolved bystanders. A recent experiment by Rudolf    von Rohr 
et al. (unpublished) tried to investigate exactly this. The results showed that 
chimpanzees respond differently to video scenes containing severe aggression 
against infants, including infanticide, compared to control video scenes that also 
contained social aggression but lacked the putative moral transgression of attacking 
an infant. Although they expressed their reactions merely in increased looking 
times, rather than visible outbursts of emotional reactions, this might be explained 
by the use of video stimuli rather than realistic events. More work is needed to 
experimentally show the existence of moral emotions in chimpanzees.  

4.4.4     The Evolution of Social Norms 

 Finally, we briefl y address a topic that must be developed more fully to understand 
the evolution of morality, namely the relationship between individual moral preferences 
and social norms. All norms (and thus morality) refl ect attempts to resolve fundamental 
confl icts of interest. In the absence of confl ict, no norms would be necessary because 
all actors would be in perfect harmony. In the absence of overlapping interests, 
however, they would also not be necessary because individuals would not live 
together in a society. The presence of social norms further requires that the majority 
can exert enough power against powerful individuals, a requirement called subordinate 
leverage in the animal behavior literature (Preuschoft and van Schaik  2000 ). 

 Individuals in all social species have expectations about how others should 
behave toward themselves; one might call these expectations private norms. If they 
are violated, other individuals should expect avoidance, protest or aggression on the 
part of ego (Rudolf von Rohr et al.  2011 ). Much aggression among animals can be 
seen as a response to the trespassing by others. For instance, a subordinate monkey 
attacked by a higher-ranking one may respond with special screams that attract 
allies with a higher probability than regular screams (de Waal et al.  1976 ). Normally, 
such attacks are unprovoked and occur without the subordinate having come too 
close or attempting to steal the dominant’s food. These screams can be interpreted 
as protests at having one’s egocentric, private norm violated. 

 Norms become majority norms when they also apply to expectations concern-
ing the behavior of third parties, i.e. dyadic interactions that do not involve the 
owner of the norm. A possible example of such a majority rule, shared by chimpan-
zees, humans, and probably many other nonhuman primates, is “do not attack 
infants.” In many nonhuman primates, males that attack small infants are greeted 
by a sheer- collective outcry and fast approaches that may involve mobbing and 
even outright physical attacks by individuals not related to the infant and thus not 
directly affected (Hrdy  1977 ; review: van Schaik  2000 ). It is likely that the protest-
ing individuals are highly aroused emotionally, because these reactions are highly 
intense. It is clear that the majority (most group members) benefi ts from this rule, 
whereas a small minority (infanticidal males, infanticidal females) stands to gain 
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from harassing or killing particular infants. Since some individuals do commit 
infanticide under some conditions in both humans and nonhumans (van Schaik 
and Janson  2000 ; Daly and Wilson  1999 ), they must have a temporarily high moti-
vation to attack and kill particular defenseless babies. Such majority norms are 
therefore upheld because violators are punished by others, rather than by intrinsic 
motives shared by all group members. Trespassers actually benefi t from violating 
the norms and only abide by them to avoid the effective coalitionary attacks 
(punishment) by the majority of group members. Majority rules may be wide-
spread, but they do require suffi ciently strong subordinate leverage to allow the 
majority to punish dominant norm violators. 

 Given that norms refl ect the presence of a confl ict of interest, it may be hard to 
explain the existence of collective norms (norms that are complied with because all 
individuals benefi t from adhering to them). Yet mobile foragers show what look 
like collective norms, perhaps because individuals manage to control temptations to 
violate them. The reason for this may be that any short-term gain from not sharing 
food or stealing from others would generally be offset by the loss of one’s 
reputation, jeopardizing receiving future help from others when in need. Thus, the 
functional reason why the temptation to trespass still exists may well be that if the 
violation is not detected by anyone, then the violator gains (subtle cheating: Trivers 
 1971 ), whereas the functional reason to internalize the norm as private psychologi-
cal goal (thus making it collective) is the high future cost of being detected (relative 
to the short-term gain). But even among foragers, potential dominants may refrain 
from taking more than their fair share in part out of fear of being ridiculed or ostra-
cized by the “moral community” (Boehm  1999 ). Majority norms and collective 
norms may thus be on a continuum, where we expect humans to be closer to the 
collective end and nonhuman primates such as chimpanzees closer to the majority 
end, on average.   

4.5     Conclusions 

 The moral preferences described in recent research correspond remarkably well 
with the proximate machinery required to maintain cooperation in small groups of 
human foragers, suggesting that they represent the subjectively experienced dimen-
sion of the motivational rules underlying this cooperation. Other species may there-
fore have their own moral emotions and their own social norms, adjusted to their 
specifi c form of cooperation. We suggest that chimpanzees in particular have over-
lapping moral emotions, but largely lack specifi c human ones, such as the desire to 
do good without being asked (generosity), a concern with reputation, and an allo-
centric concern with fairness. In species that lack the strong interdependence that 
humans have evolved, prosocial behavior may mainly refl ect the fear of punish-
ment, and it is more the interests of the group’s majority that are expressed in moral 
emotions. Thus, cooperative breeders and hunters, such as wolves or wild dogs, may 
possess the closest analog to human morality. 
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 To sum up, our core claim was that the moral emotions that underlie the snap 
moral judgments people make in everyday situations are the subjective dimension 
of the evolved proximate regulation of cooperation among our forager ancestors. 
Cooperation among foragers is characterized by generosity and sharing, refl ecting 
their extreme mutual interdependence. Social norms refl ect a confl ict of interest 
between individuals, resolved in favor of the majority, either because the potential 
violator has a long-term interest in complying with the norm (collective norm) 
or because she can prevent being punished this way (majority norm). Some norms 
and moral emotions may be present in other animals, although they probably differ 
in the degree to which social norms are internalized and represented as their own 
psychological goals.                                                                                                   
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5.1            The Evolution of Moral Behaviors 

 Is moral behavior unique to humans? Although moral behavior is primarily 
discussed in relation to humans, if a function of moral behavior is to promote social 
cohesion and harmony within a social group, there is no  a priori  reason not to 
expect a similar set of behaviors in other social species (Bonnie and de Waal  2004 ; 
Flack and de Waal  2000 ; Haidt  2003 ). Although this certainly does not mean that 
what we see in other species need be identical to humans’ behavior, there may be a 
suite of related behaviors that have evolved for the same purposes in other species. 
Of course, this idea is not new. In  The Descent of Man and Selection in Relation to 
Sex  (Darwin  1871/1981 : 71–72), Darwin argued that sociality is innate, rather than 
created by humankind, and provided a framework for the development of morality 
in any species. The question is, then, from which precursor behaviors did morality 
evolve, and how can we study this in other species? 

 Moral behavior itself encompasses many different aspects that can be empiri-
cally studied. Moreover, some of these features may exist in non-human species. 
These features in and of themselves are not moral per se, but may represent the 
kinds of raw material from which evolved the moral behaviors we see in humans. 
For instance, we know that chimpanzees will help experimenters, for instance to 
obtain objects that are out of reach, which may be due to the expectation of a reward 
rather than any reason within the realm of morality. Humans may also help others 
because they get something out of it, not because it is the “right” thing to do. In both 
cases, the behavior still serves to benefi t another. Once a behavior such as this exists, 
natural selection may then shape it in to a moral behavior. We can think of such 
behaviors as evolutionary “building blocks” in the sense that they provide the 
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foundation upon which moral behavior was “built   .” 1  These building blocks may 
differ in function, mechanism, outcome, or breadth from human moral behaviors, 
but they are nonetheless informative. They can reveal much about how the behaviors 
originated, were fi rst used, and subsequently were shaped by environmental or 
selective forces. Using the comparative approach to investigate the evolution of our 
behaviors, we have the opportunity to learn more about from whence our human 
moral behaviors came, which can give us both a better understanding of them and a 
better ability to adjust the environment to encourage (or discourage) them. 

5.1.1     The Empirical Study of Moral Behavior 

 With this in mind, then, it may be more appropriate to break down the study of 
“moral behavior” to specifi c components that can be investigated empirically. There 
are, of course, myriad ways in which moral behaviors and their constituent compo-
nents can be considered. Below I consider two that may be particularly important 
when investigating the evolution of human moral behavior, but also are feasible to 
study in other non-verbal species. 

 First, one can study whether there are behaviors that may contribute to social 
regularity, or the smooth functioning of the social group. This is a key function of 
moral behavior, and so such behaviors may be related to those seen in moral behavior 
in humans. A side note here is essential. Behaviors that evolved because they pro-
vided fi tness benefi ts, such as a well-ordered society, need not have been under-
stood as such by the individuals involved. Behaviors can exist even when the 
individuals themselves do not understand why. As a case in point, humans exhibit 
behaviors we might consider as moral at a very young age (e.g., LoBue et al.  2009 ), 
when it is unlikely that they understand these behaviors as ‘moral’. In fact, it is 
likely that at this point their behavior is the result of basic associative learning. 
They are simply responding to the feedback, positive and negative, that they have 
previously been given for their actions. Other species, too, respond to associative 
feedback and it may well be that the reactions of conspecifi cs lead to a series of 
behaviors which are generally followed by the group without any understanding or 
conscious intent on the part of the actors. This process of conditioning by one’s 
group mates has been documented to cause large-scale changes in group demeanor 
that can outlast any of the initiators (Sapolsky and Share  2004 ). 

 Second, one can study mechanisms related to moral behavior, such as moral 
emotions. Moral emotions have been described as those emotions that are 

1   Although these words imply foresight and intentionality, note that evolution neither plans for the 
future nor aims for an optimum. Those traits that provide the most benefi t, in terms of reproductive 
output, in the current environment are said to be selected because they are more likely than alter-
nate traits to be passed on to subsequent generations. Once the environment changes, the trait that 
is favored by selection will change as well. 

S.F. Brosnan



87

other- focused, are elicited by stimuli which do not affect the self (e.g., inequality 
eliciting sympathy), and result in an outcome which helps others or society (Haidt 
 2003 ). Moral emotions are both positive (e.g., elevation, gratitude, or pride) and 
negative (e.g., shame, guilt, and embarrassment; Tangney et al.  2007 ). There is 
growing evidence (Aureli and Schaffner  2002 ; Darwin  1872/1998 ) in favor of the 
presence of emotions in other species (although none as yet for specifi cally moral 
emotions). This suggests that emotions represent a phylogenetically ancient mecha-
nism for affecting behavior. Thus, the study of emotions may provide insight into 
mechanisms that shaped species’ behavior in ways relevant to moral behavior.  

5.1.2     What the Evolution of Behavior Is Not 

 What is meant when we say a behavior evolved from an innate feature? Importantly, 
asserting that there is an innate substrate to moral behavior does not suggest an 
expectation that the evolved moral behaviors will be invariant. Virtually no biological 
feature is invariant despite innate underpinnings, and hardly any evolved behaviors 
are either universal (that is, present across all individuals of a species or group) or 
wholly unaffected by the environment or learning. To this end, asserting that there 
is no innate component to morality is a misrepresentation of the argument. As shown 
throughout the ‘nature vs. nurture’ debates, virtually any trait, behavioral or other, 
has both a genetic and an environmental component, and denying one of these is as 
fallacious as denying the other. The most appropriate approach is to consider both 
what biological factors underlie a trait (i.e., moral behavior) and how these factors 
interact with the environment (including culture) to create the variation we see both 
within and between species and groups. 

 Second, while this should not be necessary, given that it was fi rst articulated in 
the eighteenth century by Hume ( 1739 –1740/2003), there is often still confusion 
between the scientifi c goal of understanding  what is  and the ethicist’s goal of 
determining  what ought to be . These goals are different. Science is descriptive, not 
normative, and a scientifi c discussion of how behaviors emerged and developed 
may not tell us anything about the value of these behaviors, even relative to each 
other, or the goals to which we, as humans, should aspire. In the context of evolu-
tionary biology in particular this misunderstanding may be due to the early tendency 
to organize the species according to a hierarchy topped by man (e.g., the  Scala 
naturae ). Nonetheless, evolution does not make ‘progress’ in the sense of getting 
better, ethically or otherwise. This tendency towards assuming normativity may be 
doubly fraught when considering moral behavior, which inherently expresses 
normativity. In the following paper I discuss only the ways in which moral behaviors 
may emerge, with no normative goal of prescribing behavior. If a behavior is 
referred to as ‘benefi tting’ I mean it only in the sense of a cost-benefi t analysis based 
on long term survival and reproduction (the currency of natural selection) and not 
as an ethically desirable behavior.  
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5.1.3     Homology vs. Convergence 

 Studying the evolution of these behaviors begs another question: if behaviors are 
similar between or among species, what does that tell us about their evolutionary 
development? There are two possibilities. First is that the behavior is shared between 
the species due to common descent. This pathway, known as homology, means that 
a common ancestor had already evolved the behavior and that it was then passed 
down to all of the descendent species. Homology explains, for instance, why almost 
all bird species can fl y. Once the behavior emerged in the common ancestor it was 
inherited by all subsequent species. 

 The second possible pathway is that the behavior may be shared among species 
due to common environmental pressures, constraints, or opportunities. In this case, 
otherwise known as convergence or homoplasy, a trait or behavior is benefi cial in a 
certain set of environmental conditions. Any species that experiences these particu-
lar conditions and happens to have some of its members undergo the right mutation 
or recombination event will subsequently develop the benefi cial trait. Convergence 
explains why many insects, birds, and even a mammal (the bat) developed the ability 
to fl y. Presumably an open environmental niche, the air, which allowed both increased 
opportunities to escape from (some) predators and access to additional food sources, 
led these disparate species to develop the same trait, without an intervening common 
ancestor providing it to both. 

 Thus, when studying the evolution of moral behavior, one approach is to break 
down the question and consider different aspects independently, all the while 
bearing in mind the ways in which similarities between species are and are not 
informative. As discussed above, it is possible to look for those behaviors which 
may be related to social norms. These may be behaviors such as third party inter-
ventions, in which one individual intervenes in a confl ict in which she or he has no 
personal interest. This is currently an approach that has yielded a great number 
of insights across a large number of topics related to moral behavior. A second 
approach is to consider potential mechanisms for moral behavior, such as empa-
thy. I discuss each of these possible strategies below.   

5.2     Behaviors That Uphold Social Norms 

 Although there are few, if any, studies of morality in other species, research done 
on other behaviors may point to situations in which standards or norms may exist, 
representing situations from which moral behavior may have emerged. Below, 
I summarize this research across several topics related to social behavior, discussing 
what is known and how it may link to moral behavior. I focus on studies involving 
primates for the reason that humans are primates as well. This does not mean, 
however, that similar moral precursors are absent in species beyond the Family 
Primates. 
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5.2.1     Social Interactions 

 Given that moral behavior is fundamentally social, one obvious area in which to 
look for moral behavior is that of social interactions. There are many basic social 
rules which seem to be enforced in primate groups. Without social rules that restrict 
dominant or stronger individuals from behaving in any way or taking anything they 
like, there is no basis for moral behavior. 

 Possession rules are often maintained, at least among some species of primates 
(Brosnan  2011 ; Kummer and Cords  1990 ; Sigg and Falett  1985 ). In these experi-
mental studies, primates typically do not take desirable objects that are in the 
possession of another, although this respect for possession ceases the moment the 
object is no longer in an individual’s immediate control. Interestingly, what counts 
as ‘possession’ seems to vary by species in ways that might have been predicted 
based on the species’ social environment. Hamadryas baboons maintain harems, 
so males have ‘possessions,’ or females, which are not under their direct physical 
control. In experimental studies with objects, these males treat others’ possessions 
as deserving respect even when they are not under their immediate control, as 
long as they are within a (rather small) close radius (Sigg and Falett  1985 ). 

 With social norms comes the possibility of individuals supporting one another 
to uphold these norms, even when they are not affected. This behavior is seen in 
species other than humans. For instance, among primates, there is evidence of third 
party interventions in a variety of contexts (de Waal and Luttrell  1988 ; Nishida and 
Hosaka  1996 ). Such behavior is not restricted to primates, either; other species, 
such as ravens, are known to support third parties to maintain social norms, such as 
possession rights (Heinrich  1999 ). Such third party support is among the behaviors 
consistent with moral behavior, as it supports the social rules and norms in the 
group. 

 Individuals may also support one another during fi ghts. Typically the pattern 
is for individuals to support winners, that is, enter in to a fi ght on the side of the 
individual who is currently winning (Machida  2006 ; Watanabe  2001 ). This has 
obvious benefi ts in terms of gaining the later support of these winners and being 
viewed as a part of the winning side, which might result in reputational benefi ts, but 
in some situations, loser support is also seen. Dominant male Japanese macaques 
are more likely to support losers than winners (Watanabe  2001 ), and among chim-
panzees, loser support may be the predominant approach (de Waal  1978 ). However, 
even among these chimpanzees, males engaged in a dominance contest supported 
winners until they had established their rank. Nevertheless, the presence of loser 
support shows the presence of a behavior that benefi ts another and hence could be a 
precursor to moral behavior among these species. 

 Finally, policing behavior, in which one or a few individuals mediate disputes 
and settle confl icts, at the risk of cost to themselves, has also been documented in 
primates (Flack et al.  2005 ). Typically the individual doing the policing is a high 
ranking male in the group, who clearly has much to gain from group stability. The 
presence of policing appears to stabilize social networks, potentially making it 
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easier for behaviors that may be critical for the emergence of a moral system, such 
as cooperation and culture, to emerge (Flack et al.  2006 ). Such behavior represents 
an important step in the development of moral behavior, as individuals may act 
against their own immediate best interest to support group harmony and stability.  

5.2.2     Reciprocity 

 Reciprocity is the exchange of goods or services between individuals (Brosnan and 
de Waal  2002 ). Although reciprocity presumably evolved due to the benefi ts of coop-
eration (Dugatkin  1997 ), reciprocity is also fundamental to moral systems. Consider 
that among humans, reciprocity is often lionized as the “Golden rule” (i.e., Do unto 
others as you would have them do unto you.). The presence of reciprocity in other 
species provides a base upon which moral behaviors may develop. Note that in this 
context, reciprocity need not be calculated, but may be based upon emotions or rules 
of thumb (Brosnan and Bshary  2010 ; Brosnan and de Waal  2002 ). 

 One area in which reciprocity has been argued to exist is in food sharing. Food 
sharing in primates is fairly rare outside of the parent/offspring bond (Feistner and 
McGrew  1989 ; Feistner and Price  1991 ). However, among one of our two closest 
relatives, the bonobo, some studies have found that food sharing is fairly common 
(Wobber et al.  2010 ) and social tolerance is high (Hare et al.  2007 ; although see 
also Jaeggi et al.  2010b  for evidence that chimpanzees may be more tolerant than 
are bonobos). In our other closest relative, the chimpanzee, food sharing occurs 
primarily between adults and infants (Silk  1979 ) or after a group hunt (Boesch 
 1994 ). There are only a handful of documented cases of sharing a commodity other 
than meat between adults in the wild (Bethell et al.  2000 ; Hockings et al.  2007 ; 
Nakamura and Itoh  2001 ; Slocombe and Newton-Fisher  2005 ). In most of these 
cases, sharing was either noted as an anomaly or explained as a mechanism for 
gaining either status or mating opportunities (or both; Hockings et al.  2007 ). 
Beyond food, chimpanzees exchange meat, grooming, sexual access, and support 
for each other (Duffy et al.  2007 ; Gomes and Boesch  2009 ; Gomes et al.  2008 ; 
Mitani  2006 ; Nishida et al.  1992 ; Watts  2002 ). 

 Outside of these fi eld observations, contingent reciprocity between chimpanzees 
has been extremely diffi cult to elicit (Brosnan et al.  2009a ; Melis et al.  2008 ; 
Yamamoto and Tanaka  2009a ). One of the issues may be that reciprocity typically 
takes place over the course of a minimum of several hours (de Waal  1997 ) and, 
often, weeks (Gomes and Boesch  2009 ; Gomes et al.  2008 ). On the other hand, 
most experimental studies require reciprocity on the order of minutes (e.g., Brosnan 
et al.  2009a ). A second issue is partner choice, which is freely determined in most 
fi eld studies, but is determined by the experimenters in most lab studies. It may be 
that reciprocity occurs most easily amongst individuals who choose to interact with 
one another, possibly because reciprocity is mediated by familiarity and positive 
emotions (Brosnan et al.  2010b ; Schino and Aureli  2010 ). Finally, it may be that the 
majority of reciprocity is not contingent upon the immediate preceding behavior but 
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based, again, on relationships. This subtlety is captured in the fi eld, but not in 
short- term experiments. 

 Despite chimpanzees and bonobos being our closest relatives, other species are 
nonetheless important to consider in order to more fully understand the ecological 
pressures that lead to convergence on reciprocal behavior. Amongst the other primates, 
reciprocity also occurs, primarily in as the contexts of support and grooming (e.g., de 
Waal  1992 ; Perry  1997 ; Schino and Aureli  2008 ). Reciprocity also occurs outside of 
the primates (e.g. Hart and Hart  1992 ; Milinski et al.  1990 ; Romero and Aureli  2008 ; 
Rutte and Taborsky  2007 ). In fact, perhaps the most famous example of reciprocity 
concerns vampire bats, which give each other blood meals when required to avoid 
starvation (Wilkinson  1984 ). Reciprocity appears to be phylogenetically widespread 
among mammals, as well as some non-mammalian vertebrates, giving us the opportu-
nity to use the comparative approach to determine which social or ecological factors 
are most closely associated with the evolution of reciprocity, and possibly indicating 
that social norms and social rules are generally critical to group living species.  

5.2.3     Inequity 

 Among humans, behavior changes when outcomes are not the same (Walster et al. 
 1978 ). Even if both individuals are better off for having completed an interaction, 
humans typically respond negatively (e.g., express displeasure or change their 
behavior; Walster et al.  1978 ) if someone else got more than they did. The extensive 
literature on economic games, particularly games such as the Ultimatum Game 
(e.g., Guth et al.  1982 ), show the degree to which people will go to equalize outcomes. 

 On the surface, of course, disliking getting less than a partner has little to do with 
morality and everything to do with self-interest (morality implies disliking getting 
 more  than a partner, or disliking when two other peoples’ outcomes are not equal). 
However, it may be that moral behavior cannot develop until individuals have a 
concept of inappropriate behavior, possibly gained through one’s own experiences. 
If this is the case, then evolving an ability to judge one’s own outcomes relative to 
another’s may be a critical step in the evolution of a more nuanced and other- oriented 
moral system. After all, it is much easier to explain how natural selection would have 
increased the frequency of behaviors that ameliorate one’s own negative outcomes, 
which has an immediate positive benefi t to the individual actor, before selecting for 
behaviors which ameliorate those bad outcomes in others (Brosnan  2006 ). 

 There is evidence for negative responses to inequity 2  in some non-human  species. 
Capuchin monkeys and chimpanzees show negative reactions to receiving a less 

2   Note that it is not clear whether the monkeys perceive rewards that differ as  inequitable  or 
 unequal . Although the rewards in the experiment were objectively unequal, differences in rank, 
hunger level, etc. may render even equal rewards inequitable. While I only refer to inequity in the 
context of rewards that differ in objective value, I prefer the term inequity in this context as we do 
not know whether these other factors infl uence expectations. 
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desirable reward than a social partner in some situations (Brosnan and de Waal 
 2003 ; Brosnan et al.  2005 ,  2010a ; Fletcher  2008 ; van Wolkenten et al.  2007 ), as do 
domestic dogs (Range et al.  2008 ). All of these species refuse to participate in 
interactions when a social partner receives a better reward for completing the same 
task. This demonstrates that these species are capable of recognizing when their 
outcomes differ from those of others. This is expected given that these same species 
can learn socially, which should require similar cognitive abilities (Brosnan  2006 ). 
This recognition of inequity may pave the way for moral behaviors. 

 There is also evidence that some responses to inequity may drift closer to our 
understanding of human moral behaviors. In a situation in which rewards for a 
cooperative task (with a mutualistic payoff) differed, capuchin monkeys were much 
more likely to cooperate if they received their ‘fair’ share of the better reward 
(Brosnan et al.  2006 ). The monkeys had to work together to pull in a tray, but one 
of them got a better reward for doing so. Thus on an individual trial, one individual 
had the opportunity to receive a better outcome than the other (e.g., short-term 
inequity). However, the monkeys could alternate such that over the long run, both 
got approximately the same number and kind of rewards (e.g., long-term equity). 
In fact, this is precisely what they did; pairs in which receipt of the better reward 
alternated were more than twice as likely to keep cooperating as compared to those 
pairs in which one individual consistently claimed the better reward (leading to 
both short- and long-term inequity). Again, this behavior is not necessarily moral. 
By ‘sharing’ opportunities to get the better reward in the short term (a short-term 
cost), the dominant individual is essentially increasing his or her own outcomes in 
the long term (a long-term gain). Analysis showed that although dominants in these 
pairs got  relatively  fewer good rewards as compared to their partner, overall they 
received more rewards (of both higher and lower quality) than did dominants that 
monopolized the preferred rewards. This is evidence that individuals in some 
non- human species are willing to change their behavior to affect their partners’ 
outcomes. I discuss this possibility in more detail in the next section.  

5.2.4     Prosocial Behavior 

 Once an individual develops the capacity to respond negatively to personal inequity, 
she or he may develop a response against inequity directed at others (Brosnan  2006 ). 
This behavior, often referred to as prosocial behavior, may result in benefi ts to the 
partner at no cost whatsoever to the actor. Even in these seemingly simple cases, 
however, prosocial behavior may not emerge. 

 Much research has been done of late investigating how non-human species 
respond when given the opportunity to benefi t partners at little or no cost. These 
studies make it clear that, even in the non-human primates, the behavior is surpris-
ingly rare. With minor variations, the most common paradigm used to test this 
predilection is to present one individual, an actor, with a dichotomous choice. 
Both outcomes reward the actor to the same degree, but one outcome brings rewards 
to a social partner while the other does not. Most of these studies have involved 
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chimpanzees, who have not adjusted their behavior to take their partner’s outcomes 
into account. Instead, they typically chose between the prosocial and selfi sh option 
at chance levels (Jensen et al.  2006 ; Silk et al.  2005 ; Vonk et al.  2008 , although see 
Horner et al.  2011 ). Chimpanzees may not be the best species to use in studies of 
prosocial behavior, though. Three studies on capuchin monkeys have found that 
capuchins do take their partner’s outcomes in to account (de Waal et al.  2008 ), even 
rewarding their partners with better foods than they received themselves 
(Lakshminarayanan and Santos  2008 ), at least if the inequity is not too great 
(   Brosnan et al.  2010c ). Finally, two callitrichids (a family of new world monkeys) 
have been studied, with different results. Marmosets do show an interest in their 
partners outcomes (Burkart et al.  2007 ), while tamarins do not (Cronin et al.  2009 ; 
Stevens  2010 ; although see Cronin et al.  2010 ). 

 The above are a very limited subset of prosocial situations, in which individuals 
are noted as prosocial only if they act to equalize their and their partners’ rewards. 
This may be misleading, since failing to bring benefi ts to one’s partners is not the 
same as failing to notice that one could do so. In one study of inequity, chimpanzees 
were more likely to refuse a better reward (a grape) if their partner got a less good 
reward (a piece of carrot) than if their partner also got the more preferred grape 
(although they did not give their partners the better grape; Brosnan et al.  2010b ). 
This does not necessarily mean that they were ‘protesting’ to make the outcomes 
more equitable (they may have refused to avoid later repercussions), but it does 
indicate that they were at least recognizing situations in which their partners got 
lesser value rewards. Additionally, not all prosocial behavior occurs in the context 
of food sharing; chimpanzees also provide assistance to others. There are numerous 
anecdotes of chimpanzees assisting other individuals, including members of other 
species (de Waal  2006 ). In experimental studies, chimpanzees are documented to 
assist others in small tasks, such as returning a dropped item or giving another indi-
vidual access to a desired locale. This is often called ‘helping behavior,’ whether 
those others are human experimenters or other chimps (Warneken et al.  2007 ; 
Warneken and Tomasello  2006 ; Melis et al.  2010 ). As chimpanzees both help others 
in these non-food contexts and clearly recognize when their partner receives a less 
good outcome than themselves, the failure of chimpanzees to bring food rewards to 
their partners may not refl ect the full extent of their tendency towards prosocial 
behavior. Future tasks using different scenarios and outcomes are needed to more 
fully untangle the degree and extent of chimpanzee prosocial behavior. 

 Overall, primates apparently have the potential to be prosocial, but not all species 
engage in these sorts of behaviors. Even those non-human primates that do show 
similar actions do not do so consistently across situations. Regarding species differ-
ences, these primate species are all under different selective pressures, which pre-
sumably accentuated the behaviors to greater or lesser degrees. Regarding individual 
variation, there may be social (e.g., relationship) or contextual (e.g., the presence of 
food) cues that affect prosocial behavior in those individuals who show the propen-
sity (see Burkart et al.  2007 ; Yamamoto and Tanaka  2009b  for several hypotheses). 
As I will discuss below, what is critical for our understanding of the origins of 
human moral behavior is that there is the possibility for other-regarding behavior in 
non-human species.   
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5.3     Potential Mechanisms for Moral Behavior: Moral 
Emotions 

 Although the above examples provide evidence for behaviors that may be indicative 
of moral systems, in none of these situations do we know the underlying mecha-
nisms. While neither behavioral outcomes nor mechanisms are individually the 
most important (they are equally important), both need to be considered for a full 
understanding of any phenomenon. Mechanisms provide addition insight in two 
ways. 

 First, there may be behaviors that result in the same outcome in multiple different 
species, but that have different underlying mechanisms. For instance, one species 
may show behavior that functions to equalize their outcomes with those of social 
partners in order to avoid negative repercussions, while another species may do so 
out of empathy, even if there are no potential negative repercussions. Although both 
actions resulted in the same outcome, most of us would consider the latter to be 
more moral than the former due to its focus on benefi tting the other individual rather 
than avoiding a negative repercussion. Thus, understanding the underlying mecha-
nisms may help to elucidate the degree to which a behavior is “truly” moral. 

 Second, it may be that a similar underlying mechanism is refl ected differently in 
different species’ behaviors. Two species may have an equal tendency toward empa-
thy, but one instantiates this more frequently in food sharing situations, while 
another does so more frequently in helping situations. Although a consideration of 
only outcomes would imply that these species are quite different, the tendency 
towards empathy may indicate a high degree of similarity. 

 One mechanism related to moral behavior that has been proposed as common 
between humans and other species is the moral emotions. For instance, it has been 
argued that non-human primates, in particular, may show gratitude (Bonnie and de 
Waal  2004 ). Of the moral emotions, empathy may be the most important. Although 
it is possible to act in a moral way without understanding why, typically some 
degree of empathy or sympathy is considered essential. However, empathy in non- 
human species is an extremely contentious issue. 

 The vast majority of examples of empathetic behavior in non-humans are anec-
dotal (reviewed in de Waal  2006 ). This is problematic because without carefully 
controlled studies, it impossible to determine whether the underlying mechanism 
was truly empathy. A good case in point is the example of Binti Jua, the female 
gorilla at Brookfi eld Zoo in Chicago, IL. She picked up a young boy who fell in to 
her enclosure and took him to her keepers without harming him. Some see empathy 
in this example; Binti was herself a mother and may have understood that the boy 
was hurt and required help (de Waal  2006 ). But others point to the fact that Binti had 
been trained earlier, using a doll, to bring her baby to the keepers for husbandry 
purposes in exchange for food rewards. Thus, it is possible that Binti’s only motiva-
tion for returning the boy was her previous experience of gaining a reward for doing 
so, without her understanding anything about the boy’s needs. Of course, these 
explanations are not mutually exclusive. It is possible that Binti both understood the 
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boy’s needs  and  was motivated by the prospect of a reward, or that she understood 
that the human boy required assistance  but  only knew what to do because of her 
prior training. This example highlights the problem when functional outcomes are 
the same, but potentially different motivations would refl ect different underlying 
mechanisms. 

 On the other hand, there are behaviors that are more diffi cult to “explain away.” 
There are examples of non-human individuals who seemed to recognize the need of 
another individual and help him or her, even when there was no obvious reward to 
the helping individual, either immediately, or in the future (e.g., the helped indi-
vidual was not high ranking). For instance, Jakie, a young male chimpanzee, 
retrieved a tire full of water for an older female in his group who had been trying 
unsuccessfully to obtain it (de Waal  2006 ). Not only did he bring her the tire of 
water, without taking any himself (excluding selfi sh motivations), but he carried the 
tire carefully to avoid spilling its contents. Given her age and physical state, it was 
unlikely that the female would be much assistance to Jakie (e.g., there was little 
chance of a long-term gain through reciprocity), although there may have been rep-
utational benefi ts to him for doing so (Subiaul et al.  2008 ; Russell et al.  2008 ). Note 
that even among humans there are few, if any, times when it is possible to fully rule 
out all alternative explanations for an apparently altruistic act (Batson  1991 ). 

 One area in which empathy has been studied in a more controlled fashion is con-
solation behavior. Uninvolved individuals will sometimes come up to former com-
batants and groom or sit next to them. Such behavior is argued to cement social 
bonds and soothe distress, particularly with regard to the one losing the contest (de 
Waal and van Roosmalen  1979 ). Intriguingly, this behavior has not been found in 
monkeys (de Waal and Aureli  1996 ), potentially indicating that it requires greater 
cognitive capacity than other related social behaviors, such as reconciliation, which 
are distributed more widely across non-human species (Palagi et al.  2008 ; Schino 
 1998 ; Wahaj et al.  2001 ). However, even among apes, the interpretation of the 
behavior’s meaning is contentious. A recent study indicates that ‘consolation’ 
behavior may provide benefi ts to the consoler, reducing her or his stress as well 
(Koski and Sterck  2007 ; this is similar to the argument against true altruism put 
forth by Batson  1991 ). In this case, the behavior may have emerged because it pro-
vided a direct benefi t to the consoler, but later the existing behavior was selected for 
another purpose, namely to encompass situations in which the motivation was ben-
efi tting the victim, bringing it in to the realm of a moral behavior. Monkeys are also 
very sensitive to each other’s distress, and may respond in ways that appear to be 
aimed at alleviating it (Masserman et al.  1964 ; Colman et al.  1969 ). 

 Finally, it is again worth noting that empathy is not restricted to the primates. 
There are anecdotal examples of empathy among other large-brained mammals, 
such as elephants and dolphins (Bekoff  2000 ). More intriguingly, there is a series of 
studies showing that rodents are apparently attuned to each other’s pain, indicating 
that a negative response to a group mate’s distress may have ancient evolutionary 
roots. In particular, rats respond emotionally to others’ distress (Church  1959 ), and 
will actively relieve this distress, even at the cost of sharing a preferred food reward 
(e.g., chocolate; Bartal et al.  2011 ). Among mice, the presence of a conspecifi c in 
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distress apparently increases the individual’s experience of its own pain (Langford 
et al.  2006 ). The social relationship is important; this effect occurs more strongly 
between cage mates than strangers. There is also a genetic component (Chen et al. 
 2009 ), providing some of the fi rst evidence that empathy can be directly affected by 
natural selection. As research extends to additional species, we may fi nd that the 
primates, or even mammals, are not alone in their ability to show at least some 
forms of empathy to others.  

5.4     Moral Behaviors in Non-human Primates 

 Humans have the most advanced moral system of any species. Nonetheless, there 
are behaviors present in other species that appear to be related to the moral behavior 
seen in humans. Such behaviors may show us the pathway through which moral 
behaviors evolved. While this does not necessarily mean that any species with 
empathy has a system of moral behavior, it opens the door to the possibility, and 
provides a better understanding of the conditions that may have led to the evolution 
of these behaviors. 

 At the most basic level, many other species besides humans must successfully 
negotiate social relationships in order to continue maintaining the multiple benefi ts 
of group living. Although clearly all of these interactions must ultimately function 
to benefi t the individual, or else they would not have evolved, and in many cases are 
motivated by self-oriented concerns, in other cases other-oriented concerns may 
also play a role. For instance, individuals have to inhibit always taking the best 
available option, even if they are the dominant actor, in order to keep other group 
members around them. While this is self-serving for most individuals in most 
species, at some point the actor may inhibit taking the best outcome—even when he 
or she could do so—because it is in the best interests of another. Another example 
is policing behavior, in which dominants intervene on behalf of other members of 
their group, or loser support, in which individuals assist those who are losing a fi ght. 
Again, while these behaviors may originate because of the benefi ts to the dominants 
of maintaining group harmony or reputational benefi ts, they may later be used in 
situations that are not self-serving, and thus may qualify as moral or represent the 
precursors to moral behavior. 

 Another example of this is in the context of inequity, where subjects may come 
to prefer benefi ts to their partners. Several species have been shown to respond 
negatively when they get less than their partners (see above). While this does not 
match the model of a perfectly self-interested actor (as they are turning down abso-
lute gains), it is also not an other-oriented behavior as the individuals are responding 
to their own less good outcomes. On the other hand, this sort of reaction may be 
critical for the development of a potentially moral behavior; responding when one’s 
partner gets  less  than one’s self. In such a case, the benefi tted individual may turn 
down a reward that is better than his or her partner’s. There are many possible expla-
nations for this behavior. At the most self-interested end, subjects may respond 
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because they are afraid of future retribution from the less well benefi tted partner. 
Subjects may also respond because they recognize that their behavior now may 
infl uence the willingness of their partner to continue interacting, hence infl uencing 
the subject’s own long-term payoffs (e.g., Brosnan and de Waal  2012 ). Finally, sub-
jects may respond because they perceive the outcome as “unfair” and are working 
to instantiate equity or equality, a behavior for which there is only currently evidence 
in humans. At all of these levels of explanation, the fact that animals are behaving in 
ways that functionally benefi t others indicates that these may represent evolutionary 
precursors to human moral behavior. 

 A good experimental example of a potentially other-oriented behavior in a non- 
human is the capuchin monkey study in which subordinate capuchins refused to 
cooperate—even though they were guaranteed rewards, and those rewards were the 
same as their partners—if they were working with partners that consistently claimed 
the better reward when rewards were unequal (Brosnan et al.  2006 ). In this case, the 
subordinates’ refusals cannot be attributed to self-interest, as a purely self-interested 
actor should always cooperate, since some rewards are better than none (particularly 
in the trials in which the rewards were the same). Thus, the only explanation seems 
to be that they were not willing to work with a partner who didn’t share. Of course, 
this has two important implications. First, the subordinates were sensitive to  relative  
outcomes that, by defi nition, take the partner’s outcome into account. Second, any 
dominant that wanted to maximize its own outcomes needed to take its partners’ 
 lesser  outcomes into account as well. Indeed, for pairs in which dominants did 
refrain from always claiming the better rewards, cooperation levels were quite high 
and these dominants received a higher number of rewards, both preferred and less 
preferred, than their non-sharing counterparts. The dominants’ behavior was in their 
self-interest, but nonetheless implies that they understood the result of their behav-
ior on their partner’s actions and were adjusting their behavior accordingly, albeit to 
maximize their own rewards. This recognition of partners’ outcomes and ability to 
adjust one’s own behavior accordingly seems critical for truly moral behavior, and 
may pave the way for behaviors that are increasingly other-regarding. 

 Finally, of course, there are moral emotions that regulate such behaviors, and 
these may appear in other species as well. While quite diffi cult to prove empirically, 
one could argue that the strongest evidence of moral behavior in other species would 
be if subjects showed the same form of empathetic behavior toward their social 
partners as do humans. This is challenging to demonstrate, and most would agree 
that we do not yet have a smoking gun for empathy in other species, but circumstan-
tial evidence is beginning to accrue. In controlled experiments, rats and mice behave 
in ways that appear to recognize the needs of their partners, and anecdotal data from 
the primates indicate the same. Despite the diffi culty inherent in running such stud-
ies (most require the experimenter to induce pain or suffering, which is typically not 
considered ethical in non-human primate work) this will clearly be a fruitful avenue 
for additional research investigating such behaviors in other species. 

 Almost 150 years ago, Darwin fi rst proposed that sociality was innate and might 
provide a framework for studying morality in any species. Recent data support his 
case; accruing evidence indicates that other species besides humans have complex 
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social behaviors that may provide evidence about the evolution of our own human 
moral systems. Humans’ moral behaviors are distinct from those of other species, of 
course, but by understanding other species, we better understand the selective pres-
sures which shaped the behaviors we see in ourselves today. While it is always 
important to keep in mind the limits of any research program, the evolutionary study 
of morality promises to open the door to a better understanding of morality, both in 
humans and other species.     
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        In recent years, there has been an empirical turn in ethics. Using the methods of 
psychology, neuroscience, behavioral economics, and evolutionary modeling, we 
have been able to make progress on old philosophical questions about the nature of 
morality. For example, much recent research has lent support to the view that 
emotions are integral to moral judgment. Unsurprisingly, empirical research in 
ethics has tended to be reductionist: the loftiest aspects of human behavior have 
been related to simple mechanisms that can be identifi ed in the brain. The impli-
cated mechanisms, most notably emotion circuits, are also known to have homo-
logues in other creatures. This fact, together with evolutionary theory and behavioral 
ethology, has helped promote the idea that there is an innate moral sense. Nativist 
accounts have always been popular in cognitive science, so this outcome can hardly 
be surprising. But we should be cautious about importing that approach into the 
moral domain. Moral diversity within human populations suggests that, at the very 
least, culture is an important variable in shaping morality, and it is a variable that we 
cannot afford to overlook. 

 My goal here is to make a plea for a cultural approach to empirical ethics. I will 
begin by reviewing what I take to be the main empirical lessons about how we 
make moral judgments. Then I will argue that judgments, so understood, are not 
universal in content. This will lead to a discussion of where moral judgments origi-
nate. The brief answer is that cultural factors, unfolding across time, are crucial for 
understanding the content of morality. This has implications for how to think about 
the biological contributions to morality and the processes by which moral values 
are acquired. 

    Chapter 6   
 Where Do Morals Come From? – A Plea 
for a Cultural Approach 

                Jesse     J.     Prinz   
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6.1     What Is Morality? 

6.1.1      Emotion and Moral Judgment 

 In order to understand from where morals arise, we need to know what morals are. 
By morals, I mean moral values. Values are long-standing evaluative attitudes or 
beliefs about what is good and bad. We evaluate many kinds of things: art, attire, 
wine, food, friends, manners, athletic performances, and so on. Typically, we evalu-
ate things against standards, which include ideal features or exemplars, on the posi-
tive side, and objectionable features or exemplars on the other. To call something 
good or bad is usually to comment on its distance from a stored conceptualization 
of good-making or bad-making criteria or cases. For example, a wine might be 
judged as good if it has a balance of acidity and sweetness. In this respect, evalua-
tive classifi cation is like categorization more generally; it involves some kind of 
matching process. But there is also a crucial difference between evaluation and 
categorization. 

 To see this, notice that a person could taste a glass of wine and recognize it as 
such, without having any view about whether it is good. One can even discern a bal-
ance of acidity and sweetness without judging that this balance is good. Judging that 
such balance is good requires a  response  to it. To qualify as a positive evaluation, 
the response has to have a motivational force; it has to promote consumption of the 
wine. When we evaluate things positively, we are usually thereby attracted to them. 
Negative evaluation, in contrast, motivates avoidance, cessation, or withdrawal. 

 If evaluations are responses to recognized features, and those responses have 
motivational force, then it is natural to suppose that evaluations are  emotional  in 
nature. Emotions are responses to things that go beyond recognition, and emotions 
promote various forms of approach and avoidance. To evaluate a wine as good, it is 
plausible that the wine causes a positive emotion in us: a kind of pleasure. 
Alternatively, we might say that a wine is good without experiencing such pleasure. 
For example, we might suppose that a wine is good because the sommelier recom-
mended it. But in such cases, our evaluations are deferential, or parasitic on another 
evaluator. The sommelier, we can presume, takes pleasure in good wine, or has at 
least mastered a list of preferences from someone whose pleasure is regarded as 
authoritative. 

 I think such emotional responses are the mark of the evaluative. Without 
emotional reactions, we can categorize, but we cannot appraise things as good 
or bad. A dispassionate appraisal is possible only by deference to a passionate 
judge. In philosophical jargon, such an appraisal would be a case of “mentioning” 
rather than “use.” 

 Against this background, it is plausible to suppose that moral evaluations are also 
emotional. To judge that infanticide is bad is not just to say that it involves a certain 
activity (the intentional killing of a baby), but also to fi nd the activity abhorrent. 
This simple observation lies behind a philosophical tradition called sentimentalism 
according to which moral values are sentiments (prominent defenders include Hume 
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 1739 ;  Smith 1759 ; Ayer  1952 ; Blackburn  1984 ). A sentiment can be defi ned as a 
disposition to have an emotional response. Thus, to have the value that infanticide 
is bad is to have the disposition to have an emotional response (of a kind to be 
described below) towards killing babies. Moral judgments are occurrent emotional 
states towards actions, and moral values are dispositions to make such emotion- 
laden judgments. 

 The sentimentalist tradition in philosophy has gained renewed support from 
cognitive science. Over the last 15 years, there have been numerous empirical studies 
investigating what goes on when people make moral judgments. These studies have 
varied tremendously in design and methodology, but they have converged on the 
conclusion that emotions are centrally involved in moral judgment (for a recent 
overview see:  Emotion Review , 2011, volume 3). Neuroimaging studies have shown 
that emotion centers of the brain are active when people consider moral dilemmas 
(Greene et al.  2001 ), read sentences describing moral violations (   Moll 2002a), view 
morally signifi cant pictures (Moll et al.  2002b ), or encounter morally questionable 
playing partners in economic games (Sanfey et al.  2003 ). Behavioral studies have 
shown that emotion induction causally infl uences moral judgments. For example, 
people make more severe judgments of wrongness when situated at a dirty desk or 
when smelling noxious odors (Schnall et al.  2008 ), and when they experience 
hypnotically induced disgust. Induction of anger through fi lms or autobiographical 
recall can also lead to harsher judgments (Lerner et al.  1998 ), and induction of 
happiness can lead people to be more utilitarian in orientation, approving the violent 
sacrifi ce of one innocent person to save fi ve people in danger (Valdesolo and 
DeSteno  2006 ). Working with collaborators, I have sought to replicate and extend 
these fi ndings. We have shown that disgusting beverages make moral judgments 
harsher (Eskine et al.  2011 ), and that irritating music increases negative moral 
judgments, and uplifting music increases positive moral judgments (Seidel and 
Prinz  2013 ). All this suggests that people use emotions as information when they 
decide whether something is right or wrong: when asked to make a moral evalua-
tion, people introspect and report the intensity of their feelings. 

 It also has been shown that emotions can lead people to make moral evaluations 
even when they can’t produce reasons to justify those evaluations (Haidt  2001 ). 
In a pilot study on this theme, I was able to show that people harshly judge a child 
molester even when his victim is unharmed and has no way of recalling or being 
traumatized by the incident (Prinz  in press ). Such fi ndings suggest that we report 
our moral values by introspecting on our emotional states. The degree of negative 
emotionality determines our assessment that something is morally bad, even in 
the absence of supporting reasons. This suggests that emotions are  suffi cient  for 
evaluating something as bad. 

 Emotions may also be  necessary . Individuals who have impairments in 
emotional responsiveness show corresponding impairments in morality. Criminal 
psychopaths, for example, show defi cits in negative emotions, and also seem to treat 
moral rules as mere social conventions (Campagna and Harter  1975 ; Blair  1995 ). 
Individuals with frontotemporal dementia suffer from a diminished capacity to 
evoke emotional states and show a corresponding tendency to see morals as 
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conventional (Mendez et al.  2005 ). Such fi ndings suggest that, absent certain 
emotions, we lose the capacity to make moral judgments. The personal  evaluation  
that something is morally bad gets replaced by the social  categorization  that some-
thing is prohibited by the community. 

 These empirical results can be systematized by the sentimentalist theory of 
morality. Emotions seem to be suffi cient and necessary for moral judgments, and 
that can be explained by assuming they are component parts of such judgments. 
The judgment that something is wrong  consists in  a negative feeling toward it. If 
negative feelings are introduced extraneously (e.g., by noxious smells), we will 
feel more intense emotions and report that we think things are more wrong that we 
would report under other conditions. If emotional responsiveness is diminished, 
things seem less wrong than they otherwise would. 

 This story about moral judgments can be extended to other kinds of evaluations. 
For example, recent neuroimaging studies suggest that emotions are involved in 
aesthetic judgments (Kawabata and Zeki  2004 ; Vartanian and Goel  2004 ) and that 
reduced emotionality promotes aesthetic indifference (Chapman et al.  1976 ). This 
raises a question: what distinguishes moral judgments from other kinds of evalu-
ative judgments? 

 The answer I favor is that moral judgments involve a distinctive class of 
emotions. It has been shown that other-directed moral judgments characteristically 
involve anger, contempt, or disgust and these are tuned to different kinds of 
transgressions (Rozin et al.  1999 ). We become angry about crimes against persons, 
contemptuous of crimes against the community, and disgusted by crimes against 
nature. There are also self-directed moral emotions, which may also have different 
functional roles. Guilt seems to arise when we harm another person, and shame 
arises when we do something that others might regard as unnatural or grotesque 
(Prinz, unpublished data). I have proposed that moral values are constituted by 
sentiments that dispose us to feel anger, contempt, or disgust towards others and 
guilt or shame towards oneself. To have a moral value requires the disposition to 
feel both these other-directed emotions and self-directed emotions. Sentiments 
involving different emotions, or lacking in both the other- and self-directed disposi-
tions do not qualify as moral judgments. Aesthetic values, for example, involve 
different emotions, and drinking bad wine may cause disgust, but it won’t cause 
guilt or shame. 

 The picture so far can be summarized by saying that moral values are sentiments, 
and sentiments are dispositions to feel both the self- and other-directed emotions of 
a certain kind. The emotions I have been discussing can be classifi ed as emotions of 
 blame , since they are socially directed and punitive in nature. A person who is the 
target of anger, contempt, or disgust will feel punished in virtue of being regarded 
in these negative ways, and each emotion will also motivate behaviors (such as 
aggression, in the case of anger, or avoidance in the case of disgust) that are tanta-
mount to forms of punishment. Legally proscribed forms of punishment, such as 
torture, execution, banishment, and incarceration, can be seen as social inventions 
that institutionalize the kinds of actions we might be inclined to carry out given our 
emotions of blame. In equating moral values with sentiments, I mean to suggest that 
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they are sentiments and nothing more. Thus, beyond the cognitive representation 
needed to represent a certain type of action (e.g., stealing), sentiments are suffi cient 
for regarding that action type as wrong; to think stealing is wrong consists in our 
negative sentiment towards it. One might come to have many cognitively repre-
sented beliefs about wrongdoing (e.g., that stealing decreases social stability or 
impedes with autonomy), but there are best described as contingent theories about 
what makes things wrong, which, unlike sentiments, are neither necessary nor suf-
fi cient for having moral values. 

 In addition to the punitive attitudes that I have been discussing, there are positive 
moral values that revolve around praise, rather than blame. Praise and blame play 
asymmetric roles in morality. For example, we rarely praise people for conforming 
to moral rules, but we do blame people for deviating. Praise is usually reserved for 
supererogatory acts, such as charity, or other forms of self-sacrifi ce. Positive emo-
tions, such as gratitude and esteem, are likely to underwrite the values that lead us 
to appraise such acts as good, but I will not survey those emotions here. My focus 
will be on moral prohibitions since, given the asymmetry, these are the mainstay of 
moral life.  

6.1.2     The Content of Morality 

 I have characterized moral norms in terms of the emotions that arise when we make 
moral judgments. It is by means of these emotions that we can identify when some-
one is moralizing, even if their values differ from our own. To that extent, the 
characterization is content neutral. It does not defi ne morality by its subject matter. 
This is important because, as we will see, people moralize different things. Indeed, 
almost anything could be moralized. We moralize interpersonal actions, thoughts, 
character traits, personal habits, self-presentation, and so on. Even things outside 
our control can be regarded as morally wrong; consider the Christian doctrine of 
original sin. That said, the sentimentalist framework presented here can be used to 
make some broad generalizations about the content of morality. Such generaliza-
tions have already been hinted at with the taxonomy of other-directed emotions. 

 Recall that anger, contempt, and disgust arise in response to different kinds of 
transgressions. In particular, they vary as a function of who is victimized by a trans-
gression: anger is a response to crimes against persons; contempt arises in response 
to crimes against community; and disgust responds to crimes against nature. These 
broad categories can be further refi ned by refl ecting on ways that persons, commu-
nity, and nature can be assailed against. Consider, fi rst, crimes against persons. This 
category includes physical harm, as when a person is hurt, mutilated, or killed. But 
the category also includes violations of individual rights. Rights, in the Western 
tradition, are usually regarded as entitlements: the right to own property, to free 
speech, to education, to choose a religion, and so on. Preventing someone from 
having something to which she or he is entitled is usually regarded as a moral 
wrong; entitlement itself is usually understood as a moral, not just legal, construct. 
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When this happens, anger is the dominant emotional response. Anger can also arise 
in response to violations of distributive justice. If a distribution is unfair, those who 
get less than their share have been victimized. Thus, unfairness is a crime against 
persons, and it incites anger. 

 Contempt arises when a transgression is construed as an assault against the 
community. This happens, for example, when someone disrespects authority. 
Disrespect to authority can threaten to undermine the structure of the commu-
nity, even if no one is directly harmed. The community can also be threatened 
when someone fails to conform to a social status hierarchy. Stepping out of line 
(e.g., looking down on one’s parents or the elderly) is viewed with contempt. In addi-
tion, each social class tends to view the others with a degree of contempt, and 
this may serve to keep classes in their place. Contempt is also the emotion that 
arises when there is a transgression against public goods, such as vandalism or 
cases where a politician embezzles public funds or violates public trust. Here, 
again, the community as a whole is harmed. 

 Disgust is the response to unnatural acts. In non-secular societies, such acts are 
usually construed as crimes against God or gods (Shweder et al.  1997 ). Within a 
religious framework, supernatural agents are the authors and regulators of nature, 
so crimes against nature are forms of sacrilege. Secular societies continue to regard 
certain acts as unnatural, even if there is no obvious human victim. This is  especially 
true of acts that involve the body. For example, some sexual behavior is considered 
immoral in many societies, such as bestiality, incest (even if consensual), and 
exhibitionism. There are also norms governing appropriate appearance (e.g., gender 
specifi c attire, broad conformity to current clothing styles, appropriately groomed 
hair, and cleanliness). Minor violations may provoke ridicule, but more extreme 
cases are likely to provoke disgust. In addition, there are norms governing diet. 
Kosher laws are a non-secular example, but secular dietary norms are also easy to 
fi nd: some cultures prohibit consumption of horses, animals that have been domes-
ticated as pets, and insects, for example. The consumption of human fl esh, even if 
the person died naturally, is also widely condemned, and, in all these cases, the 
emotion of condemnation is disgust. 

 These examples illustrate two things. First, the content of morality is highly varied. 
Many moral values have little to do with harm, and every aspect of human life can be 
subject to moral rules. Second, in some broad, metaphorical sense, negative moral 
values can be regarded as concerning actions that are directed against one of three 
categories: persons, community, or nature. These categories may turn out to exhaust 
the moral domain (e.g., can there by crimes against abstract objects?). Each category 
is governed by a different moral emotion. We also have moral values pertaining to 
things other than actions, such as sinful thoughts or vicious character traits, but these 
attitudes may depend on a connection to actions: thoughts and traits potentially affect 
behavior. Thus negative moral values can be captured by the schema:

    An agent A’s doing/having/being X is bad iff by X, A (potentially or actually) has an 
effect on victim V, where V is construed as a person, a community, or nature, and, 
depending on that construal, an evaluator E who so construes A’s X-ing will 
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have the corresponding emotion of blame (anger, contempt, or disgust, if E is a 
third party, and guilt or shame if E = A)     

 This schema summarizes the foregoing discussion. It gives us an account of what 
moral values are, and we can now refl ect on where they come from.   

6.2     Where Do Moral Values Come From? 

6.2.1     Is Morality Innate? 

 Psychologists and cognitive neuroscientists typically assume that they are studying 
universal facts about human nature. Studies of memory, attention, and reasoning are 
presented as revealing the laws of thought, akin to natural laws in other sciences. 
A typical study of memory span, for example, rarely begins with the qualifi cation 
that this is how memory works among American college students, or whoever 
makes up the subject pool. The demography of the subjects is (roughly) indicated, 
but it presumed that demography has little impact on the results. The presumption 
rests on the view that these basic faculties of the mind are innate, and relatively 
unaffected by learning. There is, in other words, an implicit nativist bias in the way 
the sciences of the mind are typically pursued. 

 The nativist bias is also implicit in some of the empirical work on morality. 
Psychological and neuroimaging studies of moral cognition rarely look at culture as 
a variable (consider the citations in Sect.  6.1.1 ). This implicitly assumes that moral-
izing is part of the universal human bioprogram. Many of these studies say little 
about the  content  of our moral values and focus more on the processes involved in 
moralization. To that extent, they are neutral about the origins of our specifi c values, 
even if they are implicitly nativist about the mechanisms that allow moralization. 
Some other research, however, takes a stance on questions of content. 

 We can see that there are three basic positions one can take with respect to the 
innateness of morality:

 –     Strong Nativism : The content of our moral values in innately determined or 
strongly constrained.  

 –    Weak Nativism : We have an innate faculty for acquiring moral values, but the 
content of those values is not strongly constrained.  

 –    Anti-Nativism : We have no innate faculty dedicated to morality.    

 As I read the literature, Weak Nativism is often implicitly presumed, and Strong 
Nativism is sometimes explicitly defended. Anti-Nativism is a minority position, 
which is rarely implicitly or explicitly endorsed. I myself am a methodological 
anti- nativist, which means I think we should assume that a faculty is not innate until 
evidence leads us to say otherwise. In the case of morality, some researchers think 
the evidence supports Strong or Weak Nativism. I am not convinced. Here I will 
briefl y consider some of the evidence (see also Prinz  2007a ). 
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 Let me begin with Strong Nativism. One research program that has a Strong 
Nativist orientation is the so-called moral grammar approach, which pursues an 
analogy between morality and language (Mikhail  2000 ; Hauser  2006a ). It is ironic 
that defenders of this approach tend toward Strong Nativist positions; given that 
language is generally regarded as weakly innate (languages vary hugely in phonology 
and vocabulary). Offi cially, defenders of moral grammar say morality can vary too, 
but much of their research is designed to establish universal moral content. Notably, 
Mikhail and Hauser have acquired evidence that most people respond in predictable 
ways to a range of “trolley dilemmas,” in which an agent performs an action that 
leads to one person’s death in order to save fi ve others. For example, most people 
think it is wrong to push someone into a runaway trolley’s path in order to save fi ve 
people further down on the tack, but it is permissible to divert a runaway trolley onto 
a track where it will hit one person instead of fi ve. Responses to such dilemmas are 
cross-culturally robust, but people have great diffi culty articulating the principles on 
which they are relying. Nativists interpret this as evidence for unconscious rules, 
analogous to those used in language processing. 

 Trolley experiments, however, can also be interpreted in other ways. The fact that 
people in different cultures give similar responses might be explained by prototype 
effects. When people learn the concept  murder , the paradigm cases involve direct 
intentional physical assault, not indirect harms. The reason for may have nothing to 
do with innateness. All cultures must have rules to stop people from directly and 
intentionally aggressing against each other, on pain of societal collapse. Rules 
against indirect harms, however, are less prevalent, because there are fewer circum-
stances within a society when indirect actions will result in someone’s death, and a 
society that failed to have such rules might be relatively stable. The pushing 
scenario conforms most closely to the kind of actions that every society is likely to 
condemn. It is more clearly an instance of murder than the scenario in which a 
person is killed as the side-effect of diverting the trolley. In the “diversion” scenario, 
the death is also less salient and the cause of death for the one person is rendered 
comparable to the cause of death for the fi ve, making the comparison between the 
two outcomes vivid. So there need not be any unconscious rules at work here. 
People are taught that murder is wrong by means of prototypical cases, and they 
tolerate killing more readily when it departs from the prototype, lacks salience, or is 
rendered comparable to an alternative action that involves the same kind of killing 
but greater losses. 

 Another research program that is committed to some degree of strong nativism is 
the moral domains theory of Turiel ( 1983 ). Turiel argues that genuine moral rules 
involve harms, and that other kinds of rules are mere conventions. In comparison to 
conventional rules, rules pertaining to harms are treated as more serious and less 
dependent on authority. Turiel believes that this pattern of conceptualization is 
innate. But there are fi ve reasons for rejecting this position. First, harm norms are 
judged to be authority dependent in some studies (Kelly et al.  2007 ). Second, norms 
pertaining to diet, sexuality, and hierarchy are treated as equally serious by some 
groups (e.g., Vasquez et al.  2001 , on Filipinos; Nisan  1987 , on Palestinians). Third, 
there is a simple learning story available to explain why moral norms are treated 
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differently than conventional norms. Moral norms are taught by emotional 
conditioning, and once emotional attitudes have been internalized, the norms feel 
serious (i.e., emotionally evocative) and somewhat independent of authority 
(i.e., we are conditioned to feel emotions towards these acts even if we are in a 
community where others don’t have such emotional dispositions). Fourth, there is 
massive cultural variation in attitudes towards harm. Many societies have practiced 
slavery, corporal punishment, judicial torture, agonizing body modifi cation, blood 
sports, animal cruelty, spouse beatings, and virtually unconstrained brutality against 
out- groups; hardly evidence for an innate prohibition against harm. Finally, the fact 
that many societies do have moral norms against some forms of harm (notably gra-
tuitous harm against the in-group) can be explained by the fact that we devise such 
prohibitions as a condition on societal cohesion. It does not take innate mechanisms 
to realize that tolerated killing will lead to social unrest. The fact that such norms 
have a highly moral status worldwide may also refl ect the fact that anger is a natural 
response to aggression in the fi rst-person case. Given that we are all disposed to get 
mad when others try to harm us, it is not surprising that the more general stricture 
against harm, which extends to third parties, is grounded in anger. This grounding 
helps give harm norms their moral cast. 

 Another research program that has a Strong Nativist fl avor is evolutionary eth-
ics. Evolutionary ethicists admit that nativism is compatible with moral diversity 
(e.g., Krebs  2008 ), but they tend to offer evolutionary models that emphasize highly 
predictable behaviors, suggesting that morality may be strongly constrained. Most 
of this work focuses on altruistic behaviors, in which individuals incur costs to 
benefi t others. Models that use iterated economic games have shown that coopera-
tive strategies, such as reciprocal exchanges, increase fi tness, suggesting that coop-
eration may be an evolved response. The evolutionary interpretation gains support 
from the fact that general purpose reasoning, together with hyperbolic discounting, 
does not predict cooperation. Reasoning would lead people to see the value of 
defection, yet we do, in fact cooperate. Other prosocial behaviors, such as helping 
people in need and sharing resources, are also widely documented. Like coopera-
tion, these behaviors are hard to explain by appeal to reasoning, which suggests that 
they may be innate. The evolutionary approach is bolstered by ethological research 
on non- human primates. Monkeys and apes are known to reciprocate, share, and 
help (de Waal  1996 ; Brosnan and de Waal  2003 ; Hauser et al.  2003 ). It is presumed 
that these behaviors are unlearned in our primate relatives and may refl ect hard-
wired precursors to our own prosocial tendencies. 

 There are several reasons to resist the evolutionary approach to morality. First, 
most of the work concerns moral behaviors, not moral judgment. By that, I mean 
behaviors that we now happen to regard as morally praiseworthy (cf. Joyce  2006 , on 
this distinction). In principle, a species could evolve to act in ways we fi nd praise-
worthy without evolving a capacity to praise. That is, there can be moral conduct 
without moral judgments. This point is especially problematic when it comes to 
extrapolating from animal research, since most of that work concerns “altruistic 
behaviors,” and not moral judgments per se. Moral judgments have two features that 
are unlikely to be found in many other species. First, they require a disposition for 
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self-directed emotions. Evidence for guilt and shame in non-human primates is 
scant at best. If apes get angry when conspecifi cs trespass against them, it does not 
follow that they would feel guilty for trespassing themselves. Reactive aggression 
is not the same as forming a moral judgment; self-directed dispositions are needed 
as well. Second, there is only a little anecdotal evidence that non-human primates 
have concern for third parties. Moral rules quantify over agents and action types. 
They are not restricted to the second-person. If apes get angry when conspecifi cs 
trespass against them, it does not follow that they would get angry if one conspecifi c 
trespassed against another, especially a non-relative. If they do not do this, then their 
anger reactions don’t stem from values that have the schema indicated above. 

 A second problem with animal models is that there are profound differences 
between apes and humans. Chimps often fail to share with long-time companions, 
even when there is no cost (Vonk et al.  2008 ), and they are often highly aggressive 
in the wild. Goodall ( 1986 ) documents cases of chimpanzee warfare, calculated murder, 
infanticide, and cannibalism. Wrangham et al. ( 2006 ) report that chimpanzees are 
alarmingly violent; comparing several wild populations to a small-scale human 
group known for aggression, the found male chimps were 384 times more likely to 
engage in a violent attack than were their human counterparts. One might reply that 
apes simply having a different morality than ours, but given these differences, the 
burden is on the nativist to say why ape behavior must be interpreted as based on 
moral judgments, as opposed to some other kind of motivations. After all, not every 
kind human act is a result of morality (threat of punishment, instrumental gain, 
friendship are among other motivators). This is not to deny that some forms of ape 
altruism might have biological roots in common with our own, but only to empha-
size that we must be cautious about over-attributing human-style moral tendencies 
to apes. There may be important discontinuities. 

 Moving beyond comparative research, evolutional theorizing suffers from 
another limitation with respect to Strong Nativism. Evolutionary models have 
shown that it is diffi cult for altruistic behaviors towards non-kin to evolve through 
individual selection. If I mutate to reciprocate, but you do not, I will suffer a pro-
found decrease in fi tness. This has led to a widespread endorsement of group selec-
tion models. But group selection raises the possibility that widespread reciprocity 
evolves culturally, rather than biologically. Of course, nativists can offer alternative 
explanations that avoid group selection, but once such models are shown to be via-
ble the pressure to explain altruism biologically decreases. More generally, there is 
something suspicious about any argument that moves from a demonstration of fi t-
ness enhancement to a conclusion about innateness. Many behaviors that would 
enhance fi tness are not evolved; over generations, groups can learn to perform 
actions that are benefi cial and avoid actions that are harmful. To show that morality 
is innate, models are not enough. Evidence must also show that specifi c moral rules 
are  universal  and  unlearnable . 

 With respect to universality, evolutionary approaches tend to suffer from a dearth 
of empirical support. The models might be taken to suggest that all people are 
equally altruistic, but, in reality, there is considerable cultural variation. Sharing, for 
example, varies with respect to competing principles of distribution. In America, the 
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preferred principle is equity (distribution as a function of achievement), in China 
there is a preference for equality, and in India there is a preference for distribution 
as a function of need (Leung and Bond  1984 ;    Berman et al.  1985 ). It is hard to think 
of sharing beyond one’s kin as a biological norm given the rise of global capitalism, 
widespread opposition to taxation, and staggering discrepancies in wealth. Similar 
conclusions can be drawn about helping. Trivial, low-cost, helping behaviors, like 
picking up a pen that some has dropped, differ dramatically from place to place, 
with Rio residence coming out on top and New Yorkers bringing up the rear (Levine 
et al.  2001 ). Cultures also vary in the degree to which helping the needy is seen as a 
cultural requirement. In the United States, helping strangers with moderate needi-
ness is considered entirely optional, but it is morally mandated in India (Miller et al. 
 1990 ). Americans, unlike Indians, also seem to think the obligation to help someone 
in moderate need depends on whether we like that person (Miller and Bersoff  1998 ). 
In general, we do amazingly little to help the needy. Preventable diseases claim 
about nine million lives a year, as does starvation, suggesting an annual toll that 
dwarfs the holocaust, and nearly universal crimes of omission. 

 Finally consider learnability. Evolutionary ethics presumes that we would not 
engage in prosocial behavior if we relied on domain-general resources such as 
reasoning. Given the human tendency to discount the future, we would behave 
unethically to reap short-term rewards. The fact that we are generally pretty good to 
each other is taken as evidence that morality is innate. Here again, one wants to 
distinguish moral behavior and moral attitudes. After all, squirrels are pretty good 
to each other, but no one thinks they have innate morality. But putting this issue 
aside, one can also deny the premise that domain general resources would not lead 
to cooperative behavior. It is true that reasoning might not be up to the task, but 
emotions are well suited to this purpose. Suppose I fail to cooperate with you and 
you get mad. I may be frightened of punishment or sad about losing you as a partner. 
Thus, your anger can condition me to associate negative emotions with defection. 
Suppose now there is an opportunity for me to defect without you fi nding out. 
Reason might lead me to do so, but emotions operate somewhat independently of 
reason, and my negative associations may promote cooperation even in this situa-
tion where free-riding is an option. Notice that this appeal to emotions as mecha-
nisms of cooperation is also central to evolutionary models (Trivers  1971 ; Frank 
 1988 ). The point here is that once we recognize that emotions are the glue that 
promotes prosociality, there is actually less pressure to assume that morality is 
innate, because emotional dispositions can be easily learned through conditioning. 
Emotions may be evolved for selfi sh purposes (anger protects us against threats, and 
sadness makes us withdraw in times of loss), but selfl ess dispositions can arise when 
these selfi sh patterns are conditioned by interactions with others. Your rage becomes 
my loss, so I learn to avoid making you angry. 

 Expanding this last point, the acquisition of prosocial behavior needs two 
ingredients. First, if I defect in my dealings with you, you will get mad. That’s not 
a moral response; it’s just reactive aggression. Second, if you get mad, I feel bad and 
associate this with defection, leading to increased tendency to cooperate. These two 
steps could even be realized in non-human primates. Human beings may go on to a 

6 Where Do Morals Come From? – A Plea for a Cultural Approach



110

third step: we generalize moral rules and apply them in cases where we have no 
direct involvement. This might be explained by the fact that human beings have two 
capacities that are underdeveloped in primates: imitation and abstract thought. 
Imitation leads us to mimic the reactive aggression of those who get mad at us. 
Abstraction leads us to internalize emotional dispositions in a way that can generalize 
across individuals, because we can represent actions abstractly rather than merely 
fi rst-personally, as something I do. Thus, if you get mad at me for defecting, I might 
come to have bad feelings about defecting in general, whoever does it, and I might 
adopt your anger response when I encounter the defection of another. I don’t want 
to suggest that this is the whole story. There may be innate behavioral tendencies 
that contribute to the moral rules with which we end up. But these simple observa-
tions suggest that the acquisition of moral rules need not involve any highly special-
ized mechanisms. 

 This last point allows us to move from Strong Nativism to Weak Nativism. 
Strong Nativists claim that the content of morality is innately determined or strongly 
constrained. I have tried to cast doubt on that conclusion by briefl y reviewing 
some of the leading research programs that emphasize innate content. The content 
of moral rules is variable, and convergence can be explained without innateness. 
Now, with this simple story about psychological prerequisites to morality, we can 
see that even Weak Nativism may be mistaken. The acquisition of moral rules may 
not depend on any kind of morality acquisition device (Sripada and Stich  2005 ), 
but may instead derive from cognitive resources that evolved for other purposes 
(emotions, imitation, abstraction). Far more would need to be said to fi rmly estab-
lish that domain general resources are up to the task. For present purposes, I am 
content with the conclusion that we should be open to this possibility. Just as 
religion may arise in all cultures without a religion module, morality may be a 
byproduct of capacities that are not specifi c to the moral domain. As a methodological 
anti-nativist, I’d like to see more evidence for domain specifi city before concluding 
that morality is even weakly innate.  

6.2.2     Morality, Culture, and History 

 I just reviewed evidence for moral nativism and found it wanting. I also indicated 
some of the proximate psychological mechanisms that may be involved in the 
acquisition of moral rules. But what about more distal factors? Why do we have the 
rules that we do? If I am right, the answer to this question cannot be given solely by 
evolutionary theory, but must recruit the resources of cultural anthropology and 
history. The factors that give rise to moral rules include our social circumstances, 
some of which are widely shared across human groups, and some of which are more 
particular. 

 The inclusion of history in the study of morals is not new. Philosophers have long 
speculated about how historical factors have shaped moral values, and many leading 
ethicists have offered historical accounts. Prominent examples include Hobbes, 
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Rousseau, and Hume. The stories we fi nd in these authors’ works are in some sense 
fanciful, however. They offer highly speculative accounts of why values might 
emerge from an initial state of nature, in which moral values as we know them do 
not exist. No evidence for these stories is offered; they are inferred from specifi c 
views about how people act in their natural state. In the  Leviathan , for example, 
Hobbes tells us that human beings are naturally selfi sh and violent, but relatively 
equal in strength, which means the state of nature is a war of all against all. Morality 
emerges as a solution to this unhappy form of life. Taken as an empirical hypothesis, 
the Hobbesian account might be investigated by analyzing our natural tendencies 
towards aggression (a psychological thesis), and the role of the state in reducing 
interpersonal confl ict (a historical thesis). Some empirical evidence sits well with 
Hobbes. For example, Wrangham ( 2004 ) documents extreme violence in small 
scale societies, and Pinker ( 2007 ) argues that violence has been on a steady decline. 
On the other hand, the Hobbesian idea of a state of nature may be a fi ction. Our spe-
cies is social and has always lived with socially negotiated norms and Hobbes may 
also exaggerate our tendency toward violence, which is counterbalanced by a ten-
dency to look out for members of the in-group. The claim that states have served to 
reduce violence is hard to reconcile with mass-scale war, imperialism, and slavery, 
even if recent times have seen a signifi cant decline in mortality rates. In any case, it 
should be clear that empirical evidence could be brought to bear on this and other 
historical accounts within philosophy. 

 Hobbes, Hume, and Rousseau are interested in how we arrived at morality from 
a pre-moral position. That is an interesting question, but one which hinges on a 
confusion if humans form social groups by nature: There may be no pre-moral posi-
tion. These approaches also pose the historical question at a high level of generality, 
asking about the origin of cooperation, justice, or morality in general, rather than 
specifi c norms. As such they offer little insight into why cultures have different 
moral values, values that can even be diametrically opposed. The philosopher most 
famous for addressing this question is Nietzsche, whose  On The Genealogy of 
Morals  ( 1887/2009 ) offers a historical conjecture to explain why Christian morals 
differ from values documented in ancient Rome. Nietzsche offers philological 
evidence for his thesis that Christians inverted the Roman value system, and he 
relies on basic historical facts and psychological conjecture in supposing that this 
inversion might have occurred because the Christians had been enslaved by the 
Romans. When the Christians gained power, their resentment towards their former 
oppressors led to a moral inversion in which Roman ideals of the good, such as 
fl ourishing, were replaced by a conception of the good that includes asceticism and 
guilt. Again, these are empirical claims. Is Christian morality driven by resentment? 
Were Christians serving as Roman slaves? There is some evidence that Nietzsche 
got it wrong (Prinz  2007b ). The Christian revolution might have been driven by 
middle- class Roman converts, who were predominantly female and wanted to 
achieve a better life. 

 In any case, Nietzsche’s “genealogical” approach points to an under-developed 
resource in studying morality. Some philosophers, most notably Michel Foucault, 
have offered genealogical analysis to explain contemporary values and moral 
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variations across time and place. But there has otherwise been little uptake of the 
Nietzschean approach within philosophy. Within cognitive science, the story is 
similar, with disproportionate resources funneled into evolutionary accounts, which 
do better at explaining moral universals than moral differences. 

 One reason for this resistance to genealogical approaches is that they may appear 
to be unscientifi c in an important sense. Science specializes in generalization, and 
many historical developments seem to depend on one-off events, rather than repeatable 
laws. For example, the specifi c styles of art that emerged in Europe during the 
course of the twentieth century refl ect non-repeatable historical events and innova-
tions by individual artists. Cubism arose, in part, because the invention of the cam-
era freed the artist from the fetters of realism; futurism arose in part because of the 
rapid rise of technologies of speed; Dadaism emerged in the wake of the fi rst world 
war; and so on. Some moral rules are like this, including Nietzsche’s case study of 
Christian values. But, in many cases, the factors that infl uence moral values are 
repeatable and repeated in different historical contexts. In those cases, we can see 
that there is room for a cultural science of moral norms. To illustrate, let’s consider 
some examples. 

  Cannibalism:  Cannibalism is now reviled as the most evil activity that a human 
being can engage in, but is has been practiced by many societies across the globe 
throughout history. In one sample, more than a third of historically documented 
societies engaged in some form of cannibalism (Sanday  1986 ). Even the Christian 
Eucharist can be seen as a residue of a practice that was once more widespread. 
Given this variation, it would be nice to explain why some cultures engage in can-
nibalism and others do not. Harris ( 1977/1991 ) offers an explanation that appeals to 
three factors: size, subsistence, and resource availability. Hunter-gatherer societies 
who compete with neighbors over resources often end up in violent confl icts 
(Wrangham  2004 ). Victors in those confl icts end up with dead bodies and prisoners. 
From a cost benefi t analysis, it makes sense to eat dead bodies, since they are a 
source of good meat and meat is hard come by. It also makes sense to kill the prison-
ers since it is too costly to enslave them. That means more dead bodies, which 
should also be consumed. Harris argues that cannibalism disappears with the rise of 
state scale societies. States have the power to form armies, which can collect taxes 
or tribute money from neighbors. States also tend to engage in trade relations, and 
have agriculture and domesticated animals, which minimizes resource competition 
and the need for hunted meats. Eating your neighbors is no longer advisable when 
they are trade partners and tax payers, so cannibalism tends to disappear with soci-
etal development. 

  Marriage:  Marriage is a moralized institution. We consider some kinds of relation-
ships acceptable and others unnatural or morally dubious. In contemporary Western 
societies, monogamy in morally preferred. When politician or golf stars stray, they 
lose votes and commercial sponsors. But, when we look beyond the West, more than 
80 % of societies allow polygyny (Murdock and White  1969 ), so our moral attitudes 
toward indiscretion make us cultural outliers. Monogamy in Western Europe may 
result largely from a historical accident. Under the early Christian Church, there 
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was a sweeping set of reforms, which had the net effect of reducing the number of 
sexual partners by curtailing premarital sex, divorce, concubines, and polygyny. 
These policies reduced family size and led to increased heirlessness   , which meant 
more money was donated to the Church, allowing it to spread its reforms farther and 
farther (Goody  1983 ). But monogamy is unusual because many common factors 
promote polygyny (see White and Burton  1988 ): Male- centered living arrangements 
favor male control over resources (e.g., patrilocal households), giving men opportu-
nities to control women’s lives; female contributions to subsistence, especially 
domestic contributions, make women a “commodity” worth collecting for men; 
room for territorial expansion promotes families with a large number of offspring, 
which again favors polygyny; warfare, which increases male fatalities and increases 
the female to male gender ratio promoting many-to- one marriages; warfare for plun-
der, which includes capture of wives can affect gender ratios and allow young men 
to avoid paying for brides, promoting a further increase in polygyny; restrictions on 
female property ownership and competition in open labor markets makes women 
depend on men, creating a gender asymmetry that compels women to accept plural 
marriages. Given widespread male dominance, it is not surprising that polygyny is 
the norm. But the degree of polygyny diminishes as these factors decline. For exam-
ple, polygyny tends to decline with lifestyles that are less conducing to expansion, 
including fi shing, some forms of farming, and urbanization. The Romans who were 
highly urbanized made monogamy the law. In settings where expansion is particu-
larly limited, polyandry may even arise, as in traditional Tibet and Nepal. In con-
temporary Western culture, there is no a widespread move to allow gay marriage, 
which may stem from the fact that contemporary economic systems make it profi t-
able, for the fi rst time, to have fewer children (Werner  1979 ). Heterosexual couples 
are also marrying later, and wealthy families are having fewer offspring than the 
poor. Gay marriage may be part of this same syndrome. 

  Incest:  Cultures also vary in the degree to which they permit marriage within the fam-
ily. There is probably a biological predisposition to avoid some forms of incest, but 
only 44 % of societies have explicit incest taboos (Thornhill  1991 ). The presence 
of these taboos and the severity of the punishment correlate with social stratifi cation, 
suggesting that moral sanctions against incest arise to prevent families from consoli-
dating wealth and moving up the social ladder. There is also cultural variation in what 
counts as incest. The Christian Church prohibited cousin marriage up to the seventh 
degree, but in the Islamic world cousin marriage is encourages. In contemporary 
Saudi Arabia and Pakistan over 50 % of married couples are cousins (Bittles  1990 ). 
This may have to do with the fact that power is distributed across clans in such societ-
ies, rather than centralized, as under the Christian Church. There are also conditions 
that favor sibling incest. This is well documented in royal families, who want to retain 
wealth and avoid forming obligations to other families and groups. In Ptolemaic 
Egypt, Greco-Roman citizens had sibling incest rates up to 30 %, presumably to avoid 
having to intermarry with the Egyptians whom they had conquered (Shaw  1992 ). 

  Slavery:  Many societies allowed slavery, and the anti-slavery movements of the 
eighteenth and nineteenth centuries were virtually unprecedented historically, 
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especially when considering large-scale societies. Large-scale societies often placed 
restrictions on who could be enslaved (outgroups, rather than ingroups), but, until 
recently, there has been widespread consensus within such societies that slavery in 
some form was permissible. Small-scale societies tend not to have slaves because 
they cannot feed or police slaves effectively. But when state-scale societies emerge, 
usually though the innovation of agriculture and food storage technologies, surplus 
resources and power differentials arise, and labor demands increase. This makes 
slavery cost-effective. Goody ( 1980 ) reports that only 3 % of hunter-gatherer societ-
ies have slaves, as compared to 43 % of societies with advanced agriculture and 
73 % of pastoral societies. Economic advances gave rise to new needs (e.g., a need 
for a large class of laborers who lack upward mobility), new opportunities for the 
powerful to pursue self-interested desires (e.g., obtaining fully submissive sexual 
partners), and the technological and human resources needed to wage war against 
weaker neighbors, resulting in a class of conquered captives. Given this pattern, 
slavery is a likely outcome of economic growth. It is surprising, then, that slavery 
was ultimately banned in many parts of the world, and the primary cause may have 
been the industrial revolution. Proponents of the anti-slavery movement in England, 
which helped spark reforms elsewhere, argued that an economy based on wage 
labor would be more profi table. In the end they were probably right. The argument 
was harder to sell in the United States, where slave cotton constituted up to 30 % of 
the U.S. economy (Davis  1984 ), but Northern manufacturers who had an opportu-
nity to change the balance of power from the agricultural South had some incentive 
to end slavery, and that may have contributed to the American Civil War. 

  Torture:  Judicial torture was once widely practiced in Europe. Torture was often hor-
rifi cally cruel and sometimes observed by the public. It was used to extract confes-
sions, and, less frequently, as a form of punishment. Torture is still practiced in some 
countries today, and Western nations occasionally debate whether certain forms of 
torture should be legally permitted, but there is a wide consensus now that torture is 
wrong. In the eighteenth century, torture came under heavy criticism and mostly dis-
appeared (Beccaria  1764 ). There had been critics of torture before Beccaria, because 
it was often administered at the whim of lay judges, but the eighteenth century brought 
a more dramatic shift in thinking. Slavery was not just something that had to be care-
fully regulated; it came to be regarded as fundamentally wrong. 

 No one knows exactly what caused this shift, but several factors may be relevant. 
As one example, Europe endured massive losses during the 30 Years War (almost 
10 % of the population died), and people were weary of violence. That, and subse-
quent brutal wars, helped fuel contempt for governmental use of violence, sowing 
the seed for an anti-torture sentiment. In the following century, there also was a shift 
from monarchy to more democratic forms of government. This meant that govern-
ments were, for the fi rst time, “of the people.” When a state is led by a monarchy, it 
needs to establish authority, and violence is one method of doing so. When a state 
is led by the people, there is less need to establish authority, because the people have 
no diffi culty granting authority to themselves. Thus, democracy may have bolstered 
negative attitudes towards torture. 
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 Another variable is the perception of a foreign threat that has penetrated the 
sanctity of the state (Thurston  2000 ). European torture was often directed at people 
accused of heresy or witchcraft, which was regarded as a kind of supernatural inva-
sion from within. In more recent times, torture was used during the Soviet Terror of 
the 1930s, under paranoid suspicion that counter-revolutionaries were secretly oper-
ating from within to undermine the state. Torture was practiced during Argentina’s 
Dirty War, which was fuelled by fear of an internal communists threat. As part of 
the War on Terror, the U.S. used torture techniques against alleged foreign enemies 
who allegedly conspired to commit violent acts on American soil.  

6.2.3     Implications 

 Examples of the foregoing kind are easy to multiply. They illustrate several impor-
tant points. First, there is a tremendous amount of moral variation. Each value 
endorsed by one culture is rejected by others. This shows that morality is plastic. 
There are dramatic cultural differences concerning who is deemed morally worthy 
and in the appropriate treatment for those designated as unworthy. Thus, we must 
move beyond nativist and evolutionary approaches if we are to understand the 
beginnings of morality. 

 Second, moral values are essentially historical. Each has a genealogy. Thus, his-
tory is an important tool in explaining morality. Third, though many cross-cultural 
differences result from specifi c historical events, others can be explained by appeal 
to variables that re-appear across time and space. 

 For these reasons, there can be a cultural science of morals, tracing factors that 
can lead to the emergence and retention of some values and disappearance of others. 
Research on cultural evolution has moved in this direction. Cultural evolution refers 
to the idea that cultural items are subject to pressures similar to natural selection. 
Cultural items, including moral norms, vary in their degree of fi tness (i.e., their 
likelihood to be passed on to the next generation). Fitness here can include biologi-
cal fi tness because some norms lead to greater reproductive success. But it can also 
include psychological fi tness since some standards are easier to learn or more 
catchy. Norms that increase the power of norm-disseminators can also be said have 
a high degree of cultural fi tness, such as norms that increased the coffers of the 
church. Given this broad notion of fi tness, it is important to see that cultural evolu-
tion differs from biological evolution, but both forms of evolution illustrate how 
historical processes might be characterized by general principles, and are thus 
amenable to scientifi c inquiry. 

 It does not follow from this that human plasticity is open-ended. Perhaps some 
moral rules are easier to learn than others and some might even be impossible to 
sustain. Morality is no doubt constrained by our biological endowment. The emo-
tions we have, our capacity to attribute mental states, and our care for kin all serve 
as building blocks that help shape the outcome of norm construction. The anti- 
nativist does not postulate a blank slate. But the biological constraints should not be 
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mistaken for a moral sense. They may constrain morality the way human visual 
capacities and emotions constrain the arts. 

 Thus, the scientifi c study of morality should not be limited to psychology, neuro-
science, ethology, and biological evolution. It should expand to include anthropol-
ogy, history, sociology, and other fi elds that track sources of cultural variation. 
A complete science of morality will work at multiple levels. Material factors will 
infl uence cultures, cultures will affect moral education, moral education will tune 
emotions, and emotions are implemented by circuits in the brain. Evolved human 
biology will contribute to this story, by shaping behavioral predispositions and the 
affective and cognitive faculties that allow us to internalize moral values. But this 
should not lead us to adopt the kind of reductionism that construes the moral faculty 
as a historical. To do so would be to overlook the most distinctive aspect of human 
psychology: how we think is affected by institutions that we create and transmit 
socially. Moral variation over time and the confl icts that divide the world today can 
be understood only if we overcome nativist biases and look at morality through a 
cultural lens. 1                                                                          

1   I am deeply indebted to Markus Christen, Carel van Schaik, and an anonymous referee for enor-
mously helpful comments. 

J.J. Prinz
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        While virtues, moral values and concerns have always been an inherent theme of 
philosophy, moral concerns in society appear to pace up and down. Mostly, there are 
particular events (such as military interventions, terror attacks, natural catastrophes, 
business scandals) or the development of new methods and technologies (such as 
cloning, stem cell research, and biotechnology) that lead to publicly recognized 
moral crises or moral hazards. As such, they can induce “moral revolutions” that 
result in changes in social practices (as e.g., the abolition of Atlantic slavery; Appiah 
 2010 ). No doubt, what has given rise to a new wave of moral crisis more recently 
are the corporate ethical scandals and the fi nancial crisis that have shocked the busi-
ness world. Business practices are again heavily scrutinized and many people are 
asking what can be done to promote moral behavior and to prevent similar trans-
gressions in the future. 

 When discussing interventions, promoters of moral change typically refer to the 
content of moral standards or values. They often advertise new moral guidelines, 
codes of conduct or a set of virtues that individuals (e.g., business leaders) or insti-
tutions should adopt to enhance moral behavior. Indeed, moral change sometimes 
simply results from a change in the meaning of behaviors or practices during his-
tory. Some practices that were non-moral became heavily moralized (as with the 
example of slavery, Appiah  2010 ), whereas other behaviors that were considered 
“bad” lost their moral blemish (e.g., homosexuality). Some authors also argue that 
expanding the “moral circle” ( Lecky 1869 ), i.e., the domain of entities or creatures 
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that should become subject to moral consideration, is a prerequisite of moral prog-
ress (Singer  1981 ). 

 Such content-based approaches that rely on the semantics of moral terms rarely 
suffi ce to encourage moral transitions. Changes do not just require new moral con-
tent, they also require agents who are skilled in how to deal with moral issues, once 
identifi ed, and how to turn moral standards into actions. Of course, individuals are 
embedded in complex socio-cultural structures which facilitate or inhibit some 
developments. But humans are neither totally autonomous, nor passive in respond-
ing to the environment (Bandura  1991 ). They are active moral agents endowed 
with some capacity to control themselves and the environment. Scholars and prac-
titioners alike have therefore agreed on the view that improvements in the propen-
sities and abilities of moral agents to cope with moral contents are crucial in 
fostering moral transitions (Dane and Pratt  2007 ; Narvaez  2005 ; Pedersen  2009 ; 
Reynolds  2006 ; Treviño and Brown  2004 ). Hence, efforts to which abilities are 
important and how to explain and measure individual differences in those abilities 
are essential. 

 Drawing from current literature and research, the goal of the present work is to 
specify the abilities that facilitate moral functioning. In doing this, we refer to the 
concept of Moral Intelligence. Moral Intelligence (MI) refers to the agent’s capacity 
to process and manage moral problems. To our knowledge, Lennick and Kiel ( 2005 ) 
were the fi rst to introduce this term. They referred to the business world and, based on 
case studies, concluded that mere strategic thinking is not suffi cient for being a suc-
cessful business leader. In addition, even though researchers and practitioners alike 
recognized in the past emotional intelligence as an encompassing, useful and advanta-
geous capability, MI puts an emphasis on moral skills and heralds the examination of 
a new facet of intelligence. Recent approaches have provided compelling arguments 
that moral agents do require several abilities, but the approaches differ in terms of 
which skills and subskills are considered as relevant (Lennick and Kiel  2005 ; van 
Luijk and Dubbink  2011 ; Narvaez  2010a ; Rest  1986 ). Building on this work and our 
own perspectives, we will highlight a small but essential set of moral abilities. 

 In this chapter, we put forth a theoretical framework of MI that integrates moral 
decision-making with concepts and topics of social cognition and self-regulation 
theory. We start our work with defi ning MI and then present a moral process model 
that provides the foundation of the MI framework. Afterward, we introduce the ele-
ments and moral competences that we deem as essential for moral agents. Finally, 
we briefl y present some ideas for how to enhance MI. 

7.1     Defi ning Moral Intelligence 

 We defi ne Moral Intelligence as the capability to process moral information and to 
manage self-regulation in any way that desirable moral ends can be attained. Our 
picture of a morally intelligent person is someone who is endowed with a desire to 
strive for moral goals and to use moral principles and self-regulatory skills to do 
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what is good for society, other human or nonhuman beings. This defi nition expands 
Lennick and Kiel’s ( 2005 ) initial conception, according to which MI refers to the 
capacity to apply universal moral standards to one’s values, goals and actions. 
Despite Lennick and Kiel’s seminal effort in stimulating attention to MI, their 
framework does not specify underlying processes and mechanisms. If we want to 
understand, teach and encourage MI, however, we need an understanding of the 
basic mechanisms involved in moral functioning. 

 To explore MI, we make use of social cognition and self-regulation theory, which 
provide a theoretical basis for understanding individual differences in moral deci-
sion-making and conduct. Social cognitive theory adopts an interactionist view to 
moral phenomena, whereby personal and environmental factors operate interac-
tively in determining behavior (Bandura  1991 ). In addition, it acknowledges that 
human information processing is highly fl exible and can be based on automatic and/
or deliberate processes (e.g., Chaiken and Trope  1999 ; Epstein  1991 ; Sloman  2002 ). 
Self-regulation perspectives provide means of acknowledging that moral conduct is 
motivated and regulated by self-regulatory mechanisms, which are closely inter-
twined with cognitive and affective processes. 

 Although not stated explicitly, Lennick and Kiel’s interest seems to be primarily 
focused on actions, such as whether leaders are able to align their actions with moral 
beliefs. More specifi cally, of interest is whether leaders exhibit integrity, responsi-
bility, compassion and forgiveness. Putting moral values into action is certainly one 
important skill. Yet, research and daily experiences alike suggest that more aspects 
have to be taken into account. Before acting on what is right, agents have fi rst to 
recognize that a moral issue is at stake when it arises, and then to decide which 
course of action may be right (Narvaez  2005 ; Rest  1986 ; Reynolds  2008 ; Treviño 
and Brown  2004 ). Given that moral problems are often complex and involve con-
fl icting values, identifying the best moral option is often far from simple (Treviño 
and Brown  2004 ). Apparently, individuals vary in their attentiveness to moral mat-
ters (Reynolds  2008 ) and in their reasoning and problem solving capacities. Thus, a 
MI framework should account for a more complete set of moral abilities. 

 Several researchers have proposed that individuals are agentic operators (moral 
agents) in their moral life course (e.g., Bandura  1991 ). Moral agency is based on 
multiple abilities, which have an evolutionary basis, but develop with individual and 
cultural experiences (Chambers  2011 ; Narvaez  2010b ; Nichols  2004 ; Prinz  2007b ; 
Rest  1986 ; see also Part II in this volume). A rich and detailed approach of moral 
expertise development has been provided by Narvaez ( 2005 ) that is grounded on 
Rest’s ( 1986 ) multi-stage model of moral decision making. Narvaez suggests that 
moral agents need to develop distinct competences in moral sensitivity (paying 
attention to moral issues and being responsive to other needs), moral judgment 
(being skilled at moral reasoning and selecting which actions are most moral), 
moral motivation (prioritizing moral values and goals over other goals) and moral 
action (implementing behavior). A critical part of our model, which is clearly 
related to the framework set forth by Narvaez, is the idea that moral commitment is 
the central competence. It is governed by an appraisal of moral standards and values 
and affects all other stages. 
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 In addition, our approach highlights the importance of agents referring to some 
(pre-established or newly constructed) moral standards, based upon which events or 
options can be evaluated and behavior regulated (Carver and Scheier  1990 ; Lennick 
and Kiel  2005 ). Such comparison processes between current states (“what is”) and 
desired states (“what should be”) are built in psychological mechanisms and involved 
in each of the proposed competences. Along with Lennick and Kiel, we will call this 
moral reference system the moral compass. We view the moral compass as an impor-
tant element of MI—not in the sense that a  specifi c  set of norms and values is required 
to be morally intelligent, but in the sense that a moral agent needs to have  some  moral 
standards available and accessible. Overall, building on previous work and our own 
perspectives, our MI framework will consist of the following fi ve competences.

    1.     Moral Compass:  The reference system containing one’s (either existing or newly 
formulated) moral standards, values or convictions which provide the basis for 
moral evaluation and regulation.   

   2.     Moral Commitment:  The willingness and ability to prioritize and strive for moral goals.   
   3.     Moral Sensitivity:  The ability to recognize and identify a moral issue.   
   4.     Moral Problem Solving:  The ability to develop and determine a morally satisfac-

tory course of action that resolves confl icting tendencies.   
   5.     Moral Resoluteness:  The ability to build up moral behaviors by acting consis-

tently and courageously upon moral standards, despite barriers.    

  Our main goal is to set forth essential moral competences. We refrain,  however, 
from taking a position on which specifi c moral norms, values, judgments and actions 
are normatively right or wrong in a defi ned context. For the following considerations, 
we defi ne “morality” very broadly as a set of norms, principles, values, and virtues 
that are governed by an orientation towards the good. As such, they refl ect concerns 
for oneself and for other entities (persons, animals, environment) and are embedded in 
a justifi cation structure. We are aware that understanding one’s moral decision-mak-
ing and behavior requires an analysis of the agent’s lay understanding of morality and 
on what he or she considers as right or wrong. Yet, we do not mean to suggest that 
grounding moral intelligence in moral psychology makes  normative refl ection redun-
dant. On the contrary, moral agents can and do use refl ective, deliberate analysis for 
justifying which moral standards and judgments can reach normative authority (   Kennett 
and Fine 2009). Deliberative reasoning is one element that is involved in constructing 
the moral compass of an agent, but not the only one.  

7.2     Basic Mechanisms of Moral Functioning 

7.2.1      Multi-stage Model of Moral Decision Making 

 Contemporary models of moral decision-making refl ect Rest’s ( 1986 ) multi-stage 
model, whereby individuals move through a series of four interrelated steps: recog-
nition of the moral issue (moral awareness), making a judgment (moral judgment), 
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establishing an intention to act (moral motivation), and fi nally engaging in behavior 
(moral action). Moral motivation—described as refl ecting a person’s degree of 
commitment to take out a moral course of action—has been shown to mediate 
between moral choice and action (Blasi  1980 ; Hardy and Carlo  2005 ) after research 
has found only disappointing correspondence between moral judgment and 
behavior. 

 This view, however, has two essential limitations. First, the extent that moral 
motivation is equated with setting up an intention to act, which is usually grounded 
on thoughtful reasoning, this perspective does not address the possibility of moral-
ity being based on intuitive judgments and routinized responses (Haidt  2001 ). As 
Blasi posited, moral desires can sometimes be so strong that moral actions follow 
from a “kind of spontaneous necessity” (Blasi  2005 : 85). That is, the distinction 
between both judgment and motivation or motivation and behavior is often blurred. 
Second, positioning moral motivation only between choice and behavior, neglects 
the possible impetus of motivation on the other stages. Yet, moral desire may not 
only serve as a driving force for moral action, but is also likely to affect (consciously 
or non- consciously) moral perception and moral choice. More precisely, we expect 
individuals with a strong moral motivation also to be more attentive to moral topics 
(an aspect which refers to moral perception), to be more likely to engage in refl ec-
tion and to prioritize moral values when faced with confl icts (aspects which refer to 
moral decision-making), or to act persistently and courageous (aspects which refer 
to moral action). 

 We therefore advocate a model of moral functioning that differs from previous 
accounts by suggesting that moral motivation is an overarching component (see 
Fig.  7.1 ). By moral motivation, we generally mean the desire to bring current 
state of affairs into line with some valued moral standpoints. This view, with 
motivation linked to all three other components, acknowledges a) that attempts 
to meet moral goals do apply to overt behavior, moral perception and judgment 
alike, and b) that the related processes in each step can be both controlled or 
automatic. Because motivation works through its use of norms or values, it is 
also closely tied to the moral reference system (moral compass) which serves to 
direct our responses. 1 

1   This construction is somewhat related to the philosophical discussion with respect to moral exter-
nalism and internalism (Brink  1997 ; Simpson  1999 )—i.e. the question whether a specifi c judg-
ment, in order to be called a “moral judgment”, motivates the corresponding action  necessarily  or 
only  contingently . In our model (Fig. 7.1), motivation mediates between the content (of the moral 
compass) and the three stages that turn a specifi ed moral stimulus into a moral behavior. This 
demonstrates a close connection between a moral term and its motivational force,  whenever  the 
term may play a role in moral behavior. Our model is neutral towards the conceptual question with 
respect to internalism and externalism in moral philosophy, but it  assigns motivation a distin-
guished role compared to the other components. 
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7.2.2        Basic Mechanisms 

 Our theoretical model is grounded in self-regulation and social cognition theory 
which provides a basis for understanding individual differences in MI (Bandura 
 1991 ; Reynolds  2008 ). We briefl y sketch the elementary concepts and mechanisms 
(see also Fig.  7.1 ). 

  Self-regulation:  A premise of our framework is that self-regulation is an important 
feature of moral agency (Bandura  1991 ; Baumeister  1998 ; Carver and Scheier 
 1981 ). Self-regulation is a highly adaptive process by which people control their 
attention, thoughts, feelings, impulses and performance so as to live up to social and 
moral standards in concert with situational factors (Baumeister et al.  2006 ). 

 Classic models consider self-regulation usually as a conscious and controlled 
process, whereby people typically monitor themselves and the environmental cir-
cumstances through a feedback loop. They compare and judge their actions in rela-
tion to their standards and goals. If they become aware of discrepancies between the 
current and desired end-states, they can then exert conscious self-control to reduce 
the discrepancies (Carver and Scheier  1981 ). In this cybernetic system, emotions do 
also play a crucial role in that positive affect functions to sustain and negative affect 
functions to discourage specifi c goal strivings (Bandura  1991 ; Carver and Scheier 
 1990 ). Another prominent approach emphasizes the role of self-regulation to resist 
immediate temptations and undesired impulses (such as selfi sh tendencies) 
(Baumeister and Exline  1999 ). Since such forms of conscious self-control require 

Content

Process-Structure

Moral agent

Moral
stimulus

Moral
behavior

Norms,
values, etc.

Basis mechanisms

Self-
regulation

Information-
processing

Affective
mechanisms

Motivation

ActionPerception
Decision
making
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mental resources, a state of mental fatigue or resource depletion can result in 
impaired self-control (Mead et al.  2009 ). 

 Although refl ection and controlled processing play an important role in self- 
regulation, researchers have also started to emphasize that regulation also critically 
depends on non-conscious, automatic processes. It is argued that characteristics of 
the social environment can directly activate schemas and goals which in turn exert 
non-conscious effects on self-regulation (e.g., Fitzsimons and Bargh  2004 ). 
Repeated practice and goal pursuits are also likely to promote automatic self- 
regulation, while decreasing involvement of controlled processes. Fitzsimons and 
Bargh ( 2004 : 152) propose that “due to the apparently quite limited capacity of 
conscious self-regulatory abilities…much of self-regulation has to occur noncon-
sciously to be successful”. Our framework advocated in this chapter sympathizes 
with this view that moral self-regulation operations are governed both by automatic 
and controlled processes. While conscious moral self-regulation occurs through 
willful application of moral standards to moral processing, automatic regulation 
occurs as a result of learned orientations and responses (see also Sekerka and 
Bagozzi  2007 ). 

  Information Processing:  This conception of self-regulation is closely related to 
dual process or dual system models that have been advanced in cognitive and social 
psychology to account for the fact that human information processing is highly 
fl exible (for reviews see: Lapsley and Hill  2008 ; Smith and DeCoster  2000 ). 
Virtually all models assume two systems which work interactively (e.g., Chaiken 
 1980 ; Epstein  1991 ; Petty and Cacioppo  1986 ). The operations of System 1 are usu-
ally described as automatic, intuitive, implicit, fast, effortless, often emotionally 
charged, evolving from associative learning, and working on a preconscious level 
(Bargh  1997 ). This system has been referred to as performing pattern-matching 
and pattern-completion functions (Smith and DeCoster  2000 ; Reynolds  2006 ). The 
operations of System 2, in comparison, are usually described as deliberate, con-
trolled, explicit, slow, effortful, based on propositional thinking, and conscious. It 
enables individuals to monitor the quality of mental operations and overt conduct 
and to engage in refl ection, reasoning and conscious self-control. 

 Though most dual-process models assume that both systems interact, there is a 
rich literature indicating that the prevalence of automatic or controlled processes is 
affected by situational and personal factors (Chaiken  1980 ; Fazio  1990 ). For 
instance, research has shown that expenditure of cognitive effort is more likely 
under conditions of high personal accountability (i.e., conditions were people need 
to justify one’s decisions and actions to others; Lerner and Tetlock  1999 ), or among 
people who enjoy to engage in effortful analytic activity (high in need for cognition; 
Cacioppo et al.  1996 ). Opposingly, in conditions of low accountability, lack of 
motivation for extended refl ection or lack of situational opportunities (such as time 
pressure, high mental workload) individuals are more likely to foster spontaneous 
processing (Fazio  1990 ). Obviously, it is of paramount importance to take into 
account this variability in processing when examining moral functioning in profes-
sional settings and daily life to better understand and support moral functioning. 
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 One important (personal) factor that is proposed to facilitate automatic processing 
has to do with the accessibility of moral concepts. As Kahneman ( 2003 ) asserted, a 
core feature of intuition is that moral concepts pop up very easily and effortlessly. 
In order to explain why some ideas come to mind more easily, while others demand 
work, some authors have adopted the term “accessibility” from memory and social 
cognition research (e.g., Higgins  1996 ). It is proposed that mental representations 
vary in their activation potential, i.e., in terms of how easily they can be activated. 
Once activated, they guide information processing and allow the individual to 
interpret situations through the lens of the activated elements. Particular mental 
representations, such as strong attitudes, deeply held values or principles, beliefs or 
traits which are central to one’s identity or culture, are said to be “chronically acces-
sible” in that they become habitually activated (Higgins  1996 ). Consistent with 
other researchers in the moral domain, we conceive moral standards and values as 
moral schemas that vary in their accessibility (Jordan  2009 ; Lapsley and Narvaez 
 2004 ; Narvaez et al.  2006 ). Hence, chronic accessible moral schemas are consid-
ered to foster automatic moral self-regulation. 

  Affective Mechanisms:  Automatic and deliberate processes go along with emotions 
which also affect self-regulation. Moral theory and research has traditionally focused 
on the conscious and deliberate aspects of moral judgment (e.g., Kohlberg  1969 ). 
Meanwhile, many authors assert that emotions are important cues that provide infor-
mation and motivational resources for judgment and decision making (e.g., Loewenstein 
and Lerner  2003 ), moral regulation (e.g. Bandura  1991 ) and the development of moral 
functioning (Narvaez  2010b ). For example, it has been argued that our emotions refl ect 
an inherent “moral sense” (see the contribution of Prinz (Chap.   6    ) in this volume), or 
that moral judgments are sometimes infl uenced, if not dominated, by “gut feelings”, 
which tell us that something is right or wrong (Monin et al.  2007 ; Wheatley and Haidt 
 2005 ). That is, emotion or affect is seen to play role in the intuition process itself, 
resulting in affect-laden judgments (Epstein  1991 ; Haidt  2001 ). 

 Generally, emotions are expected to disrupt cognitive control and deliberative 
processes when their arousal level is high (Janis and Mann  1977 ; Luce et al.  1997 ). 
However, when emotions are on a moderate level, they serve informational and 
motivational functions. In terms of informational functions, emotions are consid-
ered to impact cognitive processing as they signal where to focus attention (Forgas 
 1995 ) or help to evaluate and select options, as they provide vital information about 
aspects of the current situation or about past experiences with similar situations 
(Damasio  1994 ; Schwarz and Clore  1983 ; Slovic et al.  2002 ). 

 As to the motivational functions, some approaches consider affective self- 
reactions in the form of anticipatory self-satisfaction (e.g., pride) or self-sanctions 
(e.g., guilt) to provide the mechanisms by which standards motivate and regulate 
moral conduct (Bandura  1991 ; Carver and Scheier  1990 ), and by which people’s 
commitment to moral values are reinforced (Tangney et al. 2007). According to 
Hoffman ( 2000 ), emotions transform abstract moral principles and “cool” reasons 
into hot cognitions, thereby energizing moral goals. Frank ( 1988 ) has argued that 
moral emotions (such as guilt, shame) work as “commitment devices” that help indi-
viduals to overcome immediate rewards in order to pursue long-term strategies.   
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  Fig. 7.2    The fi ve building blocks of moral intelligence in relation to the multi-stage model of 
moral functioning       

7.3     The Framework of Moral Intelligence 

 We now turn to the prerequisites of MI. As depicted in Fig.  7.2 , we suggest that 
effective moral regulation depends on having a moral compass and a set of four 
specifi c moral abilities.

7.3.1       The Moral Compass 

 The fi rst prerequisite of MI is to have—as Lennick and Kiel ( 2005 ) posited—a 
“navigation tool” or a “moral compass” for one’s life. The moral compass refers to 
some pre-established or newly formulated moral standards and norms, which direct 
the agent’s reactions. It serves as a reference, based upon which events, options and 
conduct are cognitively and affectively evaluated and regulated (Carver and Scheier 
 1981 ; Baumeister and Exline  1999 ), and it sets the occasion for affective self- 
reactive infl uences (Bandura  1991 ). 

 The content of the moral compass is multifaceted. Moral values, moral convic-
tions, ethical principles, religious beliefs, personal goals, self-related beliefs as well 
as behavioral scripts, etc., form such ingredients. In the following, we will exem-
plify how elements (or a structured set of elements) of the moral compass may 
interact with the abilities that constitute MI. 
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 Formally, we conceive the single elements of the moral compass as moral 
 schemas (Jordan  2009 ; Lapsely and Narvaez  2004 ; Narvaez  2005 ). Since such sche-
mas are acquired by practice and shaped by iterative learning and social and cultural 
factors, the content and structure of the moral compass will vary across agents 
(Aquino and Reed  2002 ; Lapsely and Narvaez  2004 ). For moral schemas to become 
operative as standards of comparison in moral regulation, it is inevitable that they 
are accessible. As mentioned earlier, frequently or recently activated mental struc-
tures (e.g., through repeated practice or priming) are more accessible. Therefore, 
deeply held values and beliefs that are chronically accessible (Higgins  1996 ) are 
very likely to affect subsequent processes. 

 Our model suggests that the moral compass of individuals high in MI differs in 
at least two respects from individuals low in MI. First, they have more complex 
moral schemas. As Narvaez and other scholars posited, moral experts are similar to 
experts in other fi elds (but see the contribution of Musschenga (Chap.   11    ) in this 
volume). They differ from novices in that they have more complex, domain relevant 
and chronically accessible mental structures, which trigger effective responses 
(Dane and Pratt  2007 ; Narvaez  2005 ; Lapsely and Narvaez  2005 ). Second, indi-
viduals are likely to differ in how important moral values are for them, which is 
represented in the structure of the elements that form the moral compass (e.g., in the 
sense that they are more coherent; Thagard  2000 ). High-MI agents are likely to 
have strong internalized moral standards that penetrate their self-understanding. 
Since strong and central moral values represent highly accessible structures, high-MI 
individuals are more likely to make use of moral schemas in guiding responses. 

 Despite the relevance of the moral compass as a navigation tool, standards alone 
do not instigate action. In the following, moral commitment is proposed to represent 
the focal competence that invokes and enhances moral regulation.  

7.3.2     Basic Moral Competences 

  Moral Commitment:  Moral failures are often not the result of lack of knowledge 
about what should be done, but the result of a weak motivation to strive for moral 
goals (Monin et al.  2007 ). This observation justifi es, from a psychological point-
of- view, the specifi cation of motivation as a distinct but overarching component in 
the multi-stage model of moral decision-making, with implications for all other 
components (see Sect.  7.2.1 ). Empirical data and daily observations also suggest 
that agents strongly vary in their adherence to moral goals and their desire to com-
ply with moral standards. In our framework, moral commitment accounts for this 
variability. Narvaez has asserted that experts in moral motivation are capable of 
cultivating moral identity and moral regulation that lead them to prioritize moral 
goals and foster habituated    moral concerns (Lapsley and Narvaez  2005 ; Narvaez 
 2005 ). Similarly, we posit that moral commitment consists of an implicit or explicit 
committing of oneself to moral goals that instigates an enduring striving for moral 
ends. We defi ne moral commitment as the ability to selectively focus on moral goals 
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and strive for desirable ends. This is not always a simple task. As individuals 
proceed from perception to action, effective moral regulation often requires one to 
keep track of internal and external cues, refl ect upon process and outcomes, and 
alter one’s operations (e.g., Bandura  1991 ; Baumeister and Exline  1999 ). Hence, 
moral commitment requires self-monitoring, self-refl ective and self-infl uencing 
capabilities. 

 Moral commitment has a privileged position in our framework (see Fig.  7.2 ). 
Being linked to the moral compass that helps to defi ne which goals and ends may be 
desirable, moral commitment carries with it the urge to comply with those goals, 
which affects moral perception, choice and action. Since morally committed agents 
have a heightened sense of obligation and responsibility, they make morality part of 
their life and self-understanding, which in turn further contributes to the evolvement 
of (chronically accessible) moral schemas (Narvaez  2005 ; Schlenker  2008 ). 

 Strong expressions of moral commitment are, e.g., “protected values” and 
“moral identity”. Protected values refer to non-instrumental values that involve 
strong moral convictions about the impermissibility of trading specifi c values in 
exchange for other good, in particular monetary benefi ts. For example, if people 
consider human life, nature, honor or honesty as protected values, empirical evi-
dence indicates that those people are reluctant to sacrifi ce or to trade off such 
values (Atran et al.  2007 ; Baron and Spranca  1997 ; Skitka et al.  2005 ; Tanner 
 2008 ; Tanner et al.  2009 ; Tetlock et al.  2000 ). Moral identity, on the other hand, 
refl ects the degree to which a set of moral beliefs and values are central to one’s 
self-understanding (Aquino and Reed  2002 ; Blasi  1983 ; Colby and Damon  1992 ; 
Hardy and Carlo  2005 ). 

 Morally committed individuals are endowed with willpower (strength of self- 
control). In moral research, the study of willpower has only recently become more 
prominent. One infl uential model (Baumeister  1998 ) has advanced the idea that 
reality is fi lled with passion and selfi sh temptations (e.g., striving for short-term 
benefi ts instead of long-term collective benefi ts) which render moral behavior less 
likely. For example, a characteristic of many business situations is that people are 
provided with the opportunity to profi t from dishonest acts (e.g., by deceiving or 
cheating on others). Such opportunities may present a confl ict between taking self-
ish gains vs. acting in virtuous ways. Hence, one’s moral strength relies on the abil-
ity to resist selfi sh temptations by exerting conscious self-control. In general, there 
is much evidence of individual differences in such self-control skills (Baumeister 
et al.  2006 ). Baumeister and colleagues also posited that self-control is a resource 
that fl uctuates and can, like a muscle, be depleted (Baumeister and Exline  1999 ). 
Following this metaphor, it was hypothesized that people would be more likely to 
behave dishonestly when their self-control resources were depleted. Indeed, empiri-
cal studies have demonstrated that people were more likely to cheat under condi-
tions of mental fatigue (Mead et al.  2009 ). 

 This approach of selfi sh temptations typically focuses on controlled exertion of 
willpower that is required to resist such temptations enabling a delay of reward. 
Such a view, however, tends to neglect the possibility of automatic regulatory pro-
cesses and the possibility that not all individuals are tempted when faced with the 
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opportunity to profi t from unethical behavior. Specifi cally, from morally highly 
committed individuals we would expect that their moral self-regulation is more 
automatized. Since they have strong internalized moral values, they are less tempted 
by opportunities for unethical gains. They therefore do not have to rely on conscious 
and active self-control. Consistent with this assumption, very recent studies refer-
ring to (dis)honest behaviors have revealed that people who routinely behave hon-
estly, who endorse honesty as a protected value, or who consider morality central 
for their self-concept are less tempted and less likely to engage in controlled activi-
ties (Gino et al.  2011 ; Greene and Paxton  2009 ; Gibson et al.  2013 ). We generally 
believe that highly committed individuals, as long as the tasks are not demanding, 
will accomplish much of their moral self-regulation by automatic processes, since 
they can rely on highly accessible moral schemas and habits that maintain moral 
conduct. However, due to their heightened commitment to moral goals, they 
should also be more willing to mobilize willpower when faced with highly 
demanding tasks. 

 In sum, moral commitment is pivotal for the strength of moral regulation. We 
expect high-MI individuals to have a strong and enduring desire to strive for moral 
ends that leads them to engage in automatic or controlled self-regulatory processes 
(depending on task demands). Due to their strong moral motivation, they are more 
likely to monitor internal and external states in terms of how they meet moral 
standards, to refl ect on the process and outcome, and to sanction their misconduct 
(by feeling shame or guilt). 

  Moral Sensitivity:  Moral sensitivity refers to the key issue that individuals must 
fi rst recognize that they may be facing a moral problem. If no moral issue is per-
ceived, no moral judgment or decision-making process occurs (Clarkeburn  2002 ; 
Rest  1986 ; Sparks and Hunt  1998 ). Yet, moral aspects are rarely immediately obvi-
ous in daily life. Individuals are confronted with situations of great variety and 
complexity, making it necessary for people to attend to some stimuli while ignoring 
others (Fiske and Taylor  1991 ). While some individuals are endowed with an intui-
tive sense of concern for others, fairness or apprehension of what is right or wrong 
and rapidly detect that a moral standard, norm or code may be violated in a situa-
tion, others are “morally blind” (Pedersen  2009 ). Therefore, moral sensitivity refers 
to the ability to recognize and conceive of moral features when they arise in prac-
tice. This includes envisaging whether a given set of actions can harm or help other 
parties or, more generally, violate internalized moral standards or codes that govern 
professional conduct. It also entails the capacity to understand a situation from a 
number of different perspectives. As such, moral sensitivity involves empathy and 
perspective-taking skills (Narvaez  2005 ,  2010a ). 

 A dual process conceptualization of moral sensitivity suggests that it includes 
automatic and controlled processes. As an inherently perceptional process, it 
involves non-conscious matching of patterns according to which individuals auto-
matically compare their observations with their standards (e.g., Reynolds  2006 ). 
The outcome of such a comparison may be rapidly arising intuitions that the 
perceived situation or the behavior of another person is “wrong” in the moral sense 
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(e.g., other people might be harmed, human rights might be violated). Such reactions 
can be associated with more or less strong emotions which serve as additional 
signals that moral issues are at stake. For example, outrage or anger illuminates 
moral infractions of others, guilt or shame accompanies one’s own wrongdoing. An 
individual, however, may also intentionally search and refl ect on the potentially 
moral implications of an event. 

 Researchers have only recently begun to study the phenomenon of moral sensitiv-
ity (also referred to as moral awareness or ethical sensitivity). Jones ( 1991 ) pointed 
out that specifi c characteristics of the issue under consideration (such as the magni-
tude of the consequences, the immediacy or proximity of the moral issue) can attract 
attention and therefore affect moral sensitivity. Other research suggests that individu-
als largely differ in their ability to identify the moral implications of a given situation. 
In a recent study, Jordan ( 2009 ) compared business managers with academics. She 
argued that business managers have business schemas rather than moral schemas 
more dominant, because they have more experience with strategy- and industry-
related problems (such as maintaining fi nancial profi tability) than with moral-related 
problems (such as protecting the interests of stakeholders, employees). Because sche-
mas guide information processing and attention, it was expected that individuals with 
a dominant (i.e., chronic accessible) moral scheme would direct more attention to 
moral issues than an individual with other dominant schemas. In line with this, 
Jordan found that business managers were (compared to academics) less likely to detect 
moral-related issues than business-related issues in morally ambiguous vignettes. 

 There is also evidence that people holding or not holding protected values are 
attentive to different aspects. Some authors have claimed that people endorsing pro-
tected values are often prone to deontological thinking as opposed to consequential-
ism (Baron and Spranca  1997 ; Tanner and Medin  2004 ). That is, the focus is more 
on the inherent rightness and wrongness of actions themselves rather than on the 
magnitude of the consequences associated with the actions. One implication of a 
deontological focus is that it should make a difference whether outcomes derive 
from an act or an omission, whereas from a consequentialist perspective, this differ-
ence should be irrelevant. Consistent with this, Tanner and colleagues (Tanner  2009 ; 
Tanner and Medin  2004 ; Tanner et al.  2008 ) found that people endorsing protected 
values and a deontological orientation paid more attention to the distinction between 
acts and omissions, while for individuals not endorsing protected values and with a 
predominantly consequentialist focus it did not matter whether the consequences 
were an outcome of an act or omission. 

 Overall, these investigations demonstrate individual differences in the capability 
to identify moral issues, thereby individuals with dominant moral schemas (which 
should be especially the case for agents with strong moral commitments) show 
higher levels of moral alertness. From agents high in MI, we expect that they are 
more likely to detect moral aspects and that they are also quick and accurate in 
“reading” a moral situation. This follows from the idea that these individuals have 
highly accessible moral schemas, which in turn support automatic and fast detection 
of moral components. Yet, complex situations sometimes require deliberate pro-
cessing. Because moral problems become only apparent to those who are interested 
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in them, we would furthermore expect that individuals high in MI be generally more 
motivated to detect the moral implications of an event which can involve both auto-
matic and deliberate processes. Finally, as noted earlier, the capabilities of taking 
another’s perspective as well as empathy are other elements that are seen to help in 
envisaging potential harm to other parties and thus support moral sensitivity 
(Narvaez  2005 ,  2010a ). Agents high in MI should be more endowed with such skills 
than individuals low in MI. 

  Moral Problem Solving:  Once a moral problem and the involved key parties have 
been identifi ed, the next challenge consists of fi nding viable ways of coping with it. 
Moral decision-making is about fi nding out “what ought to be done”, while dealing 
with competing pressures and generating and evaluating different options with 
moral and other (e.g., economic) consequences. Such problems can be emotionally 
distressing as they put fundamental issues at risk and involve trade-offs between 
confl icting values with unwanted or threatening consequences (e.g., other people 
may be harmed) (Hanselmann and Tanner  2008 ; Luce et al.  1997 ). Furthermore, 
moral problems are often complex and ill-defi ned, leaving the decision- maker 
uncertain about the range of alternatives and their short- and long- term conse-
quences. Since such situations do hardly offer obvious solutions about which course 
of action is most ethical, a substantial part of the problem solving process consists 
of constructing options which are then evaluated. 

 Because many decisions are complex and ill-defi ned and individuals face limita-
tions in cognitive capacity and time, researchers generally assert that decision- makers 
are not fully rational. Instead of considering all alternatives and consequences to iden-
tify the objectively “best possible” course of action, decision-makers cope with lim-
ited information by searching for options that are “good enough”. That is, people can 
rarely “maximize”, they have to “satisfi ce” (Gigerenzer  2010 ; Simon  1955 ). Consistent 
with this, our conception of MI posits that the goal is to create the solution that at best 
meets moral standards, while reconciling confl icting value systems. Such a search for 
morally viable solutions requires taking the various objections and divergent values 
into account without losing the moral direction. We defi ne moral problem solving as 
the ability to generate morally satisfactory and reconciliary solutions. 

 Yet, the decisions that a person makes are shaped by their moral standards, exter-
nal demands and his or her conscience. This process entails specifi c steps, such as 
(1) value clarifi cation, (2) generating and evaluating different courses of actions, 
and (3) resolution. As noted earlier, decision-making does not only involve explicit 
reasoning but also current or anticipated emotions (e.g., regret, guilt, shame) that are 
used as inputs in the decision process (Haidt  2001 ; Loewenstein and Lerner  2003 ; 
Schwarz and Clore  1983 ). In addition, since agents may be required to generate or 
construct new options, effective moral problem solving also entails the capacity of 
creative imagination skills. We agree with Keeney ( 1992 ) that clarifying the values 
at the beginning rather than in subsequent steps of the choice process can help to 
promote creativity. He demonstrated that focusing early and deeply on the values, 
encourages people to search for new alternatives, which, in turn, may lead to more 
desirable outcomes. In a similar vein, we propose that individuals with an implicit 
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or explicit focus on moral values (moral commitment) search more extensively for 
integrative and morally acceptable solutions. 

 As with the other competences, moral problem solving can be deliberately or 
automatically directed. As noted above, while traditional paradigms have largely 
emphasized cognitive reasoning models (e.g., Kohlberg  1969 ; Piaget  1932 /1965), 
recent research has started to recognize the importance of automatic processes 
which refl ect implicit associations between concepts and normative and affective 
valences (Haidt  2001 ; Reynolds  2006 ). Whether decision-making involves more 
spontaneous or more deliberate processes is a function of various conditions. For 
example, empirical evidence suggests that intuitive processes take precedence over 
deliberate thinking under situational conditions of high time pressure, high mental 
workload or high levels of uncertainty (Fazio  1990 ). 

 No fi nal conclusion can be made about the question of whether people should 
better rely on intuitions or deliberations when making decisions. However, a grow-
ing body of research suggests that intuitive processing is sometimes superior to 
analytical processing. Gigerenzer and colleagues, for example, have shown that 
with regard to measurable criteria (e.g., decision accuracy, success at stock market) 
simple, fast and frugal heuristics can perform as well or even better than rational 
decision-making models (Gigerenzer et al.  1999 ). Recent studies have demonstrated 
that under certain circumstances, choices based on unconscious processes outper-
form conscious decision-making (Dijksterhuis et al.  2006 ). Others suggest that 
intuitive judgments result in more accurate decisions when they are based on knowl-
edge that refl ects prior experiences with the same or similar tasks and match the 
demands of the given decision task (Plessner and Czenna  2008 ). 

 Of course, to the extent that the task forces automatic responses (e.g., under high 
time pressure conditions), the more important it is that people have—as some 
researchers pointed out—expert-like, well educated intuitions (Lapsley and Narvaez 
 2005 ; Narvaez  2005 ,  2010a ). Experts differ from novices in that they have orga-
nized knowledge and highly automatic and effortless skills. Klein and colleagues 
have extensively studied professional’s strategies (e.g., fi refi ghters, military leaders, 
jurors or airline pilots), when they had to make rapid but tough decisions under 
 diffi cult conditions (for a review see Klein  2008 ). They found that experienced deci-
sion-makers use their background knowledge to rapidly categorize the situation and 
to retrieve the most typical course of action. They evaluate this course of action by 
using mental simulations in order to analyze whether it will work or not. Interestingly, 
Klein and associates also found support for the hypothesis that the fi rst option 
considered by experienced decision-maker is usually the most satisfactory one 
(Klein et al.  1995 ). In a similar vein, we argue that moral problem solving under 
conditions that promote automatic responses requires decision-makers to have 
proper and highly accessible moral structures which entails associations between 
moral standards, declarative knowledge and a repertoire of procedural patterns. 

 Clearly, individuals will vary in the extent to which they have proper moral sche-
mas available and chronically accessible. From individuals high in MI, we generally 
expect that they will behave “more expert-like” and will quickly come up with inte-
grative and morally satisfactory solutions (under conditions that trigger automatic 
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processes) or to engage in creative imagination to develop new options (in particular 
under conditions that better allow refl ection and reasoning). 

  Moral resoluteness:  Once a decision has been made, the next step is to implement 
moral goals into visible action. In their moral intelligence approach that they applied 
to the business context, Lennick and Kiel ( 2005 ) suggested that morally competent 
leaders are those who exhibit integrity (acting consistently with values, keeping 
promises), responsibility (e.g., being accountable for personal choices), compassion 
and forgiveness (e.g., caring about others; letting go of one’s own and others mis-
takes). These may be examples of desirable and virtuous behaviors, yet, the straight 
path to virtue can be often very diffi cult. Acting upon moral standards that are con-
sidered as right can be hard, e.g., when individuals are faced with threats and dan-
gers that are associated with moral behavior or when social norms are not congruent 
with moral actions. Other situational barriers, such as lack of money or time, risks 
of own career survival, social pressures, or the prevalence of unethical norms and 
practices in an organization (i.e., lack of an ethical work climate and culture; Treviño 
et al.  1998 ; Victor and Cullen  1988 ) are factors that may inhibit people from acting 
morally. 

 We propose moral resoluteness to be the competence that enables people to over-
come external obstacles, to face dangers and threats to self, and to have stamina 
when pursuing moral actions. Moral resoluteness refers to the ability to act consis-
tently and persistently upon moral standards, despite pressures. Agents with moral 
resoluteness are expected to stand up for their deeply held moral principles even in 
the face of adversity. They convey moral standards reliably through visible actions 
and consistently across time and situations. Moral resoluteness therefore entails 
resistance, courage, consistency and perseverance (Blasi  2005 ; Sekerka and Bagozzi 
 2007 ; Tanner et al.  2010 ). 

 As with the other components, moral resoluteness can be subject to automatic and 
controlled self-regulation. Moral behavior can be based on routinized, well- learned 
responses triggered in the situation. Because behavior in such situations is performed on 
an automatic level and under less self-control, proper moral reactions heavily depend on 
having the “right” mental schemas entailing strong associations between moral stan-
dards and procedural patterns. However, many other, more demanding and diffi cult situ-
ations require a more controlled, willful application of one’s standard of behavior. 
Furthermore, moral resoluteness may be facilitated by emotional responses. Positive 
emotions in anticipation of performing moral acts, or negative emotions in anticipation 
of moral failures are likely to support moral courage and continued moral engagement 
(Carver and Scheier  1990 ; Sekerka and Bagozzi  2007 ; Tangney et al.  2007 ). 

 Individuals clearly differ in their courage and persistence to act upon their moral 
standards, even when it is costly. Milgram’s famous experiments ( 1963 ) on the role 
of obedience to authority are examples of how easy it is to make people harm others. 
These studies demonstrated that many people were willing to give electric shocks to 
another person, simply because a scientifi c authority commanded them to do so. 
Nevertheless, there were also a few people who resisted the authority. Again, we 
deem moral commitment as an additional factor that functions to promote moral 
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resoluteness. Strong moral commitments have been found to be negatively  correlated 
with corruption in business (Fine  2010 ), negatively with (self-reported) antisocial 
behaviors (such as lying, stealing or cheating), but positively with (self-reported) 
prosocial behaviors (such as helping or volunteering) (Schlenker  2008 ). 

 Strong moral convictions and moral identity which refl ect strong moral commit-
ments seem to also serve to promote application of moral standards into behavior. 
Gibson, Tanner and Wagner, for instance, have examined the role of individual’s 
conviction that honesty is a value that is “not for sale” and therefore ought to be 
“protected” from trade-offs against monetary benefi ts. In experiments simulating 
realistic business settings, people were provided with the opportunity to gain (real) 
money by misleading others. The results confi rmed that people with higher levels of 
protected values for honesty were more likely to sacrifi ce money to maintain hon-
esty, some of them even displayed absolute resistance to trade off honesty for money 
(Gibson et al.  2013 ). Other empirical studies suggest that people with high levels of 
moral identity are more likely to engage in moral behavior (Hardy and Carlo  2005 ). 
Having a strong moral identity was also found to weaken the effect of moral disen-
gagement (Aquino et al.  2007 )—a common dissonance-reducing rationalization 
mechanism that allows people to shield themselves from moral self-condemnations 
when acting immorally (Bandura et al.  2001 ). 

 Consequently, we expect individuals high in MI to demonstrate moral resolute-
ness. This manifests in more consistency between words and deeds and more per-
sistence and courage to overcome barriers. High-MI individuals are expected to be 
more effi cacious and engaged in automatic or controlled self-regulation to act upon 
moral standards and principles.   

7.4     Enhancing Moral Intelligence 

 We close this chapter with brief remarks about the practical value of the advocated 
model and the question of how to enhance MI. Our goal was to suggest a model that 
depicts the main elements and features of moral intelligence. In doing so, we con-
sidered having a moral compass (beliefs about what is the right thing do to) and a 
set of four main competences (moral commitment, moral sensibility, moral problem 
solving and moral resoluteness) as requirements of moral intelligence. Individuals 
are likely to vary with respect to each of those skills. Some may have excellent 
moral sensitivity, but may be poor in moral resoluteness. Some may have low moral 
commitment, but in the few situations where they indeed care about morality, they 
perform well in all three remaining competences. One of our next goals is to build 
upon this model to develop valid measurements of those competences that help to 
detect one’s own moral strengths and weaknesses. In this vein, we hope that our 
framework can serve as an important platform for researchers and practitioners 
alike, for future research, intervention and education. 

 In line with a long tradition within moral philosophy and moral psychology, 
moral competences are acquired and enhanced by moral practice. Learning is 

7 Moral Intelligence – A Framework for Understanding Moral Competences



136

conceptualized as a reiterative cycle between moral competence and moral action 
(Narvaez  2010a ; Pederson  2009 ). We note that moral performance is not just infl u-
enced by personal factors, but also by cultural and contextual factors (such as ethi-
cal climate, law or political structures, incentives, etc.). Early experiences establish 
trajectories for intuitions and reasoning but are then shaped by culture, education 
and experience (Narvaez  2010a ). Therefore, promoting moral intelligence implies 
the creation of structures that allow people to cultivate and practice skills (Hogarth 
 2001 ). Narvaez and colleagues (e.g., Narvaez et al.  2006 ) describe the develop-
ment of a moral personality as a construction of moral schemas. Applying a novice-
to- expert approach, the education toward moral expertise is seen as a process of 
evolving moral schemas that is based on extensive practice and learning. Practice 
and repeated experience foster the development of percepts and concepts that 
become chronically accessible (Narvaez et al.  2006 ). In this vein, we see MI devel-
oping with practice and experience that continuously shapes the agent’s mental 
structures. As with other capacities, moral competence is developed through explicit 
and implicit learning (i.e., conscious and non-conscious forms of knowledge acqui-
sition), vicarious learning (i.e., learning by observing the behavior of others and its 
consequences), refl ection and conscious self-regulation by which individuals insti-
gate behavioral changes (Bandura  1965 ; Dane and Pratt  2007 ; Hogarth  2001 ; 
Pedersen  2009 ). 

 In conclusion, this contribution was designed to highlight main features and pro-
cesses involved in moral functioning, and to discover the main abilities of Moral 
Intelligence. Certainly, more work is needed to further develop the framework, to 
defi ne what the normatively proper standards, values and reactions should be, to 
develop useful and valid assessments of Moral Intelligence, or to ascertain how 
environment, education and training should be designed to facilitate and cultivate 
the development of Moral Intelligence.                                                                                                                
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8.1            Introduction 

 A “neuroscience of ethics” focuses on the question of what can be learned about 
morality or moral standards (standards that an individual or a group has about what 
is right and wrong or good and evil) through a growing understanding of how the 
human brain works. 

 Empirical research in the fi eld of morality comprises two main questions: How 
people generally distinguish “right” from “wrong,” and how people behave in a 
morally appropriate way, for instance, resisting the temptation to do wrong. Both 
questions, as well as the question regarding an interrelation of moral judgment and 
behavior, have been of recurring interest in many disciplines including philosophy, 
arts, religion, or law studies. In the fi eld of psychology (the science aiming to under-
stand and predict human behavior), in particular, a variety of theories and models 
have been developed to explain moral judgment. Interestingly, in most psychologi-
cal approaches moral judgment is regarded as a precondition for moral behavior and 
defi ned as the evaluation of one’s own or someone else’s behavior with respect to 
social norms and values considered to be virtuous by a culture or subculture, such 
as not stealing or being an honest citizen (defi nition adapted from Haidt  2001 : 817). 

 In recent years, advances in cognitive neuroscience have provided new tech-
nologies, such as functional magnetic resonance imaging (fMRI), that make it possi-
ble to investigate the neural substrates of moral judgment and behavior (to “localize 
the moral brain”). Since the advent of these methods, the question of how and where 
morality is located in the human brain has triggered much research. Research 
studies question which cognitive processes are involved, to what extent these pro-
cesses are open to conscious deliberation, and whether human moral behavior is a 
product of education or a result of an innate mechanism activated during childhood. 

    Chapter 8   
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In particular, the question of whether moral judgments are caused by emotional or 
cognitive processes and whether emotional responses make moral judgments better 
or worse has caused much controversy and debate. 

 In the following chapter, we will, fi rst, give a brief overview of traditional and 
recent psychological models of moral judgment and behavior (Sect.  8.2 ). Second, we 
will introduce the neuroscientifi c approach and the methods applied to the study of 
the “moral brain,” including the examination of brain damaged patients, neuroimag-
ing, and neurostimulation (Sect.  8.3 ). Then, we will present main lines of research 
and give a critical overview of some studies aiming to disentangle domain- specifi c 
and -general processes involved in moral judgment and behavior and, fi nally, present 
our own empirical fi ndings based on a neuroimaging study investigating the infl u-
ence of individual differences in moral judgment competence (according to the Dual 
Aspect Theory by Georg Lind; Sect.  8.4 ).  

8.2      Psychological Models on Moral Judgment and Behavior 

8.2.1     Moral Reasoning Investigated from 
a Cognitive- Developmental Perspective 

 Psychological research on morality has long been dominated by a cognitive- 
developmental approach, investigating the maturation of moral reasoning and its 
underlying moral orientations and principles as a precondition for moral behavior 
( Piaget 1965 ; Kohlberg  1969 ). 

 To investigate the maturation of moral reasoning, Lawrence Kohlberg presented 
children and adolescent participants with moral dilemmas and asked them to argue 
why it could be justifi ed to choose a certain action. In one of his best known dilem-
mas (“Heinz dilemma”), for instance, a man named Heinz has to decide if he should 
break into a drugstore to steal a medicine that would save the life of his dying wife. 
Based on how children and adolescents argued, Kohlberg established his much cited 
six-stage model (three levels including two stages at each level) of cognitive devel-
opment of moral reasoning. This model proposes that humans progress through six 
stages as their cognitive abilities mature. During this development, people acquire a 
more sophisticated understanding of social relationships and, in particular, come to 
see situations not only from their own perspective but also from the perspectives of 
all other people involved in the confl ict. 

 According to Kohlberg, at the pre-conventional level, young children think a 
behavior is right when an authority says it is. Doing the right thing means obeying 
an authority and avoiding punishment (stage 1 = obedience and punishment orien-
tation). At stage 2 (= self-interest and exchange orientation), children see that 
there can be different sides to an issue and each person is free to pursue his or her 
own interests. Additionally, children understand that it is often useful to do some-
one else a favor. Later, at the conventional level, young people think of themselves 
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as members of their society with its values, norms, and expectations. At stage 3 
(= interpersonal accord and conformity orientation), they aim to be a “good boy 
or girl,” which basically means being helpful to other people who are close to 
them. At stage 4 (= authority and social order maintaining orientation), the con-
cern shifts toward obeying the laws to maintain society as a whole. At the post-
conventional level, people start to think about the principles and values that 
constitute a good society. At stage 5 (= social contract orientation), laws are 
regarded as social contracts rather than rigid dictums. Those laws that do not pro-
mote the general welfare should be changed when necessary to meet the greatest 
good for the largest number of people (e.g., by democratic majority decisions). 
Finally at stage 6 (= universal ethical principles), moral reasoning is thought to be 
based on abstract reasoning using universal ethical principles of justice and of the 
reciprocity and equality of human rights with respect for the dignity of human 
beings as individuals (Kohlberg  1969 ). 

 For our purposes, in order to explore which processes are involved in moral 
judgment and behavior, the relevance of the cognitive-developmental theory could 
be seen as the idea that morality does not only rely on the acquisition of social 
norms and values held to be virtuous in a community (i.e., the acquisition of social 
knowledge), but also on the way individuals understand and think about social situ-
ations. Following Kohlberg, how people think about social situations qualitatively 
changes as result of an active interaction of the individual with his or her social 
environment. 

 It is also noteworthy that Kohlberg defi ned morality from his developmental per-
spective in terms of an ability, as “the capacity to make decisions and judgments 
which are moral” (i.e., based on internal moral principles and to act in accordance 
with such judgments; Kohlberg  1964 : 425). Based on this notion of morality as an 
ability, Georg Lind in a current theoretical approach (Dual Aspect Theory) defi nes 
morality as consisting of two inseparable, yet distinguishable aspects: (a) a person’s 
moral orientations and principles and (b) a person’s competence to act accordingly. 
Following the Dual Aspect Theory, moral judgment competence is the ability to 
apply moral orientations and principles in a consistent and differentiated manner in 
varying social situations. Thus, social norms and values (represented in the Dual 
Aspect Theory as affect-laden moral orientations and principles) are linked with 
everyday behavior and decision making by means of “moral judgment competence.” 
Moral judgment competence represents a cognitive component, regarded as an 
important condition for living together in a democracy. Moral judgment compe-
tence can be trained by interventions such as the Konstanz Method of Dilemma 
Discussion (KMDD), developed by Lind to improve pro-social behavior, learning 
and decision-making skills, affect regulation, and the prevention of antisocial 
behavior (Lind  2008 ). 

 Although the cognitive-developmental theory has strongly infl uenced the dis-
course about morality and the subsequent research on moral education, there is also 
some criticism. It has been criticized, for instance, that Kohlberg investigated only 
post-hoc justifi cations for moral judgments that already had occurred, rather than 
actual reasoning processes leading to moral judgments (see Sect.  8.2.2 ; Haidt  2001 ). 
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Moreover, the assumption of a universal and invariant sequence of developmental 
stages has been doubted (Snarey  1985 ). Another point of criticism is that Kohlberg’s 
theory emphasizes justice to the exclusion of other values. Carol Gilligan, in par-
ticular, argues that Kohlberg’s theory is mainly based on empirical research in male 
participants and thus does not adequately describe the concerns of women. 
Therefore, she developed an alternative theory of moral reasoning that is not based 
on justice but on the ethics of caring (Gilligan  1977 ; Gilligan and Attanucci  1988 ; 
for recent neuroscientifi c studies investigating differences between justice and care 
ethics, see Robertson et al.  2007 ; Cáceda et al.  2011 ).  

8.2.2      The Role of Emotion and Intuition in Moral 
Judgment and Behavior 

 More recent theories and models question the importance of rational reasoning 
 processes for morality and emphasize the impact of intuitive feelings and automatic 
emotional responses. 

 James Blair ( 1995 ), for instance, suggested that humans (similar to other animals) 
possess a mechanism which, when activated by the communication of distress, such 
as sad facial expressions or tears, mediates the suppression of aggression (a so-
called violence inhibition mechanism, VIM). He claimed that the VIM is a precon-
dition for the development of (1) moral emotions such as sympathy, guilt, and 
remorse, (2) non-violent behavior, and (3) the moral/conventional distinction during 
childhood. This latter distinction between moral and conventional transgressions 
found in the judgments of children and adults marks the ability to differentiate cases 
where harm is caused to a person (= moral transgressions) from cases where only 
socio-conventional norms are violated (= conventional transgressions) without nec-
essarily causing harm (e.g., spitting in a glass of wine at a dinner party; see also 
Turiel  1983 ; Nichols  2002 ). Specifi cally, Blair proposes that a lack of the VIM 
would explain the core symptoms of psychopathy and his empirical study could 
demonstrate that psychopaths—which according to the diagnostic criteria show an 
early onset of extremely aggressive and violent behavior and a lack of moral emo-
tions like sympathy, guilt, and remorse—also fail to differentiate between moral and 
conventional transgressions in contrast to healthy controls (Blair  1995 ). 

 The social intuitionist model by Jonathan Haidt ( 2001 ) is another theory suggest-
ing that fast and automatic intuitions like gut feelings or aesthetic judgments are the 
primary source of moral judgments, whereas rational arguments as obtained in 
Kohlberg’s interviews are only used to construct post hoc justifi cations for judg-
ments that have already occurred. “Moral intuition” is defi ned as the sudden appear-
ance of a moral judgment in consciousness including a strong affective valence 
(good vs. bad, like vs. dislike). This would mean that reasoning is less relevant to 
moral judgment and behavior than Kohlberg’s theory suggests and implies that peo-
ple often make judgments without weighing concerns such as fairness, law, human 
rights, or abstract ethical values. Haidt illustrates the alleged minor role of rational 
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reasoning in moral judgment provocatively as the “rational tail of the emotional 
dog” and provides some striking examples of “moral dumbfounding” in which par-
ticipants were unable to generate adequate reasons for an intuitively given moral 
judgment. When presented with the case of consensual sex between adult siblings, 
for instance, almost everyone reports a strong emotional response and a feeling that 
it is wrong, even though he or she cannot articulate reasons for this opinion. Further 
highlighting the role of emotion, Haidt ( 2003 ) suggests some useful distinctions, 
sorting moral emotions (i.e., emotions in response to moral violations that motivate 
moral judgments and behavior) into other-condemning emotions (contempt, anger, 
and disgust), self-conscious emotions (shame, embarrassment, and guilt), the 
other- suffering family (sympathy and compassion), and the other-praising family 
(gratitude, awe, and elevation). 

 Similarly, the universal moral grammar theory proposes that the human mind is 
endowed with an innate moral grammar consisting of a domain-specifi c, complex 
set of rules, concepts, and principles that guide human social behavior in a com-
munity (by using concepts and models analogous to those used in the study of lan-
guage; e.g., Hauser  2006b ; Mikhail  2007 ). There is evidence, in fact, that people 
consistently judge harm caused by action as morally worse than the same harm 
caused by omission (action principle). Harm intended as means to an end is also 
judged as morally worse than the same harm foreseen as a side effect of reaching a 
goal (intention principle). Using physical contact to cause harm to a victim, more-
over, is judged as morally worse than causing equivalent harm to a victim without 
using physical contact (contact principle). 

 Although there seems to be much evidence supporting the role of moral intu-
itions and principles in moral judgment and behavior (e.g., Haidt et al.  1993 ), other 
researchers qualify the strong assertions of the social intuitionist model and the 
universal grammar theory by pointing out that immediate intuitions and moral prin-
ciples can also be informed and shaped by conscious reasoning (e.g., Pizarro and 
Bloom  2003 ; Takezawa et al.  2006 ). At least this is the case when participants have 
enough time to deliberate thoroughly (Suter and Hertwig  2011 ). Some principles, 
however (such as the intention principle with its distinction between intended and 
foreseen consequences) appear to be inaccessible to conscious refl ection (see 
Cushman et al.  2006 ). 

 Incorporating psychological, developmental, and evolutionary perspectives, 
Haidt and Joseph recently proposed the moral foundation theory (MFT, Haidt and 
Joseph  2007 ). The MFT proposes that morality (perceived as a broad concept going 
beyond questions of harm and fairness) is built upon fi ve innate and universally 
available “foundations” that have been selected through human evolution and are 
shaped during a person’s individual development. The fi ve foundations are: harm/
care, fairness/reciprocity, in-group/loyalty, authority/respect, and purity/sanctity. 
Empirical studies aimed at verifying the MFT, for instance, showed that people with 
different cultural and political backgrounds (e.g., liberals vs. conservatives) differ in 
the degree to which they endorse each of the fi ve moral systems (Graham et al. 
 2009 ). Glenn et al. (2009), moreover, found that higher scores in a measure of 
psychopathy predicted lower scores on the harm/care and fairness/reciprocity 
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subscales of a measure of the moral foundations, but showed no relationship with 
authority/respect, and only small correlations with in-group/loyalty and purity/
sanctity. On a measure of “willingness to violate moral standards for money,” psy-
chopathy scores predicted greater willingness to violate moral concerns of any type. 
While the moral foundations approach enjoys a growing popularity (see e.g.,   www.
moralfoundations.org    ), it must be stated that value und validity of this theory have 
already been put into question (see Suhler and Churchland  2011 ). 

 According to all three theoretical approaches highlighting the role of emotion 
(social intuitionist model, moral grammar and moral foundations theory), human 
morality relies at least to some degree on intuitive feelings and mechanisms, which 
are in part thought to be innate. Furthermore, it is stated that humans often have no 
conscious understanding of why they feel what they feel. The love felt toward one’s 
own children and the anger felt toward someone who cheated on us can thus be 
considered as an adaptive mechanism of selective advantage that was shaped over 
the course of evolution (for further evolutionary considerations, see Prehn and 
Heekeren  2009 ).   

8.3      The Neuroscientifi c Approach Investigating Morality 

8.3.1     Lesion Studies Provide First Evidence 
of a Neurobiological Basis of Morality 

 A fi rst hint indicating that morality (i.e., moral judgment and behavior) might have 
a neurobiological basis stems from the classic case of Phineas Gage, a railroad 
worker whose ventromedial prefrontal cortex (VMPFC) was damaged in an acci-
dental explosion (Harlow  1848 ; Damasio et al.  1994 ). After his recovery, he showed 
preserved basic cognitive abilities and social knowledge (as indexed by IQ-tests 
and other measures) but an irresponsible and inappropriate social behavior, 
impaired decision making in everyday life, and a limited ability to experience emo-
tions (a so-called “acquired sociopathy,” Damasio et al.  1994 ). 

 More recent lesion studies report that damage to the prefrontal cortex (specifi cally, 
its ventromedial and orbitofrontal portions) leads to defi cits in moral  emotions, social 
behavior, and decision making (Saver and Damasio  1991 ; Barrash et al.  2000 ; 
Ciaramelli et al.  2007 ; Koenigs and Tranel  2007 ; Koenigs et al.  2007 ; Moretto 
et al.  2010 ;    Thomas et al.  2011 ; Young et al.  2010b ). For instance, it has been dem-
onstrated that patients with lesions in the orbitofrontal cortex (OFC) display a defec-
tive ability with regard to anticipating negative consequences of one’s choices during 
a gambling task, and they also do not experience regret afterwards (Camille et al. 
 2004 ). Notably, the age at which a brain injury occurred has been found to affect the 
degree and nature of the defi cits. Anderson et al. ( 1999 ) showed that lesions in the 
VMPFC and OFC acquired in early childhood not only lead to impaired social and 
moral behavior but also seem to prevent the acquisition of factual knowledge about 
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the accepted standards of moral behavior in general (see also Eslinger and Biddle 
 2000 ). In sum, lesion studies provide evidence that at least some of the processes 
involved in moral judgment and behavior are dissociable (e.g., the distinction 
between acquisition and application of social rules mentioned above or identifying 
specifi c subcomponents such as the ability to anticipate punishment or to experience 
moral emotions). 

 Notably, lesion case studies have contributed signifi cantly to theory evolvement 
in the fi eld of moral cognition. Antonio Damasio, for instance, posited his “somatic 
marker hypothesis” based on his observations of patients with lesions of the VMPFC 
(Damasio et al.  1994 ; Damasio  1996 ). The somatic marker hypothesis suggests that 
emotional responses involving body function changes (labeled as “somatic mark-
ers”), such as an increase in heart rate or skin conductance, become associated over 
time with reward or punishment. After the repeated experience of certain bodily 
changes as response to the outcome of a certain action, such as a bad feeling when 
caught red-handed, the brain areas that monitor these bodily changes begin to 
respond whenever a similar situation with similar behavioral options arises. 
According to this theory, somatic markers are integrated in the VMPFC with other 
knowledge and planning functions and, thus, bias real life decision making in the 
future, especially in very complex situations with a high degree of uncertainty and 
ambiguity.  

8.3.2     Neuroimaging Reveals a Distributed Functional 
Network Involved in Moral Cognition 

 It is important to keep in mind that lesion studies usually rely on a very limited 
number of cases with mostly very large and heterogeneous lesions. They give 
important hints (e.g., about single and double dissociations of cognitive processes) 
but cannot really reveal how the process of behaving appropriately or making moral 
judgments and ethical choices is organized in an intact human brain. In an attempt 
to overcome this limitation, cognitive neuroscientists have taken great advantage of 
the development of neuroimaging methods like functional magnetic resonance 
imaging (fMRI) which enables researchers to measure brain activity of healthy par-
ticipants during a specifi c moral task such as judging a described behavior as being 
good or bad. 

 FMRI was fi rst used in humans in 1991 (Belliveau et al.  1991 ). In its most popu-
lar variant, it measures cerebral changes of local hemoglobin oxygenation in 
response to a certain task (see Logothetis  2008  for a review). The method is based 
on the fact that the execution of a task leads to increased neuronal activity in the 
brain regions preoccupied with its processing. Increased neuronal activity is accom-
panied by a depolarization of neuron membrane potentials. Maintaining and 
 re- establishing these potentials in groups of neurons requires an increased supply of 
energy and oxygen. This, in turn, leads to an increase in blood fl ow and blood vol-
ume in the capillaries of the activated brain tissue (commonly referred to as 
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“neurovascular coupling”) resulting in both an increase of oxygenated hemoglobin, 
which overcompensates the actual supply of oxygen, and a concomitant decrease in 
deoxyhemoglobin concentration in this brain region. The changes of the local blood 
fl ow and blood volume as well as the relative change of deoxyhemoglobin in the 
blood concentration determine the so-called blood-oxygen level dependent signal 
(BOLD- signal) which can be detected due to the paramagnetic properties of 
 deoxyhemoglobin by an MRI scanner with a powerful magnet (typically, 1.5 or 
3.0 T). Although undoubtedly revolutionary for the study of mental phenomena, neu-
roimaging has some specifi cs that should be kept in mind when discussing its results. 

 First of all, it is important to know that during the performance of a task (e.g., 
when making a moral judgment or, in principle, at any time of wakeful activity) 
many if not all parts of the brain are activated to some degree. To identify brain 
regions that are specifi cally related to morality, most researchers are using “subtrac-
tion logic” in their experimental designs. Subtraction logic was pioneered by the 
Dutch physiologist Franciscus Cornelius Donders in reaction time experiments (see 
Donders  1969 , translation of: Die Schnelligkeit psychischer Prozesse, fi rst pub-
lished in 1868, Archiv für Anatomie und Physiologie, 8, 657–681). The concept is 
based on the assumption of “pure insertion,” which means that one cognitive pro-
cess can be added to a pre-existing set of cognitive processes without affecting them 
and asserts that there are no interactions among the different components of a task. 
Although this assumption has not been validated in any physiological sense (Friston 
et al.  1996 ), it is applied in almost all fMRI studies mentioned in this chapter. In one 
of our recent studies (see Sect.  8.4.3 ; Prehn et al.  2008 ), for example, we compared 
neural activity during a moral judgment task with activity during a grammatical 
judgment task. The grammatical judgment task was designed to share almost all 
processes with the moral judgment task except the moral component: During both 
tasks, participants had to read sentences on a screen, to decide whether the actions 
described were “correct” or not (morally or grammatically), and then to respond 
with a button press. The grammatical judgment task, thus, controls for visual input, 
language processing, decision making, and motor output. In other words, colorful 
pictures of brains “lighting up” are actually artifacts of statistical analysis and selec-
tive presentation. They show those brain regions where a statistically signifi cant 
level of increase or decrease in BOLD signal occurred during a task relative to a 
control state. In addition, results are mostly based on some kind of accumulation 
over a sample of only 20–30 subjects. 

 Following from the need to apply subtraction logic, data on the neural correlates 
of mental phenomena can only be as good as the underlying tasks and experimental 
paradigms. Experimental tasks have to be carefully designed so that they specifi -
cally activate the cognitive functions of interest and avoid the presence of other 
“confounding” factors that could possibly serve as an alternative explanation of the 
observed effects. The need to control for confounding factors in an experimental 
design prompts researchers to sometimes strip away real-life contexts and thereby 
undercut the “ecological validity” of a study. 

 FMRI studies investigating moral judgment and behavior have employed very 
different types of tasks and stimuli. As the study of morality has been traditionally 
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based in the domain of philosophy, many investigators have used complex moral 
dilemmas similar to those discussed by contemporary moral philosophers (e.g., 
Greene et al.  2001 ,  2004 ; Young et al.  2007 ; see Sect.  8.4 ). Other types of stimuli 
have been short sentences containing social norm violations (e.g., Heekeren et al. 
 2003 ,  2005 ; Prehn et al.  2008 ) as well as pictures or picture sequences with moral 
content (e.g., Bahnemann et al.  2010 ; Moll et al.  2002b ). Some researchers invented 
innovative paradigms for the study of honest or dishonest “cheating” behavior 
(Greene and Paxton  2009 ), the making of charitable donations (Moll et al.  2006 ), or 
acts of reactive aggression and punishment (Buckholtz et al.  2008 ; Lotze et al. 
 2007 ). To study cooperative, altruistic, or self-interested behavior, economic 
decision- making tasks such as the Ultimatum Game or Reciprocal Trust Game have 
been used, during which two participants interact with each other via a computer 
interface and decide how to divide a given sum of money (Rilling et al.  2002 ; Sanfey 
et al.  2003 ; de Quervain et al.  2004 ; Spitzer et al.  2007 ). To investigate social inter-
action processes in more detail, a very interesting method is hyperscanning, by 
which two or even multiple subjects, each lying in a separate MRI scanner, can 
interact with one another while their brains are simultaneously scanned. Hyper-
scanning permits the study of brain responses that underlie processes during social 
interactions (for examples of scanning two participants to compute “between brain 
correlations,” see Montague et al.  2002 ; Krueger et al.  2007 ). 

 Using these different tasks to investigate the variety of moral phenomena, neuro-
imaging studies have been remarkably consistent in revealing a functional network of 
brain regions involved. This network includes prefrontal brain regions, such as the 
ventromedial prefrontal cortex (VMPFC), the orbitofrontal cortex (OFC), and the dor-
solateral prefrontal cortex (DLPFC), the temporal poles, the amygdala, the posterior 
cingulate cortex (PCC), the posterior superior temporal sulcus (pSTS), as well as the 
temporo-parietal junction (TPJ; for reviews, see Greene and Haidt  2002 ; Moll et al. 
 2003 ,  2005b ,  2008a ; Casebeer  2003 ;    Lieberman 2007; Young and Dungan  2011 ). 

 The relative activation of a particular brain region during one experimental con-
dition compared with another, however, does not tell us that much by itself. This 
information is only “spots on brains” until it is related to a hypothesis and to the 
developing picture of cognitive localization and integration in the brain. Complex 
tasks, such as judging whether a presented behavior is wrong in regard to moral 
conventions, comprise numerous cognitive and affective processes even when com-
pared with a perfectly designed control task. These processes are represented by a 
distributed network of brain regions. Therefore, we cannot expect morality to be 
located in a specifi c and distinct brain area (“a moral center”). On top of that, differ-
ent tasks often show highly overlapping neural networks. Processes thought to be 
different (such as emotion and cognition) are not necessarily subserved by separate 
and independent circuits (cf. Pessoa  2008 ). To be able to interpret a certain pattern 
of brain activity as a response to a specifi c task, one therefore needs very clear 
hypotheses about the involved mental processes. Such hypotheses can be derived 
from psychological theories or assumptions about the underlying neuronal mecha-
nisms, for instance, resulting from lesion data or electrophysiological studies in 
monkeys and apes. A particularly nice way of linking imaging data with a targeted 
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function involves establishing some kind of intensity measure from the behavioral 
data (such as response times and post-hoc ratings), or the assessment of individual 
differences in personality traits, attitudes, and abilities. These measures can be used 
to demonstrate a corresponding change of intensity in the imaging data (on the 
question how to infer mental processes from imaging data, see Henson  2006 ; 
Poldrack  2006 ).  

8.3.3     Neurostimulation Methods as an Attempt to Modulate 
Activity in the “Moral Brain” 

 In addition to the limitations already mentioned, it is important to understand that 
neuroimaging only allows us to see the changes in brain activity that are correlated 
with an experimental condition. Showing that one brain region is activated during a 
task does not show that this brain region is actually used or even necessary for the 
task. Neurostimulation methods like transcranial magnetic and direct current stimu-
lation go beyond this correlational approach and can be used to demonstrate causal-
ity. If a subject performs worse on a task after a specifi c brain region was knocked 
out by an induced electric current for the time of task processing (also known as 
virtual lesion approach), this is much stronger evidence that this region is actually 
involved in performing the task. 

 Transcranial magnetic stimulation (TMS) is a non-invasive technique that is used 
to induce weak electric currents in the cortical tissue of the brain. TMS was fi rst 
introduced for the investigation of the motor cortex by Barker and colleagues in 
1985, who demonstrated that a magnetic pulse caused by a coil placed over the 
motor cortex produces an action potential (nerve impulse) which is transmitted from 
the cortex to the spinal cord and leads to a subsequent muscle contraction of the 
contralateral hand (Barker et al.  1985 ). The repetitive application of magnetic pulses 
(called repetitive transcranial magnetic stimulation = rTMS) in healthy participants 
is nowadays used to study a variety of cerebral functions either causing excitation 
or inhibition of neural activity (high-frequency rTMS leads to neuronal depolariza-
tion and enhanced neural fi ring, whereas low-frequency rTMS has been found to 
disrupt neural activity in a cortical area; see Guse et al.  2010 ). 

 As we will show in greater detail in the next sections, rTMS has been success-
fully used in the study of morality. For instance, it has been argued that the capacity 
to infer the actor’s intentions and beliefs is central to moral judgment, which is 
associated with activity in the TPJ. Young et al. (2010a) showed that a disruption of 
neural activity in the right TPJ alters moral judgments insofar that participants in the 
TMS condition judged cases as less morally blameworthy when actors intended but 
failed to do harm than cases in which harm was caused accidentally. By using moral 
dilemmas that induce a confl ict between emotion and reason (see Sect.  8.4.1 ), it 
was, moreover, found that a disruption of neural activity in the right DLPFC alters 
moral judgment and leads to an increase of utilitarian responses ( Tassy et al. 2012 ). 
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 Transcranial direct current stimulation (tDCS) is another non-invasive tool for 
modulating cortical excitability. Although already developed in the 1960s, this 
method has only recently been studied more extensively, with the advent of other 
brain activation techniques such as TMS (also with regard to its potential clinical 
application). TDCS protocols basically involve the application of two surface elec-
trodes on the scalp of the participant, one serving as the anode and the other serving 
as the cathode. A 1–2 mA direct current then is applied for up to 20 min between the 
two electrodes, fl ows from the anode to the cathode, and leads to increases or 
decreases in cortical excitability dependent on the direction of the current. Anodal 
tDCS results in depolarization of the neurons underneath the electrode, hence caus-
ing an excitatory effect, whereas cathodal tDCS results in hyperpolarization and 
thus inhibition of cortical neurons (Been et al.  2007 ). In contrast to TMS, tDCS does 
not directly elicit action potentials (by means of suprathreshold resting membrane 
potential change) but renders neuronal populations more or less ready to fi re in 
response to additional inputs. In other words, tDCS changes the likelihood that an 
incoming action potential will result in postsynaptic fi ring. 

 A number of studies has shown that tDCS applied to the prefrontal cortex has 
effects on cognition and mood. With regard to morality, it has been found that 
anodal stimulation over the right DLPFC (which results in an upregulation of 
 neural activity) reduces risk-taking during decision making (Fecteau et al.  2007a ,  b ). 
In contrast, an inhibition of the anterior prefrontal cortex through cathodal stimula-
tion improves deceptive behavior; that is, it leads to better lying skills, reduced skin 
conductance responses, and feelings of guilt (Karim et al.  2010 ). 

 When following established safety protocols, both neurostimulation methods are 
safe and do not cause any side effects, apart from mild headache, discomfort because 
of unintended stimulation of nerves and muscles on the head, or itching underneath 
the electrodes (see Nitsche et al.  2003 ; Rossi et al.  2009 ). Although magnetic pulses 
and direct currents can only be administered on the surface of the cerebral cortex (only 
approximately 2 cm below the scalp), neurostimulation is not limited to cortical 
regions. Since the brain is an interconnected system, neuromodulation can also occur 
at distant but interconnected regions, such as deep brain structures like the amygdala 
(via its connections to the prefrontal cortex). In sum, neurostimulation methods offer 
an interesting perspective not only to the study of morality but also to a potential 
modulation of moral judgment and behavior (for instance, in therapeutic settings).   

8.4       Studies Investigating the Role of Domain-Specifi c 
and General Capacities Contributing to Moral 
Judgment and Behavior 

 In the last decade, an increasing number of neuroimaging studies has been con-
ducted to investigate the neural correlates of moral judgment. Some studies have 
focused on the neural correlates of moral judgment in general and in comparison to 
other non-moral (e.g., Moll et al.  2001 ,  2002a ; Heekeren et al.  2003 ) or aesthetical 
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judgments (Tsukiura and Cabeza  2010 ). Others investigated the neural correlates of 
specifi c moral emotions (guilt, shame, regret and moral disgust or indignation; e.g. 
Coricelli et al.  2005 ; Moll et al.  2005a ; Wagner et al.  2011 ). Moreover, studies have 
focused on the evaluation of one’s own or other agents’ actions and whether it mat-
ters if harm was caused intentionally or accidentally (e.g., Berthoz et al.  2002 ,  2006 ; 
Schaich Borg et al.  2006 ; Young et al.  2007 ; Young and Saxe  2008 ), on the infl uence 
of bodily harm on neural correlates of moral decision making (Heekeren et al. 
 2005 ), on the regulation of emotional responses (Harenski and Hamann  2006 ), and 
the impact of audience on moral judgments (Finger et al.  2006 ). Recent work was 
also dedicated to a differentiation of moral intuition and moral reasoning (Harenski 
et al.  2010a ). 

 Neuropsychiatrists dealing with antisocial individuals and the biological foun-
dations of criminal behavior have also contributed to the study of morality and 
have applied structural and functional MRI to investigate the “immoral brain” in 
clinical populations with diffi culties in moral judgment and behavior, such as 
psychopaths (de Oliveira-Souza et al.  2008 ; Harenski et al.  2009 ,  2010b ; Harenski 
and Kiehl  2010 ; Prehn et al. 2013). Kent Kiehl, in particular, has contributed 
enormously to the fi eld by traveling with a mobile MRI scanner mounted on a 
truck and investigating more than 1,000 prison inmates. He linked emotional 
hypo-reactivity found in psychopaths to a  dysfunctional paralimbic system includ-
ing anterior and posterior cingulate, insula, OFC, amygdala, parahippocampal 
gyrus and superior temporal gyrus (Kiehl  2006 ; for reviews, see also Raine and 
Yang  2006 ; Blair  2008 ; Glenn and Raine  2008 ). 

 Below, we will look at three research foci, dedicated to the question of how and 
where moral judgment is processed in the human brain: (1) the relationship of 
emotional and cognitive subsystems contributing to moral judgment and behavior, 
(2) the role of social cognitive processes and mental state reasoning, and (3) the 
infl uence of individual differences (see also the review by Young and Dungan 
 2011 ). 

8.4.1       Competing Emotional and Cognitive Subsystems 

 As presented in the Theories section, recent psychological theories on morality as 
well as neuropsychological models (e.g., the Somatic Marker Theory) claim that 
emotions are central for moral judgment and behavior. Following this “affective 
revolution” in psychology and cognitive sciences, many (early) neuroscientifi c 
studies were dedicated to the question of whether moral judgment and behavior is 
guided by reason or emotion. 

 One of the fi rst studies investigating which brain regions are involved in moral 
judgment was the study by Greene and colleagues published in 2001. In this study, 
participants were presented with two types of dilemmas. One type is represented 
by the “trolley dilemma” and the other by the “footbridge dilemma”. In the trolley 
dilemma, the participant is asked to consider the following situation: A runaway 
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trolley is quickly approaching a fork in the tracks. On the tracks extending to the left 
is a group of fi ve railway workmen. On the tracks extending to the right is a single 
railway workman. If one does nothing the trolley will proceed to the left, causing 
the deaths of the fi ve workmen. The only way to avoid the deaths of these workmen 
is to hit a switch on your dashboard that will cause the trolley to proceed to the right, 
causing the death of the single workman. After presenting this story, the participant 
in the experiment is asked to respond whether it is appropriate to hit the switch to 
avoid the deaths of the fi ve workmen. In the footbridge dilemma the situation is 
slightly different. Again, a runaway trolley is heading down the tracks toward fi ve 
workmen who will be killed if the trolley proceeds on its present course. The par-
ticipant now has to imagine being on a footbridge over the tracks with a stranger and 
in between the approaching trolley and the fi ve workmen. The only way to save the 
lives of the fi ve workmen is to push the stranger off the bridge and onto the tracks 
below where his large body will stop the trolley. The stranger will die as a result, but 
the fi ve workmen will be saved. After presenting this situation, the participants 
again are asked to respond whether it is appropriate to push the stranger onto the 
tracks to save the fi ve workmen. 

 By comparing neural activity during reasoning about these two types of dilem-
mas, Greene et al. (2001) found that reasoning about dilemmas that are emotion-
ally engaging such as the footbridge dilemma (i.e., personal dilemmas or dilemmas 
in which physical harm is caused to another person directly by the agent) as com-
pared to dilemmas that are less emotionally engaging such as the trolley dilemma 
(i.e., impersonal dilemmas or dilemmas in which physical harm is caused to 
another person only indirectly) activate the medial prefrontal cortex, the PCC, and 
the PSTS. 

 In a later study, Greene et al. (2004) further investigated how people solve par-
ticularly diffi cult personal moral dilemmas. An example for a very diffi cult personal 
dilemma is the “crying baby dilemma” that is used to bring cognitive and emotional 
processes into tension. In this dilemma, the participant has to decide whether it is 
appropriate to smother his or her own crying baby to save his or her life and the lives 
of other refugees hiding from enemy soldiers in a basement. Participants usually 
answer very slowly when presented with such a dilemma and do not reach a consen-
sus on this issue. 

 The comparison of neural activity during utilitarian and non-utilitarian decisions 
(i.e., neural activity when participants decided that smothering the crying baby to 
save more lives is appropriate vs. neural activity when participants decided that 
smothering the crying baby is not appropriate) revealed increased activity in brain 
regions associated with abstract reasoning, confl ict processing, and cognitive con-
trol such as the DLPFC and the anterior cingulate cortex (Greene et al.  2004 ). One 
interpretation of these results is that a confl ict associated with such a diffi cult moral 
question is detected by the anterior cingulate cortex which then recruits control 
mechanisms and rational reasoning processes associated with neuronal activity in 
the DLPFC. These control processes help to resolve the confl ict and to override 
prepotent emotional responses to make a utilitarian decision (see also Greene  2007 ; 
Greene et al.  2008 ). 
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 To further investigate the role of emotion in moral judgment, Koenigs et al. 
( 2007 ) tested a group of patients with VMPFC lesions. One of the most robust clini-
cal fi nding in VMPFC patients is that they have blunt or fl attened affects. For 
instance, in laboratory investigations VMPFC patients exhibit diminished auto-
nomic arousal and subjective feelings in response to emotionally charged pictures 
and, according to their spouses, reduced feelings of empathy and guilt (Eslinger and 
Damasio  1985 ; Barrash et al.  2000 ). When confronted with moral dilemmas, these 
patients were more likely to choose a “rational” and utilitarian option (e.g., smoth-
ering a crying baby to save a group of refugees hiding from soldiers that normally 
would elicit a strong emotional response, see above) than healthy controls (Koenigs 
et al.  2007 ; Thomas et al.  2011 ; for similar results in a different sample of patients 
with VMPFC lesions, see Ciaramelli et al.  2007 ; but see also Kahane and Shackel 
 2008  for methodological problems in the study of utilitarian and non-utilitarian 
moral judgments). 

 However, it cannot be concluded that VMPFC patients in general decide more 
rationally. When engaged in real social situations involving frustration or provoca-
tion, the same participants exhibit exaggerated anger and emotional outbursts 
(Barrash et al.  2000 ). Using another experimental paradigm, namely the Ultimatum 
Game, Koenigs and Tranel (2007) found that patients with VMPFC lesions were 
infl uenced even more strongly by emotional reactions in their decisions. In the 
Ultimatum Game, two players are given a sum of money ($100) and one opportu-
nity to split it. The fi rst player proposes how to divide the sum between each other, 
and the second player can either accept or reject this proposal. If the second player 
accepts, the money is split according to the offer. If the second player rejects, nei-
ther player receives anything. Therefore, a “rational” second player would accept 
any offer, no matter how low, because getting a low amount of money should be 
more rewarding and better than getting nothing at all. The “irrational” rejection of a 
low and unfair offer (e.g., when the offer is below $20), in contrast, has been attrib-
uted to an impulsive reaction related to negative feelings such as anger and poor 
regulation thereof (Sanfey et al.  2003 ). Using this economic decision- making task, 
the authors demonstrated that patients with VMPFC lesions were more likely to 
make irrational choices and rejected low and unfair offers more often than healthy 
controls. 

 Together, the two different lesion studies show that VMPFC patients respond 
rationally in the face of abstract hypothetical scenarios related to the welfare of oth-
ers, but irrationally in a real social setting involving their own self-interest. Although 
the precise role of VMPFC in moral judgment needs to be further investigated, it 
can be concluded that damage to this region disrupts the integration of emotion and 
reason in decision making. Further research is needed to investigate why a disrup-
tion of VMPFC function takes different forms in different circumstances (moral 
dilemmas vs. economic decision making) and whether emotion in general makes 
moral judgment better or worse (for further discussion and different explanations, 
such as a selective impairment of “prosocial sentiments” with a preserved capacity 
for anger or indignation, see reviews by Greene  2007 ; Young and Koenigs  2007 ; 
Moll and de Oliveira-Souza  2007 ; Young and Dungan  2011 ).  
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8.4.2      Social Cognitive Processes and Mental State Reasoning 
During Moral Judgment 

 As mentioned in the Theories section, the cognitive-developmental theory proposes 
that morality signifi cantly relies on the way individuals understand and think about 
social situations. How people think about social situations is assumed to mature as 
a result of an active interaction of the individual with his or her social environment. 
Although this theory has been criticized and replaced by more recent models that 
place more emphasis on the role of emotion, neuroscientifi c work provides evidence 
that morality critically depends on a set of social cognitive abilities that allow peo-
ple to take others’ intentions, beliefs, and desires (or any kind of mental state) into 
account when making moral judgments. 

 Following the results of Rebecca Saxe and colleagues, the TPJ (mostly on the 
right hemisphere) appears to support important cognitive functions of mental state 
reasoning (“theory of mind”) in moral judgment. These functions include the initial 
encoding of the agent’s mental state (Young and Saxe  2008 ), the integration of that 
information (Young et al.  2007 ), spontaneous mental state inference (Young and 
Saxe  2009 ), and even post-hoc mental state reasoning to justify moral judgments 
(Kliemann et al.  2008 ; Young et al.  2011 ). 

 To investigate the impact of mental state reasoning in moral judgment, Young 
et al. (2007) used highly hypothetical scenarios in their studies. An example for 
such a hypothetical scenario is the following story: “Grace and her friend are taking 
a tour of a chemical plant. When Grace goes over to the coffee machine to pour 
some coffee, Grace’ friend asks for some sugar in hers. The white powder by the 
coffee is not sugar but a toxic substance left behind by a scientist. Because the sub-
stance is in a container marked ‘sugar’, Grace thinks that it is sugar. Grace puts the 
substance in her friend’s coffee. Her friend drinks the coffee and dies.” (example 
from Young et al.  2007 ). By a systematic variation of outcomes (dying or not) and 
beliefs (she thinks it is sugar or she thinks it is toxic) the authors showed that neural 
activity in right TPJ was greatest for attempted harm; that is, in cases where pro-
tagonists were condemned for actions that they believed would cause harm, even 
though the harm did not occur. 

 Disrupting activity of the right TPJ by rTMS also disrupts the impact of mental 
state reasoning for moral judgment (Young et al.  2010a ). Specifi cally, it reduces the 
role of intentions in moral judgment and increases, in contrast, the role of outcomes. 
For example, participants judged cases when actors intended but failed to do harm 
(including murder) as less morally blameworthy than cases in which harm was 
caused accidentally. However, TMS signifi cantly reduced but did not completely 
eliminate the impact of mental state reasoning. In fact, there is evidence from many 
neuroimaging studies that the VMPFC, OFC, the temporal poles, and the PSTS also 
contribute to social cognition and mentalizing (Saxe et al.  2004 ; Amodio and Frith 
 2006 ; Mitchell  2009 ). Further evidence of a particular role of the VMPFC is given 
by a lesion study conducted by Young et al. (2010b) showing that patients with 
lesions in the VMPFC also judged cases with intended but failed harm as less 
blameworthy than controls. 
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 In some research performed in our working group (Bahnemann et al.  2010 ), we 
investigated whether activity in the PSTS/TPJ region evoked by three tasks with 
increasing complexity (namely, detecting movements of bodies, making inferences 
concerning intentions, judging whether a behavior is morally good or bad) repre-
sents a common or distinct processes. We found an overlap of neural activity 
between all three tasks in right PSTS, but also a hierarchically increasing recruit-
ment of the left PSTS and bilateral TPJ representing increasingly more complex 
processing of the social situation in the intention reading and moral judgment task. 

 In sum, these fi ndings suggest that mental state reasoning represents a key cogni-
tive component of moral judgment (i.e., moral judgments depend on information 
about agents’ beliefs and intentions). The neural substrates that support this func-
tion, therefore, constitute an important part of the “moral brain network,” in which 
the PSTS/TPJ and VMPFC are critical nodes.  

8.4.3       The Infl uence of Individual Differences 
in Moral Judgment Competence 

 As already mentioned, to investigate the moral brain, some studies also investigated 
deviations and limitations in mental capacities thought to be relevant for moral 
judgment and behavior. These studies highlight the role of individual differences 
and provide direct evidence that particular abilities, such as empathy, perspective 
taking, and mental state inferences (in which patients differ from healthy controls) 
have a great impact on moral judgment and behavior. 

 The two studies by Koenigs and colleagues in patients with lesions of the VMPFC 
(Koenigs and Tranel  2007 ; Koenigs et al.  2007 ) discussed earlier, however, showed 
that a disruption of the affective/intuitive decision making component, on the one 
hand, improves utilitarian moral judgment, whereas on the other hand, economic 
decision making in the Ultimatum Game was impaired. Referring to the question of 
whether emotion makes moral cognition better or worse, Talmi and Frith (2007) 
stated that “The challenge, then, is for decision-makers to cultivate an intelligent 
use of their emotional responses by integrating them with a refl ective reasoning 
process, sensitive to the context and goals of the moral dilemmas they face. If deci-
sion-makers meet this challenge, they may be better able to decide when to rely 
upon their emotions, and when to regulate them.” (Talmi and Frith  2007 : 866). 
Therefore, the question is not only which processes are involved in moral judgment 
but also how competently a decision maker can integrate the different (emotional 
and cognitive) processes sensitive to the context of the particular social situation he 
or she faces. 

 As mentioned in the Theories section, a current theoretical approach addressing 
this particular “intelligent use” of emotional and reasoning processes sensitive to 
the context of the specifi c social situation is the Dual Aspect Theory by Georg Lind. 
Referring to Kohlberg’s notion of morality as an ability, Lind defi nes “moral judg-
ment competence” as the ability to apply certain moral orientations in a consistent 

K. Prehn and H.R. Heekeren



153

and differentiated manner in varying social situations. Thus, social norms and 
values held to be virtuous in a culture or subculture are linked by means of moral 
judgment competence with everyday behavior and decision making (Lind  2008 ). 

 To investigate how individual differences in moral judgment competence are 
refl ected in changes in brain activity during a moral judgment task, we conducted an 
fMRI study and measured neural activity while 23 participants made either moral or 
grammatical judgments. Participants were required to decide whether sentences 
were morally or grammatically correct or not. We correlated neural activity during 
these tasks with individual scores in moral judgment competence (Prehn et al. 
 2008 ). Individual moral judgment competence was measured using the Moral 
Judgment Test (MJT; Lind and Wakenhut  1980 ; Lind  2006 ,  2008 ;   www.uni- 
konstanz.de/ag-moral/mut/mjt-intro.htm    ). 

 The MJT confronts a participant with two complex moral dilemmas. In one 
dilemma (the doctor dilemma), for instance, a woman had cancer with no hope of 
being cured. She suffered terrible pain and begged the doctor to aid her in committing 
medically assisted suicide, and the doctor complied with her wish. After presentation 
of this short story, the participant has to indicate to which degree he or she agrees or 
disagrees with the solution chosen by the protagonist. After that, the participant is 
presented with six arguments supporting (pro-arguments) and six arguments rejecting 
(counter-arguments) the protagonist’s solution which the participant has to rate with 
regard to its acceptability on a nine point rating scale ranging from −4 (highly unac-
ceptable) to +4 (highly acceptable). Each pro- and counter- argument represents a 
certain moral orientation according to the six Kohlbergian stages. 

 In general, adult participants—in contrast to children or adolescents—prefer 
more elaborate arguments (i.e., adults rate more elaborate arguments as more 
acceptable than low level arguments) in line with having achieved a higher devel-
opmental stage of moral judgment. However, adult participants differ greatly in 
their ability to apply these orientations consistently especially when confronted 
with counter-arguments (i.e., arguments which are against their own opinion). This 
means that they rate more elaborate arguments as acceptable only when they rep-
resent their own opinion and reject all counter-arguments regardless of whether 
they are elaborate or not. The moral judgment competence score (C-score, the 
MJT’s main score) refl ects the ability to consistently or, in Lind’s terms, compe-
tently apply a certain moral orientation and is calculated as an individual’s total 
response variation. 

 By providing a measure of consistency, Lind’s approach clearly goes beyond 
what we may ordinarily call “moral competence” as well as the Kohlbergian 
approach which focuses merely on moral orientations and the level of reasoning. 

 To our knowledge, the MJT is the only available test that provides a measure of 
moral judgment competence independent from a person’s moral attitudes and val-
ues, in contrast to other instruments such as Kohlberg’s Moral Judgment Interview 
(Colby et al.  1987 ), the Defi ning Issue Test (Rest  1974 ), the Sociomoral Refl ection 
Measure (Gibbs et al.  1992 ), and the newly developed Moral Foundations 
Questionnaire (Graham et al.  2011 ), which all mostly assess individual moral ori-
entations. The MJT has been proven to be a valid and reliable psychometric test. 
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For instance, moral judgment competence has been associated with responsible 
and democratic behavior. Translated in many languages, it also has been success-
fully used in scientifi c research (i.e., probing theoretical assumptions on moral 
development) and in evaluating educational programs (Lind  2008 ). 

 Contrasting neural activity during moral judgments with grammatical judg-
ments, we found in line with the literature increased activation in the left VMPFC, 
the left OFC, the temporal poles, and the left PSTS for moral judgment. Regarding 
moral judgment competence, our sample of 23 participants showed a wide range of 
C-scores (maximum score = 62.74, minimum score = 5.55, mean = 36.93, standard 
deviation = 16.67). We correlated individual scores of moral judgment competence 
with neural activity during moral judgment and found that C-scores were nega-
tively correlated with changes in BOLD activity in the right DLPFC during moral 
judgments contrasted with grammatical judgments. That is, participants with lower 
C-scores recruited the right DLPFC more than those with higher competence dur-
ing moral judgment. Additionally, we investigated whether individual differences 
in moral judgment competence also modulate BOLD activity in the cerebral net-
work engaged in moral judgment. An additional median split analysis revealed 
greater activity in the left VMPFC and the left PSTS in participants with compara-
bly low moral judgment competence, specifi cally during identifi cation of moral 
transgressions. 

 Finding a specifi c neural activation that refl ects differences in moral judgment 
competence provides neuroscientifi c support for the Dual Aspect Theory by Lind. 
In the literature, greater neural activity in participants with lower ability in a cer-
tain cognitive task has been associated with compensation and an increased 
recruitment of mental resources (Rypma et al.  2006 ). As described earlier, moral 
judgment competence assessed with the MJT represents the ability to apply indi-
vidual moral orientations in a consistent and differentiated manner in varying 
social situations. The increased activity in right DLPFC and left VMPFC/PSTS in 
participants with lower competence can thus be interpreted as refl ecting higher 
processing demand due to a controlled application of moral orientations and an 
increased involvement of social cognitive and affective processes (such as mental-
izing, estimating the value of possible outcomes of a behavior, and the experience 
of moral emotions) during the decision-making process (for extended discussion 
of the results regarding the brain regions involved, see Prehn et al.  2008 ; Prehn 
and Heekeren  2009 ). 

 Further neuroscientifi c evidence for a role of the right DLPFC in moral judgment 
and the implementation of morally appropriate behavior comes from a study using 
rTMS. Here also, a disruption of the right (but not the left) DLPFC reduces the 
subject’s willingness to reject their partner’s intentionally unfair monetary offers in 
the Ultimatum Game. Importantly, subjects were still able to judge the unfair offers 
as unfair. This indicates that the right DLPFC plays a key role especially in the 
implementation of fairness-related behaviors (Knoch et al.  2006 ). 

 Thus, both our own study and the rTMS study provide complementary evidence 
that there are specifi c brain regions crucial to the execution of morally appropriate 
behavior (see also Fecteau et al.  2007a ,  b ; Knoch and Fehr  2007 ; Knoch et al.  2008 ).   
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8.5     Conclusion 

 In this chapter, we took a look at current psychological models on moral judgment 
from a neuroscientifi c point of view, specifi cally introducing neuroscientifi c meth-
ods (clinical studies, fMRI, and neurostimulation) as powerful tools to investigate 
the processes underlying moral judgment and behavior in the human brain. 

 Since the availability of these tools, a multitude of studies have been conducted 
to investigate how and where morality is represented in the human brain. These 
studies used a variety of tasks and experimental paradigms, which are more or less 
ecologically valid, to investigate numerous different aspects, such as the role of 
emotion in moral judgment (see Sect.  8.4.1 ), social cognitive processes (Sect.  8.4.2 ), 
or the impact of inter-individual differences (Sect.  8.4.3 ). 

 What can we learn from these studies conducted so far? First of all, complex 
tasks, such as judging whether a certain behavior is “wrong” with regard to moral 
conventions, recruit a network of distributed brain regions supporting various sub-
systems and a number of different processes. For example, when confronted with a 
diffi cult moral dilemma, the situation presented to participants of a study needs to 
be represented in working memory. Simultaneously, accepted standards for social 
and moral behavior (i.e., norms and values considered to be virtuous in a culture or 
subculture) have to be retrieved from long-term memory. The presented behavior 
will then, subsequently, be evaluated with regard to these (re-)presentations. This 
evaluation process involves cognitive and affective sequences alike. Processes and 
mechanisms at the “cognitive” end of the spectrum, for example, might include 
social cognition, providing an understanding of the social situation and taking into 
account the cultural context and the intentions of the people involved. The individ-
ual would have to infer whether an actor did what he or she did on purpose or not. 
Processes at the “affective” end of the spectrum include the feeling of emotions 
such as guilt, sympathy, shame, anger, or disgust, when people are harmed and 
social norms are violated. The processes involved can be rational and accessible for 
conscious refl ection (e.g., the controlled application of legal rules) or can be more 
subconscious, intuitive, and automatic. Depending on the circumstances (the emo-
tional content of the situation, a person’s involvement, the necessity of reaching a 
utilitarian decision, etc.), either the cognitive or the affective aspect dominates in the 
decision-making process. For situations containing issues of life and death, which 
immediately affect the survival of an individual or his or her successful reproduc-
tion (e.g., in the case of consensual sex between siblings), judgment mechanisms 
might have evolved as a result of biological adaptation over the course of evolution 
and go on to proceed automatically and effortlessly without conscious refl ection. 
Such mechanisms are suggested in the social intuitionist model by Jonathan Haidt. 
In contrast, coming to the conclusion that downloading music fi les illegally from 
the internet is harmful to society, for example, requires more abstract reasoning 
processes as proposed by the Kohlbergian model. As psychological theories and our 
own studies suggest, individual differences in information processing can also infl u-
ence judgment processes and moral behavior. Individuals, for instance, considerably 
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differ in moral development, moral judgment competence, and empathy. Finally, 
moral judgments taken and the (moral or immoral) behavior shown could have, in 
turn, an impact on the individual (specifi cally on his or her experiences and mental 
representations), as well as on future social interactions and the society (e.g., when 
new laws are adopted to protect people which are treated immorally). 

 Taking all these different processes and aspects into consideration, we cannot 
expect to fi nd morality located in a specifi c and distinct brain area (“a moral cen-
ter”). The current model of the brain is an interconnecting networking model of 
information processing that integrates different kinds of information. That is, the 
“(moral) brain” can be broken up into several modules whose functions originally 
have nothing to do with morality (e.g., emotion, social cognition, cognitive control, 
etc.). By employing neuroscientifi c methods, the different “brain modules” or 
“process units” contributing to moral judgment and behavior can be (re-)presented, 
“visualized,” relatively analyzed, manipulated, selectively impaired, and (poten-
tially) also modulated and trained. Neuroscience, thus, helps to imagine how 
 processes are organized and grants a potential opportunity to alter human brain 
processing if something “is going wrong.” The goal of an empirically informed 
neuroscience of ethics is to integrate the various sets of subsystems contributing to 
moral judgment and behavior based on solid hypotheses stemming from all kinds 
of research fi elds. For a simple graphic idea of how the brain organizes moral 
processes, see Fig.  8.1 .
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  Fig. 8.1    A working model of moral judgment and behavior comprising different information 
 processing modules described in this chapter. The judgment process includes cognitive and affec-
tive processes, which might be either more rational/conscious or intuitive/automated. In addition, 
information processing is modulated by individual differences such as the developmental stage of 
reasoning, moral judgment competence, or empathy. Finally, moral judgment and behavior have, 
in turn, an impact on the individual, his or her mental representations, as well as on future social 
interactions and the system of norms and values       
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   A neuroscience of ethics, with its existing theoretical models, in our view, is 
highly benefi cial to psychological studies and the fi eld of psychology as such, both 
on a theoretical and practical level. We have taken the fi rst steps toward “neuro- 
morality tests” and “neuropsychotherapy,” although we are still far from individual- 
based testing and neuropsychological assessment in forensic and pedagogical 
settings. One example of this endeavor is our study (Prehn et al.  2008 ) on the neural 
correlates of moral judgment competence (as defi ned following the Dual Aspect 
Theory by Lind). The data presented in this study strongly support the notion that 
morality can be considered as both a capacity and in terms of individual differences 
in the ability to apply frequently confl ictual moral standards in a consistent and dif-
ferentiated manner in varying social situations. It should be noted that it is presently 
unclear how exactly moral judgment competence, as measured by the MJT, maps on 
other cognitive abilities such as general intelligence. Future studies will have to 
address this question together with the question of how individual differences in 
moral judgment competence modulate processing during other kinds of tasks or 
day-to-day behavior. In addition, research is needed to investigate the possibility of 
changing one’s “ethics” through methodological training. 

 We hope that the review of neuroscientifi c studies on morality demonstrated that 
neuroscientifi c empirical research, to say the least, helps to disentangle the different 
processes involved in moral judgment and behavior. Thus, neuroscience helps to 
test and verify numerous assumptions made in psychological theories and can give 
an empirically informed opinion on long-time philosophical discussions aiming to 
differentiate between hotly debated concepts such as “intentions vs. consequences,” 
“intuition vs. reason,” or “morality of justice vs. care ethics.” However, and as we 
also emphasized in this chapter, one should not overlook the limitations or pre- 
conditions of neuroscientifi c methods and should always keep in mind the specifi c 
part of the broad philosophical notion of morality or ethics we are talking about at 
a given point in time.                                                                                                                                       

8 Moral Brains – Possibilities and Limits of the Neuroscience of Ethics



159M. Christen et al. (eds.), Empirically Informed Ethics: Morality between Facts and Norms, 
Library of Ethics and Applied Philosophy 32, DOI 10.1007/978-3-319-01369-5_9, 
© Springer International Publishing Switzerland 2014

     We should ask why blame should be thought to be such a 
fearsome thing that, like weapons of destruction, it can be 
loosed only in circumstances that ultimately justify it. 
(Williams  1995 : 243–244)        

9.1 Ethical Conservatism 

 Psychological evidence detailing why we believe what we believe can provide a pow-
erful basis for challenging the warrant of those beliefs. If psychology shows that a 
certain common belief derives from epistemically defective processes, then this threat-
ens to undercut the epistemic authority of the belief. The canonical case of this sort of 
debunking argument is Freud’s critique of religion ( 1927 ). Freud argues that religious 
belief is a product of wish-fulfi llment, not reason; as a result, he says, we should regard 
our religious beliefs as unwarranted. On the heels of psychological research on philo-
sophically charged domains, these kinds of debunking arguments have been making a 
comeback. Debunking arguments have been advanced in the domains of metaphysics 
(e.g., Scholl  2007 ), metaethics (e.g., Nichols  2008 ), consciousness (e.g., Fiala et al. 
 2011 ), and normative ethics (e.g., Greene  2008 ; Singer  2005 ). 

 Underlying many of these debunking arguments is a commitment to a plausible 
principle: if a belief results from a process that is neither rational nor reliable, this calls 
into question the justifi catory status of the belief. The advocates of debunking argu-
ments have typically given very few details on what exactly makes a process epistemi-
cally defective, but the basic idea is obvious enough. Some beliefs are clearly based 
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on rational inference. Consider, for instance, the belief that dachshunds are mammals. 
I believe this because I believe that dachshunds are dogs and dogs are mammals. 
Thus, that belief will count as “rational” by present lights. Other beliefs do not derive 
from rational inference but come from reliable processes. My current perceptual 
belief that the paper before me is rectangular is based on a visual process of shape-
recovery that is (apparently) highly reliable and tends to produce true beliefs about the 
world. Beliefs based on rational or reliable processes are typically taken to be in 
decent justifi catory standing. The principle underlying debunking arguments is that 
beliefs that are formed by processes that are  neither  rational nor reliable are in bad 
justifi catory repair. Although we fi nd this principle to be plausible when it comes to 
metaphysics, metaethics, and consciousness, we think the situation is different in the 
domain of normative ethics, where there is room for psychology to play a positive 
rather than destructive role. The contrast with metaphysics is instructive. If we fi nd out 
that our metaphysical commitment to causal powers is just the residue of an a-rational 
and a-reliable bag of tricks, this would be reason to suspend the commitment to causal 
powers in our refl ective moments. We maintain ( pace  Singer  2005  and Greene  2008 ) 
that the situation is different with normative ethics. It is quite likely that much of com-
monsense ethics derives in part from fundamentally a-rational and a-reliable 
processes. In particular, it is likely that much of what we care about in ethics depends 
in part on a-rational and a-reliable emotional processes (see, e.g., Blair  1995 ; Nichols 
 2004 ; Prinz  2007b ). For instance, if we did not have a natural revulsion to suffering in 
others, we would likely not have deep - seated norms that prohibit killing and maiming, 
nor norms that promote helping suffering strangers. 1  Even if these norms are rooted in 
processes that are neither rational nor reliable, we would not conclude from this that 
we should suspend our rejection of killing and maiming. If we give up all of the ethi-
cal judgments that critically depend on our a-rational and a-reliable processes, then 
we might well be left with an ethical world view more barren than almost anyone is 
willing to accept. 

 Rather than adopt such an emaciated ethics, one might take on a conservative 
position regarding certain ethical commitments. This view, which we’ll call  ethical 
conservatism,  holds that for a certain class of ethical commitments, the (presumed) 
fact that they lack a rational or reliable grounding does not undermine their normative 
authority. This is not the same as saying that the commitments are unassailable. 
Rather, the claim is simply that we are not compelled to suspend the commitments 
just because the commitments are not based on reason. 

 According to ethical conservatism, certain normative commitments need not fl ow 
from rationality to retain their authority. 2  Some of our normative commitments can 

1   This is not to say that the norms we have are equivalent to emotional responses. Rather, the claim 
is that emotions played a critical role in our coming to have, embrace, and retain those particular 
norms (Nichols  2004 ). 
2   What we are calling “ethical conservatism” is to be distinguished from what is called “epistemic 
conservatism”—a cluster of related positions in epistemology according to which (roughly) one is 
justifi ed in holding a belief so long as one does not possess good reasons for believing that the 
proposition believed is false. (Versions of this kind of view have been defended by Chisholm  1981 , 
Harman  1986 , Lycan  1988 , Kvanvig  1989 , and Adler  1996 . The main varieties of this form of 
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remain legitimate even if it turns out that they are the product of patently a- rational 
and a-reliable processes. It remains to be said  which  normative commitments have 
this special status. We propose that this special status be accorded to normative com-
mitments that are  entrenched  in our psychology. There are two elements to a commit-
ment’s being psychologically entrenched. First, entrenched commitments are not the 
product of consciously available inferences from other norms or facts. So, for many 
people, norms about the propriety of abortion, for instance, are not entrenched. For 
norms about the propriety of abortion depend, for many people, on views about fac-
tual matters, like whether the fetus has a soul. By contrast, an entrenched norm does 
not depend on inferences from factual beliefs. 3  The second feature is that entrenched 
commitments are rooted in human emotions. We are naturally inclined to be emo-
tionally committed to them. This excludes certain norms of etiquette, such as  the 
napkin should be placed to the left of the plate . That norm is arbitrary with respect to 
our natural emotional endowment. Not so for a norm like “it’s wrong to kill people.” 
That’s a norm that resonates with our emotional repertoire. 

 In sum, then, our ethical conservatism reserves a special status for normative 
commitments that are rooted in human emotion and are not inferentially dependent 
on other norms or facts. The legitimacy of such entrenched commitments is not 
undermined merely by discovering that those commitments derive from a-rational 
and a-reliable factors. 

 With this background in place, we maintain that psychology can play a positive, 
rather than a debunking, role for normative ethics. From the armchair it is not easy to 
determine whether an ethical conviction is entrenched. Some of our ethical convictions 
depend on factual beliefs. Others turn out to be the product of general biases. Psychology 
provides a critical resource for assessing whether a normative judgment is the result of 
prior factual beliefs, general biases, or some other intervening factor. As a result, psy-
chology can help us to assess whether a given commitment is entrenched. 

 Moral luck is a promising test case here. A drunk driver who runs over a pedes-
trian seems more blameworthy than an equally negligent driver who, through sheer 
luck, doesn’t encounter any pedestrians. Let’s call these asymmetric judgments 
“luck-based,” since the judgments differ even though the only difference between 
the agents is that one is unlucky and the other is not. Some maintain that in luck- 
based judgments the infl uence of outcome on blame is mediated by a rationally proper 
inference: a bad outcome provides evidence about the agent’s prior epistemic state. 

conservatism are usefully discussed in Vahid  2004 .) Our brand of ethical conservatism is more 
robust than epistemic conservatism. Finding out that some empirical belief one holds is the product 
of an a-rational and a-reliable mechanism would presumably be taken by the epistemic conserva-
tive to constitute a good reason to stop holding the belief in question. However, according to our 
ethical conservatism, even if it turns out that some of one’s ethical commitments are products of 
a-rational and a-reliable mechanisms, this fact about them does not automatically count as a good 
reason to reject their normative authority. In this way, ethical commitments are similar to certain 
aesthetic judgments. Finding out that one’s aesthetic tastes (and related judgments) in music are 
grounded in a-rational and a-reliable mechanisms is not itself a good reason for rejecting those 
tastes and related judgments. 
3   We leave open the possibility that an entrenched norm might depend on some kind of subdoxastic 
inference (Stich  1978 ). 
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Others maintain that outcome has an  improper  infl uence on blame, and that its infl uence 
is the result of a general epistemic bias. If either of these accounts is right, then, 
while outcome infl uences blame, it does not do so because of an entrenched com-
mitment to moral luck. Rather it is simply the product of differential epistemic 
evaluation in light of bad outcomes. If luck-based judgments are mediated just by 
epistemic considerations, then the commitment to moral luck is not entrenched. In 
order to see whether we have an entrenched commitment to moral luck, we need to 
explore in detail how outcome affects judgments of blame. 4  

 Drawing on recent experimental results, we will suggest that outcome has an 
effect on blame that is  not  mediated by epistemic inference. This, we argue, provides 
prima facie evidence that outcome-based blame is an entrenched commitment, and 
hence that a further defense of the authority of this commitment is not required. 
In addition, we will present some evidence of our own that suggests a rather natural 
way to relieve the tension associated with judgments of moral luck.  

9.2     The Problem of Moral Luck 

 In 1989, the Exxon Valdez ran aground in Prince William Sound, dumping over ten 
million gallons of oil into the Gulf of Alaska. Ever since, the captain of the vessel, 
Joseph Hazelwood, has been the focus of intense blame. Lots of other ship captains 
have, no doubt, been equally negligent. However, if, say, Captain Jones was just as 
negligent as Hazelwood, but Jones got lucky with the currents and avoided a disas-
ter, we would not heap an equal amount of blame on him. The fact that, through 
sheer (bad) luck, Hazelwood is responsible for an environmental catastrophe seems 
to earn him an extra dose of blame. 

 The impact of outcome on blame is enshrined in the law. In February 2009, 
Briana Bonds was shot in the head by her ex-boyfriend, Juan Kemp. Bonds’ hair 
was very tightly weaved, however, and apparently this stopped the bullet from enter-
ing her skull. Kemp was charged with domestic assault and armed criminal action. 
These charges will carry much lighter sentences than murder. But it was through 
pure luck that Kemp’s bullet didn’t kill Bonds. Who could have anticipated that  hair  
would stop a bullet? 

9.2.1      Setting the Problem 

 The reason blaming and punishing someone more for bad luck in outcomes seems 
puzzling is because it confl icts with the idea that a person can only be blamed for 

4   Most of the literature on moral luck focuses on cases in which agents have bad luck and are con-
sequently blamed more harshly. It is an interesting question whether when agents have  good  luck, 
this will have a parallel affect on judgments of praise. But since there is very little work on moral 
good luck, we set it aside for the purposes of this paper. 
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what is within their control. 5  As Nagel puts it, “[p]rior to refl ection it is intuitively 
plausible that people cannot be morally assessed for … what is due to factors beyond 
their control” (Nagel  1979 : 25). Some version of this idea, the  control principle,  is 
widely accepted in the philosophical literature. Ed Royzman and Rahul Kumar 
characterize the principle as follows: “in assessing how morally faulty a person’s 
conduct has been, only those considerations that it is reasonable to treat as having 
been within the sphere of the agent’s rational control ought to be taken into account” 
( 2004 : 330; see also Nelkin  2008 ). 

  Moral luck  runs in direct opposition to this principle. The idea behind moral luck 
is that it is sometimes appropriate to assign more blame just because of a bad out-
come. Dana Nelkin puts it as follows: “Moral luck occurs when an agent can be 
 correctly  treated as an object of moral judgment, despite the fact that a signifi cant 
aspect of what he is assessed for depends on factors beyond his control” (Nelkin 
 2008 ). 6  Typically, cases of moral luck involve agents who have been negligent in 
one way or another. Accordingly, Darren Domsky characterizes moral luck as the 
idea that “Negligent agents who by luck bring about bad outcomes are more blame-
worthy than equally negligent agents who by luck do not” (Domsky  2004 : 445). 

 The problem, then, is that we hold people more blameworthy when their actions 
result in bad outcomes, even when the outcome was out of their control. At the same 
time, it seems like people should only be blamed for what is under their control. On 
the one hand it seems like luck should not matter to blameworthiness. On the other 
hand, our judgments of blameworthiness often seem to vary depending on the luck 
of the agent. It should be noted that the problem of moral luck is not a problem 
restricted to the judgments of trained philosophers. On the contrary, Nagel says that 
the problem emerges from our “ordinary idea of moral assessment” and the “appli-
cation of ordinary standards” ( 1979 : 27). But these ordinary ideas are also supposed 
to refl ect  prima facie  ethically correct positions. That is why moral luck presents a 
philosophical puzzle rather than just a folk confusion.  

9.2.2      Epistemic Explanations of Outcome-Based Blame 

 One prominent approach to moral luck holds that luck mediates our judgments of 
blame by affecting our evaluations of agents’  epistemic  states at the time of their 
decision. Epistemic accounts of luck-based judgments start from the idea that it is 
perfectly appropriate to judge a person more harshly when he  should have known better . 

5   Recognition of this tension goes back at least to Plato. In  The Laws , Plato registers that attempted 
murder really should be treated the same as murder, but he can’t bring himself to follow through 
on this. He says that while murder should carry capital punishment, attempted murder should not. 
His justifi cation for differential treatment is that we should refrain from executing attempted mur-
derers “as a thank-offering to the deity, and in order not to oppose his will.” (Plato  1873 : 390). 
6   Nagel ( 1979 ) identifi es several different kinds of moral luck. Our interest in this paper is restricted 
to what he calls “resultant luck.” 
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If Ken acted in an  epistemically irresponsible  way, then Ken deserves more blame 
than if he had acted under better epistemic conditions. Consider if Ken and Jan each 
serve their guests mushrooms from their garden. Jan has carefully researched the 
mushrooms and as a result, she comes to think that the mushrooms are safe. Ken, on 
the other hand, hasn’t researched the mushrooms at all but has seen similarly col-
ored mushrooms in the grocery store, so he concludes that these mushrooms are 
safe. Regardless of whether the mushrooms are safe, Ken’s action of serving the 
mushrooms is obviously more blameworthy than Jan’s. Ken should have done more 
to be sure that the mushrooms were safe. Ken had a terrible reason for thinking the 
mushrooms were safe. 

 It is taken to be normatively appropriate to blame someone more when she or he 
acted under epistemically bad reasons. This is the basis for two quite different 
epistemic accounts of luck-based blame judgments. 

  The rational inference account:  One venerable epistemic explanation of outcome- 
based blame attributions is that outcome provides important information for draw-
ing inferences about the epistemic status of the agent (e.g., Richards  1986 ; Rosebury 
 1995 ; Thomson  1993 ; for a classic statement of this general position, see Heider 
 1958 ). The world is a noisy place, and when we are trying to allocate blame, we 
need to draw on a wide variety of information to determine the culpability of an 
agent. One source of evidence is outcome. If Fred gets salmonellosis after eating 
Tony’s chicken, then that outcome, Fred’s food poisoning, is perceived as  evidence  
that Tony was insuffi ciently attentive to food preparation. So, we feel justifi ed in 
blaming Tony more than we would have if Fred did not contract salmonellosis. This 
explanation of outcome-based blame will be dubbed the  rational inference account,  
since it takes our harsher judgments of blame to be based on rational inferences 
about the epistemic status of the agent. This model is represented in Fig.  9.1 .

    The epistemic bias account:  The  epistemic bias  account of outcome-based blame 
also starts with the observation that it is perfectly legitimate to assign more blame 
to someone who acts on the basis of bad reasons. If a person performs an action he 
 should have known  was very risky, then we are right to assign more blame. In addi-
tion, the epistemic bias account holds, along with the rational inference account, 
that outcomes affect our epistemic assessments of agents. However, unlike the 
rational inference account, the epistemic bias account proposes that when we learn 
of a bad outcome, we fall prey to a kind of egocentric bias. Knowing that the out-
come was bad, we view the agent’s prior epistemic state through the lens of hind-
sight. As Ed Royzman and Rahul Kumar put it, “we are commonly mistaken in our 
judgment of what was reasonably foreseeable” (Royzman and Kumar  2004 : 338). 
This is often because we overestimate the extent to which others know what we 
know. Royzman & Kumar call this egocentric tendency the  I know, you know  bias 
(following Royzman et al.  2003 ). There is a wealth of independent evidence that 
we are indeed subject to an egocentric bias in judging others’ epistemic situations. 7  

7   It is not obvious that egocentric attributions are all subserved by a single mechanism. Indeed, 
there might be several different pathways that generate egocentric biases. But this doesn’t affect 
our current concerns, and so we will set aside this complication. 
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Hindsight bias provides the most familiar illustrations. Hindsight bias is richly 
documented (see, e.g. Hawkins and Hastie  1990 ), but one study will suffi ce for 
present purposes. Shortly before Nixon’s 1972 trip to China, participants were 
asked to estimate the probabilities of various events occurring (e.g., that Nixon 
meets Chairman Mao). Then after Nixon’s trip, the same participants were asked 
to recall their predictions. Participants’ memories erred on the high side when the 
event actually happened, and their memories erred on the low side when the event 
didn’t occur, indicating that their belief about what actually happened affects their 
memory about what they  thought  would happen (Fischhoff and Beyth  1975 ). 

 This kind of epistemic egocentrism is a  general  cognitive bias (Royzman and 
Kumar 342; see also review by Hawkins and Hastie  1990 ). It is not specifi c to 
the domain of morality, let alone the phenomenon of outcome-based blame. 
However, it provides a natural explanation of outcome-based blame. According 
to the epistemic bias account, the process goes roughly as follows. Knowledge 
of the outcome triggers an epistemically egocentric evaluation of what the agent 
was in a position to foresee prior to acting. When I learn that Fred got salmonel-
losis, my knowledge of that outcome biases me to think that the outcome was 
largely foreseeable. Now that I know what happened, I conclude, via an egocen-
tric bias, that Tony really  should have  known the chicken required more careful 
preparation. From there the process is perfectly legitimate. If my perception is 
that Tony was epistemically irresponsible, then I feel justifi ed to draw a presum-
ably valid moral inference that he is more blameworthy. This model is repre-
sented in Fig.  9.2 .

   As is clear from the fi gures, the rational inference model and the epistemic bias 
model are very similar. The only difference is in the nature of the process that delivers 
the epistemic assessment. This difference is far from trivial. The rational inference 
theory proposes that outcome-based blame judgments are, in fact, produced by a 
rationally respectable process. By contrast, the epistemic bias account proposes that 
such judgments are the result of a rationally defective process. Critically, however, 
both accounts maintain that the effects of outcome on blame judgments are  medi-
ated by epistemic assessment.  There is not a more direct link between outcome and 
blame on these models. As a result, both accounts purport to explain outcome- based 
blame without adverting to an entrenched commitment to outcome-based blaming. 
For our purposes, this is a crucial commonality. For our aim in this paper is to deter-
mine whether blaming a person on the basis of outcome is an entrenched moral 
commitment. On both of epistemic accounts of luck-based judgments, moral luck is 
 not  entrenched. 
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Judgment
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rational
inference

moral
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  Fig. 9.1    The rational inference account of outcome-based blame judgments       
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 We now turn to examine whether these epistemic models adequately account 
for the phenomena. The psychological evidence on moral luck currently pres-
ents a rather mixed picture. But we will argue that there is reason to favor the 
idea that outcome has an effect on blame judgments that is not mediated by 
epistemic inference.   

9.3     Psychological Research on Moral Luck 

 Although moral luck has been hotly debated in philosophy for decades, the fi rst 
extended exploration of outcome-based blame in psychology only appeared in 2008 
(Cushman  2008 ; but see Walster  1966 ; Baron and Hershey  1988 ). In an important 
series of studies, Fiery Cushman fi nds that outcomes do indeed impact judgments of 
blame. It will be important to explain the studies in some detail. 

9.3.1     Cushman’s Experiments 

 In Cushman’s studies, participants are presented with several scenarios, with the 
intentions and outcomes of actions systematically varied. 8  All participants are given 
the same initial scenario. For instance: “Jenny is taking a class in sculpture. She is 
assigned to work with a partner to weld together pieces of metal.” The scenario then 
develops in different ways for different conditions. For example, for some subjects, 
the story is elaborated in a way that makes clear that Jenny has a  bad intention :

  Jenny wants to burn her partner’s hand. Jenny thinks that if she welds a piece of metal that 
her partner is holding the heat will travel down the metal and burn her partner’s hand. 

   For other subjects, the story is elaborated with Jenny having a  neutral intention :

  Jenny does not want to burn her partner’s hand. Jenny only wants to weld together the 
metal. Jenny does not think that if she welds a piece of metal that her partner is holding the 
heat will travel down the metal and burn her partner’s hand. Jenny thinks that the metal will 
weld without causing her partner any injury at all. 

8   The category of “intention” here actually collapses two different factors in Cushman’s studies—
belief and desire. This additional complication is not relevant to our current interests, so we opt for 
a more streamlined presentation. 
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  Fig. 9.2    The epistemic bias account of outcome-based blame judgments       
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   In addition to varying the quality of the agent’s intentions, Cushman also varies 
the quality of the outcome. For some subjects, the story ends with a  bad outcome :

  Jenny welds the metal, and her partner’s hand is burned. 

   For other subjects, the story ends with a  neutral outcome: 

  Jenny welds the metal, but her partner happens to let go and is not burned at all. 

   All of these factors are crossed. So some subjects get bad intention + bad 
outcome; others get bad intention + neutral outcome; others get neutral intention + bad 
outcome; and others get neutral intention + neutral outcome. 

 After reading the scenario, participants are asked to indicate on a 7 point 
scale, “How much blame does Jenny deserve?” Not surprisingly, Cushman 
found that intention played a major role in the assignment of blame. When Jenny 
had a bad intention, she was blamed more than when her intention was neutral. 
More importantly for us, however, is that  outcome  also played a major role in 
the assignment of blame. The results showed a stepwise progression. Neutral 
intention + neutral outcome was rated very low; neutral intention + bad outcome 
was rated signifi cantly higher; bad intention + neutral outcome was rated higher 
still, and bad intention + bad outcome approached the top of the scale. In a sec-
ond study, Cushman asked about punishment rather than blame. Once again, 
outcome had a major impact on subjects’ judgments about how much a person 
should be punished. 

 In addition to questions about blame and punishment, Cushman also had sub-
jects answer a question about  wrongness : “How wrong was Jenny’s behavior?” 
Once again, intention was a major factor in determining subjects’ judgments of 
wrongness. However, outcome had almost no impact on these judgments. While 
outcome does affect judgments of blame, it seems to have little effect on judg-
ments of wrongness.  

9.3.2     A Psychological Model 

 Based on his results, Cushman offers a “two-process” model of moral judgment. 
Judgments of wrongness, on this model, are driven by an evaluation of the agent’s 
intention. But they are not driven by the outcome. Judgments of blame, on the other 
hand, are driven by both the outcome and an evaluation of intention (see Fig.  9.3 ).

   In one sense, Cushman’s model is too narrow for our purposes. For his ‘analysis’ 
stage only countenances the quality of the agent’s intention and not the quality of 
her  reasons . Even if an agent didn’t  intend  to harm, our judgments of blame are 
likely sensitive to whether the agent acted on the basis of good or bad reasons. For 
instance, when we judge someone as blameworthy because they are negligent, pre-
sumably we are often trading on the poor quality of the agent’s reasons. For present 
purposes it will be essential to include  quality of reason  as a factor in the model. 
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To accommodate this, and to focus just on blame judgments, we can recast Cushman’s 
model slightly, as depicted in Fig.  9.4 . We’ll call this the “core blame” model. 9 

   The critical feature of the core blame model is that outcome has an effect on 
blame judgments that is  not  mediated through epistemic judgments. Epistemic 
assessments do, on this model, affect judgments of blame. But outcome is an 
independent pathway that also affects blame judgments. By contrast, the epistemic 
models (Sect.  9.2.2 ) make no appeal to such a pathway. To emphasize the differ-
ence between the core blame model and the epistemic models, it is useful to frame 
the epistemic models in a general fashion, while remaining neutral on whether the 
epistemic evaluation is itself rational. Broadly speaking, the epistemic models 
hold that outcome-based blaming is always mediated by epistemic evaluation, as 
refl ected in Fig.  9.5 .

   The core blame model has some apparent advantages over the epistemic model. 
First, the fact that Cushman found that outcome strongly affects judgments of blame 
but not wrongness, is not easily explained by the epistemic accounts. For if a bad 
outcome triggers a negative evaluation of the agent’s epistemic state, then one might 
expect this to impact both blame and wrongness judgments. That is, if I come to 
think that Jenny  should have known better , then it seems like this should lead to 

9   We take this to be a friendly amendment to Cushman’s model. Thus, the “core blame” model that 
we discuss in the text is, we take it, effectively Cushman’s model. 
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  Fig. 9.3    Cushman’s two-process model of moral judgment ( 2008 : 364)       
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infl ated judgments of both wrongness and blameworthiness. But while Cushman 
fi nds outcome to have a major effect on blame judgments, outcome does not have 
much of an effect on wrongness judgments. 10  

 The second advantage of the core blame model is that it fi ts with broader devel-
opmental fi ndings on the role of outcome in early judgments of punishment. In his 
classic work on children’s views of punishment, Piaget presented children with the 
following two stories:

  A little boy who is called John is in his room. He is called to dinner. He goes into the dining 
room. But behind the door there was a chair, and on the chair there was a tray with fi fteen 
cups on it. John couldn’t have known that there was all this behind the door. He goes in, the 
door knocks against the tray, bang go the fi fteen cups and they all get broken! 

 Once there was a little boy whose name was Henry. One day when his mother was out 
he tried to get some jam out of the cupboard. He climbed up on to a chair and stretched 
out his arm. But the jam was too high up and he couldn’t reach it and have any. But while 
he was trying to get it he knocked over a cup. The cup fell down and broke (Piaget 
 1932 /1997: 122). 

   Following the cases, Piaget asked the children how much punishment each 
child should get. He found that children allocated punishment according to 
outcome rather than intention. For instance, on being asked how much punishment 
each should get, one child said: “…the one who broke the fi fteen cups: two slaps. 
The other one, one slap” (Piaget  1932 /1997: 125). 

 According to Cushman, the outcome-based system that we see in the young child 
persists into adulthood. As the child matures, she gains facility with an additional 
pathway, the intention pathway. But the early-emerging outcome-system does not 
get replaced. Rather, on the core blame model, what we see in adults’ outcome- 
based blame judgments is just the response of this early-emerging mechanism. 
In this sense, the core blame hypothesis is naturally allied with the core knowledge 
program in developmental psychology (Spelke  2000 ): certain systems emerge early 
in development and are preserved through adulthood.  

10   While this poses something of a problem for the epistemic accounts, it is not yet a crushing 
objection. For one might maintain that judgments about the quality of a person’s reasons are in fact 
more important to blame judgments than wrongness judgments. This is, of course, an empirical 
question. 
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  Fig. 9.5    Epistemic model of outcome-based blame       

 

9 Using Experiments in Ethics – Ethical Conservatism and the Psychology…



170

9.3.3     Evidence Consonant with Epistemic Accounts 

 Although the foregoing observations provide some prima facie reasons in favor of 
the core blame hypothesis, they do not provide a very direct comparison of the core 
blame hypothesis with the epistemic account. Moreover, Cushman’s results on 
blame judgments can be easily accommodated by the epistemic accounts. The psycho-
logical process might unfold as follows: The bad outcome triggers (whether by 
rational inference or egocentric bias) a negative evaluation of the agent’s  reason,  
and this then leads to an increased allocation of blame. When Jenny’s partner’s hand 
is burned, that might lead people to think that Jenny  should have known  the risk ,  and 
that evaluation might then lead to the increased blame judgment. Since Cushman’s 
studies don’t include  quality of reason  as a variable, it is impossible to directly rule 
out this explanation of the result. 

 Liane Young and colleagues recently set out to address this limitation in Cushman’s 
studies (Young et al.  2010c ). In addition to varying whether the outcome of their 
scenarios was good or bad, they also varied the quality of reasons that the agent had. 
Participants were given several different scenarios, with the  reason  and the  outcome  
systematically varied between subjects. A representative scenario went as follows: 
“Mitch is at home on his day off, giving his 2-year-old son a bath. He fi lls the bath 
while his son stands by the tub. The phone rings in the next room. Mitch tells his son 
to hang on while he gets the phone.” As in Cushman’s study, the scenario then 
develops in different ways for different conditions. For some subjects, the story is 
elaborated in a way that makes clear that Mitch has a  bad reason : “Mitch’s son 
never does what he’s told. But Mitch believes his son will wait for him for just a 
moment. Mitch leaves the room for 2 min.” For other subjects, Mitch had a  good 
reason : “Mitch’s son always does what he’s told. So, Mitch believes his son will 
wait for him for just a moment. Mitch leaves the room for 2 min.” In addition, Young 
et al. varied the ending of the story. Some subjects received the  bad outcome : 
 “ When Mitch returns, his son is in the tub, face down in the water.” Others were 
given the  neutral outcome : “When Mitch returns, his son is where he left him, 
outside the tub. He enjoys his bath.” 11  

 After reading the scenario, some participants were asked a question about the 
quality of reason: “Did Mitch have good reason to believe that his son would wait 
by the tub?” Other participants were asked the blame question: “How morally 
blameworthy is Mitch for leaving his son alone by the tub?” As expected, people 
attributed more blame when the agent had a bad reason. That is, when Mitch in fact 
had a bad reason (“Mitch’s son never does what he’s told…”), he is judged more 
blameworthy than when he had a good reason (“Mitch’s son always does what he’s 

11   Young et al. also included an “extra lucky” condition in which the outcome was neutral even 
though the agent had a false belief about what would happen. For example, in the Mitch case, when 
he returned to the bathroom, his son was in the tub but he was fi ne. This extra wrinkle is not essen-
tial to our interests here, so we will focus on the simpler contrast: true belief + neutral outcome vs. 
false belief + bad outcome. (We note that this is the familiar contrast from moral luck cases in the 
philosophical literature.) 
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told…”). Like Cushman, Young et al. found people attributed more blame when the 
outcome was bad. When Mitch’s son is face down in the tub, people judge Mitch to 
be more blameworthy. This all looks fi ne for the core blame proposal. 

 When we turn to people’s judgments about agents’  reasons , the data begin to 
look less friendly to the core blame model. Although people attributed more blame 
when the outcome is bad, it is also the case that people judged the agent’s  reason  to 
be worse when the outcome was bad. So, if Mitch’s son is face down in the tub, 
people tended to give worse assessments on the question “Did Mitch have good 
reason to believe that his son would wait by the tub?” The worry for the core blame 
hypothesis should be clear. One plausible explanation of people’s responses is that 
the bad outcome leads people to think Mitch was being epistemically irresponsible, 
and that is why they judge him more blameworthy when there is a bad outcome. 

 In addition to the verbal responses, Young and colleagues also measured activity 
in the right temporal parietal junction, a brain region associated with theory of mind 
(Saxe and Kanwisher  2003 ). The results indicated signifi cantly greater activation 
when the outcome was bad as compared to when the outcome was neutral. The 
natural interpretation of these results is, again, friendly to the epistemic accounts. 
When the outcome is bad (as when Mitch’s son is face down in the tub), this leads 
participants to reevaluate the mental states of the agent. 

 The results from Young and colleagues suggest that outcomes do affect epistemic 
evaluations. And this provides some support for the epistemic accounts of moral 
luck. That is, the results suggest that the epistemic account (as represented in 
Fig.  9.5 ) does likely explain a signifi cant chunk of the phenomenon of outcome- 
based blaming.  

9.3.4     Evidence for the Core Blame Model 

 Although Young and colleagues’ results appear to favor the epistemic models, more 
detailed statistical analyses do provide support for the core blame model. Using 
mediation analyses, 12  they found, not surprisingly, that when the agent had a bad 
reason, this affected judgments of blame via judgments of justifi cation. When Mitch 
had a bad reason, people judged him more blameworthy  because  they registered 
that he had a bad reason. More important for our purposes is the effect of outcome. 
Bad outcomes led both to harsher epistemic assessments and harsher blame judg-
ments. Strikingly, mediation analysis did not support the hypothesis that outcome 
leads to harsher blame by way of harsher epistemic assessments. 13  Rather, the oppo-
site was found: outcome leads to harsher blame, which then leads to harsher epistemic 

12   Mediation analysis is a statistical technique for inferring causal relations among multiple vari-
ables. For details of the mediation analysis discussed here, see Young et al. ( 2010c , 341–343). 
13   That is, there was no signifi cant effect indicating that outcome infl uences blame via altering 
judgments of justifi cation. This does not, of course, mean that outcome does  not  affect judgments 
of justifi cation. Rather, it just means that in this study, no signifi cant difference emerged. 
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assessment. So, when Mitch’s son was face down in the water this leads subjects to 
blame Mitch more, and their blaming him more leads them to evaluate his reasons 
more harshly. The important conclusion for our purposes is Young and colleagues’ 
suggestion that there is an effect of outcome on moral judgments that is not medi-
ated by epistemic evaluation. The results of the mediation analysis thus provide 
support for the core blame model. 

 Thus, it seems that the core blame model, as represented in Fig.  9.4 , captures an 
important part of the phenomenon of outcome-based blaming. Of course, Fig.  9.4  is 
still quite incomplete as an account of the total functional profi le of blame judg-
ments. It remains plausible that epistemic considerations (whether through rational 
inference or epistemic bias) also play a role. A more complete account of the effect 
of outcome might incorporate both an epistemically mediated process and a process 
that is more direct (see Fig.  9.6 ). However, since our interests are limited to core 
blame, we will focus on that more restricted model.

9.4         Outcome-Based Blame: An Emotional Bias? 

 The evidence currently available suggests that our commitment to outcome-based 
blame is an entrenched commitment, which is in alignment with extant attribution 
theory work. We seem to have a commitment to moral luck that cannot be explained 
away as mediated by epistemic inference. This is an important step in showing that 
the commitment to outcome-based blame is entrenched, since part of what it is for 
a moral commitment to be entrenched is that the commitment is not inferred from 
other beliefs. The other element of entrenchment is that the commitment be grounded 
in human emotion. Although there is currently little evidence on the matter, it is 
plausible that anger plays a critical role in outcome-based blame judgments. Let us 
take for granted, then, that people do have an entrenched commitment to outcome-
based blame. The ethical conservatism with which we began entails that people’s 
entrenched commitment to moral luck is not undermined even if moral luck lacks 
positive justifi cation. But of course entrenched commitments are not unassailable. 
There might be powerful considerations that should lead us to give up our commit-
ment to moral luck. One important challenge is that the commitment to moral luck 
might be dismissed as the product of a distorting bias. Emotions sometimes exert 
what is obviously a distorting bias on judgments of blame and of the basic perception 
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  Fig. 9.6    A fuller account of outcome-based blaming       
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of events upon which the judgments are based. For instance, showing people an 
emotional movie leads them to attribute more blame when evaluating an agent in 
an unrelated scenario (e.g. Lerner et al.  1998 ). Of course, the mere fact that emotion 
is implicated in judgment does not provide grounds for dismissing the judgment as 
biased. In many contexts, (e.g., judgments of taste and beauty) emotions contribute 
to judgments without thereby distorting judgment. 

 It is a diffi cult matter to assess whether a particular class of judgments is the 
product of a distorting bias. One strategy for exposing bias is to see whether people 
withdraw their judgments under full information. Our idea, borne of philosophical 
temperament, is to see whether people will quickly renounce moral luck under con-
ditions of full information. If people do quickly renounce moral luck, then this is 
some evidence that their luck-based judgments result from a bias. If, on the other 
hand, people persist in making luck-based judgments under full information, this is 
some reason to doubt that moral luck can be readily dismissed as a bias. In design-
ing our studies, we took a cue from the fi ndings of Young and colleagues. In their 
study, they found that the impact of outcome on blame judgments was strongest 
when the specifi ed reason was weak. That is, outcome had a greater impact on 
blame when agent was clearly negligent (Young et al.  2010c : 339). As a result, we 
thought that under full information, people might be more willing to embrace the 
outcome-based blaming when the agent is clearly negligent. For our experiment, we 
contrasted two cases. In one case, the agent had manifestly good reason for her 
action, while in the other case, everything was the same except that the agent was 
clearly negligent. All participants received the same initial set up: “Susan is taking 
a class in sculpture. She is using a special saw to cut a large sheet of metal in half. 
Susan is about to cut the sheet of metal on the table in half.” Then, for one group of 
subjects, Susan is ascribed what is clearly a  good reason  for her action: “Susan fol-
lows the safety instructions exactly and carefully secures the metal to the table. On 
this basis, Susan believes that when she cuts the sheet of metal, the sawed off half 
will remain on the table, and not fall off the table or hurt anyone.” For the other 
group of participants, Susan is clearly  negligent : “Susan does not consider if when 
she cuts the metal, the sawed off half will remain on the table, or whether it might 
fall off the table and hurt someone.” All participants are then presented with an 
explicit question about outcome-based blame. They are told that Susan cuts the 
metal in half, and are then told to consider two different endings to the scenario:

  In case A, after Susan cuts the metal, the metal stays in place and no one is hurt. 

 In case B, after Susan cuts the metal, half of the sheet falls off the table and onto another 
student’s foot, breaking several bones. 

 Susan acts the same way in both cases, but in case A it turns out no one is hurt, and in case 
B it turns out a student’s foot is badly injured. What Susan does and thinks in the two cases 
is exactly the same. 

   After this explicit presentation of luck-based outcomes, all participants are asked 
two questions:

  Given that Susan acted in the same way in both cases, does Susan deserve more blame for 
cutting the metal in case B than in case A? 
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 Given that Susan acted in the same way in both cases, does Susan deserve more punishment 
for cutting the metal in case B than in case A? 

   In the  good reason  condition, participants tended to give low rankings to both 
claims, indicating that when a person acts based on a good reason, they do not 
deserve more blame or punishment when the outcome is bad. By contrast, partici-
pants gave signifi cantly higher scores in the  negligence  condition, indicating when 
a person is negligent, they  do  deserve more blame and punishment when the out-
come is bad. 14  

 Thus, under full information, people embrace their outcome-based judgments 
much more when the agent is obviously negligent. Indeed, they largely reject 
outcome- based blame when the agent had a good reason. This, of course, fi ts nicely 
with Young & colleagues’ fi nding that outcome had the strongest effect on blame 
when the agent was negligent. The fact that people embraced outcome-based blam-
ing under the negligence condition, but not under the good reason condition, sug-
gests that we cannot simply dismiss the responses as the product of a distorting 
general emotional bias. For people’s judgments of outcome-based blame is  sensitive  
to whether or not the agent had good reasons.  

9.5     Luck, Control, and Negligence 

 In the previous section, we considered one challenge to the normative authority 
of our entrenched commitment to moral luck—that luck-based judgments are the 
product of a distorting bias. Strikingly, we found that under full information 
people will explicitly endorse blaming people more when they unluckily produce 
a bad outcome,  but only  when agents have been negligent. This explicit endorse-
ment of luck-based blame for negligent agents suggests that the judgments can-
not be lightly dismissed as a distorting bias. There is a much more familiar 
philosophical objection to luck-based judgment, however—the control principle. 
For the bulk of the paper, we set the control principle aside for purposes of get-
ting clear about the commitment to moral luck itself. But we now need to return 
to the control principle. We think that an important consequence of the empirical 
work is that it naturally leads to a proposal that can reconcile the control 

14   Judgments that Susan deserved more blame in the bad outcome case were signifi cantly higher in 
the  negligent  condition ( M  = 4.18 out of 7) than in the  good reason  condition ( M  = 3.06) ( t (84) = 2.2, 
 p   <  .05). Similarly, judgments that she deserved more punishment in the bad outcome case were 
signifi cantly higher in the  negligent  condition ( M  = 4.42) than in the  good reason  condition 
( M  = 3.00), ( t (83) = 2.91,  p   <  .01). Judith Thomson ventures a different opinion. She considers the 
case of two negligent drivers, one of whom, Bert, causes a death. The other, Carol, is equally neg-
ligent but causes no harm. Thomson writes, “Well,  do  we regard Bert with an indignation that 
would be out of place in respect to Carol? Even after we have been told about how bad luck fi gured 
in his history and good luck in hers? I do not fi nd it in myself to do so” ( 1993 : 205). Our experi-
ments suggest that many people would demur from Thomson’s verdict. 
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principle with moral luck. To begin, we must look more carefully at how the 
principle ought to be formulated. 

 The control principle is typically framed in a global fashion. Recall Nagel’s 
statement of the principle: “people cannot be morally assessed for … what is due to 
factors beyond their control” (Nagel  1979 : 25). 15  This statement of the control prin-
ciple does not restrict application to  non-negligent  agents. Thus, it seems to apply to 
all agents, regardless of their degree of conscientiousness or negligence. And the 
basis for formulating the control principle in this way is, at least often, taken to be a 
generalization from intuitions about cases. Here’s Nagel again: “the condition of 
control does not suggest itself merely as a generalization from certain clear cases. It 
seems  correct  in the further cases to which it is extended beyond the original set” 
(26). So, our reactions in a range of cases are supposed to lead to a formulation of 
the control principle. 

 We have no objection to the idea that we can formulate ethical principles by 
generalizing from cases. Indeed, we are inclined to embrace some form of the con-
trol principle precisely because it handles clear cases well. However, if the principle 
is built up from cases, then we need to take seriously the fi nding that people have 
different views about cases in which agents are negligent as compared to cases in 
which agents are not negligent. When agents are fully conscientious, then people do 
indeed seem to abide by the control principle. They reject the idea that a fully 
conscientious but unlucky agent deserves more blame than a correspondingly 
conscientious lucky agent. But the situation is different for negligent agents. Many 
people accept the idea that an unlucky  negligent  agent deserves more blame than a 
lucky negligent agent. This suggests that, while the cases support some version of 
the control principle, they don’t support a global version of the principle. Rather, if 
we are to construct a control principle from observed lay intuitions about cases, a 
more accurate rendering might be:

  When agents act     on the basis of good reasons,  reasons that rule out negligence, then it is 
inappropriate to blame or punish them for anything that is beyond their control. 

   This version of the control principle does indeed seem plausible. It also allows for 
the possibility of moral luck when agents are negligent. 

 Thus, we think that a control principle that really answers to the cases might well 
be consistent with moral luck. For such a control principle will be narrower than the 
global renditions that are typical in the literature. This more nuanced version of the 
control principle is not in tension with conserving luck-based judgments in cases of 
negligence. Collectively, the folk view would be that, while lucky outcomes ought 
not affect our blame judgments of agents who act on the basis of good reasons, those 
who act on the basis of bad reasons should be held accountable for the results of 
their actions, even if the results are partly a matter of luck. Not only does this 
dampen the apparent tension in folk morality, it also appears to be a defensible view, 
normatively speaking.  

15   See also Royzman and Kumar’s characterization, quoted above (Sect.  9.2.1 ). 
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9.6     Conclusion 

 This paper has offered an exploration of the intersection of moral psychology and 
normative ethics. The psychological evidence indicates that people give harsher 
blame judgments to unlucky agents than to equivalently situated lucky agents. 
The process that gives rise to these harsher judgments seems not simply to be 
mediated by inferences about the epistemic status of the unlucky agent. Rather, 
outcome seems to have a more direct effect on blame judgments. This suggests that 
our commitment to allotting greater blame to unlucky agents is an entrenched 
commitment that runs fairly deep in human psychology. Such commitments, we 
have maintained, carry a normative authority that is not undercut by the mere fact 
that the commitments are based on a-rational and a-reliable processes. Thus, we 
take luck-based judgments to carry some initial normative authority. This initial 
authority is not beyond critique, but as it happens, people’s commitment to out-
come-based blame is more sensitive than has been recognized. People are much 
more likely to embrace outcome-based blame when agents are negligent than when 
agents are conscientious. This, we have argued, provides the basis for a more plau-
sible rendering of the control principle. Thus, the psychological work not only 
helps us assess the nature of our normative commitments, it also helps to articulate 
normatively plausible principles.     

  Acknowledgements   Thanks to Jan Gertken, Michael Gill, Jesse Prinz, and Liane Young for com-
ments and discussion on an earlier version of this paper.                                            
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10.1            Introduction 

 Moral questions and dilemmas in everyday life prompt us to take a normative stance. 
Sometimes we rely on our moral intuitions and make judgments accordingly. In 
other cases, we feel the need for more extensive deliberation of a moral case. After a 
judgment is made, we have to ask: Can we justify our moral view to others who may 
have come to a different conclusion? Ethicists have long tried to describe fundamen-
tal moral principles from which justifi ed judgments can be derived. However, until 
now, a set of foundations that received general assent has not been found. Moreover, 
the development of action guiding principles and rules always requires some kind of 
interpretation or specifi cation of general principles (Richardson  2000 ). Currently, 
most ethicists hold the view that theory and practice should mutually infl uence each 
other in the process of searching for reliable moral judgments and theories. 

 A main theory that is put forward to seek justifi able resolutions is Refl ective 
Equilibrium (RE) (Rawls  1971/1999 : xiii). In a nutshell, RE is a coherentist model 
for moral justifi cation in which the key idea is that we “test” various parts of our 
system of beliefs (including considered moral judgments, principles, relevant facts 
and background theories) against the other beliefs we hold. In this chapter, we aim to 
modify the model of RE in such a way that the moral experience of agents other than 
the thinker can play a role. We present our version of RE, called Normative Empirical 
Refl ective Equilibrium, or NE-RE. NE-RE differs from RE in two respects: (i) moral 
intuitions of agents other than the thinker are included and (ii) empirical research is 
used to obtain information about these intuitions. Second, we acknowledge that 
NE-RE is susceptible to a major criticism, the so-called no- credibility objection. 
With reference to DePaul’s ( 1993 ) work, we propose to enforce the quality of moral 

    Chapter 10   
 Intuitions in Moral Reasoning – Normative 
Empirical Refl ective Equilibrium as a Model 
for Substantial Justifi cation of Moral Claims 

                Ghislaine     J.    M.    W.     van     Thiel     and     Johannes     J.    M.     van     Delden   

        G.  J.  M.  W.   van   Thiel    (*) •    J.  J.  M.   van   Delden    
  Julius Center for Health Sciences and Primary Care ,  University Medical Center Utrecht , 
  Utrecht ,  The Netherlands
e-mail: g.j.m.w.vanthiel@umcutrecht.nl    



180

reasoning in NE-RE. We move away from the thought that only elements with high 
epistemic status should be allowed in the reasoning process of NE-RE. Instead, we 
arg ue that in the good reasoning -justifi ed outcome strategy, beliefs can gain or lose 
justifi catory power. Finally, the justifi catory power of moral intuitions in a coherent-
ist reasoning model such as NE-RE, is assessed.  

10.2     Expanding the Scope: The Value of Moral Wisdom 

 In the current understanding of Refl ective Equilibrium theory, there is no place for 
considered moral judgments of agents other than the person who performs the ethical 
reasoning (we call this person the thinker). However, a single thinker may come up 
with only a small part of the moral intuitions that may be relevant in a given case. 
Ethical refl ection can benefi t from the intuitions of agents other than the thinker 
because they add to the complexity of reasoning (Woods  1999 ). To achieve insight 
concerning the moral intuitions of others, a theorist can seek encounters with experi-
ence (Ives  2008 ). This means, for example, that the thinker collects data on the intu-
itions of several stakeholders in a given case. Some of these stakeholders may have 
intuitions that refl ect a specifi c moral wisdom. This moral wisdom is present among 
experienced agents in a practice or situation, and is acquired through a learning pro-
cess. In this learning process, formative experiences cause a person to adopt a differ-
ent moral perspective. It can be provoked by a single confrontation with a work of art 
or literature. However, activities that lead to a formative experience usually infl uence 
a person’s moral outlook over time. This implies that moral wisdom is in part depen-
dent on, and can vary with, experience (DePaul  1993 ). It is moral wisdom in the 
Aristotelian sense, which refers to the ability to deliberate about human actions in 
terms of what contributes best to the good life (Edmondson and Pearce  2007 ). 

 Moral wisdom is thus acquired through moral experiences and it is refl ected in 
moral intuitions. Wisdom is a key in dealing with problems that lack prescribed 
solutions and for which uncertainty and fl uidity must be tolerated in seeking to 
resolve them. Wise responses to circumstances are often needed when moral judg-
ments in health care have to be made, because of the profound effects health care 
decisions can have on people’s lives (Edmondson and Pearce  2007 ). 

 Our perspective on the role of the moral views of moral agents in a practice is the 
background of our proposal to adjust the model of RE. We aim to modify the model 
in such a way that (i) moral intuitions of agents other than the thinker are included, 
and (ii) empirical research is used to obtain information about these intuitions. We 
call our version of RE the Normative Empirical Refl ective Equilibrium (hereafter 
NE-RE) (van Delden and van Thiel  1998 ). The use of moral intuitions in normative 
reasoning is considered inescapable by some, but it is certainly not unproblematic 
(Daniels  1979 ; Beauchamp and Childress  2008 ). Moreover, mixing empirical with 
normative elements is at best regarded as risky business. We will address these 
issues from the perspective of NE-RE. But fi rst, we outline the basics of refl ective 
equilibrium theory.  
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10.3     Refl ective Equilibrium Theory 

 Refl ective Equilibrium was developed by John Rawls for the theoretical purpose of 
formulating the most appropriate conception of justice (Rawls  1971/1999 : xiii). It is 
a model for justifi cation that revolves around the idea that seeking justifi ed moral 
principles requires an argumentative process in which general principles and 
 background theories are considered together with a person’s considered moral 
 judgments. The term RE refers to both the process and the result of moral reasoning. 
A RE as the result of moral reasoning is a coherent and interconnected set of moral 
and non-moral beliefs at various refl ective levels. The number of beliefs that can be 
included in the reasoning process of a researcher is necessarily limited, but ideally, 
in working toward a RE all relevant considerations are addressed. 

 In broad outline, moral reasoning according to RE proceeds in three stages. 
A person—the thinker—starts with identifying his or her considered moral judg-
ments or moral intuitions. In theory, the starting point of reasoning can be any of the 
elements mentioned. But often moral reasoning is triggered by spontaneous and 
personal interpretation of the facts of a case. The next step is to formulate moral 
principles that are relevant for the situation under consideration. In theory, these can 
be new principles, but it is likely that a thinker will come up with at least some of 
our commonsensical moral principles (i.e., keep promises, respect autonomous 
choices; Arras  2007 ). These elements may be confl icting, inconsistent, or both. In 
that case, the thinker will have to respond to the divergence between the principles 
and his initial beliefs. He has to work back and forth between principles and judg-
ments and make adjustments in both his considered moral judgments and moral 
principles. This process ends when the thinker accepts a set of principles that 
coheres with his considered moral judgments. The person’s beliefs are now said to 
be in refl ective equilibrium. 

 Rawls’ idea was both welcomed and criticized. One major criticism was—and 
still is—the alleged subjectivism inherent to the method. Since all the beliefs taken 
up in RE reasoning are the beliefs of one single thinker, RE would amount to no 
more than a neat systematization of the preliminary ideas a thinker has about the 
case. In his infl uential article, Daniels ( 1979 ) acknowledges the problem of circular-
ity and proposes to speak of narrow refl ective equilibrium when considered moral 
judgments and principles are made coherent. To diminish the risk of subjectivism 
and circularity, Daniels proposed to add an extra round of reasoning to the method, 
in which the thinker attempts to disrupt the state of narrow refl ective equilibrium by 
considering background theories and alternatives to his moral theory (Daniels 
 1979 ). Examples of background theories are a theory of personhood or a general 
social theory. These background theories have to be chosen for their potential to 
provide critical input. Again, mutual adjustment of the elements is required until the 
fi nal result, a wide refl ective equilibrium, is achieved. 

 Contrary to other approaches in ethics, i.e. principlism and casuistry, RE claims 
no locus of authority in one of the elements. In the process of consideration and 
amendment by the individual thinker, none of the elements has a privileged status 
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and all are open to revision. It is the thinkers’ task to fi t the most comprehensive 
and interconnected set of beliefs into a balanced view of the moral case at hand. 
When the thinker decides the adjusted moral beliefs form a coherent whole, the 
reasoning process ends. Rawls developed RE for the purpose of formulating a gen-
eral theory of justice. However, the result of RE can also be a moral judgment 
about a case, or a so-called modest theory, which is more limited in scope (Van 
Willigenburg  1991 : 191). 

 There are several possible interpretations of RE (Rawls  1971/1999 : 43). Many 
authors besides Daniels ( 1979 ) have suggested changes to the type and number of 
considerations that can be included. By means of illustration, we give some exam-
ples. Nielsen suggested only letting judgments that are actually agreed upon within 
a community take the place of considered moral judgments (Nielsen  1982a ). 
Beauchamp and Childress proposed to extract considered moral judgments from the 
common morality and thus include those judgments that all serious moral persons 
share ( 2008 : 387). Heeger and Van Willigenburg added morally relevant facts as a 
separate element to be included in the reasoning towards RE (Van der Burg and Van 
Willigenburg  1998 : 14). Van der Burg ( 1997 ) added ideals. 

 RE is the reference theory from which we developed Normative Empirical 
Refl ective Equilibrium (NE-RE). In general, the strength of a moral view, achieved 
through (NE-)RE depends on three aspects:

    (i)    the comprehensiveness of the set of beliefs;   
   (ii)    the strength of argumentation in the reasoning process;   
   (iii)    the level of coherence among beliefs in the end.     

 In the following sections of this article, we describe how the use of empirical 
research in moral intuitions adds to the comprehensiveness of NE-RE. Subsequently, 
we address the strength of the reasoning process and the role of coherence in the 
light of an important objection against RE, associated with the use of moral intu-
itions in ethics.  

10.4     Enriching the Thinker’s Perspective: Moral Intuitions 

 In RE, the initial beliefs that are allowed in the reasoning process are called 
Considered Moral Judgments (hereafter CMJ). When Rawls talked about consid-
ered moral judgments, he meant the moral judgments that seem clearly to be correct 
under conditions that were suitable for making good judgments of the relevant kind 
(Scanlon  2003 ). The concept of CMJ has been criticized for the vagueness of the 
requirements that need to be met. It seems that not only should the thinker be unaf-
fected by conditions that threaten his  or her  ability to exercise his  or her  sense of 
justice, but he  or she  must also have the will or the intention to reach the correct 
decision (Rawls  1971/1999 : 42). For the practical use of RE, identifying a thinker 
or other persons CMJ would require that we rule out the judgments made under 
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non-ideal circumstances. Moreover, the thinker’s desire to reach a correct decision 
has to be verifi ed. These requirements are formulated with the aim to warrant a 
minimal level of credibility of CMJ, that is needed to justify their role in a coherent-
ist model of justifi cation like RE. 

 The concept of moral intuition is suggested as an alternative to CMJ (Van der 
Burg and Van Willigenburg  1998 : 14). We prefer this concept over CMJ for several 
reasons. First, it is appropriate to characterize the beliefs that a person comes to 
hold without extensive deliberation. The appearance of an intuition is rather sud-
den and not well thought-out. Second, the concept of moral intuition offers an 
account of the type of belief we think is relevant to NE-RE. Moral intuitions are the 
preliminary interpretations of people that give the holder a sense of the direction in 
which a judgment about the case should go. These intuitions can be both pre- 
refl ective and post-refl ective. Pre-refl ective interpretation occurs when a person is 
confronted with a moral situation with which he is unfamiliar. In other cases the 
interpretation of a person is based on structuring of facts in previous cases, and in 
this way is infl uenced by experienced perception. This is called post-refl ective 
interpretation (Haidt  2001 ). 

 There is evidence for the claim that most of our moral judgments are intuitive 
and automatic responses to challenges, elicited without awareness of underlying 
mental processes (Musschenga  2008 ). It is thus highly likely that the moral judg-
ments of people, who work and live in a certain practice, are usually at an intuitive 
level. Thus, it is through these intuitions that moral theorizing can gain access to 
detailed information on the moral experience of relevant agents. If we incorporate the 
intuitions of, for example doctors and nurses, we can work towards a NE-RE that 
grasps a moral experience that generally cannot be found among people outside the 
health care practice. An example of the value of collecting intuitions from experi-
enced agents is provided by Ives and Draper ( 2009 ). They describe their so-called 
‘encounter with experience’ in a project on paternal rights. They initially had come 
to the conclusion—based on their own intuitions—that there were  no good  grounds 
for basing paternal responsibilities or rights on genetic relatedness. However, data 
from men who were separated from their children and had no other connection to 
their child than a genetic one, made the researchers aware of the limitations of a 
non-genetic account of paternity (Ives and Draper  2009 ). 

 Moral intuitions are relevant to ethical judgments fi rst, because they are usually 
the starting point of deliberation. Second, when a person comes to hold a moral 
intuition, he will generally feel the urge to look closer at the case and seek alterna-
tive interpretations of the circumstances (Van Willigenburg  1991 : 111). Finally, 
moral intuitions connect ethical refl ection through NE-RE to our everyday moral 
experiences. An important aim of the practical ethicist is to justify claims to other 
moral agents. This requires sharing reasons in a manner that makes considerations 
relevant to those claims as ‘vivid and motivationally compelling’ as possible 
(London  2000 ). Moral reasoning that avoids moral intuitions amounts to requiring 
that a person adopts moral principles without referring to the intuitions that guide 
her moral action in daily life (DePaul  1993 : 2–3).  
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10.5     Moral Intuitions and Moral Justifi cation 

 There seems to be one major reason to stay away from moral intuitions: it raises the 
question of how it can be done without endangering the normative force of  ethical 
reasoning. This is a matter of moral justifi cation. Suppose a person has considered a 
set of beliefs at different levels of refl ection, tested and adjusted these beliefs and 
came up with a coherent moral view. We may conclude that this thinker rightly 
claims that he was successful in achieving an RE. But is his moral view convincing? 
On what grounds can this thinker defend his moral judgments toward others who 
may have come to another conclusion? To defend moral claims, we have to elaborate 
on the moral justifi cation of judgments and theories. Critics have put forward the no-
credibility objection, which holds that moral justifi cation through RE is impossible 
precisely because moral intuitions are allowed in the reasoning process. 

 The no-credibility objection (DePaul  1993 : 25) rests on the combination of two 
features of RE: (i) the role of considered moral judgments (or moral intuitions) and 
(ii) the coherentist nature of the method. The no-credibility argument entails the 
following: if justifi cation of the result of an RE process is based on the coherence of 
a set of beliefs, each of the individual beliefs has to be reliable enough to guide the 
process of reasoning. Moral intuitions, it is argued, are subjective and can be errone-
ous. Therefore, they lack the credibility that is necessary to add to the justifi cation 
of judgments in a coherentist model of moral reasoning. It is generally recognized 
that the no-credibility objection poses a serious problem for RE. However, propo-
nents of RE have made things more complicated, we believe, by seeking moral 
judgments and moral intuitions that are considered more credible. In the next sec-
tion, we explain why this is the wrong track, and we use DePaul’s ( 1993 ) work to 
develop a different strategy.  

10.6     Enhance Credibility or Embrace Openness to Revision? 

 Moral intuitions are personal interpretations of the facts of a case by individuals and 
thus marked subjective. This makes them—and (NE-)RE as a whole—vulnerable to 
the no-credibility-objection. To defeat the no-credibility objection, proponents of 
RE developed what we call the credible input-justifi ed outcome strategy: 

10.6.1     Enhance Credibility: The Credible Input-Justifi ed 
Outcome Strategy 

 To achieve a set of credible moral intuitions, several authors suggest stringent selec-
tion of initial judgments at the start of reasoning, in order to prevent the ‘bad’ ones 
from entering the reasoning process (Swanton  1991 ; Nielsen  1982b ; Singer  2005 ). 
For example, Beauchamp and Childress argue for the use of the common morality 
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(e.g., a set of norms shared by all persons committed to morality) as a reliable 
source of moral intuitions that can be allowed into the reasoning process ( 2008 : 
387). We will use Beauchamp and Childress’ proposal as an example when we 
argue against the credible input-justifi ed outcome strategy. 

 Unfortunately, the attractive idea of criteria that can tidy up our messy set of 
intuitions has serious drawbacks. In the case of Beauchamp and Childress’ common 
morality, the fi rst drawback is that selection of moral intuitions—and the subse-
quent exclusion of those that seem not suffi ciently trustworthy—leads to excluding 
intuitions from (possibly relevant) minority groups of agents. The remaining set 
may provide only a small input in the reasoning process, because norms that are 
shared by all morally serious persons are either of a general nature (like principles) 
or very few in numbers (DeGrazia  2003 ). Moreover, limiting the set of moral intu-
itions in this way complicates the task of integrating the moral wisdom we argued 
for in previous sections. For example, agents may have moral intuitions that are not 
shared by all persons committed to morality, because their intuitions stem from 
moral experiences that are uncommon. 

 The second drawback is that a thinker who is convinced of the credibility of each 
of his intuitions (before testing them in the light of relevant principles, ideals and so 
forth) will be wary of major alterations (DePaul  1993 :44). The consequence may be 
that intuitions from the common morality become privileged elements, in the sense 
that they are less prone to revision than other elements (principles, background the-
ories and morally relevant facts). This runs counter to the non-foundational charac-
ter of RE (Strong  2010 ). Beauchamp and Childress explicitly address the question 
of whether a change in the common morality could occur. They state that the theory 
of common morality remains open to the possibility that the common morality 
changes. At the same time, they endorse the view that the possibility of such a 
change seems to weaken the idea of a common morality (Beauchamp and Childress 
 2008 : 390–391). 

 Finally, the demand for credible moral intuitions might be contrary to the 
dynamic character of the method of RE. A signifi cant role of moral intuitions is to 
fuel the thinking process of the thinker. To enrich his view, the thinker should seek 
to broaden the set of moral intuitions throughout the whole process of reasoning. 
Selection at the start of reasoning can hamper this function of intuitions. These 
disadvantages of the credible input-justifi ed outcome strategy are an invitation to 
explore another line of thought with the aim of defeating the no-credibility 
objection.  

10.6.2     Strive for Openness to Revision: Good 
Reasoning- Justifi ed Outcome Strategy 

 Another approach to the no-credibility objection is to move away from the discus-
sion about the characteristics of moral intuitions and focus on the argumentative 
process. This strategy is employed by DePaul ( 1993 :39). We start from his work and 
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try to develop it further by arguing for the good reasoning-justifi ed outcome strategy 
for moral justifi cation in RE. 

 Following the good reasoning-justifi ed outcome strategy for moral justifi ca-
tion, the thinker starts with identifying the broadest set of relevant moral intu-
itions. Relevant intuitions are closely connected or appropriate to the matter at 
hand. In our view it is essential that the moral views of others rather than the 
thinker himself are taken up to enrich the initial set of moral intuitions. Empirical 
work designed to obtain these intuitions is usually necessary. In the subsequent 
process of moral reasoning the moral intuitions, principles and theories can gain 
or lose justifi catory power. RE provides a model in which they together are exam-
ined, adjusted, accepted or expelled. The guiding principle of examination is the 
level of coherence among different elements. The thinker will try to achieve 
coherence by mutual adjustment of beliefs. In the end, only the beliefs with suf-
fi cient justifi catory power are part of RE. The moral intuitions in this RE can be 
considered to have suffi cient credibility because they were tested and confi rmed 
in the reasoning process towards RE.  

10.6.3     Requirements for the Good Reasoning-Justifi ed 
Outcome Strategy 

 In the good reasoning-justifi ed outcome strategy, much importance is bestowed 
upon the argumentative process. To achieve an equilibrium that has strong justifi ca-
tory power, the reasoning and the joint attitude of the thinker should meet several 
criteria. 

  Transparency : Transparency is an ideal characteristic of RE reasoning. It should 
be pursued with the aim of making the reasons for a decision accessible to a wider 
public and open for scrutiny. This accessibility requires that reasoning is not con-
fi ned to the thoughts of the thinker. He or she will have to make clear and docu-
mented steps, arguing which facts and arguments are considered and how they are 
weighted in the reasoning process. For example Daniels refers to transparency as 
a key element of a procedure for fair priority setting, the Accountability for 
Reasonableness framework (Daniels  2000 ). Clarity about facts and arguments 
adds to the justifi catory power of RE because the normative force of the outcome 
of RE depends in part on the strength of the reasons that have been prominent in 
the process (Holm  2008 : 13). With regard to moral intuitions, transparency 
increases the chance that unfounded or ill-argued retaining or rejecting of moral 
intuitions is exposed. This decreases the risk of conservatism and avoids deliber-
ate  systematization of prejudices. 

  Openness of mind : The thinker should avoid getting ‘caught up’ in his own intu-
itions by taking on an attitude of openness. This requires fi rst that he is aware of 
biases and motivated to correct for them (e.g. through employing debiasing strate-
gies; Horton  2004 ). Second, the thinker should seek alternative ways to interpret the 
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moral aspects of a case. This may lead to the introduction of new moral intuitions or 
to the abandonment of others. In its most extreme form this results in a radical shift 
in moral views. DePaul named this a moral conversion: abandonment of a large part 
of—or even all—initial beliefs (DePaul  1993 : 41). According to DePaul, the thinker 
should develop his abilities and faculties for making judgments by expanding his 
range of experiences. This is a valuable approach, but necessarily limited because 
gaining in-depth experience in a moral practice is a time-consuming endeavor. 
The thinker should therefore in our view obtain information about the moral expe-
riences of relevant others, for example through empirical inquiry into their moral 
intuitions. 

  Reasonableness : The notion of reasonableness is prominent in the process of 
adjusting beliefs. For the purpose of an RE in which the moral intuitions of relevant 
agents are taken up, a reasonable thinker is sensitive to the perspective of all parties 
involved. Moreover, reasonableness requires that the person considering the reason-
ableness of a claim is aiming at agreement or at fi nding a course of action with 
which everyone will be satisfi ed (Scanlon  1998 : 33). 

 The good reasoning-justifi ed outcome strategy allows NE-RE to introduce moral 
intuitions into the reasoning process without being defeated by the no-credibility 
objection. RE’s dependence on credibility of the elements at the start of reasoning 
is replaced by a process in which beliefs can gain or lose credibility. Thus, in 
NE-RE, we do not seek moral justifi cation in separate elements. Instead, we accept 
low credence levels of beliefs at the beginning of the quest for a justifi ed judgment 
or (modest) theory. In working towards NE-RE, we depend on good reasoning and 
coherence for moral justifi cation of the result.   

10.7     Moral Justifi cation and Coherence 

 Rawls ( 1971/1999 : 18) speaks of RE when the thinker formulates:

  [A] description of the initial situation that both expresses reasonable conditions and yields 
principles which match our considered moral judgments duly pruned and adjusted. 

   Thus, when the thinker decides that coherence is achieved, the reasoning process 
comes to an end. In RE in general, coherence is a key element. In NE-RE, the notion 
is even more important because the thinker abandons the ideal that the belief-system 
he or she started with consists of elements with suffi cient credence levels. However, 
the nature of coherence and the way people should evaluate their beliefs with respect 
to coherence is poorly described (Beauchamp and Childress  2008 : 387; DeGrazia 
 2003 ; Rauprich  2008 ). Intuitively, coherence is a matter of how well a body of 
beliefs hangs together: “[H]ow well its components produce an organized, tightly 
structured system of beliefs, rather than a helter-skelter collection or a set of con-
fl icting subsystems.” (BonJour  1985 : 93) 

 Our purpose is to use NE-RE for moral justifi cation of our judgments and 
theories. Therefore, a tangible concept of coherence is crucial. 
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10.7.1     Broad Coherence: Consistency, Comprehensiveness 
and Interconnectedness 

 Consistency is usually put forward as the fi rst requirement for coherence. It is  obvious 
that inconsistency is incompatible with coherence. However, on any  reasonable 
coherentist account, coherence is more than mere logical consistency. Bonjour illus-
trates the need for additional requirements with two sets of propositions, A and B.

 SET A  SET B 

 This chair is brown.  All ravens are black. 
 Electrons are negatively charged.  This bird is a raven. 
 Today is Thursday.  This bird is black. 

   Clearly both sets of propositions are free of contradiction. But in the case of A, 
this consistency results from the fact that its components are almost entirely irrele-
vant to each other; though not in confl ict, they also fail to be positively related in any 
signifi cant way (BonJour  1985 : 96). 

 What is needed for meaningful coherence is substantial mutual support between 
the elements of a set of beliefs (Rauprich  2008 ). Sayre-McCord ( 1996 : 166) argues 
that the two properties of connectedness and comprehensiveness add to the coher-
ence of a set of beliefs that are consistent and thus minimally coherent.. However, 
he gives no indication of the relations between beliefs that add to connectedness 
and comprehensiveness. Nonetheless, we believe that these two properties are inter-
esting starting points for a more substantial account of coherence in NE-RE. 
Comprehensiveness represents a guiding ideal of RE reasoning to consider as many 
relevant beliefs are reasonably possible. The notion of connectedness is an invita-
tion to focus on the relations between beliefs. Each individual belief can be con-
nected to others in ways that add to coherence. However, connections that diminish 
the coherence of the set are also possible.  

10.7.2     Measuring: Four Types of Coherence 

 Investigation of the connections between elements is a way to measure coherence in 
a specifi c set of beliefs. Following Bonjour, we call the connections between beliefs 
that are relevant to coherence, inference relations (BonJour  1985 :96). Thagard 
( 1998 ) described four types of coherence:

 –    Explanatory coherence is the coherence between observation and understanding. 
The importance of this type of coherence lies in the fact that some normative 
principles are tied to empirical claims. Guarini ( 2007 ) gives the example of capi-
tal punishment. The argument for a general principle that capital punishment is 
acceptable may depend on the deterrent effect that it has. But whether capital 
punishment has a deterrent effect is a largely empirical question.  
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 –   Deductive coherence is the coherence between principles and judgments. There 
is a positive connection if a principle and a particular judgment are likely to be 
either both accepted or both rejected. Positive connections between principles 
and judgments are constituent parts of coherence.  

 –   Deliberative coherence is the coherence between actions and goals. The positive 
deliberative connection is when an action facilitates a goal. Incompatibility of an 
action with a goal is a negative constraint between elements (Guarini  2007 ).  

 –   Analogical coherence implies supporting a conclusion in one case by comparing it to 
a similar case whose moral status is more obvious. Analogical arguments are rarely 
convincing on their own, but they can contribute to the overall coherence of a view.    

 These types of coherence can guide a thinker in NE-RE when he comes to a point 
where he has to decide whether his set of beliefs can qualify as a refl ective equilib-
rium. Connectedness refers to the relations among beliefs that can either be strong 
or loose, as in Bonjour’s example of propositions. However, measuring the support 
for a belief does not inform the thinker about the level of coherence that is necessary 
for refl ective equilibrium. There is no clear cut-off point for a RE (Strong  2010 ). 
Nonetheless, a thinker can evaluate the inference relations between his beliefs. 
Some will have many positive connections, and others will only have a few. For a 
refl ective equilibrium, the beliefs that are situated at the heart of the system should 
be positively connected to each other. This idea may have a foundationalist ring, 
because it suggests that some beliefs are more important than others. We will 
address this issue in the next section. 

 Moreover, the requirement of comprehensiveness means that even though a small 
set of beliefs may be free of inconsistencies, the thinker has to make an effort to keep 
all beliefs he deems relevant aboard the refl ective equilibrium as long as possible. 
Thus, the thinker should not readily accept a small but consistent set of beliefs. 
Instead, he has to have good reasons to dismiss beliefs. In a transparent reasoning 
process, the thinker can justify his choices and be criticized for it by others.   

10.8     Coherentism and the Power of Moral Intuitions 

 Coherence is key to refl ective equilibrium and RE is—unsurprisingly—generally 
characterized as a coherentist model. Earlier we pointed out that the no-credibility 
objection against (NE-)RE depends on the combination of the use of moral intu-
itions and the coherentist nature of the model. In this section we elaborate on coher-
entism with the aim to further clarify our view on moral justifi cation in NE-RE. 

10.8.1     Coherentism 

 Coherentism is contrary to the foundationalist approach, in which theorists search 
for a specifi c, fundamental norm or principle to justify moral claims. Coherentists 
give up the search for fundamental principles and instead claim that a particular 
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belief is justifi ed for an agent if and only if it coheres well with the other things the 
agent believes (Radzik  2002 ). With regard to the coherentist nature of (NE-)RE two 
points have to be clarifi ed. First, NE-RE is not a coherence theory of moral truth. 
Rather, NE-RE is a model for moral inquiry that leads a thinker to a justifi able moral 
judgment or (modest) theory. Contrary to epistemic interpretations 1  of RE, we hold 
that the justifi cation of the views attained through RE is thus not based on the claim 
that they are true. The objective of justifi cation is refl ective testing of all relevant 
considerations in order to produce a coherent moral view that boosts our confi dence 
that we are not mistaken. 

 Second, the result of a moral inquiry through NE-RE should not be seen as a 
fully stable equilibrium. It is a justifi ed moral view for the time being. RE is a 
dynamic process that goes on as one’s set of convictions changes. These changes 
can be provoked by new experiences and ongoing refl ection. A thinker should con-
tinuously strive to increase the coherence of his beliefs in order to gain stability and 
justifi catory power as things progress (Sayre-McCord  1996 ).  

10.8.2     Two Versions of Coherentism 

 For a proper characterization of NE-RE, it may be helpful to distinguish between 
different versions of coherentism. A general distinction can be made between pure 
or uncompromising coherentism and coherentism with different levels of justifi ca-
tory power. 

 Pure, uncompromising coherentism requires that the individual elements of a set 
of propositions are (i) independent of foundations, and (ii) derive their justifi catory 
power only from the relationship with other elements of the set. Coherentism in this 
sense holds that a belief can only be justifi ed by coherence considerations and that 
it is coherence alone that justifi es (Ebertz  1993 ). It implies that no belief has a dis-
tinguished epistemic status and that no belief has a distinguished place within a 
coherent set (Haack  1993 : 17–18). 

 Coherentism with different levels of justifi catory power acknowledges the pos-
sibility of degree of justifi cation. The degree of justifi cation of a single belief can 
vary due to factors other than the inference relations between that belief and the 
other beliefs in the set. For example, some beliefs have a distinguished initial status, 
and this can confer a certain weight on a belief. The justifi catory power of a set of 
convictions depends on the weighted mutual support. In addition, some beliefs are 
distinguished because they are more deeply embedded in a coherent set than others 
(Haack  1993 : 17–18). 

 Ebertz specifi cally points to considered moral judgments as having a distinct 
status that is incompatible with pure coherentism. He refers to the accepted view 
that we draw upon a moral sense when we form our initial judgments (we call them 
moral intuitions) about the rightness or wrongness of actions. The justifi catory 

1   Epistemic interpretation is thoroughly presented and discussed in Kappel ( 2006 ). 
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power of these moral intuitions is not derived from their relationship with other 
beliefs. Moral intuitions are rather sudden appearances of a judgment about the case 
at hand. And even though our fi rst moral judgments can be replaced by others, their 
very nature implies that they not only enter into RE reasoning by virtue of cohering 
with other beliefs (Ebertz  1993 ). Ebertz goes on arguing that considered moral 
judgments play a foundational role in RE. His argument is that there is an element 
at the heart of the idea of justifi cation through refl ective equilibrium that is contrary 
to uncompromised coherentism: “There is a kind of test by which principles can 
always be tested—the test of whether they fi t the CMJ we are committed to at that 
point in the refl ective process” (Ebertz  1993 : 204). He concludes that RE is a model 
not of coherentism but of modest foundationalism combined with the claim that 
coherence between beliefs is an additional necessary condition for justifi cation. 

 Our view on the matter is that each element in RE, whether a principle, moral 
intuition or a general theory, is tested against the others. In this process, moral intu-
itions have no special status, and they can be adjusted or eliminated altogether. 
Thus, once in the process, moral intuitions play no foundational role. Our openness 
to the moral wisdom of, for example, health care professionals, should not be mis-
taken for a shift in locus of authority in RE. The locus of authority determines which 
element of a model or theory is decisive when there is inconsistency or confl ict in a 
set of beliefs. The authority in top-down methods for example, is located in theory: 
when a principle confl icts with a moral intuition, the principle should prevail. The 
opposite holds for bottom-up models: for example, in the hermeneutic approach, the 
locus of authority is in practical know-how. In the RE method, none of the elements 
has a privileged status in the reasoning process. The strength of an RE is determined 
by the process of refl ection and the coherence of the result, not by the epistemic 
status of one of the elements (Van Delden et al.  2005 ). Expanding the range of moral 
intuitions does not change this. We therefore would still characterize RE as a form 
of coherentism. However, we endorse the view that RE is not a pure, uncompro-
mised coherentist model. We agree with Ebertz that moral intuitions enter into the 
reasoning process for reasons other than their coherence with other elements alone. 
They may simply have come to the thinker’s mind or may be derived from empirical 
research. This is incompatible with pure coherentism. Moreover, the justifi catory 
power of the elements in RE is ultimately dependent on their strength in the 
 deliberative process in which they are studied and modifi ed in the light of other 
beliefs. However, this does not rule out that a moral intuition can possess certain 
characteristics that add to the power of the intuition. We would therefore prefer to 
characterize NE-RE as coherentist with different levels of justifi catory power. 

 In the argumentative process towards RE, the level of justifi catory power of 
beliefs can be assessed. This assessment is added to the mutual testing and adjust-
ment of moral intuitions, principles, morally relevant facts and background theo-
ries. In the assessment, at least three weighing factors can play a role. In the next 
section, we clarify the use of these factors when weighing moral intuitions. Moral 
intuitions may be more than other elements in need of support to give them suffi -
cient warrant. However, elements such as principles and general moral values can 
be assessed accordingly.  
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10.8.3     Assessing the Justifi catory Power of Moral Intuitions 

 In the argumentative process towards RE, the thinker can examine the set of moral 
intuitions by using some weighing factors, with the aim of assessing their justifi ca-
tory power. We mention three such weighing factors: durability, transcendence and 
experienced perception. To preserve essential aspects of RE, such as the non- 
foundationalist character and the attitude of openness, none of the factors we men-
tion here are decisive. Instead, they help the thinker examine the weight of intuitions 
in moral deliberation. 

  Durability : Moral intuitions can be weighted by their durability. We are likely to 
have more confi dence in judgments that are confi rmed in a history of cases. 
Durability can therefore be used as a weighing-factor. This implies that, for exam-
ple, the judgments that match the common morality will have extra justifi catory 
power. However, in our view the common morality should not be the only source of 
moral intuitions. Moral reasoning should be open to a broader set of initial beliefs 
than the common morality can supply. 

  Transcendence : The extent to which moral intuitions are appreciated and affi rmed 
by a community is relevant for the justifi catory power of a moral intuition. The 
degree of justifi ability is then rated by their capability for transcendence (Van den 
Hoven  2006 :163). Moral deliberation requires that individuals transcend their 
personal concerns and interests in such a way that others can share their perspective. 
This does not imply that individuals should disconnect from the values, projects and 
commitments they cherish personally. However, in the process of deliberation, 
moral intuitions that can be shared by people from different perspectives have more 
justifi catory power. 

 Again, we stress the fact that we accept this merely as a weighing factor. Some 
authors, for example Nielsen, proposed to trade considered moral judgments in RE 
for the moral beliefs that are part of the consensus in a society (Nielsen  1982a ). This 
interpretation of transcendence is at risk of being reduced to the majority is morally 
right (Nielsen) or in the case of Beauchamp and Childress, to the view that criti-
cisms on local customs and attitudes are warranted only if they maintain fi delity to 
the common morality. Both interpretations are contrary to the idea that, in working 
towards RE, a thinker should strive to consider the broadest set of moral and non- 
moral beliefs. 

  Experienced perception : Experienced perception is a characteristic of persons 
that can only be acquired by a long process of gaining life experience and in-
depth insight in the choices that people face in life (Van Willigenburg  1991 : 
205). Because experienced people may be better equipped for moral judgment 
in a case, their moral intuitions deserve to be taken up in the initial set of moral 
beliefs. In RE, moral intuitions should be evaluated with respect to the charac-
teristics of their beholder. Agents who acquired a moral sensibility regarding a 
specifi c moral case should be identifi ed. However, valuing experience percep-
tion is not the same as assuming that this always produces correct judgments. 

G.J.M.W. van Thiel and J.J.M. van Delden



193

Just as any other moral intuition, the ones that come from experienced persons 
are considered as preliminary fi xed points. 

 These criteria can guide inspection of initial beliefs. There is no hierarchy, and 
these features of a moral intuition cannot simply add up to a fi nal judgment about its 
justifi catory power. The criteria can be mutually supportive. The features need to be 
addressed for each moral intuition in the specifi c context.   

10.9     In Conclusion 

 Ethicists involved in practical ethics cannot overlook moral wisdom if they want to 
connect moral judgments and theories to a specifi c practice. Nonetheless, normative 
ethics requires independence from practice to preserve its critical force. With 
NE-RE we aimed to achieve a middle-ground in which empirical information on 
moral intuitions and normative reasoning are integrated in valid ways. The NE-RE 
model has to reply to those who question the viability of incorporating moral intu-
itions in a coherentist model of moral justifi cation. This criticism is known as the 
no-credibility objection against RE. We claim that NE-RE has characteristics that 
provide arguments against both these criticisms. 

 Finally, the model of RE has been criticized for its limited practical clarity. We 
address the issue of measuring coherence and provide criteria that can help a thinker 
to decide when suffi cient justifi cation for his moral view is reached.                                                 
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        Refl ective equilibrium (RE) is a widely accepted method both for the construction 
of ethical theories and for moral argumentation. Some authors explain its popularity 
by referring to its affi nity to common sense. Wayne Norman says that the method 
amounts to little more than the codifi cation of common sense (Norman  1998 ). In the 
view of others it roughly approximates the way in which many of us tend to think 
when we are dealing with practical moral problems (Dworkin  1978 ; Jamieson 
 1991 ). RE does not have high pretensions. It does not try to fi nd a rock-hard founda-
tion for moral judgments, nor does it pretend to produce certainty. At most, it performs 
a weaker form of warrant (Van der Burg and Van Willigenburg  1998 : 3). As is often 
true, popularity does not exclude something from being controversial. The weak 
area of RE is the credibility of the initial judgments or moral intuitions. 

 In his ‘Outline for a decision procedure for ethics’ John Rawls says that the prin-
cipal aims of ethics is the formulation of justifi able principles which may be used in 
cases wherein there are confl icting interests, to determine which one of them should 
be given preference. The main reason to accept these principles as justifi able is that 
they explicate the considered judgments, which are the mature convictions of com-
petent moral men as they have been worked out under the most favorable conditions 
(Rawls  1951 : 187). Who are these competent moral men or, as Rawls calls them, 
moral judges? A competent moral judge needs (i) to have a certain degree of intel-
ligence (but no more than a normal intelligent man), is (ii) required to know those 
things concerning the world about him and those consequences of frequently per-
formed actions, which it is reasonable to expect the average intelligent man to know, 
and, further, the peculiar facts of the case in which he has to express his opinion, is 
(iii) also required to be reasonable (be willing to fi nd reasons for and against  possible 
options, be open-minded and aware of the possible infl uences of prejudice and 
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bias), and, fi nally (iv) needs to have a sympathetic knowledge of those human 
 interests that, by confl icting in particular cases, give rise to the need to make a moral 
decision ( 1951 : 178f.). 

 The image of the competent moral judge does not return in a theory of justice 
(ToJ). Rawls does speak of the qualities the person making the judgment needs to 
have, but in quite general terms. He is presumed to have the ability, the opportunity, 
and the desire to reach a correct decision (or at least not the desire not to) ( 1999 : 42). 
These qualities are less detailed than those of the competent moral judge in the 1951 
article. They also seem less central to Rawls’ account, given the fact that he does not 
start with these qualities, as he did in the 1951 article, but mentions them only after 
saying which of our judgments to take into account. The reason for the competent 
moral judge’s disappearance is that the role of well-considered judgments has 
changed in ToJ. Rawls now more openly embraces a coherence epistemology 
according to which these judgments, as the data for which the theory has to account, 
themselves can be adjusted, rectifi ed, or even rejected in a process of mutual adjust-
ment between judgments and principles (Van der Burg and Van Willigenburg  1998 : 7). 
The judgments that serve as an input in the reasoning process need not be as well-
considered as the judgments of a competent moral judge. It is suffi cient that we 
discard those judgments made with hesitation, or in which we have little confi dence, 
and those given when we are upset or frightened, or when we stand to gain one way 
or the other. It is suffi cient for them to have initial credibility. 

 This assumption of initial credibility has been heavily criticized by a number of 
authors. 1  Brandt stated that the level to which we are committed to the beliefs 
involved in these judgments, their ‘initial credence’, does not tell us anything about 
their credibility (Brandt  1979 ; see also Brandt  1990 ). Another well-known critic of 
refl ective equilibrium theory is Peter Singer who fi rst formulated his objections in 
1974 (Singer  1974 ). In 2005 he repeated his objections, now referring to a number 
of empirical studies that question the epistemic value of moral intuitions being 
products of evolutionary processes (Singer  2005 ). Empirical studies also fi gure in 
the critique of other authors such as Walter Sinnott-Armstrong, who denies that we 
can claim non-inferential justifi cation for our moral intuitions because they are sub-
ject to too many distorting infl uences (Sinnott-Armstrong  2006 ,  2008a ). I discussed 
the impact of such infl uences on the epistemic value of moral intuitions elsewhere 
(Musschenga  2010b ). 

 My focus here is on empirical studies demonstrating that there is a signifi cant 
relation between the reliability of someone’s (moral) judgments and the level of his 
relevant expertise. Although the competent moral judge in Rawls’1951 article does 
not need to have more qualities than the average intelligent morally maturated per-
son (the ‘ordinary moral person’), he also shows some similarity with an expert. 
The competent moral judge has, according to Rawls, to know the peculiar facts of 
the situation in which he has to express his opinion. Ordinary moral persons are 
continuously confronted by complex moral problems of which they do not know 

1   For an overview of the critics see Van der Burg and Van Willigenburg ( 1998 : 7f). 
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suffi cient details for making a well-considered judgment. It seems that in such 
situations some level of expertise is needed. 

 My aim in this article is to examine whether the quality of a refl ective equilib-
rium can be strengthened by requiring that the initial judgments come from moral 
experts. I start in Sect.  11.1  with a description of the (nature of) expertise. In 
Sect.  11.2 , I examine whether there is such a thing as moral expertise. In Sects.  11.3  
and  11.4 , I discuss the relation between expertise and reliability of (moral) 
judgments. Section  11.5  deals with the relation between moral expertise and moral 
principles. In Sect.  11.6 , I go into the relevance of ethical theorizing. Section  11.7  
discusses whether ethics should limit itself to the initial judgments of moral experts. 
In Sect.  11.8 , I draw some conclusions. 

11.1      The Nature of Expertise 

 Studies within cognitive psychology have shown the superiority of experts over 
novices in nearly every aspect of cognitive functioning, from memory and learning 
to problem solving and reasoning (Anderson  1981 ). Chess masters, for instance, 
have been found to perceive patterns of play more effectively (De Groot  1965 ) and 
to have better memory for chess positions. Charness ( 1976 ) showed that expert 
chess players do not rely on a transient short-time memory for storage of briefl y 
presented chess position. They are able to recall positions even after the contents of 
their short-term memory have been completely disrupted by an interfering activity 
(Charness  1976 ). Subsequent research has shown that chess experts have acquired 
memory skills that enable them to encode chess positions in long-term memory 
(Ericsson and Kintsch  1995 ). Experts in physics, mathematics, and computer pro-
gramming reveal similar superior skills (Mayer  1983 ). Several insights have 
emerged from this body of research:

    1.    Expertise is domain specifi c. The special skills of an expert are diminished out-
side his area of expertise: “Chess experts do not appear to be better thinkers for 
all their genius in chess” (Anderson  1990 ). Apparently, the thinking of experts is 
‘domain adapted’ (Slatter  1987 ).   

   2.    Expertise is acquired through stages of development, somewhat akin to the men-
tal development of children. According to Fitts and Posner ( 1967 ), the fi rst is the 
‘cognitive stage,’ where specifi c facts are memorized to perform the task. The 
next is the ‘associative stage,’ where connections between successful elements 
are strengthened. The last is the ‘autonomous stage,’ where the skills become 
practiced and rapid. 2       

   3.    Experts see and represent a problem in their domain at a deeper, more principled level 
than novices who tend to represent problems at a superfi cial level (Chi et al.  1988 ).   

2   Dreyfus and Dreyfus (1991) distinguish between fi ve stages in the acquisition of expertise: novice, 
advanced beginner, competence, profi ciency, expertise. 
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   4.    Experts use different thinking strategies. For instance, novices have been found 
to reason backwards from the unknowns to the givens in solving physics 
 problems. Expert physicists, in contrast, reason forward using stored ‘functional 
units’ from the givens to the goal (Larkin  1979 ). Therefore, expertise produces 
more effi cient approaches to thinking about problem solving and decision mak-
ing (Anderson  1990 ).   

   5.    The thinking of experts is more automated (Shiffrin and Schneider  1977 ). These 
automated processes generally operate in parallel and function somewhat like 
visual perception or pattern recognition. Novices, in contrast, rely on controlled 
processes, which are linear and sequential, more like deductive reasoning (Larkin 
et al.  1980 ). Because of their special abilities, expert processes are refl ected by 
and can be studied through verbal protocols. Experts are asked to think aloud, 
qualitatively (Simon  1980 ). Although other methods have been proposed 
(Hoffman  1987 ), protocol analyses are commonly used to provide the raw data 
for building expert systems (Slatter  1987 ).    

  In sum, the cognitive science view is that experts within their domains are skilled, 
competent, and think in qualitatively different ways than do novices (Anderson 
 1981 ; Chi et al.  1988 ). They have skills to develop complex representations that 
allow them immediate and integrated access to the demands of action in current 
situations and tasks. These acquired skills can also account for their superior mem-
ory performance, such as recalling a briefl y presented chess position (Feltovich 
et al.  2006 ).  

11.2      Moral Expertise 

 Modern knowledge-based societies need many kinds of expertise. In every domain 
of expertise there are three categories of people: outsiders (laymen), novices, and 
experts. Most people are neither able to play chess, nor interested in that game. 
They are outsiders to the game of chess. An outsider who is interested, starts learn-
ing to play chess, but remains a novice. Only a few of those who do play chess are 
chess experts. Most people have no medical knowledge or skills. They are outsiders 
to the practice of medicine. Most physicians, such as general practitioners, possess 
broad medical knowledge and general skills. We are not used to calling general 
practitioners experts, but compared to medical students, they do have expertise. For 
us, medical experts are specialists in parts of the body, in applying special tech-
niques or in performing complex interventions. A former neighbor of mine was an 
experienced dentist. When he decided to specialize in dental surgery, he became 
again a novice. 

 Are there also moral experts? Dreyfus and Dreyfus (1991) explicate (acquiring) 
moral competence in terms of (acquiring) mastery of certain skills. So do Narvaez 
and Lapsley ( 2005 ). For them all morally maturated persons are ‘moral experts.’ 
The novices are the very young children who are still at the fi rst stage of their moral 
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development. The amoralists, by contrast, are clearly the outsiders. They are unable 
to ‘play the morality game.’ Although defensible, this use of the concept of moral 
expertise squares with common language. 

 In my view, however, moral experts are experts only in a particular domain of 
morality. A morally mature person who aspires to be a medical ethicist becomes, 
notwithstanding a general moral competence, a novice in medical ethics as soon 
as he starts his training. He then becomes a novice in a specifi c domain of morality, 
the domain of medical ethics. Roles, practices, and institutions as well as social 
spheres (e.g., law, politics, economics) can be seen as moral domains. In my view 
moral expertise is, as any other kind of expertise, domain specifi c. A medical 
ethicist cannot claim any expertise in, for instance, the domain of social security 
or animal ethics. 

 I stated that a moral expert is an expert in particular domain of morality. But we 
still do not know how to identify such an expert. Leaning on Rest’s ( 1983 ) review 
of social development research, Narvaez and Lapsley ( 2005 ) have identifi ed the 
characteristic skills of ethical experts. 3  These skills extend Rest’s four psychologi-
cally distinct processes (moral sensitivity, moral judgment, moral motivation, and 
moral action) by outlining a set of social, personal, and citizenship skills. Although 
I am not in favor of calling ordinary moral persons ‘ethical’ or ‘moral experts,’ 
Narvaez and Lapsley’s view of the skills of such an expert might also be relevant for 
identifying the qualities of the specialized, real, moral expert. 

 Experts in the skills of moral sensitivity, for example, are able to ‘read’ a situa-
tion and to determine their role in it more quickly and accurately. These experts 
are also better at generating functional solutions, due to a greater understanding of 
the consequences of possible actions. Experts in the skills of moral judgment 
are more adept at seeing the crux of a problem quickly, bringing with them many 
schemas for reasoning about what to do, and solving complex problems Their 
information- processing tools are more complex, but also more effi cient. Experts in 
the skills of moral motivation are capable of maintaining their focus on prioritizing 
the ethical ideal. Their motivation is directed by an organized structure of moral 
self-identity. Experts in the skills of moral action are able to keep themselves 
focused and take the necessary steps to get the moral job done. They demonstrate 
superior performance when completing a moral action. 

 Narvaez and Lapsley’s view of moral skills differs from that of expertise theory 
as developed within cognitive science. The skills that constitute a mature moral 
person (in their terminology, a person of good character) include motivation and 
volition. Experts as seen in cognitive science solely distinguish themselves by cog-
nitive and practical skills, by their knowledge and competence in identifying and 
solving certain problems, or in performing certain types of action. Using Narvaez 
and Lapsley’s terminology: experts catch our attention by their skills in ethical sen-
sitivity and ethical judgment, not by their skills in ethical motivation and ethical 

3   Narvaez and Lapsley use the adjective ‘ethical’ but I prefer the adjective ‘moral.’ They do not 
discuss whether ethical (moral) expertise is domain specifi c. 
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action. I will argue that moral experts need not be moral exemplars or persons of 
exceptional moral integrity. 

 In the last two decades there has been a continuous debate, mainly within medi-
cal ethics, on the existence and the nature of moral expertise. 4     The central question 
in that debate seems to be whether knowledge of, and training in ethics (ethical 
theories and moral argumentation) makes one a genuine moral expert. The answer 
to that question largely depends on one’s view of the goals and tasks of ethics as an 
academic discipline. Some ethicists fi nd that the task of ethics is to elucidate and 
articulate the various relevant, sometimes confl icting moral perspectives on a prob-
lem. For example, some believe ethicists should not prescribe morally competent 
persons how to solve practical problems, while others think that ethics makes no 
sense if it cannot guide people in making decisions. Referring to the divergent 
answers given by ethicists to practical moral problems in medicine and health care, 
health professionals are inclined to deny that ethicists have expertise. 

 I believe that there is such a thing as moral expertise in the domain of medicine 
and health care. However, knowledge of, and training in the academic discipline of 
specifi c expertise is not suffi cient for becoming a moral expert, and perhaps not 
even necessary. The right approach to answering the question whether moral exper-
tise exists in, for instance, the domain of clinical ethics is to proceed as Wear sug-
gests: “[…] by describing the skills and knowledge that are ingredient in clinical 
ethics expertise, and then presume to observe that this description goes far toward 
providing suffi cient proof of the normative claim that it exists and is worthy of the 
name” (Wear  2005 , p. 243). Clinical ethics experts, says Wear, “[…] need and can 
claim knowledge in a number of areas, including the law, institutional policy, the 
characteristics of the clinical context, and various codes and standard statements of 
agreed upon concepts” ( 2005 : 250). More generally, a moral expert is someone 
who, by virtue of his knowledge, training, experience, and other ‘skills of ethical 
judgment and ethical sensitivity’ (Lapsley and Narvaez  2005 ), is competent enough 
to make justifi able judgments on issues in his particular moral domain. Part of his 
expertise is also that he is able to defend his judgment in a convincing manner. 
Moral experts are better equipped to make authoritative and convincing judgments 
on issues in a particular domain than novices and outsiders, but only on issues in 
that particular domain. 5  

 I do not think that there is, or can be, moral expertise in every moral domain. 
Expertise presupposes institutionalized contexts with an accepted body of theoretical 
and practical knowledge, relevant documents, policies, laws, precedents, skills, and 
so on. In many countries there are moral experts in the ethics of experiments with 

4   For an overview of the discussion on moral/ethical expertise see Weinstein ( 1994 ) and Rasmussen 
( 2005 ). 
5   In some circles it is thought that the practitioners within a moral domain are also the moral 
experts. In this view, physicians as practitioners in a particular domain of medicine are also the 
moral experts in that domain. I do not agree. Not all physicians have suffi cient moral sensitivity 
and knowledge of relevant concepts, policies and protocols to qualify as moral experts. Neither is 
it required for moral experts in the domain of medicine to have all the medical knowledge that 
physicians possess (Musschenga  2010a ). 
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animals. However, as I will argue in Sect.  11.7 , in countries that lack legislation, 
policies, and procedures protecting the well-being and interests of animals, there 
can be no such moral experts. Although in the Netherlands there is a growing ethical 
refl ection on the moral dimensions of the use of nanotechnology, I do not believe 
there are already moral experts in that fi eld.  

11.3      Experts and the Reliability of Intuitive Judgments 

 Behavioral studies of skill acquisition have demonstrated that automaticity is cen-
tral to the development of expertise, and practice is the means to automaticity 
(Posner and Snyder  1975 ). Through practice, the speed and the smoothness of cog-
nitive operations improve, which leads to a reduction of the cognitive demands of 
the situations, thus releasing cognitive resources (such as attention) for other, usu-
ally higher cognitive functions such as planning and self-monitoring (Feltovich 
et al.  2006 : 53). The judgments of experts are usually not the product of deliberate 
reasoning but of unconscious and automatic processes. The role of automaticity in 
experts’ judgments might also explain why expert judgments are generally more 
reliable than judgments of non-experts. 

 Since there are several kinds of automatic processes, it is relevant to know 
which processes underlie the intuitive judgments of experts. According to psy-
chologist Bargh (Bargh  1989 ,  1996 ), automaticity has been invoked to explain the 
following process effects: (1) effects of which a person is not aware, (2) effects 
that are relatively effortless such that they will operate when attentional resources 
are scarce, (3) effects that are unintentional, occurring even in the absence of 
explicit intentions or goals, (4) effects that are autonomous in that they will run 
themselves to completion without the need of conscious attentional monitoring, 
and (5) effects that are involuntary or uncontrollable, even when one is aware of 
them. Attention, awareness, intention and control do not necessarily occur together 
in an all-or-none fashion. They are, to some extent, independent qualities that may 
appear in various combinations. Bargh ( 1989 ) argues that these automatic effects 
fall into regular classes: those that occur prior to conscious awareness (‘precon-
scious automaticity’); those that require some form of conscious processing but 
produce an unintended outcome (‘postconscious automaticity’); and those that 
require a specifi c type of intentional, goal-directed processing (‘goal-dependent 
automaticity’). 

 Intuitive judgments of experts belong to the third class of automaticity, goal- 
dependent automaticity. Goal-dependent automaticity appears in an unintended 
and an intended form. In goal-dependent automaticity with unintended effects, the 
 perceiver is aware of the stimulus but not necessarily of its effects on cognitive 
 processes; such effects nevertheless require some cognitive capacity and depend 
on the perceiver's goal. Thus, for example, inferring a trait from a written descrip-
tion of behavior seems to occur spontaneously at encoding; it occurs without 
intent or awareness, is subjectively effortless, and is diffi cult to disrupt with a 
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concurrent task (Bargh  1989 : 20). An important example of intended goal-depen-
dent automaticity is the skillful behavior of an expert. Intended goal-dependent 
automaticity occurs autonomously and outside awareness, but the output was 
intended by the goal of the current processes. Well-learned situational scripts or 
thoroughly routine action sequences typically operate autonomously, with little 
need of conscious control or signifi cant attentional resources. Another type of 
goal-dependent automaticity is ‘incubational automaticity.’ This is goal-directed 
thought that continues after one’s conscious attention has moved on to other con-
cerns (Bargh  1989 : 24). This type of thinking is also characterized as ‘uncon-
scious thinking.’ 

 The reliability of intuitive judgments, in comparison to that of deliberated judg-
ments, is a hot topic in social psychology. 6  In spite of the popularity of the subject, 
there is still not much hard evidence for the superiority of intuitive judgments. 
Exceptions are the studies of Dijksterhuis and his colleagues on the reliability of the 
process of ‘unconscious thinking’ or ‘deliberation without attention.’ This defi nes a 
process that takes place when we ‘sleep on something’ to get more clarity in what 
we want. These studies contend that the reliability of unconscious thinking is supe-
rior to both immediate judging and conscious deliberation (Dijksterhuis  2004 ; 
Dijksterhuis et al.  2006 ; Dijksterhuis and Nordgren  2006 ). 

 According to Hammond ( 1996 ) both intuitive and analytical thinking produce 
errors, although the kinds of errors produced tend to be different. Hammond states 
that intuition rarely results in responses that are precisely correct, because it involves 
the tacit aggregation of different informational cues. Errors are not likely to be 
large, however, because of the absence of systematic biases. Systematic biases 
occur in deliberate thought. A small error, such as a minor mistake in a calculation, 
can lead to huge errors in the fi nal result. Errors in deliberate thought tend to have 
an ‘all or nothing’ quality. 

 Hogarth ( 2002 ) concedes that the major problem in assessing the evidence on the 
advantages and disadvantages of intuitive and deliberate systems is that few studies 
have been conducted with this issue specifi cally in mind. Most relevant are the stud-
ies on expertise. Hogarth states that one must consider (a) the trade-off and error 
implicit in tacit, automatic thinking and (b) the probability that a person will know 
the appropriate deliberate ‘formula.’ He assumes that the greater the complexity a 
task exhibits in analytical terms (as measured, e.g., by number of variables, types of 
functions, weighting schemes, and so on) the less likely it is that a person will both 
know the appropriate formula and apply it correctly (Hogarth  2002 : 32). His con-
clusion is that deliberate thought should be preferred to intuitive thinking when 
analytical complexity is easy. However, as analytical complexity increases, tacit 
processes become more accurate in a relative sense, which means that the increasing 
probability of making errors in analysis eventually outweighs the bias and error in 
tacit responses.  

6   See a.o. Hogarth ( 2002 ) and  Woodward and Allman ( 2007 ). 
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11.4      Experts and the Reliability of Intuitive Moral 
Judgments 

 In the previous section, I discussed the reliability of intuitive judgments in general, 
but what can be said about the reliability of intuitive moral judgments? There is 
hardly any research concerning the reliability of intuitive judgments with a focus on 
morality. It is improbable that the number of such studies will rapidly increase. The 
reason is that reliability studies presuppose a consensus on the criteria for accuracy 
or reliability. As with many other intuitive judgments, intuitive moral judgments are 
made in contexts in which there are no explicit criteria for their accuracy. However, 
some research is done into the reliability of unconscious thinking on moral issues. 
Building on the research by Dijksterhuis and his colleagues ( 2006 ), the Dutch 
psychologists Ham et al. ( 2009 ) investigated the possible merits of unconscious 
thinking for people’s justice judgments. They studied justice judgments on the 
fairness of application procedures. Ham et al. conducted two experiments. In both, 
participants were presented with complex and extensive information about four 
application procedures that job applicants had experienced. One of these descriptions 
of an application procedure implied a predominantly fair application procedure, and 
one implied a mostly unfair application procedure. The two remaining descriptions 
implied neither very fair nor very unfair application procedures. Each application 
procedure was described by a list of 14 items, yielding a total of 56 different items. 
There were three categories of items: just items, unjust items, and fi ller items. 
Ten items were used to describe just elements of the application procedure 
(e.g., “The application procedure was clearly explained”). Ten items were used to 
describe unjust elements of the application procedure (e.g., “Of four administered 
tests, only one was examined during applicant selection”). Another eight items were 
justice- neutral items that were (slightly) related to social justice but did not neces-
sarily imply a just event or an unjust event (e.g., “The applicant had to wait upon 
arriving”). The remaining 28 items served as fi ller items and were not directly 
related to social justice (e.g., “The company website was reasonably well taken care 
of”). These justice-neutral items and fi ller items were included in order to increase 
the complexity of the decision problem. After this information had been presented, 
some participants (the conscious thought condition) could think about their justice 
judgments for 3 min and then were asked to indicate their justice judgments. Other 
participants (the unconscious thought condition) performed a distracter task for 
3 min which prevented conscious thought about the justice judgments they had to 
make, after which they were asked to indicate their justice judgments. The remainder 
of the participants were asked to make a justice judgment immediately (immediate 
judgment condition). 

 In experiment 1, participants were asked to directly compare the justice levels of 
the four application procedures and to indicate which procedure was the most just. 
In experiment 2, participants made their justice judgments comparable to the 
assessment of justice judgments in earlier justice research. They indicated their 
justice judgments on rating scales for each application procedure separately. 
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The dependent variable the researchers constructed in all experiments was the 
accuracy of participants’ justice judgments. They constructed accuracy scores that 
indicated whether participants correctly indicated the appropriate application procedure 
to be the most fair application procedure, the appropriate application procedure to 
be the most unjust procedure, and the appropriate two other ones as intermediate 
justice levels. The results provide evidence for the merits of unconscious thought for 
justice judgments as these fi ndings are the fi rst to reveal that the accuracy of justice 
judgments increases under conditions that allow for unconscious thought relative 
to conditions of conscious thought or immediate judgment. The fi ndings further 
indicate that unconscious thought can lead to more accurate justice judgments than 
both conscious thought and immediate judgment. 

 The fi ndings of Ham et al. show that unconscious thinkers made the most accu-
rate justice judgments. In the study by Ham et al. the criteria for fair application 
procedures were given. Studies on the reliability of the (intuitive) judgments of 
moral experts are possible since moral expertise, at least in my conception of it, 
presupposes institutionalized contexts with an accepted body of theoretical and 
practical knowledge, of documents, policies, laws, protocols, and precedents. For 
example in the Netherlands, there are committees that examine whether the deci-
sions taken by doctors to carry out euthanasia are justifi able. A study examining the 
reliability of the judgments of the more experienced members of such committees 
compared to that of laypeople or novices should be possible, given the existing leg-
islation and other policy documents. However, the public debate on the admissibil-
ity and desirability of human enhancement by gene selection started not long ago, 
and the views have not  crystallized  out.  

11.5      Moral Expertise and Moral Principles 

 I argued that in their particular moral domain, the judgments of moral experts are 
superior to those of novices and outsiders. If I am right, this implies that, from the 
standpoint of refl ective equilibrium theory, an ethical theory regarding that domain 
should at least, or maybe primarily, match the ‘intuitive’ judgments of moral experts 
in that domain. 7  However, there is a certain tension between moral expertise theory 
and the theory of refl ective equilibrium. While refl ective equilibrium theory says 
that neither intuitions (considered judgments) nor principles have priority, some 
adherents of moral expertise theory give priority to the intuitive judgments of 
experts and downplay or even reject the role of principles. Therefore, in this section 
I am going to discuss why we need principles for a particular domain, say clinical 
ethics, if there are moral experts in that domain. 

7   I do not think that this claim confl icts with Rawls’ view. Rawls’ aim in  ToJ  is to fi nd principles of 
justice that could serve as a moral basis for designing the basic structure of society. I doubt that 
there are moral experts in that domain, whose well-considered judgments Rawls could have given 
a special place. 
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 According to Dreyfus and Dreyfus ( 1991 ), the moral expert is not necessarily an 
expert in applying moral principles. Moral principles are aids for the inexperienced, 
for those who still need instruction. On the highest stage in the model of expertise 
acquisition, the expert leaves rules and principles behind and develops more and 
more refi ned ethical responses (Dreyfus and Dreyfus  1991 : 237). Dreyfus and 
Dreyfus do not deny that experts deliberate, but their deliberation is, in most cases, 
based on intuitions. Even in situations that are problematic though not unfamiliar, 
an expert’s deliberation is still based on intuitions: he deliberates about the appro-
priateness of his intuitions (pp. 240f). Only in a novel situation in which he has no 
intuition at all, must an expert resort to abstract principles like a novice (p. 247). A 
similar view is defended by Churchland ( 1996 : 106, 107):

  The portrait of a moral person as one who has acquired a certain family of perceptual and 
behavioral skills contrasts sharply with the more traditional accounts that pictured a moral 
person as one who agreed to follow a certain set of rules. […] State-able rules are not the 
basis of one’s moral character. They are merely its pale and partial refl ection of the com-
paratively impotent level of language. 

   Authors like Churchland ( 1996 ) and the Dreyfus and Dreyfus ( 1991 ) believe 
that recent work in cognitive science and Artifi cial Neural Networks confi rm 
Aristotle’s views in which moral judgments require practical wisdom, gained by 
rich and sound experience. According to cognitive scientists, neural networks such 
as the human brain are capable of extracting and encoding information (knowledge) 
in forms with richness, fl uidity, and context-sensitivity that far outstrips anything 
that could be supported by a set of linguistically couched action selection rules, 
principles, or maxims. At the heart of this view Clark says is ( 2000 : 270), “[…] a 
daunting story about vectors, prototypes, high-dimensional states and non-propo-
sitional, distributed encodings.” 8  This computational story fi ts in, according to 
Clark, with work from cognitive psychology suggesting that much human knowl-
edge is organized around encoding of prototypical cases rather than via the use and 
storage of rules and defi nitions. 9  Clark does not agree with Churchland ( 1996 ) and 
Dreyfus and Dreyfus ( 1991 ). According to him the marginalization of what he calls 
‘summary linguistic formulations and sentential reason’ in their work is a mistake 
(Clark  2000 : 274). Summary linguistic formulations are not mere tools for the 
novice. Rather, they are essential parts of the socially extended cognitive mecha-
nisms that support communal reasoning and collaborative problem solving, and 
thus are crucial and (as far as we know) irreplaceable elements of genuinely moral 
reason. They are the tools that enable the cooperative explorations of what he calls 
‘moral space’: a space that is intrinsically multi-personal and whose topology is 
defi ned largely by the different, but interacting needs and desires of multiple agents 
and groups (Clark  2000 : 274). 

 Neither the Kantian view of moral judgment that gives priority to general prin-
ciples nor the Aristotelian view that gives priority to particular judgments captures, 

8   Clark refers a.o. to work by McClelland ( 1989 ) and Churchland and Sejnowski ( 1992 ). 
9   Here Clark refers to Rosch ( 1973 ) and Smith and Medin ( 1981 ). 
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according to Clark, the subtlety, power and complexity of human moral 
intelligence:

  Instead it is the cognitive symbiosis between basic, prototype-style, pattern-based under-
standing and the stable surgical instruments (for learning, criticism and evaluation) of moral 
talk that conjures moral understanding (Clark  2000 : 279). 

   Clark calls moral maxims and recipes (to which I add principles) ‘anchor points 
for moral thought and reason’:

  They are the re-visitable islands of order which allow us to engage in exploratory moral 
discourse, approaching practical moral problems from a variety of angles while striving, 
nonetheless, to maintain a sense of our targets, priorities and agreed-upon intermediate 
positions (Clark  2000 : 278). 10  

   I agree with Clark that the process of thinking and judging by experts can be 
based on patterns and prototypes as long as they deal with familiar problems. 
However, many moral debates in our society do not regard (normal or problematic) 
familiar problems, but novel ones. Many of these novel problems require public 
debates and collective decisions. 11  This is where ‘collaborative exploration of moral 
space’ —to use Clark’s terminology (in Clark  2000 )—has to take place. This is also 
where moral experts need moral principles.  

11.6      Do We Also Need Ethical Theories? 

 I argued that recognizing the role of moral expertise does not commit us to denying 
a role for moral principles. Principles are generally derived from, or embedded 
within ethical theories. Do we also need ethical theories? Refl ective equilibrium 
theory stresses the need for a coherent set of moral principles, which in my view is 
the aim of ethical theories. Nussbaum ( 2000 ), who in her earlier work ( 1986 ) 
stressed the importance of Aristotelian practical wisdom, surprisingly answered that 
question positively. She gives the following defi nition of ethical theory: ‘… a set of 
reasons and interconnected arguments, explicitly and systematically articulated, 
with some degree of abstractness and generality, which gives directions for ethical 
practice’ (Nussbaum  2000 : 233f.). She formulates six criteria for ethical theories. 
Ethical theories (1) give recommendations about practical problems, (2) show how 
to test the correctness of beliefs, rules and principles, (3) systematize and extend 
beliefs, (4) have some degree of abstractness and generality, (5) are universal, and 
(6) are explicit (Nussbaum  2000 : 234ff). An ethical theory is not a system of rules. 
Ethical theories formulate the point and purpose of rules, which enable us to 

10   In his response to Clark’s article (Clark  2000 ), Churchland recognizes the role of discursive 
moral rules. At the same time he underlines that our internal representations and cognitive activi-
ties are not just hidden, silent versions of external statements, arguments, dialogues and chains of 
reasoning that appear in our overt speech and print (Churchland  2000 : 294). 
11   See also Musschenga ( 2009 ). 
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determine when the point is better served not by following a rule, but by making an 
exception to the rule. Unlike systems of rules, ethical theories also give arguments 
for their conclusions (Nussbaum  2000 : 236–241). 

 I agree with Nussbaum ( 2000 ) in her defense of ethical theories. However, if it is 
important that ethical theories are supported by the judgments of moral experts then 
ethical theories can only be local and contextual, since moral expertise is local and 
domain specifi c. Such theories have a low level of generality. In the empirical sci-
ences it is widely accepted that theories often cannot have both a high level of uni-
versal validity and a high level of generality. A trade-off is then needed. There is no 
reason why this phenomenon should not also occur in ethics. 12   

11.7       Moral Expertise and Its Limits: The Case 
of Animal Ethics 

 Moral experts are in important respects similar to legal experts. Both presuppose 
institutionalized contexts with an accepted body of theoretical and practical knowl-
edge, of documents, policies, laws, protocols, and precedents. Both have expertise 
in a particular domain, of law and morals, respectively. An important similarity is 
also that neither the legal nor the moral expert themselves create the policies and 
documents that are part of their expertise. Legal experts do not make laws. In demo-
cratic countries that is the prerogative of legislative bodies such as parliaments. For 
moral experts the ultimate source of the moral beliefs and values that guide their 
judgments and decisions are not their own moral views, but the views of society at 
large which are embodied in the relevant documents and policies. Moral experts can 
of course contribute to public debates on the moral framework within which they 
work, but they do not solely determine this framework. I will illustrate this by the 
example of expertise in animal ethics. 

 The subject of animal ethics is the protection of animal welfare. It is widely 
accepted that welfare for animals means that animals should feel well—be free from 
prolonged and intense fear, pains, and other negative states, and experience comfort, 
contentment and normal pleasures—and function well—have a satisfactory health, 
normal growth, normal functioning of physiological and behavioral systems, and 
lead natural lives through the development and use of their natural adaptations and 
capabilities. Pigs should have the opportunity to root in the mud; chimpanzees to 
live in groups; chickens to pick in the sand for seeds, worms, and so on. 13  This view 
underlies the Dutch Animal Health and Welfare Act of 1992. This law also prohib-
its, with a few exceptions, interventions that remove a part or parts of animal, such 
as the cutting of tails and ears. This moral framework of comprehending animal 
welfare plus the integrity of the animal body provides suffi cient orientation for 

12   See Van der Steen and Musschenga ( 1992 ) on the trade-off between different methodological 
criteria in science and ethics. 
13   See, e.g., Fraser et al. ( 1997 ) and Rutgers and Heeger ( 1999 ). 
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those whose task it is to protect the interests of animals. Nowadays many animal 
ethicists fi nd this view of the protection of animal interests unsatisfactory. They 
plead for a broader view on what it means to lead natural lives through the develop-
ment and use of their natural adaptations and capabilities. They fi nd that wild ani-
mals such as lions and tigers, should not be kept in zoos, factory farming should be 
abolished, animals should not be used for medical experiments, and so on. In their 
view, caring for the welfare of animals includes creating conditions in which they 
can have a life that accords with their species-specifi c capacities and adaptation 
patterns. 

 Moral experts in animal ethics need to work within an accepted local moral 
framework that informs the current legislation and policy documents. Nothing in the 
expertise of such a moral expert forces him to adopt the broader view of the natural 
functioning of animals, because this view is not a logical extension of the narrow 
view. It is informed by moral intuitions which rest on a view of animal fl ourishing 
that has its adherents both among animal ethicists and the general public. An estab-
lished moral expert in animal ethics might not share these intuitions. This suggests 
that animal ethics should not limit itself to the judgments of moral experts.  

11.8      Conclusion 

 My aim in this article was to examine whether the quality of a refl ective equilib-
rium can be strengthened by requiring that the initial judgments come from moral 
experts. My conclusions seem to be contradictory. On the one hand, I argued that 
the refl ective equilibrium of local ethical theories can be strengthened by giving 
special weight to the judgments of moral experts. The judgments of moral experts 
are superior to those of laypeople if they stay within the locally accepted moral 
framework. On the other hand, moral intuitions sometimes transcend accepted 
moral frameworks. In such cases it is not up to moral experts to determine 
whether such intuitions are relevant and should be accommodated for within an 
ethical theory.     

  Acknowledgements   I am grateful to Nicole van Voorst Vader, Robert Heeger and Markus 
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In 1958 Fritz Heider published his groundbreaking monograph “The psychology of 
interpersonal relations.” For social psychologists it proved to be a rich source of concep-
tual ideas and gave rise to some of the “grand” theories of the discipline (e.g. balance 
theory, theory of justice, and attribution theory). From our perspective, however, the 
book in its theoretical richness is not yet fully appreciated (Gollan and Witte 2008), 
especially the 8th chapter with the title “Ought and Values”. For instance, Heider (1958) 
conceives ‘oughts’ and ‘values’ as people’s culturally shared concepts of what should be 
attained or done. They refer to what people consider to be “right” or “wrong” and are 
therefore crucial elements in moral behavior, ethical decision-making, and ethical justi-
fication. In our chapter, we adopt Heider’s idea of “rights” and “wrongs” in social con-
texts and combine it with another of Heider’s notions that has received even more 
attention: causal attribution. We argue below that this juxtaposition of ideas represents a 
logical precursor to the concept of prescriptive attribution (Witte and Doll 1995).

Our key assumption is that explaining why an action is evaluated as morally 
good or bad—not moral reasoning but solely moral or ethical justification—in many 
ways resembles explaining why an action or event occurred. In other words, we sug-
gest that ethical justification is similar in logic to explaining causal factors. Speaking 
with Heider, who considers a person explaining the causal conditions of an event as 
one proceeding like a “naïve scientist,” we regard a justifying person as one pro-
ceeding like a “naïve ethicist.” Because explaining an event by its causal factors is 
referred to as “causal attribution,” we will term the justification of an action by 
ought-standards “prescriptive attribution.”

In the following we will (1) introduce the prescriptive attribution concept by its 
formal analysis, (2) report two extensions to the model that were included as a 
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consequence of empirical studies, (3) present two measures that offer operational-
izations of prescriptive attributions, and finally (4) report empirical results describ-
ing specific factors that influence how prescriptive attributions are construed in 
everyday life.

12.1  �Conceptual Analysis of ‘Ethical Justification’

12.1.1  �Prescriptive Attribution

Before we discuss the terms ‘ethical principles’ and ‘justification’ in detail, we will 
outline the similarities of the causal and the prescriptive attribution concepts from a 
formal perspective. In order to do this, a conceptual analysis of both causal and 
prescriptive attribution is provided in Table 12.1. In the left column, causal attribu-
tion is decomposed into its fundamental elements (cf., Witte 1994), contrasted by 
the elements of prescriptive attribution in the right column of the table (cf., Witte 
and Doll 1995). For both types of attributions, we provide examples.

In the example below, all judgments of abortion are positive, regardless of their 
underlying ethical principle. This is reasonable, since the justification of behavior 
requires its positive evaluation. Nevertheless, deriving judgments of an action on the 
basis of ethical principles may also yield negative evaluations, and even applying 
the same principle to a specified action might yield different evaluations. In the 
example in Table 12.1, abortion is deontologically judged as right with regard to the 
universally valid principle of self-determination (R1). At the same time, applying 
the deontological position in a different way may result in a negative evaluation 
(e.g., by highlighting the unborn child’s right to live). This illustrates that ethical 
positions do not automatically imply a clear-cut evaluation; they are formal rules 
that need to be enriched with information on the action and its context.

Our focus lies primarily on the conceptual decomposition of the prescriptive 
attribution concept in the right column of Table 12.1: To a given action (A) which is 
to be justified, an ethical principle (Ei) is applied which results in a judgment (Ri) of 
the action as being right, with respect to the principle applied. In the example, 
applying the different ethical principles to abortion yields four different judgments 
that show why having the abortion was the right choice. These judgments can be 
differentiated (Jsi) according to how relevant the respective ethical principle is for 
the given action, so that some judgments are more persuasive and some are less. In 
the example, one judgment (R1) is regarded as persuasive, while the other three are 
not. Note that the evaluations Jsi of the judgments as more or less persuasive or 
“valid” are subjective, so that the same judgments Ri(A; Ei.) in Table 12.1 might 
also be evaluated differently. On the basis of this differentiation (and of other poten-
tial factors, to be discussed below), some of the judgments are incorporated into the 
final justification (J). Since, in the example, only one judgment was subjectively 
considered to be valid, the final justification only refers to this one judgment (R1) 
and its respective ethical principle (E1).

E.H. Witte and T. Gollan
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Table 12.1  The structure of causal (left column) and prescriptive attribution (right column). The 
example on the right side of each column illustrates the elements of the respective attribution

Causal attribution (CA) Prescriptive attribution (PA)

1. There is an action. Monica has a 
dispute with her 
nephew, John (A)

There is an action Paula chooses an abortion 
(A)A. A.

2. There are causal 
sources driving 
the person’s 
action

The causal sources 
lie within the 
acting person 
(CS1)

There are classic 
ethical positions 
that justify an 
action

One must obey universal 
rules (E1)

One must consider the 
action’s consequences 
for all affected parties 
(E2)

One must do what brings no 
personal disadvantages 
(E3)

One must do what seems 
intuitively right to 
oneself (E4)

CSi The causal sources 
lie within the 
circumstances 
(CS2)

Ei.

The causal sources 
lie within the 
object toward 
which the action 
was addressed 
(CS3)

3. There are 
arguments (Ari) 
that link the 
causal sources 
CSi with the 
action (A)

Monica argues with 
John, because 
she is a 
quarrelsome 
person and is 
easily irritated 
(Ar1)

Judgments of an 
action are based 
on the 
perceived 
relation (Ri) 
between ethical 
positions (Ei) 
and the action 
(A)

Since every woman (as 
every human being) has 
the right to self-
determine what happens 
with her body, it is her 
right to choose an 
abortion: (R1)

Ari (A, CSi) Monica argues with 
John, because 
she had a bad 
day at work 
(Ar2)

Monica argues with 
John, because 
John caused a 
lot of trouble 
(Ar3)

Ri(A, Ei.) Since Paula does not truly 
want the baby, it is better 
to choose the abortion, 
because the baby’s need 
for loving care could 
never possibly be 
fulfilled by Paula: (R2)

It would not be convenient 
for Paula to have a baby 
now, so it was right to 
choose the abortion: (R3)

Abortion seems to be a good 
choice to Paula, so it 
was right to select it: 
(R4)

(continued)
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In brief, the conceptual analysis yields a formalized definition of prescriptive attri-
bution which is represented in a quintuple comprising all elements described above:

	
PA= A; E ; R A,E ; Js R A,E ; J Js R A,Ei i i i i i i i i( ) ( )éë ùû ( )éë ùû( ){ }

	

Causal attribution always refers to the causal origins of actions. Thus, causal 
attribution can be applied to all actions that have a set of possible causal origins 

Causal attribution (CA) Prescriptive attribution (PA)

4. There is a 
subjective 
differentiation 
of the 
arguments with 
respect to their 
relevance for 
the explanation 
of the action 
(attribution 
strength: Asi)

Ar1 is not a good 
explanation 
(because we 
know that 
Monica usually 
is patient and 
well-tempered 
with John (As1)

There is the 
subjective 
differentiation 
of the judgment 
according to the 
importance of 
the ethical 
position for the 
action 
(judgment 
strength: Jsi)

R1 is a persuasive judgment 
(because it draws on a 
universally valid 
principle) (Js1)

Asi [Ari (A, CSi)] We do not know, if 
Ar2 is a good 
explanation or 
not, because we 
do not have 
information 
about Monica’s 
day at work 
(As2)

Jsi [Ri(A; Ei)] R2 is not a persuasive 
judgment (because it 
neglects that the baby’s 
need for loving care may 
be fulfilled in other 
ways, e.g. to have the 
child adopted) (Js2)

Ar3 is a good 
explanation 
(because John is 
known to be a 
very difficult 
and defiant kid) 
(As3)

R3 is not a persuasive 
judgment (because the 
interests of the baby are 
not considered at all) 
(Js3)

R3 is not a fair judgment 
(because it leaves out 
any moral considerations 
that apply in this 
situation): (Js4)

5. There are also 
person-related 
explanations 
PE of the 
action, which 
consist of the 
same patterns 
of arguments 
(As):

“To me, it seems 
that Monica 
argues with John 
because he is a 
kid who is not 
easy to handle” 
(E)

There is a 
justification (J) 
of an action as 
“good” or 
“bad,” “right” 
or “wrong”

“In my opinion, by choosing 
the abortion Paula did 
the right thing, because 
her prerogative to 
self-determine what 
happens to her body 
outranks all other 
considerations.” (J)

PE {Asi [Ari (A, 
CSi)]}

J(Jsi [Ri(A, Ei)])

Table 12.1  (continued)
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(which are, indeed, all actions that can be conceived). In contrast, the scope of 
actions that prescriptive attribution can be applied to is restricted to specific actions 
and situations. These limitations result from its theoretical design as a framework 
for ethical justification.

First, only those actions or decisions that are taken deliberately and that the 
person feels accountable for can be justified because it is intended. Second, an 
ethical justification is only reasonable for behavior in situations that are at least in 
part characterized by ought requirements, in contrast to situations where oughts 
are irrelevant. One could also term these situations as ‘moral’ or ‘value-laden’ 
situations. For example, it makes no sense to ethically justify sitting on a public 
bus—unless an old lady must stand and you are physically in much better shape 
than she is. Generally, situations with ought requirements occur when harm to 
other creatures is involved. However, which situations specifically fall under a 
moral scope depends on the cultural context and its historical circumstances. 
Likewise, from a historical perspective the variability of oughts becomes evident 
when considering how much a human life was worth in the medieval times. Haidt 
et al. (1993) showed that there are culturally specific conceptions of morality 
(which may be interpreted as oughts in Heider’s sense) that may even apply to 
situations when physical harm plays no role at all. For instance, burning the 
national flag of one’s own country may be a serious moral transgression in only 
some cultures, whereas sex among siblings, even if they are both infertile and of 
full age, is disturbing in almost all cultures.

Thus, assuming that ethical justification only applies to actions that can generally 
be evaluated as positive turns out to be questionable—since the evaluation is highly 
context-dependent and its scope very ample. Later in this chapter, we will discuss 
an extension of prescriptive attribution concept that applies when the actions are 
negative or aggressive.

In prescriptive attribution, the question is not which causes can be attributed to 
the event or action, but by which ethical principles the action can be justified as 
positive. The ethical principles refer to “how to arrive at a judgment of the action” 
(cf., Table 12.1). One could wonder, however, why ethical principles are relevant for 
judgments at all. For example, the person from Table 12.1 could simply judge abor-
tion to be right, because denying the woman to have the abortion would violate her 
right of self-determination. This view may be absolutely persuasive—until another 
person argues that the killing of an unborn child violates the child’s right to live or 
the value ‘sanctity of life’. Thus, the situation gets more difficult if there is more 
than one valuable good at stake so that trade-offs have to be made. This is the rule 
rather than the exception, albeit the naive ethicist frequently tries to avoid 
acknowledging this trade-off requirement (Tetlock 1986; Tetlock et al. 1996).

12.1.2  �Ethical Positions

In the history of humankind, different argumentation patterns have emerged that 
serve as guidelines for dealing with complex, value-laden situations. They were 
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identified by practical philosophy and are referred to as the “classic ethical posi-
tions.” These positions provide a rationale for justifications and are (at least implic-
itly) used in any kind of ethical judgment. Witte and Doll (1995) reviewed the 
literature on moral philosophy and developed a classification scheme for ethical 
positions based on two dimensions.

The first facet, widely known in moral philosophy, is the division between 
means-oriented and ends-oriented ethical theories. The former focuses on the ethi-
cal evaluation of the process and the latter emphasizes the consequences. A second 
factor is the level of observation. Here, the focus can be on the individual or on 
society in general. Within this scheme, four classes of ethical positions can be iden-
tified: hedonism, intuitionism, utilitarianism, and deontology (see Table 12.2).

The position of hedonism holds that actions must not be enforced against the 
happiness of the individual; the individual’s happiness should be the point of refer-
ence for ethical decisions. The striving for pleasure and conviviality had already 
been raised to the level of an ethical norm by Aristotle (eudaimonia) and Epicurus 
(ataraxia). It is important to note that following hedonism does not imply pure self-
ishness: Only if the individual’s happiness is at the expense of others, does the 
hedonistic principle result in pure egoism (cf., Parfit 1984). In Table 12.1, the hedo-
nistic principle is reflected in E3.

When judging an action by the utilitarian principle, the points of reference are 
the consequences for all people who are affected. An action is better and more posi-
tive if overall outcome is for everyone, regardless of the means employed. With the 
utilitarian principle, even negative consequences (e.g., for single individuals) can be 
accepted if they are outweighed by the positive ones (e.g., for the community). 
Utilitarianism is closely associated with the philosophy of John Stuart Mill, and is 
very present in current ethical discourses (e.g. on technological impact assessment). 
In Table 12.1, the utilitarian principle is represented in E2.

The means-oriented principle of deontology is often seen as the antagonist of the 
consequence-oriented utilitarianism. Here, the judgment of an action hinges on its 
congruence with moral rules, norms and values, whereas the outcome of the action 
is disregarded. The most famous example of deontological reasoning is the categori-
cal imperative by Immanuel Kant: “Act only on that maxim (principle or rule) 
whereby you can at the same time will that it should become a universal law”. In 
Table 12.1, the deontological principle is given in E1.

Table 12.2  A classification schema of four classical ethical positions, illustrated by exemplary 
statements

Ends/Consequences Means/Rule

Personal Hedonism (“I try to make sure that I’m 
fine.”)

Intuitionism (“I am sure this action is 
appropriate.”)

General Utilitarianism (“I believe one has to 
consider the consequences an action  
has on everyone.”)

Deontology (“I believe that general 
principles serve as a guideline for 
our actions.”)

Witte and Doll (1995)
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With the fourth ethical principle, intuitionism, an action is judged on the basis of 
individual insight or the personal feeling that this is “simply the correct judgment.” 
Intuitionism argues that there is no need for further arguing, but that the judgment 
simply should be accepted. Hence, an intuitionist argument is usually not allowed to 
have the status of a valid argument. Ewing (1953), however, explicated that without 
the principle of intuitionism all possible argumentation would be in infinite regress, 
since any basic assumptions could be questioned anytime. Thus, intuitionism must 
have its place among the principles of ethical argumentation. In Table 12.1, intu-
itionism is demonstrated in E4.

In order to evaluate the viability of these categories, a questionnaire was devel-
oped, comprising 20 general justification statements (see Table  12.2 for sample 
items). In several studies, participants were presented a list of value-laden actions 
and for each were asked to indicate their agreement with the justification state-
ments. In all studies, Varimax-rotated factor analyses revealed that the statements 
split into four factors, each referring to one of the four hypothesized ethical posi-
tions. Scale reliabilities ranged from α = 0.69 to α = 0.83 in Hackel (1995), from 
α = 0.61 to α = 0.93 in Witte and Doll (1995), and from α = 0.60 to α = 0.79 in Witte 
and Heitkamp (2005). Thus, the classification of ethical positions underlying ethical 
justifications received some empirical support.

12.1.3  �Judgments

In the third row of Table 12.1, the first and second columns are linked to each other. 
In causal attribution, relating the potential causal sources (i.e., the person, the entity, 
or the circumstances) to the concrete situation (i.e., the action to be explained) 
results in different arguments, representing different options for how to explain the 
action. These provide a pool of possible arguments in the concrete situation, each of 
them having the form “action A was done, because of reason CSi” (cf., Table 12.1).

The analogue to an argument in prescriptive attribution is a judgment. It links the 
concrete situation (i.e., the action) to ethical principles. This results in a pool of ethi-
cal judgments of the action to be justified, each of them having the form “action A 
is right (or wrong) because of ethical principle Ei” (cf., Table 12.1, third row column 
3 and 4).

Of course, there are also differences between arguments and judgments. A pri-
mary example is that in contrast to an argument in causal attribution, a judgment 
unfolds the additional dimension of evaluation. While an argument simply links 
action and causal source, the linking of action and ethical principles implies an 
appraisal on the continuum right-vs.-wrong at the core of judgment. Thus, in pre-
scriptive attribution the subordinate causal clause “because…” refers to why the 
action is evaluated as right or wrong, whereas in causal attribution it refers to why 
the action supposedly occurred. With respect to Heider’s image of the naïve scien-
tist, the absence of evaluation in causal attribution corresponds with the postulate of 
‘Wertfreiheit’ in the natural sciences, which are interested in causal reasons but not 

12  Social Variability in Moral Judgments – Analyzing the Justification of Actions…



216

in assessments in terms of values. This, however, is the goal of the naïve ethicist and 
the main aim in prescriptive attribution.

However, the linking of specific actions with ethical principles and subsequent 
evaluations is not entirely arbitrary. As described in the section above, in causal 
attribution there might be not only one but many arguments that potentially explain 
the causal factors of an action or event. Thus, for a final explanation, people need to 
select the persuasive (or ‘strong’) arguments from the ‘pool’ of all potential argu-
ments and sort out the unconvincing (i.e., the ‘weak’) ones. In other words, they 
differentiate the arguments with respect to their relevance for the explanation of the 
action (or their ‘attribution strength’, see 4th row in Table 12.1). One can say that 
separating weak arguments from strong arguments constitutes the ‘core’ of causal 
attribution.

Our idea is that prescriptive attribution operates in a similar way: On the basis of 
the four ethical principles, there may be many judgments of a given action. From 
this ‘pool’ of all possible judgments, the persuasive ones need to be selected and the 
unpersuasive ones to be sorted out. In other words: People need to make an evalua-
tion of the judgment with respect to the importance of the ethical position for the 
action (i.e., their ‘judgment strength’).

12.1.4  �Justification

Finally, one or more judgments are settled upon and an overall justification of the 
action is derived. This does not necessarily reflect solely the judgment with the 
highest judgment strength, but it may also be influenced by cognitive distortions or 
motivational biases. Consequently, judgments (and their underlying ethical princi-
ples) with lower relevance may also be incorporated. In addition to the judgment 
strength, as derived from an action’s range of impact, we will now outline three 
other factors that might affect the integration of the judgments into a final 
justification.

First, since a justification aims to convince an addressee, the use of ethical prin-
ciples is probably influenced by the perceived expectations and attitudes of the 
addressee. For example, if the action is socially desirable and its judgment very 
likely to be accepted, intuitionism might prevail in its justification. Consider a pupil 
who tells his friends that he skipped school on a nice summer day because he “was 
simply in the mood” and it “simply felt right.” However, if he had to justify his 
absenteeism in front of his parents (who are not amused at all when hearing about it 
from the teacher), he would probably not make use of the hedonism and intuition-
ism principles but would rather try to construe a deontological (“Knowing all the 
content addressed in that lesson—as I did—it was okay to skip it”) or a utilitarian 
justification (“Because I already knew all the contents, it was better for the teacher 
that I left the class, so that he could concentrate more on the other learners”). Note 
that with the shift in the mode of justification from the personal to the general focus 
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(utilitarianism and deontology), the perceived impact of the action is altered simul-
taneously from individual to interpersonal. These motivational biases in favor or 
against certain ethical principles can be seen as parallel to self-serving attributions 
in causal attribution. While in causal attribution the attribution to certain causal 
sources may threaten or promote self-esteem, in prescriptive attribution the use of 
certain ethical principles may threaten or promote the acceptance of the addressee 
(Keltner et al. 2006).

Second, the final justification might depend on whether the action was carried 
out by the justifying person herself or by someone else. A special case of the latter 
class of actions is if the action is not executed yet, termed ‘ethical recommendation.’ 
We suggest that our own actions are more frequently justified by ethical principles 
with a personal focus, while others’ actions or actions that have not yet been per-
formed are more frequently justified by principles with a general focus. A similar 
phenomenon in causal attribution is the so-called actor-observer difference: Here, 
there is a tendency to attribute other persons’ actions to the person factor and not to 
the circumstance factor, and vice versa when explaining one’s own actions.

Third, the use of ethical principles may depend on the cultural and social back-
ground of the justifying person. In collectivistic cultures, for instance, the use of 
ethics with a personal focus may be accepted to a lesser extent compared to indi-
vidualistic cultures. More assumptions and findings on cultural determinants of pre-
scriptive attribution are discussed later on in this chapter.

12.2  �Extensions of the Prescriptive Attribution Concept  
for Negative and Aggressive Acts

Following public debates and political decisions in different cultures and nations, 
one finds actions that are not easy or that are even extremely hard to justify, because 
these actions are either complex or generally considered as “negative” or even 
“aggressive.” For instance, how is it justifiable that some people have to pay more 
taxes than others (Witte and Mölders 2007), or how can acts of war and terrorism be 
justified (Halverscheid and Witte 2008)? In the course of our research we found that 
the concept of prescriptive attribution needed to be extended in two ways, in order 
to be applicable to complex and negative actions. First, in order to cover the justifi-
cation of actions that relate to a particular group (e.g., taxation of the richest tenth 
of the population is higher than for the lowest tenth), the focus dimension of ethical 
principles needs further differentiation among ethics with a personal focus, a general 
focus, and a group specific focus (cf., Table 12.3).

The need for a second extension became evident when we examined how actions 
that are obviously negative and aggressive can be justified. Halverscheid and Witte 
(2008) found that many justificatory statements on politically motivated acts put 
emphasis on the violation of ethical principles by the opponent—examples are the 
Red Army Faction in Germany, El Qaida, and wars like the Iraq-Iran-War in the 
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1980s or the second Gulf War in 1990/1991. This observation led to the assumption 
that actions of aggression may be indirectly justified by pointing at the enemy’s 
amoral offences that have to be compensated for by taking counteractions. Due to 
the frequent occurrence of justifications stressing the enemy’s violation of ethical 
principles, a model of indirect justification patterns was developed, consisting of six 
negative expressions analogous to the ethical positions presented above in 
Table 12.3. Indeed, all six indirect justifications were found in public speeches and 
explanations (see Table 12.4).

Table 12.4  Examples of indirect justification patterns

Ethical position Justification pattern Example

Indirect Hedonism The well-being of a 
certain individual 
is periled by the 
enemy’s action

“Buddenberg, the pig, allowed Grashof to be 
moved from the hospital to a cell when the 
transfer and the risk of infection in the prison 
were a threat to his life.”

Indirect Intuitionism The enemy’s action 
reveals a lack of 
common sense

“Those who condemn these operations [9/11] 
have viewed the event in isolation and have 
failed to connect it to previous events or to the 
reasons behind it. Their view is blinkered and 
lacks either a legitimate or a rational basis.”

Indirect-particulate 
Utilitarianism

The enemy’s action 
poses a (potential) 
threat to a certain 
group

“We’re concerned that Iraq is exploring ways of 
using these UAVS for missions targeting the 
United States.”

Indirect-particulate 
Deontology

The enemy does not 
fulfill his specific 
duties

“We will carry out attacks against judges and 
state attorneys until they stop committing 
violations against the rights of political 
prisoners.”

Indirect 
Utilitarianism

The enemy’s action 
poses a (potential) 
threat to all 
humanity

“This enemy attacked not just our people, but all 
freedom-loving people everywhere in the 
world.”

Indirect Deontology The enemy violates 
norms and values 
regarded as 
universally valid

“And by the will of God Almighty, we will soon 
see the fall of the unbelievers’ states, at whose 
forefront is America, the tyrant, which has 
destroyed all human values and transgressed 
all limits.”

Based on Halverscheid and Witte (2008)

Table 12.3  The extended prescriptive attribution model

Ends/Consequence – oriented 
ethics

Means/Duty – oriented 
ethics

Individual level of judgment Hedonism Intuitionism
Group-specific level of judgment Particular Utilitarianism Particular Deontology
General level of judgment Utilitarianism Deontology
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12.3  �Empirical Measurement of the Justification

We developed two kinds of measures for assessing the ethical content of justifi-
cations, and consequently, for assessing prescriptive attributions: One is a ques-
tionnaire based on the four classic positions of ethics as four scales, measuring 
the subjective importance of these positions for a decision as a justification. Each 
of the 20 items represents a statement reflecting one ethical position that has to 
be rated on a five-point-scale (from 1 = not important to 5 = very important), 
according to its subjective relevance for justifying a given action. Representative 
items include: “I am concerned for my personal well-being.” (hedonism); “I am 
sure that this is the right behavior.” (intuitionism); “In my opinion, one has to 
consider the consequences for everyone.” (utilitarianism); and “In my opinion, 
general values are decisive for behavior.” (deontology). There is empirical evidence 
showing the quality of the questionnaire originally developed by Witte and Doll 
(1995). Since its development it has been tested repeatedly and shown to be a 
reliable, suitable instrument to measure ethical positions (Gollenia 1999; Hackel 
1995; Maeng 1996).

The second measure of prescriptive attribution is a content analytic category 
system in which arguments are sorted according to their underlying ethical princi-
ples. This system also considers the quantity of these arguments . This measure is 
particularly suited for analyzing justifications given in speeches or written texts. So 
far, the content analytical system has been used both based on the original model, 
with four classic positions (Witte, et  al. 1995; Heitkamp 2007) and based on an 
enriched framework, with a group specific range (Witte and Mölders 2007) and with 
indirect justification (Halverscheid and Witte 2007, 2008). In all these studies, the 
use of the classification system required a thorough training of the raters. it was 
applicable to all the diverse forms of written text (e.g. speeches, legal texts on taxa-
tion). Thus, the extended model with 12 (2 ethics by 3 ranges by 2 forms) categories 
seems to provide a good framework to capture ethical content in materials of any 
conceivable form.

12.4  �Some Empirical Results on Determinants  
of Prescriptive Attributions

So far, we have described the prescriptive attribution concept formally and with 
respect to its operationalization. But what sort of information is used in order to 
select the persuasive judgments? Or, in other words, in which situations do justifica-
tions reflect one or the other ethical principle, and why? In the remainder of this 
chapter, we present those factors we consider to be the main determinants of pre-
scriptive attribution, illustrated by some empirical results.
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12.4.1  �Characteristics of the Action to Be Justified

According to Witte and Doll (1995), information about the action’s range of impact 
is crucial for the selection of the underlying ethical position. With regard to this 
range, they distinguish three types of actions. In individual actions, the actor and the 
recipient of the action are one and the same person, and no other people are affected 
(e.g. a man tries to help himself). Interpersonal actions affect both the actor him- or 
herself and other identifiable people (e.g., a man tries to help a friend). Finally, 
social actions affect both the actor and the general public (e.g., a man tries to help 
the public). The difference between interpersonal and social actions is that in the 
former case, the recipients are identifiable others, while in the latter they are uniden-
tifiable. Witte and Doll (1995) made predictions about which types of actions are 
preferably justified by which ethical principles (see Table 12.5).

Individual actions are expected to be justified by ethical positions with a per-
sonal focus. Since individual actions only affect the actor, considering the benefit of 
the broader community (utilitarianism) and following universal norms, values and 
principles (deontology) may play a less important role. Therefore, ethical positions 
with a personal focus(hedonism) and arguing with personal intuition and feeling 
(intuitionism) appear to be adequate strategies of justification, and thus are expected 
to be used frequently.

In interpersonal actions not only the actor but also other persons are affected. 
Hence, these situations require the coordination of potentially differing interests. 
Judgments on the basis of the interests of the individual, as posited in the hedonism 
principle, are probably not socially approved in these situations. On the contrary, 
deontology may offer a valuable point of reference for the evaluation of behavior, 
since it provides generally accepted rules and norms for the negotiation of interests. 
Due to the fact that the rules and norms associated with interpersonal situations might 
often be well-established, internalized, and highly salient, people may also be able to 
judge right from wrong without much conscious effort. Thus, intuitionism is expected 
to be a preferred mode of justification too. Since the range of impact of interpersonal 
actions is rather small, a reference to the mean benefit for all might not be reasonable, 
so that utilitarianism is probably an uncommon mode of justification.

Table 12.5  Range of impact of actions and the associated preferred ethical principles in 
justification

Range of impact of the action

Individual Interpersonal Social

Preferred ethical principle Intuitionism + + −
Hedonism + − −
Utilitarianism − − +
Deontology − + +

+ indicates that the condition applies, − indicates that the condition does not apply
Adapted from Witte and Doll (1995)
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Social actions affect a broader community. In these situations, the mean benefit 
for all people, as stated in the utilitarian principle, might be an important point of 
reference for the evaluation of actions. Likewise, deontology might be a preferred 
mode of judgment for social actions, since its congruence with rules, norms and 
values can be understood as an indicator of whether the action is good or bad for the 
community. Hedonism, however, is not expected to be a frequently used principle, 
because orientation toward an individual’s own pleasure or the pleasure of specific 
others might interfere with the goals of the wider community. Similarly, intuition-
ism is not expected to be applied to social actions, since that position is not neces-
sarily obvious to the actor if effects of the action on the community are received 
well or not and judged as right or wrong. Therefore, relying solely on one’s own 
intuition might not yield persuasive ethical judgments.

Witte and Doll (1995) presented a set of 18 different actions to 60 students from 
West-Germany and asked them to rate the relevance of 20 ethical justification state-
ments for each. All actions were a priori classified according to their range of 
impact. As predicted, individual actions were primarily justified by the hedonism 
principle and, to a lesser extent, by intuitionism. Interpersonal actions were justified 
by intuitionism, but contrary to expectation, not by deontology. Social actions were 
justified with the utilitarian position, but surprisingly with hedonism and intuition-
ism as well. Contrary to expectations, neither in justifications of interpersonal nor of 
social actions did deontology play a significant role.

12.4.2  �Cultural Determinants

The authors also present evidence for the assumption that the use of ethical content 
in justification depends on the cultural background of the justifying person. They 
asked a total sample of 1,300 people from East- and West-Germany about the justi-
fication of divorce, i.e., an interpersonal action. The West-German participants used 
the deontological principle to a much lesser extent than did participants from former 
East-Germany (Cohen’s d = −.51).1 In contrast, West-German participants applied 
the hedonistic principle to a much greater extent (d = .60). Thus, in more collectiv-
istic cultures ethics with a general focus were used more intensively whereas in 
more individualistic cultures, personal positions were preferred. Similarly, Hackel 
(1995) showed that in justifications of individual, work-related actions, East-
German participants referred to the deontological and utilitarian principles to a 
larger degree than did West-Germans (Cohen’s d = .81 and d = .48, respectively). 
Further evidence for the impact of cultural background is reported by Maeng (1996). 
She compared Germans and South Koreans concerning their use of ethical princi-
ples in justifications of interpersonal actions and found that in the Korean sample 

1 This is a standardized difference of means. In social sciences a d = 0.50 is a medium effect size, 
d = 0.20 a small and d = 0.80 a large size.
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deontological justification played a larger role and hedonistic justification a lesser 
role in comparison to the German sample. Similar results were obtained in unpub-
lished data by Gollan et al. (2011). They asked Brazilian and German students to 
make decisions in six everyday dilemmas and to justify their decisions both in their 
own words and by filling in the Ethical-Positions-Questionnaire (EPQ). They found 
differences in the ethical content between the two cultures, which were moderated 
by the form of measuring. In the EPQ, Germans used ethical principles with a per-
sonal focus (hedonism, intuitionism) whereas Brazilians applied those with a gen-
eral focus (utilitarianism, deontology). However, content analysis showed that when 
producing justification themselves, Germans preferred teleological ethics (hedo-
nism, utilitarianism) while Brazilians preferred means-oriented ethics (intuitionism, 
deontology).

There is also an influence of the justification pattern by professional identity, 
which can be considered an independent sub-culture. Gollenia (1999) found that 
economists prefer hedonistic positions, and that physicians and jurists favor deonto-
logical and utilitarian positions to justify germ line therapy.

Halverscheid and Witte (2008) theoretically extended and empirically analyzed 
the ethical positions framework by also focusing on indirect justifications. They 
analyzed the content of speeches and declarations of various governmental institu-
tions and terrorist movements in both Western and non-Western countries. 
Aggressive acts were primarily justified by indirect justification, i.e., by referring to 
an ethical transgression by the opponent. Comparing direct justification (39.85 %) 
with indirect justification (60.15 %), the data show a greater use of the latter prac-
tice. Furthermore, there is a large difference between the Arabian and the Western 
cultures in justifying war and defining terrorism: Both the direct and the indirect 
utilitarian argumentations seem to be typical for the Western groups, however, the 
negative expression of particularistic utilitarianism, (i.e., emphasizing the bad con-
sequences of the enemy’s action for a certain group), appears more often in the 
justifications of the Arabian parties. Likewise, the group-specific expression of neg-
ative deontology is highlighted considerably more often by the Arabian group than 
by the Western group (Halverscheid and Witte 2008).

In summary, there is some empirical evidence that the prescriptive attribution 
pattern is sizably influenced by the cultural background of the justifying person.

12.4.3  �Personal Determinants

The data presented by Gollan et al. (2011) illustrate that in addition to cultural back-
ground, personal characteristics also influence the way people justify their actions 
or decisions. In addition to assessing ethical decisions and justifications, personal 
values were also examined with the Portrait Values Questionnaire, (Schwartz et al. 
2001). It was found that persons self-rating high on self-enhancement values made 
heavier use of the hedonism principle in their justifications, whereas persons rating 
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high on self-transcendence relied more on utilitarianism. Both groups had a broader 
focus on the wider social community. Finally, as would be expected, deontological 
justifications were primarily used by persons with conservative values.

12.4.4  �Situational Characteristics

Witte and Heitkamp (2005) show that there is also an influence of social roles when 
it comes to justifying an economic decision. In their study, participants were asked 
to first engage in a group discussion and then to decide and justify whether the pro-
duction of a mobile-phone company should be transferred out of their country, from 
the perspective of one specific role randomly selected from the following options: 
external consultant, member of the supervisory board, member of management, 
labor union representative, employee of administration, and politician. There was a 
significant interaction between the roles and the importance of the ethical positions 
in the justification of the decision. Furthermore, the results clearly supported the 
expectations concerning how the roles would affect the justifications of the deci-
sions. Thus, group discussions of participants with different roles, such as is com-
mon for ethics committees, may lead to predict a justification pattern with a 
narrowed rationality. The rationality could be improved by a systematic group facil-
itation method using the four ethical positions as a baseline, providing a guideline 
to discuss a problem with ethical content in a systematic way (Heitkamp 2007).

12.5  �Discussion

Because humans are social beings, they constantly need to coordinate their actions 
and to align their behavior with the rules and norms that are defined by their social 
contexts. This coordination is only possible if they are able to reason and argue 
about why a behavior is to be judged right or wrong. In this chapter, we derived a 
theoretical concept of how these justifications are obtained, introduced two mea-
sures that can be used to operationalize these justifications in research, and briefly 
reported some empirical findings. Justifications are inferred in a way similar to rea-
sons: The right- or wrongness is attributed to basic underlying ethical principles just 
as causality is attributed to underlying causes. In both kinds of attribution, there is 
neither a “normatively right” nor “a perfectly correct” solution. They are both sub-
jective construals shaped and biased by quality of the action (e.g., individual, inter-
personal, social), situational factors (e.g., roles), personal characteristics (e.g., 
preferred values) and cultural context (e.g., collectivistic vs. individualistic culture). 
This is why people engaging in attribution are not assumed to proceed like scientists 
or ethicists, but like naïve scientists or ethicists. In most cases, they try to come 
up with a solution for the required attribution that is, for them, reasonable and 
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convincing enough in the specific situation. This solution does not necessarily 
reflect the truth or ultimate morality; rather it is shaped by their personal back-
ground and (possibly self-serving) needs.

The main sources of information for construing both kinds of attributions (i.e., 
the “material”) are characteristic of the action or event that is to be justified or 
explained, respectively. In causal attribution, for instance, it matters whether or not 
the event is seldom, or whether an action was carried out by only one or more actors. 
Similarly, in prescriptive attribution, it matters whether the action’s scope is indi-
vidual, interpersonal or social, or whether it is an action considered positive (e.g., 
prosocial), negative or even aggressive.

In justification, the evaluation as right or wrong mandatorily refers to a basic 
ethical principle: People base their ethical thinking and arguing—at least in a subtle 
way and often without being conscious of it—on these ethical positions that have 
been known in practical philosophy for thousands of years. Apparently, practical 
philosophy reflects what people think and vice versa. Similarly, the research process 
that was outlined in this chapter is also bidirectional in nature. In a first step, the 
prescriptive attribution concept (cf., Table 12.2) was derived on theoretical grounds, 
but later on it was developed further based on empirical findings (cf., Table 12.3). 
The prescriptive attribution concept, in its revised form, is therefore an example of 
an empirically informed theory of ethics.

What is the benefit of this concept for research and practice? It seems possible to 
operationalize the main positions of moral philosophy by developing a question-
naire and a content analytic category system. With these instruments ethical justifi-
cation can be measured as prescriptive attributions in the form of rated subjective 
importance (questionnaire) or frequencies (content analysis). Both measures enable 
researchers to obtain empirical data on ethical justification and to empirically test 
hypotheses, for instance concerning the dependence of the justification pattern on 
the kind and quality of action, on culture, role, personality and mode of group dis-
cussion. For practitioners, knowing the effects of these variables may enhance 
understanding for the argumentation of the other party in a conflict, it may help in 
discussing difficult ethical decisions in a more rational way following ethical stan-
dards, and it may help circumvent conflictous or aggressive acts by an enhancement 
of the own ethical position. In this way, empirically informed ethics has the poten-
tial to have a substantial impact on ethical practice beyond the field of research.
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        It is commonly assumed that humans do not begin life with moral character or virtue. 
Most documented societies through history considered infants to be unformed 
persons, not yet moral members of society, “humanity-in-becoming” who have 
“watery souls” (Fijian) (Sahlins  2008 : 101–102). This person-becoming view 
fi ts well with human sciences today, as a child’s development is viewed as the 
unfolding and co-construction of a complex dynamic system. At fi rst, the infant is 
co- constructed by other complex, dynamic systems—caregivers. The personality 
that is formed is very much dependent on this early formation, which is largely 
beyond the control of the individual. However, over time, the individual takes on 
more choices about her or his own character development within the framework of 
subsequent social experience and enculturation. 

13.1     Early Experience 1  

 As a dynamic system, initial conditions of human development matter greatly 
(Churchland  1998 ). In fact, how one begins life may be of utmost importance to the 
emergence of virtue (Herdt  2008 ). Early experience plays a key role in the develop-
ment of all body and brain systems and so it necessarily has an infl uence on subse-
quent moral functioning (Narvaez and Gleason  2013 ). From conception, if not before, 
the quality of brain and body systems are infl uenced by caregiver behavior, affecting 
such things as immune system receptors and ratios, brain transmitter quality and 
stress response, all of which relate to physical and mental health outcomes 

1   The focus here is on the fi rst few years of life. Of course, there are other sensitive periods and 
other experiences that play roles in moral development. But the fi rst years of life establish thresh-
olds for physiological and psychological functioning that are diffi cult to change later. 
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long-term (Grosjean and Tsai  2007 ; Davis and Sandman  2010 ). Perinatal and post 
natal experience can infl uence the mother-child relationship by contributing to estab-
lishing a positive highly-responsive relationship, or not (Bystrova et al.  2009 ; Klaus 
and Kennell  1976/1983 ). The nature of this early interaction affects the child’s life 
outcome signifi cantly (Felitti et al.  1998 ). For example, children with inconsistent or 
non-responsive caregivers may develop emotional dysregulation that becomes the 
foundation for further psychopathology such as depression, aggression, compromised 
social abilities and lifelong anxiety (Cole et al.  1994 ; Davidson et al.  2000 ; Henry and 
Wang  1998 ; Panksepp and Watt  2011 ; also see Schore  2013 ). Let’s take one of hun-
dreds of possible examples. When care is responsive and subverts infant stress, the 
child develops a good tone in the vagus nerve, which is implicated in the functioning 
of digestion, respiratory and cardiac systems as well as self-regulation capacities 
(Porges  2011 ). Vagal tone also infl uences compassionate response. Those with poor 
vagal development tend to be less compassionate (Eisenberg    and Eggum 2008). 
Warm, responsive parenting is longitudinally related to the development of agreeable-
ness, conscience and prosociality (Kochanska  2002 ), characteristics of adult moral 
exemplars (Walker and Frimer  2009 ). Thus, as others have pointed out (e.g., Tomkins 
 1965 ), early experience has import for moral functioning in adulthood. 

 Triune ethics theory (TET; Narvaez  2008 ) describes how early experience can 
infl uence the neurobiological underpinnings of moral functioning, identifying 
three moral orientations that emerge from the evolved strata of the brain (MacLean 
 1990 ) and that are shaped by early experience: Safety (refl exive self-protection), 
Engagement (relational attunement) and Imagination (refl ective abstraction). 
Individuals can be infl uenced by the situation to adopt one of the ethics (e.g., Safety 
in threatening situations), but individuals can also develop a dispositional orienta-
tion toward one or another based on experience during sensitive periods. 2     When an 
orientation is activated, it infl uences perception, including which rhetoric is attrac-
tive and which action possibilities (affordances) are salient. For example, when one 
feels threatened, vision narrows toward actions that facilitate the reestablishment of 
a sense of safety (Rowe et al.  2007 ; Schmitz et al.  2009 ). When an individual uses 
an orientation to take socially-relevant action, trumping other values in the moment, 
it becomes an ethic. For the individual, acting for self-protection with aggression or 
withdrawal “feels” like the right and moral thing to do. 

 The safety ethic relies on the extrapyramidal systems, basal ganglia and lower 
limbic system units that function to protect the organism. These are available at 
birth but can be conditioned by early experience to be over or under-reactive. When 
children do not get what their brains and bodies evolved to expect, they develop a 
stress-reactive brain (Henry and Wang  1998 ). This leads to a more self-protective 
orientation to the social life and fosters a dispositional Safety Ethic for socio-moral 
functioning. In this case, from early “undercare” the individual loses free will, 

2   Generally speaking, sensitive periods in brain development include the fi rst 5 years, early adoles-
cence, early adulthood and during therapy. Although thresholds for many systems are established 
early, there is opportunity for change during these other sensitive times. It is not yet known how 
the three ethics differ in malleability during these periods. 
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forced by conditioning (as the brain reacts without control to situations as threaten-
ing) to rely on suboptimal emotional circuitry or even more primitive brain systems 
for social interaction (Narvaez  2013b ). The brain/body system stays ‘on alert’ to 
some degree, keeping self-protective systems online. This activation subverts the 
more relaxed states that are required for positive prosocial emotions and sophisti-
cated reasoning. Fearful vigilant states can render the Engagement and Imagination 
ethics mute. 

 According to TET, mature moral action requires control of stress reactivity and a 
heightening of the prosocial aspects of brain function that underlie the engagement 
and imagination ethics. The Engagement ethic is well developed when early care is 
good. Good early care matches the evolved developmental niche (EDN Narvaez and 
Gleason  2013 ), representative of social mammalian characteristics that emerged 
over 30 million years ago (extensive breastfeeding, constant touch, natural child-
birth, prompt response to needs, multiple adult caregivers and extensive maternal 
social support, free play). The EDN environment fosters well-functioning physio-
logical systems (e.g., vagus nerve mentioned above) as well as prosocial systems 
(e.g., higher limbic system with connections to the prefrontal cortex), hormones 
such as those related to bonding and attachment (e.g., oxytocin), allowing the indi-
vidual to reach out and attune to others (Narvaez  2013b ). For example, emotional 
intelligence, the ability to get along skillfully with others, is higher in children 
raised with a mutually-responsive-orientation with the primary caregiver (e.g., 
Kochanska  2002 ). The individual is able to adopt an intersubjective stance with oth-
ers through “limbic resonance” (Lewis et al.  2000 ), leading to greater emotional 
engagement, self-regulation and skilled sociality (Schore  1994 ). 

 When care is ideal, the systems underlying the imagination ethic (e.g., prefrontal 
cortex systems) are also well established allowing for appropriate abstraction that 
does not detach from emotion and typically maintains a prosocial connection (com-
munal imagination). Under conditions of undercare or toxic behavior during sensi-
tive periods (e.g., neglect in early childhood, binge drinking in adolescence; Bechara 
 2005 ; Lanius et al.  2010 ), the imagination ethic can be damaged resulting in disas-
sociation from emotion (detached imagination). Moreover, trauma during sensitive 
periods can strengthen connections to the self-protective orientation (vicious imagi-
nation), adding to a self-centered moral orientation. 

 Recent studies in the fi rst author’s lab show that early care practices matter for 
moral functioning in early childhood. She and her colleagues are studying the 
evolved developmental niche (EDN) for young human offspring which emerged 
with the social mammals over 30 million years ago with slight variation among 
humans (extensive, on-demand breastfeeding; nearly constant touch; responsive-
ness to the needs of the child; multiple adult caregivers; free play; social support; 
and natural childbirth). The EDN components infl uence health and wellbeing with 
known physiological mechanisms (e.g., stress reactivity; neurotransmitter develop-
ment; Narvaez et al.  2013a ). The fi rst author and colleagues are showing that they 
matter for moral development as well. Each of these practices relates to early child-
hood moral development (conscience, self-regulation, empathy, cooperation). For 
example after controlling for education, income and general responsivity, maternal 
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touch patterns at age 4 months predict fewer behavior problems at age 3 (Narvaez 
et al.  2013b ) and a higher amount of maternal positive touch in early childhood cor-
relates with empathy at age 3 in both the USA and China (Narvaez and Gleason 
 2013 ). These fi ndings suggest that practices representative of the ancestral human 
mammalian milieu may be important, above and beyond responsivity alone, for 
fostering sociomoral development. 

 But does early experience relate to moral functioning later in life? The fi rst 
author has also been exploring how early experience (e.g., attachment) infl uences 
ethical identity and moral action in college students. She has developed measures of 
identity for each of the TET ethics based on Aquino and Reed’s ( 2002 ) moral iden-
tity measure. Research (Narvaez et al.  2011a ) on college students is showing that 
proxies for early life experience (e.g., attachment) predict the personality traits of 
agreeableness and openness. These personality factors predict engagement and 
imagination identities (i.e., preferred goals for self). Engagement identity predicts 
action of helping the less fortunate beyond agreeableness. Those with safety identi-
ties are more dishonest and are more likely to want to impose their values on others 
whereas those with engagement and imagination ethic identities are more likely to 
live according to their core values (e.g., buy products, choose activities), than those 
with a safety identity, which suggests a more integrated personality. Longitudinal 
studies must be done to verify the linkages.  

13.2     Self-co-construction from Social Experience 

 As noted above, early life provides the environment for developing (or not) the well- 
functioning emotion systems and self-regulatory capacities that underlie social 
interactions and support the emergence of virtue. In fact, human developmental 
theory emphasizing the importance of early life in shaping moral personality 
(Kochanska  2002 ) matches up well with Aristotelian theory, providing insight into 
the development of moral personhood. Aristotle describes the nature of virtue in 
terms of habituation. By exercising or practicing virtue, individuals acquire virtue. 
One becomes virtuous through practicing virtue under the guidance of a mentor 
until one can mentor oneself (   Urmson  1988 ). Aristotle’s formulation fi ts well with 
contemporary psychological theories of learning and virtue development (Bransford 
et al.  1999 ; Hogarth  2001 ; Narvaez  2006 ). 

 Although the notion of habits has been controversial within psychology, new 
theories provide integrative approaches that avoid these problems (see Lapsley and 
Narvaez  2006  for a discussion). Social cognitive accounts of moral personality 
interpret the dispositions of habits and virtues as social cognitive units (schemas and 
prototypes) that emerge from and are transformed by immersion, repeated experi-
ence and guided instruction (Lapsley and Narvaez  2004 ). Using an apprenticeship 
model, Steutel and Spiecker ( 2004 ) suggest that Aristotelian habituation can best be 
understood as learning-by-doing that involves regular and consistent practice under 
the guidance of a virtuous tutor. Habits developed in this way lead to dispositional 
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orientations that occur automatically without refl ective thought (Steutel and 
Spiecker  2004 ). Similarly, Narvaez ( 2005 ; Narvaez and Lapsley  2005 ) suggested 
that the formation of moral character refl ects expertise development. According to 
Narvaez ( 2006 ), moral character is fostered by multiple levels of social infl uence 
including caring relationships, cultural climates, and a supportive community in a 
type of moral ecological context (Bronfenbrenner  1979 ). Within this complex set of 
social infl uences, moral character development is a matter of perfecting interactive 
skills (in perception, sensitivity, reasoning and judgment, focus and action). Indeed, 
understanding virtues as socially-mediated skills is an argument also made increas-
ingly by virtue theorists (Jacobson  2005 ; Stichter  2007a ,  b ). Coached practice of a 
skill leads to increasing intuitive responsiveness that permits rapid, automatic judg-
ments and behavioral responses to relevant contingencies (Bartsch and Wright 
 2005 ; Dreyfus and Dreyfus  1991 ; Narvaez  2010a ). The automaticity of social skills 
can account for the tacit qualities often associated with Aristotelian “habits”. These 
habits correspond to social cognitive schemas or behavioral components whose fre-
quent activation becomes overlearned to the point of chronic automaticity (Lapsley 
and Hill  2008 ; Narvaez et al.  2006 ). 

 If we move beyond early life, childhood involves additional social experiences 
that infl uence the development of the moral person. What are the developmental 
sources of moral habits and chronicity? Lapsley and Narvaez ( 2004 ) suggest that 
moral chronicity is built on the foundation of generalized event representations 
that comprise early socio-personal development (Thompson  1998 ), the “basic 
building blocks of cognitive development” (Nelson and Gruendel  1981 : 131), 
internalized working models of what one can expect of social experience. So for 
example, children taught to pay attention to their impact on others (‘how does 
your sister feel after you took her toy?’, ‘how can we share the single cookie?’) 
learn to frame their social lives with this sort of awareness. Prototypic working 
models are progressively elaborated in the early conversations with caregivers 
who help children review, structure and consolidate memories in script-like fashion 
(Fivush et al.  1992 ). 

 Another type of internal working model that guides behavior is proposed by 
attachment theory (Bowlby  1988 ). This approach integrates the emotional aspects 
of social experiences with caregivers. Attachment has to do with implicit, ‘felt,’ 
experience more so than conscious explanation of experience. Triune Ethics 
Theory, described earlier, brings these ideas into the moral domain, emphasizing the 
underlying neurobiology of moral internal working models. The child internalizes 
emotional memories as part of the self. The topics and emotional frameworks the 
caregiver uses in helping children organize their lives become routine, habitual and 
automatic the longer they are practiced. The socio-emotional patterns in routine 
relationships become expectations for the social life. When the parent references 
norms, standards and values, they encourage the formation of chronically accessible 
social cognitive schemas (e.g., ‘What should you say when you receive a gift?’; 
Lapsley and Narvaez  2004 ). As the self develops, the child integrates these patterns 
of experience into autobiographical memory, facilitated by parental conversation, 
interrogation, emphasis and focus. The moral self is part of this package of 
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experience, deeply infl uenced by the parents and other caring relationships. 
Refl ection on past success through the rehearsal and review of events, reactions, and 
so forth, is important for future moral action because the implicit understanding of 
certain brain systems is integrated with the more conscious conceptualization of 
other brain systems. Parents help children refl ect and build moral representations of 
their lives. 

 Becoming a moral person is a lifelong enterprise. In the USA, it is much more 
diffi cult to be virtuous that in the contexts of most of human genus history (prior to 
agriculture) because of poor childrearing in relation to basic needs, multiple pres-
sures towards vicious behavior (e.g., self-centered consumption), disregard and 
enslavement of animals and the natural world, violent media infused with humor 
(which has a greater infl uence on children to imitate), shifting or unclear goals, roles 
and duties (for detailed discussion, see Narvaez  2013a ,  b ).To discuss the full fl ower 
of moral personality, we must move beyond early childhood, and even the college 
years. We must examine the nature of moral maturity (Narvaez  2010b ).  

13.3     Mature Moral Functioning 

 When we think of mature functioning, we often think of advanced moral reasoning 
and the ability to be impartial in making decisions. But we know now that emotions 
are essential for good cognition (Greenspan and Shanker  2004 ) and without them, 
decisions are often faulty (Damasio  1999 ). We also know that reasoning is only 
weakly linked to action (Thoma  1994 ). 

 We can take another tack in examining mature moral functioning by using the 
framework of expertise, which involves implicit and explicit understanding, inte-
grating intuition and deliberation. Moral exemplars often exhibit the characteristics 
of experts. Although the knowledge and skill advantages the expert has are still 
being uncovered, experts are distinguished by certain characteristics. They have 
many more or less automated responses including perception that allow them to see 
patterns and opportunities that novices miss (Chase and Simon  1973 ; Chi et al. 
 1988 ). They are better at selecting appropriate schemas and having them readily 
available for action (Spiro  1980 ). They have rehearsed action responses to high 
levels of automaticity (Ericsson and Smith  1991 ). In other words, expertise is a 
combination of perceptual attunement, complex understanding, motivation for 
excellence and effectivities that provide the capacity to take action given the affor-
dances of the situation. 

 What kind of knowledge is expert knowledge? Schooling and literacy has 
focused us so much on reasoning and conscious thinking (in contrast to holistic, 
creative thinking), that we have begun to emphasize them in our childrearing prac-
tices too. We often forget that most of our mind and actions proceed nonverbally 
without deliberation or conscious awareness and that emotions are foundational to 
adaptive functioning (Bargh  1989 ; Panksepp  1998 ). Intuition has become a large 
focus of recent psychological research, replacing a focus on conscious processing, 
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as psychology has come to appreciate how much implicit processes govern human 
action (Reber  1993 ). One critical facet of this research is the necessity to distinguish 
between naïve and well-education intuition (Narvaez  2010b ). Expertise blends both 
deliberation and well-educated intuition together (Hogarth  2001 ). This is true in the 
case of moral functioning as well (Narvaez  2010b ). 

 Although reasoning has often been the focus of moral psychological develop-
ment and moral maturity (e.g., Rest et al.  1999 ), if we expand on Rest’s (Rest  1983 ; 
Narvaez and Rest  1995 ) component model of moral behavior, we can see that there 
may be other aspects to consider in terms of mature morality. The expanded model 
identifi es fi ve sets of processes: reasoning and judgment, sensitivity, motivation, 
action skills, and perception. Because of its dominance in research, we start with 
moral reasoning. 

  Moral reasoning : For decades, research in moral development focused on the natu-
ralistic development of moral reasoning. Moral reasoning sophistication develops 
with age and education. In adults, moral reasoning sophistication is related to real-
life behaviors such as democratic teaching style, professional clinical behavior, atti-
tudes towards human rights and at the same time is distinguishable from intelligence, 
political attitudes and religion (Rest et al.  1999 ; Narvaez et al.  1999a ; Thoma et al. 
 1999 ,  2009 ). However, contrary to Piaget and Kohlberg’s suppositions, everyday 
experience is not suffi cient to reach the highest levels of moral reasoning develop-
ment. Narvaez and Gleason ( 2007 ) proposed that moral judgment retains character-
istics of being both a developmental variable (which everyone develops to some 
degree) and a domain variable (which requires extensive, deliberate study). As such 
it bears resemblance to other domains. For example, virtually everyone is familiar 
with some aspect of music or even skilled in some fashion—as with singing, and yet 
musical expertise requires specifi c and prolonged practice beyond everyday famil-
iarity. Sloboda ( 1991 ) contrasts the tacit musical expertise of novices, a type of 
receptive, recognition-based expertise, with the explicit or productive expertise of 
expert musicians. 

 These two forms also are evident in moral judgment. Moral judgment skills are 
in use daily for everyone and provide a base of tacit knowledge (see Narvaez and 
Bock  2002 ; Rest et al.  1999 ). Some are moral judgment novices (with less stimu-
lating experience), who have fewer conceptual strategies for solving social prob-
lems, adopting simpler, more actor-centered options or ones that maintain social 
norms. Other lay people have receptive moral judgment expertise which enables 
thinking about organizing society-wide cooperation according to moral, impartial, 
public, reciprocal, criticizable principles (see Rest et al.  1999 , for detailed discus-
sion). Productive moral judgment expertise requires prolonged and focused experi-
ence in a particular domain, leading to for example, original contributions to 
philosophy or federal court opinion, or community problem solving. In short, 
everyday living does not usually bring about productive expertise in moral judg-
ment. Focused deliberative experience is required such as graduate study in moral 
philosophy, community leadership or social activism. Moral decision making with 
minimal experience will be largely nonverbal and receptive expertise whereas 
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productive expertise involves theoretical or explicit knowledge that allows experts 
to make arguments and explain their reasoning. 

 Expertise in moral judgment may not be suffi cient for establishing moral exper-
tise. Why is that? It is because the “heart” may not be involved. Moral judgment can 
occur in an emotional vacuum. High functioning autistic individuals may receive 
high scores because they are superior memorizers of rules and systems, but they fail 
in everyday virtue, the moment-to-moment social and moral functioning that 
requires exquisite emotional intelligence. Such a detached morality cannot be a 
demonstration of moral excellence. As Aristotle pointed out, a virtuous action is one 
that is performed in the right way, with the right feelings and for the right reasons. 
Also from the studies of nominated exemplars, reasoning like a philosopher is not a 
necessary condition for moral exemplarity (Colby and Damon  1992 ). However, if 
one thinks of famous moral leaders like Gandhi and Martin Luther King, Jr., supe-
rior moral reasoning was part of the package. In short, formal education and refl ec-
tion with regard to moral judgment is neither necessary nor suffi cient to develop 
moral expertise, but it has the potential to be helpful. 

 Reasoning and judgment are often studied as if they are intellectual capacities. 
Logical analysis about the right thing to do detaches one from the present situation 
and works mostly in offl ine situations, when one is not in the middle of being emo-
tionally focused on completing goals. However, moral experts keep an emotional 
focus as they apply automatized reasoning and judgment when involved in domain 
problem solving. For example, Monroe ( 1994 ) notes that rescuers of Jews in World 
War II made statements like, ‘what else could I do—they were human beings in 
need’ whereas non-rescuers were more likely to say things like ‘what could I do—I 
was one person against the Nazis.’ The habitually prosocial individuals acted spon-
taneously. Moral behavior involves perception, interpretation, motivation and action 
skills as well as judgment. These can all be integrated into classroom academic 
instruction, using a novice-to-expert pedagogy (Narvaez  2006 ,  2009 ; Narvaez and 
Bock  2009 ; Narvaez and Endicott  2009 ; Narvaez and Lies  2009 ). 

  Moral sensitivity : Moral sensitivity involves noticing the needs of others, having 
empathy for them, and generally noticing the need for moral action. These aspects 
of sensitivity depend largely on social emotions and right-brain capacities: seeing 
the big picture; linking the situation to prosocial emotions; determining one’s poten-
tial role (Schore  1994 ; McGilchrist  2009 ). Sensitivity also includes interpretive 
capacities or the ability to foresee the consequences of particular courses of action 
or inaction in terms of concrete outcomes and reactions from others. For example, 
professional education programs that sensitize students to their moral responsibili-
ties to patients and clients demonstrate increased awareness of issues, options and 
consequences (Rest and Narvaez  1994 ). But moral functioning also includes moti-
vation, caring about the outcomes. 

  Moral Motivation or Focus : The third component of motivation or focus has a 
habitual component but also a ‘here-and-now’ component. Motivation, identity and 
personality are central characteristics of those who take moral action for others 
(Lapsley and Narvaez  2004 ; Narvaez and Lapsley  2009 ). For example, 
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agreeableness and conscientiousness are both characteristic of exemplars (Walker 
and Frimer  2009 ). Those with explicit moral identity goals are more likely to spon-
taneously process social information with moral categories. For example, Narvaez 
and Lapsley (Narvaez et al.  2006 ) used a primacy-of-output measure of moral iden-
tity where the initial response to a question (e.g., name characteristics of people you 
like) indicates a chronically used category for social information processing. Those 
with higher or lower moral identity were compared on two tasks. In one task, par-
ticipants read sentences about a person in a role (e.g., “The plumber always meets 
his obligations and keeps his word”) and were later primed to remember the sen-
tences with a word either representing the role (“pipes”) or the disposition (“respon-
sible”). Half the sentences represented non-virtuous dispositions. Those with higher 
scores on moral identity were more likely to make a spontaneous trait inference 
when primed with dispositional cues than with role cues. 

 In their second study (Narvaez et al.  2006 ), participants read stories about char-
acters who did or did not help. Those with moral identities (moral chronics) were 
quicker responding to probes that represented negative evaluations of story charac-
ters who did not help when requested (e.g., “selfi sh”). These studies showed that 
chronic moral identity affects social information processing. 

 In terms of ‘here-and-now,’ mature moral actors have greater sensitivity to priori-
tizing moral action at any given moment. But they understand that they may miss 
opportunities, just as a person helping one homeless person may miss the opportu-
nity to help another. Mature moral actors develop habits that facilitate their moral 
actions. Habituated empathic concern is one such habit and can entail structured 
practices such as automatic bank account deductions to the food bank. Mature moral 
actors realize that when the time comes they may be otherwise distracted and build 
in safeguards for moral action (Trout  2009 ). 

  Moral Action : The last component comprises implementation and follow- through 
on a selected moral action. It requires extensive practice but is deeply linked to the 
other components. Perception of possible actions is an aspect of sensitivity to the 
situation in terms of affordances. Perception is shaped by experience and infl uences 
which stimuli reach higher order centers (Neisser  1976 ). Perception and action 
judgments are integrated into effectivities matching personal capacity built from 
extensive domain-relevant experience, to the possible actions (affordances) in the 
situation (Feltovich et al.  1997 ; Shaw et al.  1982 ). Along with concern for others, 
moral exemplars display more effectivities for particular actions, agency or self-
effi cacy in their domain that distinguishes them from others (Frimer and Walker 
 2009 ; Monroe  1994 ; Walker and Frimer  2009 ). 

  Moral Perception : Moral perception initiates the processes that lead to moral 
action: What does the individual notice or not notice? However, moral perception is 
infl uenced by other components. For example, those with more sophisticated moral 
judgment skills (as measured by the Defi ning Issues Test), are better at noticing and 
recalling sophisticated moral reasoning in stories (Narvaez  1998 ,  1999 ,  2001 ; 
Narvaez and Gleason  2007 ). They are better at discerning the intended moral theme 
in a story (Narvaez et al.  1999b ). Similarly, those with moral identities are more 
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aware of moral violations and moral behavior in story characters (Narvaez et al. 
 2006 ). Triune Ethics Theory suggests that moral perception shifts depending on the 
mindset that is active. In a recent study, the fi rst author’s lab fi nds that those with 
high engagement ethical identities see the photo of a crying baby as closer to them 
than those with low engagement identities, suggesting that identity affects visual 
perception (Narvaez et al.  2011b ). 

 Mature moral expertise is found ultimately in the integration of component skills 
(perception/sensitivity-judgment-focus-action links). In a way we are moving with 
a trend among psychologists and philosophers to view virtue and moral personality 
as sets of implicit skills. Along with moral developmental psychologists (Narvaez 
and Lapsley  2005 ), moral philosophers recently have been shifting to a view of 
moral virtue as comprised of skills that can be honed to high levels of expertise 
(Annas  2011 ; Zagzebski  2006 ). How does this expertise develop?  

13.4     Expertise Development Through Relational Coaching 
and Community Immersion 

 How do individuals become experts? Through guided immersion in informative 
environments (“kind” environments, Hogarth  2001 ). Their training is focused and 
extensive, taking about 10 years or 10,000 h of practice (Chase and Simon  1973 ). 
Expertise development can be sped up with a mentor who points out the pitfalls of 
particular actions and the benefi ts of others, a benefi t not available to a novice who 
is testing out actions and problem solving alone. The mentor helps to coordinate 
deliberative understanding with intuition development. When experts with formal 
training are learning to solve problems in their domain, they usually do so in the 
context of explicit theory and explanation. Thus, early on they are able to explain 
the actions they take. Gradually, however, with practice and experience, their deci-
sion making processes become more automatic as well. In fact, most experts become 
unable to explain their decision making processes (e.g., Kihlstrom et al.  1996 ). 

 It must be pointed out that  moral  expertise is socially grounded and has its roots 
in early experience. With a skills focus, we resurrect a view that has been marginal-
ized in contemporary developmental science, that the primary parental infl uence on 
morality begins in early life—in the welcoming physiology of the mother, the experi-
ence of relationship with caregivers, and in the developing implicit understandings of 
the meaning and effect of emotions, relationships and reciprocity. Unlike other forms 
of expertise, moral functioning is intended for the social life so for optimal develop-
ment it requires immersion early and often in the social life of the community where 
virtue is applied. Unlike engineering or medical diagnosis, the moral expert must 
have well-functioning social skills that underlie moral capacities. For example, in 
older normal children, it is apparent that refl ective thinking is grounded in “lived 
emotional experience.” Those with more adaptive emotional intersubjectivity with 
caregivers in early life are better able to think out problems, and demonstrate greater 
social skills, moral reasoning, and intelligence (Greenspan and Shanker  2004 : 233).  
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13.5     Mature Moral Functioning Day to Day 

 Higher order deliberation is always situated in the interface of person and context. 
John Dewey offers fresh insight into the nature of ethical functioning as imagination 
( 1930/1984 ). He “replaces obsolete notions of perspective-free rationality” and 
“sedimented moral criteria” with “fl exible, rule-sensitive situational inquiry” which 
includes “moral perceptiveness, creativity, expressiveness, and skill” (Dewey, quoted 
by Fesmire  2003 : 5). Instead of the “traditional assumption that reasonings and 
actions can be measured by an ahistorical standard,” the pragmatists William James 
and Dewey emphasized “reason’s ineliminatively temporal, aesthetic, evolving, 
embodied, practical, and contextual character;” “rejecting both foundationalism and 
subjectivism, the classical pragmatists transferred the burdens of refl ective life to 
situated, emotionally engaged intelligence” (Fesmire  2003 : 52). 

 Pragmatist ethics like Dewey’s rejects rigid abstractions and emphasizes fl exible 
responses to “the ordinary life-experiences of inherently social, embodied, and his-
torically situated beings” who face hourly encounters “too unique” for classifi cation 
by a sedimented rule or principle or intuition (although they can offer some guid-
ance); “situations do not come in duplicates” (Fesmire  2003 : 59; see Dewey 
 1922/2000 : 167–168). Generalizations, whether applied in medicine or the ethical 
life, are quackery and they gag intelligence (Dewey  1929 /1984: 221). “If morality 
were reducible to following rules or codes, high-functioning autism would be the 
moral ideal” (Fesmire  2003 : 72). Mental operations involving conceptual systems, 
inference, meaning and language rely on a cognitive unconscious developed from 
an embodied mind’s sensorimotor experience (Lakoff and Johnson  1999 ). In fact, 
companionship, responsive care in early life leads to greater intelligence, imagina-
tion and moral capacities (Greenspan and Shanker  2004 ). 

 On a day to day level, the work of moral functioning is to coordinate reasoning, 
facts, intuitions, refl ection on past success, current goals, affordances (and multiple 
other aspects that impinge on our behavior) in the situation. Deliberative reasoning 
and intuition work hand in hand. The trick is to know when to trust intuition and 
when to deliberate. Both systems are goal driven but it is impossible to deliberate on 
many actions/decisions so one must make sure that intuitions are appropriate. Well- 
educated intuitions that develop from experience emerge from complex and sophis-
ticated understanding whereas naïve intuitions that arise with no experience can 
often be misleading (Hogarth  2001 ). Misapplied intuitions are context-specifi c prin-
ciples that are over-generalized to apply in other situations (Baron  1998 ). Intuition 
is not precise but approximate, so its errors are usually slight. On the other hand, 
although the deliberative system can be more precise, its errors are huge and damag-
ing (Hogarth  2001 ). Further, deliberating on intuitive process can result in less opti-
mal performance (Beilcock and Carr  2001 ). 

 Intuition and reasoning are both susceptible to “truthiness” (it feels right so it 
must be right) and require deliberative supervision of their accuracy within an open 
context (Narvaez  2010a ). To counteract truthiness, Hogarth ( 2001 ) recommends 
that individuals take an hypothesis-testing approach—test, verify, get peer review. 
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Generally, an expert deliberator is able to attend to the fi rst impression and then 
confi rm it with deliberative steps of examination to verify intuition.  

13.6     Conclusion 

 Generally speaking, childrearing practices have extensive and deep effects on the 
psychological and biological foundations in the child’s body and brain (Narvaez 
 2013b ). These occur in large part from experience during sensitive periods and 
affect moral capacities (Narvaez  2008 ,  2013b ). Thus, caregivers, usually parents, 
have a great deal of infl uence on moral development. Over the life course, moral 
knowledge shifts from tacit to explicit (moral judgment expertise) yet at the same 
time moral expertise generally becomes more automatic (spontaneous action). 
Individuals have a say in who they become by selecting environments and activities 
that foster particular intuitions and expectancies. Greater capacities in moral sensi-
tivity, judgment, motivation and action increase with focused practice, whether 
through post-baccalaureate education or community-based experience. When com-
bined with action capacities and effi cacy, communal imagination (which builds on 
prosocial capabilities) represents humanity’s highest moral capacities. The develop-
ment of such capacities requires a supportive social environment.                                                                                                                 
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14.1            Introduction 

 Corporate ethical scandals, the fi nancial and economic crisis of the past several 
years, and examples of misuse of power by prominent leaders have shocked the 
business world. They have not only called into question the role of the economic 
system design at large, but have also raised questions about the role of leaders in 
infl uencing ethics and ethical behavior in organizations. It is hardly controversial to 
state that aspects of management and leadership are crucial in determining the stra-
tegical direction and daily operations of an organization. Few would doubt that 
leaders are key fi gures in shaping ethical conduct. However, little is known about 
what constitutes ethical leadership. What are the relevant competencies leaders 
should acquire? The behavior of leaders and the extent to which they behave with 
moral integrity has also become a topic of high interest in the media and public 
discussion. Yet, many people believe that ethical leadership is simply a matter of 
having good character or having the “right values. “Although character and values 
are obviously important, the concept of ethical leadership is far more complex than 
those factors and there is little consensus on what precisely characterizes ethical 
leadership. 

 The fi eld of ethical leadership can be divided roughly into two realms of inquiry. 
Psychology (and economics) is concerned with descriptive (or empirical) ethics as 
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to how individuals “do” behave, while ethics is concerned with the normative impli-
cations of leadership and the question as to how individuals and organizations 
“should” behave. We argue that both empirical and normative approaches are 
important in the research and discussion of ethical leadership. Hence, this chapter 
explores the possibilities for cross-fertilization between psychology and ethics. 

 The purpose of this chapter is threefold. Our fi rst goal is to highlight some typi-
cal features of the empirical and normative approaches to exploring ethical decision- 
making and behavior, and to sketch out how ethics and psychology can learn and 
benefi t from each other. We argue that empirical research without normative refl ec-
tion is “blind”. Since empirical leadership research usually has normative implica-
tions, normative refl ection is necessary to identify and understand those implications. 
On the other hand, normative refl ection is “empty” without empirical insights. We 
believe that studying ethical leadership using an interdisciplinary approach helps to 
advance our knowledge of what constitutes or should constitute ethical leadership 
and how it can be promoted. Second, based on previous empirical research and our 
own perspectives, we wish to shed light on some important components and compe-
tencies of ethical leaders. Even though most scholars agree that all forms of leader-
ship should be based on some ethical foundations (Bass and Steidlmeier  1999 ; 
Kanungo  2001 ), discussions still differ in regard to what should be expected from 
an ethical leader. While discussing important characteristics of ethical leaders, we 
also aim to discover some unresolved key questions about ethical leadership. We 
argue that these questions refl ect important points of intersection between empirical 
and normative approaches, and points where it appears benefi cial that normative 
refl ection comes in. These questions and their implications for the practice of moral 
behavior and leadership will be discussed in the fi nal section.  

14.2      The Relation Between Empirical and Normative 
Research 

 Both ethicists and psychologists are concerned with identifying the qualities of 
moral behavior, yet they pursue distinctive goals. Ethicists usually evaluate and jus-
tify the quality of actions through refl ective deliberations (Singer  2000 ) referring to 
abstract standards of ethical conduct and a moral point of view. Their focus is on 
normative goals and the question of what ought to be done. In contrast, psycholo-
gists examine people’s beliefs, values and actual behaviors in specifi c contexts, and 
test assumptions about the mechanisms involved in ethical decision-making and 
behavior through empirical research. Their focus is on descriptive goals which aim 
to discover what actually is. Despite these differences, calls for a dialog and a closer 
relation between the empirical and normative approaches in moral research and 
business ethics are often heard (e.g., Singer  2000 ; Weaver and Treviño  1994 ; 
Waterman  1988 ). Our goal in this portion of the chapter is to contribute to this 
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empirical-normative dialog in the context of ethics and ethical leadership by 
 emphasizing how the two can be mutually benefi cial. 

 One problem of empirical research in the realm of ethics is that its concepts of 
moral values, norms or behavior typically rest upon consensual beliefs and common 
views of morality. This is also the case in leadership research. As such, the research 
concepts represent “social constructions that refl ect the value and paradigms of 
leadership at a particular time and place” (Ciulla  2006 : 21). Though empirical stud-
ies often build upon prior interviews with experts and practitioners, the concepts 
implemented in experiments and surveys are based on characteristics people con-
sider to be ethical in leaders. However, generating knowledge about what people 
claim to be moral does not tell us if these claims are normatively appropriate. In 
other words, providing descriptions about what  is , does not automatically reveal 
what  should be  (Waterman  1988 ; Fraedrich et al.  2011 : 240). When, for example, 
Kohlberg claims that the highest stage of moral thinking is expressed in terms of a 
deontological moral perspective, this description shifts into prescription (cf., Miner 
and Petocz  2003 : 15). In philosophy this slide is considered problematic and is 
called the “naturalistic fallacy” (Dunfee and Donaldson  2002 : 41). Interdisciplinary 
collaboration is therefore important to psychology since it helps to take into account 
the normative implications of the concepts used, and to reduce the risk of merely 
deeming common sense to be suffi cient for deciding which standards and behaviors 
are ethically adequate. Moreover, as Miner and Petocz ( 2003 ) argue, any psycho-
logical investigation must acknowledge the importance of meta-ethical positions 
and specifi c moral theories for ethical decision-making and then “consider how they 
might affect the processes and outcomes of decision-making” (p. 14). 

 On the other hand, in examining which processes and factors determine moral 
judgment and behavior, psychology has provided solid insights about human func-
tioning which should also be essential for understanding normative ethics. For 
instance, one insight, for which there is converging empirical evidence, is that moral 
judgment and decision-making are often based on automatic intuitive reactions 
rather than refl ective deliberations (Haidt  2001 ). Studies have shown that externally 
induced or even hypnotically induced gut feelings (such as fl ashes of disgust) do 
causally affect moral judgments, supporting the view that such gut feelings or moral 
intuitions serve as information when evaluating moral transgressions (e.g., Wheatley 
and Haidt  2005 ). There is, in addition, much evidence that the nature of automatic- 
intuitive or more deliberative-refl ective processing is highly contingent on personal 
and situational factors (e.g., Fazio  1990 ). Overall, empirical research has made a 
valuable contribution to normative ethics and encouraged further discussions by 
forcing acknowledgement of the role of moral intuitions and automatic processes in 
ethical decision-making (Kennett and Fine  2009 ; Treviño  2009 ). 

 Should normative ethics account for these empirical fi ndings about what deter-
mines moral judgment and decision-making? In the context of business ethics, 
empirical sciences provide information about actual problems and confl icts with 
which business agents contend. They generate knowledge about individual differ-
ences in judgment, behavior, values and attitudes based upon the people who make 
decisions. This is important for ethics for two reasons. First, without this empirical 
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“material” normative ethics would lack a sound basis for its refl ection. Hence, it is 
an important task for ethics to clarify and formulate systematically what people 
think (Miller  2008 : 93f.). Second, normative approaches without certain knowledge 
of people’s specifi c beliefs and values, which serve to guide their judgments and 
behaviors, risk being irrelevant to any attempted application or implementation in 
daily life and professional settings. In either case, normative ethics proceeds in a 
critical way, asking whether or not people’s given moral judgments and decision- 
making are right from a moral point of view. This form of critical analysis may, of 
course, end in doubts about the legitimacy of empirically ascertained moral judg-
ments and decisions. 

 In sum, we believe that fostering a empirical-normative dialog is benefi cial for 
advancing moral theory and research. Empirical research is blind without normative 
refl ection since its concepts fail the critical analysis of whether they are normatively 
appropriate, meaning whether the norms and values people use to guide their judg-
ments and actions are indeed right. In turn, normative refl ection is empty without 
empirical knowledge and risks being of little practical value without acknowledging 
the relevance of what is, and why it is. To generate an empirical-normative dialog, 
the purpose of the next section is to identify some intersections within ethical lead-
ership research where the bringing together of “is” and “ought” issues may be cru-
cial and useful. To this end, we start with a short overview of the empirical literature 
on ethical leadership and then defi ne some core features of ethical leaders. In so 
doing, our goal is to identify those (or at least some) key areas of ethical decision- 
making and ethical leadership research where it may be important to employ norma-
tive refl ection.  

14.3      What Are the Characteristics of Ethical Leadership? 

14.3.1     Empirical Research on Ethical Leadership 

 Understanding the constituents of ethical leadership has captured the interest of 
researchers and practitioners alike. In particular, one large empirical research line 
has looked to develop frameworks explaining the process of ethical decision- making 
(for a comprehensive overview, see Treviño et al.  2006 ). While this research has 
made important contributions to understanding and predicting ethical decision- 
making by describing how individuals actually think and act when faced with ethi-
cal situations, it says little about what the essential characteristics of ethical leaders 
are. In this regard, leadership research and, more recently, research into moral intel-
ligence (see also Chap.   7     of Tanner and Christen, in this volume) seek to identify 
and develop moral competences of ethical leadership and conduct. 

 As to leadership research, various approaches have emerged over the past 
decades. Although all of them tap into ethical aspects in some way, such dimensions 
actually play a relatively implicit or indirect role. For instance, embedded in the 
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charismatic or transformational leadership paradigm is the idea that “transforming” 
leaders are those who feel responsible for achieving the good for their organization 
and society, and who inspire followers to elevate their levels of motivation and 
morality (Bass and Steidlmeier  1999 ). Conceptualizations of authentic leadership 
typically assert that (moral) authenticity is achieved when individuals act in concert 
with an internalized moral perspective (e.g., Gardner et al.  2005 ). Still other models 
have highlighted either the importance of a leader’s ethical values that guide choices 
and behaviors (e.g., Resick et al.  2006 ; Russell  2001 ), or the role of a leader’s moral 
virtues (e.g. Manz et al.  2008 ; Solomon  2003 ). 

 With an explicit focus on ethical leadership, seminal work has been performed 
by Brown and colleagues (Brown et al.  2005 ; Brown and Treviño  2006 ). They 
defi ne ethical leadership as “the demonstration of normatively appropriate conduct 
through personal actions and interpersonal relationships, and the promotion of such 
conduct to followers through two-way communication and decision-making” 
(Brown et al.  2005 : 120). As to this conceptualization, ethical leadership involves 
promoting normatively appropriate conduct through role modeling and interper-
sonal relationships. The authors also suggest some ethical ideals that they deem to 
be (normatively) right: ethical leaders should be perceived as trustworthy, fair and 
concerned about others; they should set clear ethical standards and use rewards and 
punishments to promote ethical conduct. Consistent with these suggestions, Brown 
and colleagues have built an Ethical Leadership Scale (ELS) designed to assess 
whether a leader can be characterized as fair, trustworthy, or caring, and whether he 
or she makes an effort to communicate or demonstrate ethical behaviors (Brown 
et al.  2005 ). 

 In a similar vein, one author of this chapter and her colleagues have taken an 
action-based approach, developing an Ethical Leadership Behavior Scale (ELBS) 
(Tanner et al.  2010 ) that is based on specifi c behaviors refl ecting concrete manifes-
tations of ethical values (such as fairness, respect) across occasions and situational 
challenges. This approach shares with others the idea that moral norms and values 
are essential in guiding and promoting ethical conduct, but remains distinct from 
them by calling for more focused attention on whether and how moral values are 
refl ected in behavioral patterns. It is commonly known that values and good inten-
tions are not always implemented in actions. Of course, there may be many good 
reasons why leaders with moral intentions may choose not to act ethically, including 
that of avoiding unpopularity or preserving their own career (May et al.  2003 ). 
Tanner and colleagues ( 2010 ) and other scholars (Ciulla  1999 ) therefore emphasize 
the importance of leaders acting upon moral standards and values consistently, on a 
regular basis, and despite potentially unpleasant consequences, in order to earn the 
attribute of an “ethical leader.” 

 With the concept of moral intelligence, a quite different approach to moral or 
ethical leadership has recently emerged. In the past, researcher and practitioners 
alike acknowledged that beyond cognitive skills, emotional intelligence and social 
intelligence represent additional advantageous capabilities (e.g., Goleman  1995 ; 
Salovey and Mayer  1990 ). In the aftermath of recent business scandals, researchers 
and practitioners alike have now started to turn their attention more thoroughly to 
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the moral competencies that business leaders should have or acquire. With an 
explicit emphasis on moral skills, Lennick and Kiel ( 2005 ) introduced the term 
moral intelligence to capture a new facet of intelligence. Tanner and Christen (Chap. 
  7     in this volume) defi ne moral intelligence as the individual’s capacity to process 
and manage moral problems. Current research and discussion is engaged in identi-
fying and assessing the key elements and abilities of moral intelligence (Lennick 
and Kiel  2005 ; Martin and Austin  2010 ; Narvaez  2005 ; Chap.   7     by Tanner and 
Christen, in this volume). Scholars working in this area or the domain of moral 
expertise commonly assert that individuals need multiple abilities, but their 
approaches differ in terms of which skills and subskills are crucial. An elaborated 
model by Narvaez ( 2005 ), for instance, posits that moral experts need skills in ethi-
cal sensitivity, moral judgment, moral motivation and moral action. In general, we 
believe that the approach of moral intelligence with its emphasis on various moral 
skills can expand our understanding of ethical leadership in useful ways. 

 In the following section, we wish to highlight a few core characteristics of ethical 
leadership, building upon the research and development of leadership and morality. Our 
goal is also to discover points of intersection between empirical and normative 
approaches by identifying some key questions about ethical leadership that demand nor-
mative refl ection. In this chapter we will focus on just three such points of intersection 
which we deem to be highly relevant (of course, we do not claim to be exhaustive).  

14.3.2      Defi ning Ethical Leadership 

 We will structure the elements of ethical leadership using two categories which 
Treviño and colleagues ( 2000 ) termed the aspect of the “moral person” and the 
“moral manager.” According to these authors, moral person refers to traits, charac-
teristics and motivations of leaders. Yet, as Treviño et al. have emphasized, ethical 
leaders are not just moral persons, they are also moral managers in that they “lead” 
and infl uence followers to develop ethical conduct. This dimension of moral man-
ager represents the leader’s efforts to infl uence the ethical or unethical behaviors of 
followers. In what follows we focus on psychological literature but of course similar 
defi nitions are presented by business ethicists in philosophy (cf., Bowie  1999 ;    Price 
2008; Solomon  2009 ). With regard to aspects of the ethical person, we deem the 
following facets to be fundamental. 

  Committed to ethical values:  Psychologists usually assert that values, typically 
defi ned as stable beliefs about desirable states or conducts of behaviors (Schwartz 
 1992 ), are standards that serve to judge and justify actions and have the potential to 
energize and regulate behavior (e.g. Verplanken and Holland  2002 ). Since standards 
and values guide choices and behaviors, ethical values appear to be at the root of 
ethical leadership (Lord and Brown  2001 ). Schmidt and Posner ( 1982 ) therefore 
asserted that managerial values are the “silent power” in personal and organiza-
tional life. Lennick and Kiel ( 2005 ) have emphasized that ethical leaders distinguish 
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themselves from other leaders in that their thoughts, decisions and actions appear to 
be guided by moral principles and values. Lennick and Kiel ( 2005 ) have used the 
metaphor of the “moral compass” to refer to this set of moral standards, values and 
beliefs which serve as a reference in all matters of right and wrong. Although having 
a moral compass is relevant, it is not suffi cient to initiate action. A leader may some-
times have quite clear ideas about what should be done, but he or she may then lack 
the motivation to pursue it. Literature suggests that commitment to ethical values is 
such a crucial motivational source that it leads individuals to prioritize moral goals 
over other ones and to strive for desirable moral ends (Narvaez  2005 ; Rest  1986 ; 
Chap.   7     by Tanner and Christen, in this volume). 

 Given these fi ndings, ethical leaders are expected to be committed to ethical 
values that serve to guide their thinking, decisions and actions. We believe that this 
aspect is the fi rst intersection at which normative refl ection should occur. More 
specifi cally, asserting that ethical values play a crucial role leads to the ultimate 
question: which values can we consider essential? Which moral principles should 
leaders convey? These are normative questions that cannot suffi ciently be resolved 
on an empirical basis by common sense and consensual beliefs about what people 
consider to be relevant. We will discuss this topic more thoroughly in Sect.  14.4 . 

  Endowed with ethical competencies:  Here, we refer to an additional set of personal 
moral competencies that are likely to facilitate ethical leadership. First, we expect 
leaders to be ethically sensitive, recognizing and identifying ethical issues when they 
arise in practice. Individuals may not always be aware that they are facing an ethical 
issue. As Treviño & Brown accurately pictured, decisions rarely arrive with waving 
red fl ags announcing that they are ethical issues ( 2004 : 70). The relevance of this 
point is obvious: if leaders do not recognize the ethical nature of a problem, no moral 
judgment or decision-making process is initiated (Narvaez  2005 ; Rest  1986 ; Bleisch 
and Huppenbauer  2011 ; Chap.   7     by Tanner and Christen, in this volume). We there-
fore consider moral sensitivity to be another key feature of ethical leadership. 

 Second, ethical leaders need problem-solving capabilities. Once an ethical prob-
lem has been identifi ed, the next challenge consists of fi nding viable ways to cope 
with it. Drawing on prior work and current research, effective problem-solving 
entails reasoning skills. From a moral philosophical perspective, reasoning demands 
the capability to critically and impartially refl ect on ethical dilemmas and to give 
good reasons and proper justifi cations for possible solutions (Maak and Ulrich 
 2007 : 383ff, 480ff.). Leaders are frequently required to justify their decisions not 
only within the organization, but also towards stakeholders and society at large (e.g. 
Freemann et al.  2010 ). While moral psychology has intensively studied the develop-
ment from childhood to adulthood of moral reasoning processes since Kohlberg 
( 1984 ) and the ways in which individuals think about ethical dilemmas and justify 
their decisions, normative ethics teaches the application of multiple frameworks as 
method of choice when faced with dilemmas where values confl ict. Yet, as noted, 
ethical problems are often rather complex and confront individuals with great 
uncertainty regarding possible alternatives and consequences, competing values and 
incompatible courses of actions, pressures from outside, etc. Individuals have to 
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cope with emotional stress, especially when strong beliefs or convictions are at risk 
or when decisions have threatening implications (e.g., employees may be harmed) 
(Hanselmann and Tanner  2008 ; Luce et al.  1997 ). In addition, ethical problems 
rarely offer obvious solutions concerning which course of action is most ethical. 
This requires sound and viable reasoning skills. 

 We suggest that this type of discernment is another key area where an exchange 
between empirical and normative viewpoints is useful. Acknowledging the com-
plexity of ethical decision-making is a critical step with respect to how a leader 
endowed with refl ective capabilities should proceed in order to come up with a 
reasonable and justifi able solution. What are the criteria for appropriate and effec-
tive ethical decision-making and a reasonable solution? Again, we will address 
these questions later, in Sect.  14.4 . 

 Note that reasoning and refl ection typically require conscious cognitive or delib-
erate processing efforts. What if leaders work under conditions that limit their 
capacity for controlled processes, such as time pressure or high mental workload? 
Empirical evidence has demonstrated that under such conditions, which limit the 
capacity for extended refl ection, individuals tend to rely on intuitive judgments 
(e.g., Fazio  1990 ; Marquardt and Hoeger  2009 ). Moral psychology and moral the-
ory, mainly in the Kantian tradition, have focused on the conscious and deliberate 
aspects of moral judgment (e.g., Kohlberg  1984 ). This research, however, has 
underestimated the role of intuitive and affective processes in (moral) decision- 
making—a critique that was, among others, highlighted by Roberts ( 2003 ) and 
Nichols ( 2004 ), as well as by the social intuitionist model of Haidt ( 2001 ). According 
to Haidt, people often base their moral judgments on quick fl ashes of affectively- 
laden approvals or disapprovals (“gut feelings”) which tell us that something is right 
or wrong (Haidt  2001 ; Monin et al.  2007 ). Meanwhile, an impressive body of 
research points to the fact that automatic and affective processes assert a much more 
powerful infl uence on judgment and decision-making than was previously believed 
(for an overview, see Loewenstein and Lerner  2003 ). 

 It seems obvious that, when under conditions that encourage intuitive rather than 
deliberate reasoning judgments, ethical leaders are expected to come up with the 
proper intuitions. Yet, when acknowledging that intuitions often play an essential 
and demonstrably causal role in decision-making, important questions arise as to 
how intuitive and refl ective capabilities are or should be related. Is it acceptable, 
even desirable, to allow intuitions to affect ethical decisions or not? Are there 
“good” or “wrong” intuitions? What are the features of proper moral intuitions? The 
answer is not simple. There is a large body of psychological research demonstrating 
that intuitions and choices can easily be infl uenced by subtle, but otherwise irrele-
vant factors such as mood, problem descriptions, or the presence of others 
(Loewenstein and Lerner  2003 ). This provides little confi dence about the relevance 
of intuitions. Other research, in contrast, supports the view that intuitions and affect 
contribute to better decision-making because they provide vital information about 
aspects of the current situation or about past experiences (Damasio  1994 ; Baumeister 
et al. 2007). This is another point of intersection for a dialog between empirical and 
normative approaches (see Sect.  14.4 ). 
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 Third, we expect ethical leaders to act upon moral values, consistently and per-
sistently, regardless of the presence of external obstacles. Ciulla ( 1999 : 169) pointed 
out that “leaders sometimes lack the ability or the moral courage to act on their 
values”. But, leaders’ values only matter to organizations and followers if they con-
vey their values and beliefs through “visible” actions. Ethical leaders are therefore 
expected to act in accordance with ethical standards. Even more, we wish them to 
behave so on a regular basis. Fundamental to our conception is that consistency 
between words and deeds must be demonstrated repeatedly, across time and situa-
tions (Tanner et al.  2010 ). This is based on the idea that the more a leader maintains 
an ethical stance over time and situations, and the more predictable and transparent 
his or her behavior, the more likely observers will be to characterize the leader as 
credible, trustworthy, or possessing integrity (Tanner et al.  2010 ). 

 Whether or not leaders act on their values is also infl uenced by their moral cour-
age, the state of mind that enables one to pursue what is considered right, despite 
potentially unpleasant consequences (e.g., threat to career survival, fi nancial costs, 
social pressures; Sekerka and Bagozzi  2007 ). We believe that ethical leaders are 
more likely than others to display moral courage and take a stand, even when it is 
costly (see also Solomon  2003 ). 

 We now turn to the aspect of ethical managers, which focuses on efforts to infl u-
ence the ethical conduct of followers (Treviño et al. 2000; Palazzo 2007). In  general, 
there are several ways leaders can affect the ethical behavior of workers, including 
communication practices, performance compensation practices, ethical training, or 
codes of ethics, etc. (e.g. James  2000 ). We focus here primarily on two mechanisms 
that have been revealed to be important: role modeling and reinforcement by rewards 
and punishments. 

  Being a role model:  Brown and colleagues (Brown et al.  2005 ; Brown and Treviño 
 2006 ) emphasized that ethical leaders should promote normatively appropriate con-
duct via communication of clear standards and intentional role modeling. According 
to social learning theory (Bandura  1986 ), leaders infl uence the behavior of follow-
ers through modeling. Bandura demonstrated the relevance of vicarious learning, 
suggesting that individuals do not only learn through their own, direct practice, but 
also by observing others’ behavior and its consequences. The specifi c mechanisms 
involved are observation, imitation and identifi cation. That is, by observing ethical 
leaders, followers may come to identify with those models, internalize their values 
and standards, and imitate their behaviors (Brown and Treviño  2006 ). Thus, having 
ethical leaders as role models can promote ethical conduct. Obviously, a leader’s 
capacity to be an ethical role model is also based on that leader’s ability to act upon 
ethical values, as noted above. We propose that only by engaging habitually in ethi-
cal behavior can leaders come to be seen as ethically credible models by the work-
ers. We conclude that ethical leadership also entails leaders becoming models of 
ethical conduct by engaging in ethical behaviors (Brown et al.  2005 ). 

  Reinforcing ethical conduct:  In order to generally promote ethical conduct, it is 
essential for each organization to have a kind of feedback system that reinforces the 
achievement of ethical goals. There is an extensive theoretical and empirical 
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literature indicating that organizational (formal or informal) rewards and punish-
ments affect ethical behavior (see e.g., James  2000 ; Metzger et al.  1993 ). Above, we 
have highlighted the potential of vicarious learning. Followers also learn and adapt 
their behaviors through direct experience and its benefi ts and costs. Undoubtedly, 
due to their status and power to infl uence the organization and outcomes of others, 
leaders are an important source of reinforcement. Ethical leaders are therefore 
expected to set ethical expectations for followers and to hold them accountable by 
giving direct feedback on employees’ conduct. In essence, ethical leaders should 
ensure that unethical behavior is punished, while ethical behavior is rewarded 
(Ciulla 1999; Treviño et al. 2003). The organizational structure established by lead-
ers combined with informal organizational factors such as the corporate culture, are 
key elements in promoting ethical conduct (James  2000 ). 

 However, implementing a useful and effective reinforcement system is not sim-
ple. Some ethical lapses may go undetected, and others may not be the result of 
willful intent. In order to apply rewards and punishments, a leader must monitor and 
control follower’s behavior. However, prior research suggests that too much control 
can undermine followers’ work motivation or, when perceived as a threat to free-
dom, augment their resistance (i.e., reactance; Brehm  1966 ). Thus, it is not simple 
to ensure an “ethically balanced” system (James  2000 ) that does not inadvertently 
discourage ethical conduct. 

 To summarize, drawing on prior literature and building on our own work, we 
conceptualize ethical leadership as entailing: (a) adherence to ethically upright val-
ues and (b) endowment with ethical competencies. The latter entails subcompe-
tences, such as ethical sensitivity, ethical problem solving skills (including proper 
refl ection and intuition), and the ability to act in accordance with ethical values 
across time and various settings. Furthermore, ethical leaders should have the abil-
ity to infl uence and encourage employees to behave ethically (Ciulla  2006 ). For this 
reason, they should (c) serve as role models for employees and d) use rewards and 
punishments to promote ethical conduct.   

14.4        Interdisciplinary Research into Ethical Leadership: 
Intersections with Normative Refl ection 

 In Sect.  14.3  we identifi ed and selected a number of key areas and questions where 
an integration of psychology and normative ethics appears to be important to 
improve our understanding of ethical leadership. We focused on three sets of 
questions:

    1.    Which values can we consider as essential in the context of ethical leadership? 
Which moral principles should leaders convey?   

   2.    What are the essential features of ethical decision-making and reasonable solutions?   
   3.    Is it acceptable or even desirable to allow intuitions to affect ethical decisions or 

not? Are there “good” or “wrong” intuitions?    
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14.4.1      Which Moral Values and Norms May Be Essential 
for Ethical Leaders? 

 There is no doubt that ethical norms and values play a crucial role in economic and 
management contexts. But ethical leaders need to know which moral norms and 
values are considered as essential. This question has become increasingly signifi -
cant with the advance of globalization. Three points should be addressed here. 

 First: Throughout the world, a large number of countries has signed the “Universal 
Declaration of Human Rights.” This indicates that the respect for human rights is 
nearing a consensus in the international community. Companies and ethical leaders 
can therefore draw on this global moral framework to adopt important values and 
standards. Even though the claim that human rights are grounded in universal moral 
principles has provoked highly controversial and lengthy philosophical and theo-
logical debates (cf., Dunfee and Donaldson  2002 ; Beauchamp  2010 ), it is reason-
able that companies and leaders apply this moral framework to their own values, 
goals and actions when faced with tangible ethical problems. Indeed, the “Universal 
Declaration of Human rights” and its subsequent covenants represent the greatest 
normative consensus achieved on this topic within the international community. In 
light of this level of agreement, any respectable company must ensure that its legiti-
mate pursuit of profi ts does not lead to ‘collateral damage’ in terms of human rights 
(Leisinger  2006 : 15). 

 Furthermore, beyond the offi cial consensus on human rights, a multitude of uni-
versally recognized norms, values and virtues exists for ethical leadership (e.g., 
Ciulla  2003 ; Price  2008 ; Solomon  2009 ). They include integrity, responsibility, 
compassion and forgiveness, as well as respect, honesty, integrity, caring, encour-
agement, courage and fairness, to name just a few. Norms, values and virtues of this 
nature have been well researched, both empirically and interculturally (for an over-
view, see Resick et al.  2006 ). 

 The problem is not so much a lack of awareness of these norms, values and vir-
tues, but the fact that they are usually formulated so generally that they fail to pro-
vide orientation for specifi c actions. Questions often arise regarding how they are to 
be interpreted and implemented in individual contexts. For this reason, Beauchamp 
( 2010 ) states how important it is “that we engage in specifi cation: the process of 
reducing the indeterminate character of abstract norms and generating more specifi c 
action-guiding content. All general norms must be specifi ed for particular contexts” 
(Beauchamp  2010 : 260). This is true, not only for moral protagonists making ethi-
cal decisions and engaging in ethical refl ection, but also for empiricists conducting 
research in this fi eld. Empirical studies are bound to an analogous specifi cation 
process if their conclusions are to be of any use, when they operationalize norms, 
values or virtues (e.g., Tanner et al.  2010 : 229). For example, the value “respect” is 
operationalized by Tanner et al. ( 2010 ) in the context of the following two behaviors 
by leaders: “Insults coworkers while others are present” or “Includes employees in 
decisions that affect them.” It is important to fi nd appropriate specifi cations and 
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interpretations if research is to be fruitful, and this task is one that can only gain 
from an intersection between psychology and ethics. 

 These interpretations and specifi cations can, of course, lead to divergences and 
tensions, especially against a background of culturally differing interpretation pat-
terns. It is therefore important to know precisely the contextual circumstances of a 
moral debate when striving for good ethical decision-making (cf., Bleisch and 
Huppenbauer  2011 : 18–31). Since, in addition, it is likely that individual prejudices, 
biases or group interests may have entered into the abovementioned processes of 
interpretation and specifi cation (cf., Rawls  2005 : 58), critical refl ection is a must. 

 Second: Another problem exists in the issue of which moral theory should 
underlie ethical decision-making. Moral theories (e.g., deontology, consequential-
ism, ethics of virtue or contractualism) serve to evaluate and substantiate the ethi-
cal legitimacy of actions, norms and values (Audi  2010 ). They provide fundamental 
normative criteria. Depending on which theory is adopted, different judgments and 
decisions can result. Various authors advocate pragmatic and pluralistic dealings 
with moral theories (e.g., Goodpaster  2002 ; Crane and Matten  2010 ; Miner and 
Petocz  2003 ). They prefer not to rely on one theory alone but on different theories. 
An important basis for this position is everyday moral life. Often decision makers 
use consequentialist as well as deontological reasoning to arrive at ethical judg-
ments (cf., Sparks and Pan  2010 : 413). In line with this, Goodpaster ( 2002 ) 
employs four principal “normative lenses” (or “avenues”). With them, he system-
atically questions the interests, rights, obligations and virtues of all those involved 
and affected (Goodpaster  2002 : 127ff.). The “normative lenses” he uses corre-
spond to fundamental normative criteria representing important voices in the ethi-
cal debate. In a modifi ed guise they take up the abovementioned moral theories, 
aiming to achieve an adequate and potentially complex “insight of the moral point 
of view.” 

 Third: So-called “bottom-up” approaches are being used more and more in 
applied ethics instead of the classic “top-down” approaches. Rather than taking 
abstract moral theories as a starting point, opting for one theory and then applying 
that theory to real situations, moral principles are instead critically reconstructed on 
the basis of different areas of practice and moral experiences, as well as intuitions, 
and then used within the framework of ethical decision-making. Particularly in this 
context, then, it makes sense to speak of “empirically informed ethics” (cf., 
Musschenga  2005 ). In the classic work on this methodology (Beauchamp and 
Childress  1979 ), autonomy, benefi cence, non-malefi cence and justice are cited as 
four universally recognized and therefore consensual mid-range principles. 
Regarding the normative criteria used, this ethical approach is therefore pluralistic. 
An analogous pluralism can be found in more recent works aiming to provide 
decidedly practical and viable methods for ethical decision-making (cf., Mepham 
 2008 ; Weston  2008 ; Bleisch and Huppenbauer  2011 ). Pluralism does not mean that 
the moral norms and values relevant to ethical leaders (such as fairness, respect, 
honesty, integrity) are arbitrary. Pluralism means that their justifi cation and applica-
tion to specifi c situations can occur within the framework of different moral 
theories.  
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14.4.2     What Are Essential Features of Ethical Decisions 
and Reasonable Solutions? 

 From a normative perspective, ethical competence undoubtedly includes certain 
refl ective skills (Maak and Ulrich  2007 : 383ff., 480ff.). From a certain distance and 
with a certain neutrality, ethical leaders have to be able to recognize moral issues, 
then to analyze and incorporate them in a reasonable decision (Bleisch and 
Huppenbauer  2011 ; Chap.   7     by Tanner and Christen, in this volume). In addition, 
ethical leaders are expected to justify their decisions, with sound arguments within 
their own company and in discussion with external stakeholders. What “reasonable” 
solutions are, how such arguments and justifi cations are to be structured, and how 
decisions are to be reached, all constitute crucial questions. Three points of interest 
with regard to this situation will be addressed in the following section. 

 First: As far as the meaning of “reasonable” is concerned, we fi nd ourselves 
entering the terrain of moral philosophy. Taking all the information relevant to a 
problem (empirical facts, the interests of stakeholders, legal contexts, etc.) as a 
basis, it is suffi cient for tangible problems to demand that controversial issues are 
processed in a manner that is intersubjectively comprehensible. This does not mean 
that a consensus must emerge. It simply means that reasonable persons have to be 
able to comprehend the decisions reached. In a famous formulation by John Rawls, 
reasonable persons are those who are able to “draw inferences, weigh evidence, and 
balance competing considerations” (Rawls  2005 : 55). Since the use of such logical 
and argumentative means does not incorporate mathematically precise procedures 
and rules, differences of opinion are inevitable, as Rawls himself makes clear. 
However, it appears to be important with regard to moral practice that the interests 
and concerns of those affected and involved are fairly taken into account during the 
decision-making process (Dunfee and Donaldson 2002). 

 Second: Ethical leaders need to know how to arrive at well-structured and com-
prehensible results. Goodpaster ( 2002 ), for example, suggests a fi ve-step method to 
cope with moral problems: (1) Describe the key factual elements of the situation; 
(2) Discern the most signifi cant ethical issues at stake; (3) Display the main options 
available to the decision; (4) Decide among the options and offer a plan of action; 
(5) Defend your decision and your moral framework (Goodpaster  2002 :128; see 
also Bleisch and Huppenbauer  2011  with an analogous model). Other authors have 
presented different methods of ethical decision-making (cf., Miner and Petocz 
 2003 ; Payne  2006 ; Maak and Ulrich  2007 ). Which of these methods is used is of 
less importance than the fact that ethical decision-making proceeds in a well- 
structured way. 

 Third: As stated earlier, when discussing the leader’s problem-solving capabili-
ties (Sect.  14.3.2 ), leaders often rely on intuitive judgments to address commonly 
recurring situations because a lack of time and resources inhibits them from care-
fully applying methods of ethical decision-making. Nonetheless, from an ethical 
point of view, a retrospective critical analysis of intuition-guided behavior is recom-
mended to assess its adequacy. But even when suffi cient time is available, it is 

14 Ethical Leadership – How to Integrate Empirical and Ethical Aspects…

http://dx.doi.org/10.1007/978-3-319-01369-5_7


252

important to acknowledge that methods of ethical decision-making do rarely pro-
duce unambiguous and reproducible results (Palazzo  2007 ). Ethical decision- 
making is thus a process that must be continually reassessed.  

14.4.3     What Relation Exists Between Moral Intuitions 
and Ethical Refl ection? 

 This question brings us back to the abovementioned difference between empirical 
research and philosophical-normative refl ection. On the one hand, empirical 
research can study how moral intuitions and refl ection are interrelated in real ethical 
decision-making situations. On the other hand, philosophical refl ection can (possi-
bly based on these empirical fi ndings) establish norms for how ethical decision- 
making should take place. 

 As mentioned in Sect.  14.2 , psychological research has promoted acknowledg-
ment of the role of moral intuitions and automatic processes in ethical decision- 
making (Kennett and Fine  2009 ; Treviño  2009 ). Meanwhile, a number of 
philosophical (and theological) authors have also advocated metaethical and meth-
odological positions, according to which moral intuitions are an important compo-
nent of ethical decision-making. In fact, the problem is not the moral intuitions 
themselves, but the question of the nature of the role they should play in processes 
of ethical decision-making. Looking at van Thiel and van Delden ( 2010 : 189; see 
also their Chap.   10     in this book), one can fi rst defi ne moral intuitions very generally 
as “beliefs that a person comes to hold without extensive deliberation.” On this 
foundation they then present an interesting model for how, within a theory of 
“Refl ective Equilibrium,” empirical fi ndings can be used during decision-making: 
“The thinker who wants to produce a refl ective-equilibrium has to consider empiri-
cal elements together with normative principles and background theories. In this 
process, the thinker aims for coherence among all relevant considerations” (van 
Thiel and van Delden  2010 : 193). Empirical elements refer to the moral intuitions 
of practitioners who have gained a wealth of experience in their specifi c contexts: 
“People who work and live in a certain moral practice have experiences that are 
generally not found among those outside this practice” (Van Thiel and van Delden 
 2010 : 187). Seen from this perspective, this model also makes it clear that moral 
intuitions are not simply emotions and affects which occur randomly and then dis-
appear again, like anger, annoyance or rage: “These experiences amount to specifi c 
moral wisdom, which can be defi ned as expert-level knowledge and judgment in the 
fundamental pragmatics of life” (Van Thiel and van Delden  2010 : 187). 

 Due to its focus on acquired competencies, this defi nition of moral wisdom can 
readily be linked to approaches from an ethics of virtues (Solomon  1992 ,  2003 , 
 2009 ), yet is also in line with psychological approaches. According to several 
authors, intuitive decisions are highly accurate when they are “expert-like” (Dane 
and Pratt  2007 ; Hogarth  2001 ). As Narvaez and other scholars posited, moral 
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experts are similar to other experts. They differ from novices in that they have more 
complex, domain-relevant and chronically accessible mental structures, which trig-
ger effective responses (Dane and Pratt  2007 ; Narvaez  2005 ; Lapsley and Narvaez 
 2005 ). 

 Van Thiel and van Delden ( 2010 ) argue that no intuitions need advance discard-
ing from the ethical decision-making process. This stems from their defi nition of 
intuitions as expert knowledge. As the result of experiences, these intuitions do of 
course contain manifold infl uences, as well as refl ections about the experiences in 
question (cf., Musschenga  2009 : 608). Since they wish to have a basis for ethical 
decision-making that is as broad as possible, and an ethical judgment that is sup-
ported as broadly as possible, they rely on as much expert knowledge as possible 
(Van Thiel and van Delden  2010 : 198f.). From an ethical perspective, this does not 
mean, however, that all the intuitions brought into play by experts are inherently 
correct. As already mentioned, prior research has revealed that intuitive judgment 
choices can easily be infl uenced by subtle but otherwise irrelevant factors such as 
mood, problem descriptions, presence of others (Loewenstein and Lerner  2003 ). 
Furthermore, it is probable that specifi c prejudices, biases and group interests may 
have entered into moral intuitions (see also Musschenga  2009 ). The important task 
of refl ection and critical deliberation is thus to adopt a critical stance towards moral 
intuitions: “In the … process of moral reasoning, moral intuitions, principles and 
theories can gain or lose justifi catory power” (Van Thiel and van Delden  2010 : 198). 
In short, it is not self-evident that every expert intuition is ethically justifi ed. This 
can only be judged as the result of an empirically enriched deliberation process. 

 Despite empirical research having demonstrated that human beings do not regu-
larly draw on critical analysis and refl ection, this does not imply that refl ection is 
not needed; quite the contrary! Leaders should use refl ective competencies at least 
in diffi cult and controversial situations. Lack of time is not a sound argument in 
most instances. Since moral questions usually address important issues, they should 
be processed with the same degree of earnestness and expertise as other important 
business issues. We do not intend to imply that protagonists have to be in a constant 
state of refl ection, there are certainly many situations where intuition-based 
decision- making is clearly appropriate. Key occasions for refl ection arise when con-
fl icting interests are held by company stakeholders and intuitions are not helping to 
resolve the turmoil. 

 Since stakeholders are likely to have divergent interests and moral intuitions, not 
only the moral intuitions of the leaders themselves should be integrated in the pro-
cess of ethical decision-making, but also those of the relevant stakeholders. 
Unfortunately, intuitions and convictions held by different stakeholders are some-
times directly and irreconcilably opposed (Leisinger  2006 : 19). To deal with such 
situations, obviously, recourse to intuitions is not enough. Reasoned communica-
tion is needed between those involved, and in order for this to succeed, refl ective 
and critical competences are required: “Reasoning skills may not be necessary for 
fi nding the right answers to moral problems, but you cannot participate in collective 
debates without having them” (Musschenga  2009 : 609). 
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 In conclusion, this chapter was designed to highlight some typical features of the 
empirical and normative approaches toward exploring ethical leadership and ethical 
decision-making. Based on a respect for the unique disciplinary foci, while remain-
ing critical, we tried to sketch out some areas of intersections where ethics and 
psychology can learn and benefi t from each other. Of course, more work and ongo-
ing dialog are needed to develop further forms of integration. We believe, however, 
that attempts at interdisciplinary collaboration in the development of business ethics 
are, in the long term, benefi cial for researchers and practitioners alike.                                                                                         
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15.1            Introduction 

 The debate on facts and values in (bio)-ethics is also a debate on the contribution of 
the social sciences and psychology to bioethics and vice versa. This debate has 
recently reached a new state of refl ection. It started with indifference in the early 
1970s, when both ethics (philosophy, theology, law) and the (social) sciences (espe-
cially medical sociology and medical and social psychology) began to penetrate the 
fi eld of biomedical science and practice from its margins. 1  A phase of some interest, 
debate and cooperative efforts followed, when both disciplinary fi elds bloomed and 
became institutionalized in the late 1970s and early 1980s. 2  The fi rst critique of 
bioethical reasoning was uttered by the social sciences in the 1980s and 1990s, pre-
dominantly not expressed in bioethical but social science and theory of science 
journals (cf. Hoffmaster  1994 ). At that time, bioethics was not only established as 
an important scientifi c fi eld outside the US, but also as a political endeavor of a pool 
of experts taking part, and positions in, biomedical and political institutions and 
debates. Today we witness a fundamental and central scientifi c debate on a practi-
cal, theoretical and epistemological level in the social sciences, philosophy and bio-
ethics. This debate entails a thorough refl ection of the contributions of: the social 
sciences to the core project of bioethics; ethics to the discussions in the social sci-
ences; and both social sciences and bioethics to one of their (many) aims they have 

1   William Cockerham, for example, did not mention the term ‘ethics’ in the subject index or even 
once even in its fourth edition of  Medical Sociology  in  1989 . 
2   This was fostered by research surrounding the human genome project on ethical, legal and social 
implications, but also in other fi elds of biomedicine, such as intensive care. See for example the 
work of Chadwick et al. ( 1992 ), Chadwick ( 1987 ) and Wertz and Fletcher ( 2004 ). 
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in common which is to analyze, refl ect on and (I would stress) improve theory and 
practice of medicine and health care. 

 In this article I fi rst embed the debate on empirical ethics in recent theory of sci-
ence discussions on early “linear” versus late refl exive modern thinking (Part II). I 
consider the movement of a truly common project of descriptive-normative ethics as 
part of these refl ections that is visible in many fundamental epistemological discus-
sions in philosophy, science and politics. Core features of these debates are the 
analyses of origins, content and use of presumably self-evident boundaries between 
facts and values, philosophy, science and society. This ‘boundary work’ is also 
highly visible in the debates on empirical ethics (Part III). Origins, content and use 
of arguments of an ‘orthodox’, linear, philosophically dominated model of applied 
bioethics and of an epistemic and technical social science against a ‘heterodox’ 
empirical-normative transdisciplinary model of a pragmatic, “phronetic” 3  bioethics 
are considered (Part IV). I then sketch theory (Part V) and praxis (Part VI) of a con-
text sensitive bioethics that takes the diagnosis of refl exive modernity, pragmatism 
and pluralism seriously. Through this analysis I hope to convince boundary work-
ers, that a refl exive, transdisciplinary approach to bioethics is more fruitful than 
continuing old disputes in order to advocate own sinecures.  

15.2     Bioethics as a Child of Refl exive Modernity 

 The debate on the empirical turn in bioethics is part of a wider refl ection in theory 
of science on modernity and late refl exive (or: post-) modernity. This debate infl u-
enced the whole twentieth centuries’ theory and philosophy of science. For some, 
the labels and concepts of this discourse now seem to be no more than catchwords .  
Yet, central arguments of this discourse, such as the fact-value distinction, rejection 
of metaphysics and positivism on the one hand and the fear of relativism on the 
other, are core arguments in the debate on the empirical turn in bioethics. That is of 
no surprise. 

 Bioethics itself is a child of this time and debate. Proponents as well as oppo-
nents 4  of late refl exive post-modern thinking in science and ethics share a  historical 
diagnosis: In post-war society, modern certainties such as progress through human 

3   The refl ections on a “phronetic” versus an “epistemic” science, a differentiation fi rst made by 
Aristotle in his critique of Plato in Nicomachean Ethics, are now found in social science (e.g. 
Flyvbjerg  2001 ) and also in bioethics (e.g. Engelhard  1999 ). See also the discussion below. 
4   Besides many French sociologists and philosophers, such as Jacques Derrida, Francois Lyotard, 
Michel Foucault, Paul Ricoeur, Paul Valéry and Pierre Bourdieu and the German sociologists and 
philosophers Ulrich Beck, Odo Marquard and Wolfgang Welsch, I consider Richard Rorty and 
Judith Butler as the most thorough and differentiated philosophers of modernism and post-modern 
thinking as a pluralism of rationalities and truths; See Richard Rorty’s early book on epistemology 
( 1979 ) and his later book on practical philosophy ( 1989 ). In regard to ethics, Judith Butlers 
Adorno’s lectures ( 2003 ) describe some of the most important features of a late modern self. As 
some of the most important and differentiated opponents of late/post-modern thinking who share 
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techné and scientifi c advances, basic modern principles such as rationality, unlimited 
economic growth, certitude in knowledge, law and order, and basic differences and 
boundaries between nature/culture, humans/animals, men/women, lay people/
experts, life/death, theory/praxis are increasingly eroding. Instead of certainties, 
ambivalences and risks, the focus on unintended consequences and the insight that 
we always produce non-knowledge while producing knowledge, have become cen-
tral subject matters in theory of science, knowledge and sociology. The core topics 
in bioethics exactly deal with these ambivalences that are highly visible in biosci-
ences and medicine. The debates are especially heated in this fi eld because biology 
has become fundamental in western images of human beings. 5  

 The reaction towards this diagnosis in epistemology, however, differs. At the 
beginning of the twentieth century young protagonists of positivism and analytic 
philosophy assumed that objective truth, or making sense of the natural and social 
world, could be achieved by epistemic scientifi c rigor. These assumptions were dis-
missed in the dispute on (neo)positivism and logical empiricism which started before 
and continued after World War II. 6  After the dispute had calmed in the 1970s, none 
of its participants believed in a naïve “fairy tale of an objective observer” (Von 
Uexküll and Wesiack  1998 : 32), a fi rm basis of knowledge, a clear distinction 
between facts and values, or the unimportance of intellectual contributions of any 
kind of scientists to the ethical domain. Yet, the topic came back on stage again in the 
mid-1990s, when the diagnosis of late modern uncertainties and ambivalences was 
taken seriously in the philosophy of science. In the so called ‘science war’ between 
(social) science ‘post-modernists’ and (natural) science ‘realists’, 7  some physicists 
and biologists have again defended a positivistic science as verifi cation of objective 
truth. Similarly, in (bio-)ethics the fear of relativism as an ‘anything goes’ mentality 
to deal with the ‘cacophony’ of health professionals’ and patients’ values and beliefs 
(Macklin  2000 ) underlies argumentations against a central contribution of non-posi-
tivist (social) sciences to the core normative project of ethics. Many philosophers and 
(natural) scientists engaged in the debate on an empirical ethics still, and again, 

the diagnosis of late modern uncertainties in epistemology but defend some early modern features 
in ethics, I do consider Jürgen Habermas (e.g.  1987 ) and Benhabib ( 1992 ). 
5   I depict the notion of biology as meaning in Part VI. For this debate see for example Franklin 
( 1997 ), Nelkin and Lindee ( 1995 ) and Haraway ( 1989 ). 
6   For an overview see Dahms ( 1994 ) and Von Uexküll et al. ( 1996 ). Main protagonists of the dis-
pute on positivism were Neurath, Carnap and (in the second phase) Popper on the side of analytic 
philosophy and critical rationalism, Horkheimer, Adorno and (in the second phase) Habermas on 
the side of critical theory. 
7   On the side of the ‘realists’, Gross and Levitt ( 1994 ) defended objective science against the, as 
they see it, ‘irrational postmodernists’. The science war became even more fi erce when the “Sokal 
Hoax” took place: The publication of an article of physicist Alan D Sokal in a high impact social 
science journal on “Transgressing the boundaries: Towards a Transformative Hermeneutics of 
Quantum gravity” later revealed to be a bogus article by Sokal himself resulting in the assumption 
that most social science is bunk. This was answered by social scientists like Shulman accusing 
Sokal and other natural scientists of being “pre-kantian shamans repeating the mantra of particle 
physicists” (Flyvbjerg 2001: 1). For a debate on this book and reaction of social scientists see 
Flyvbjerg (2001) and Ashman and Bahringer ( 2001 ). 
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believe that we have to defend early modern certainties, like in Newtonian physics 
and Kantian ethics of the eighteenth century, against ‘relativism’: to resurrect a-his-
torical, a-social norms and principles of an independent normative ethics sphere on 
the one hand, and a-historical, a-social objective facts of a positivistic science on the 
other, which are engaged in the search and fi nding (science), or defending, (philoso-
phy) normative and factual truths. Several religious movements see the crisis of mod-
ern certainties as a chance to resurrect even pre- modern beliefs, such as creationists 
or other Christian or Islamic fundamentalists. Other philosophers, theologians and 
scientists, such as Albert Einstein, Thomas Kuhn, Gianni Vattimo, Richard Rorty, 
Anthony Giddens, Michel Foucault or Judith Butler take the diagnosis of new uncer-
tainties seriously into account on an epistemological and ethical level. From their 
epistemological point of view, these uncertainties were not only recently produced 
by science and technology, but they were inherent in the whole project of enlighten-
ment. These certainties are considered as early modern prejudices, grown out of an 
understandable quest for certainty directed towards science and philosophy after 
“god was dead”. Concepts like truth, rationality, and objectivity are not dismissed, 
but are considered as important questions for which we fi nd socio-historically differ-
ent, plural answers. In late refl exive modern thinking, starting with skepticism of the 
“lost generation” after World War II and described as a late refl exive or post-modern 
era since the 1980s, the modern disenchantment of the world (Weber  1918 ) is fol-
lowed by a late modern disenchantment of natural and social science (Bonß and 
Hartmann  1985 ) and re-enchantment of the social world (Rorty  1984 ). A central 
feature of these refl ections and analyses is the deconstruction of former self-evident 
boundaries established by “boundary workers” in early modern thinking.  

15.3     Boundary Work 

 As protagonists in philosophy, sociology and anthropology have analyzed since the 
beginning of the twentieth century (e.g. Malinowski  1925/1975 ), science has 
become the new modern meta-narrative for explaining, making sense of and ruling 
the entire world. Its legitimacy was not only established because of the successful 
endeavor of enlightening society through disenchanting the world, but through sci-
entifi c policy as boundary work. The term boundary work was fi rst introduced by 
Gieryn ( 1983 ) and has become infl uential in theory of science in sociology and 
(bio)-politics. 8  In this train of thought, drawing discursive boundaries between sci-
ence and non-science, and philosophy and society, is a more or less a conscious 
strategic policy, an “ideological effort” (Gieryn  1983 : 783) to defi ne an exclusive 
subject of inquiry as a fi eld free of interest and ideology. Scientists and philosophers 
claim themselves as experts of this fi eld in a search for truth, only subjected to 

8   See for example Bogner ( 2005 ) as a very comprehensive description of boundary work in the fi eld 
of biopolitics from a sociologist and technology assessment point of view. See also Jasanoff 
( 1990 ). 
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epistemic rationality, and thus guaranteed for certainty. Another, wider refl ection on 
the importance of demarcation and boundaries in meta-narratives (such as god, 
nature, truth and rationality) is the archeology of knowledge and history of truths, a 
theory of science undertaken, for example, by Berger and Luckmann ( 1969 ), 
Foucault ( 1971/2004 ), Kuhn ( 1962 ) and Bourdieu ( 1984/1988 ). According to these 
philosophers and scientists, scientifi c boundary work is not merely a conscious 
strategy but expresses internalized perceptions of the world linked to “truth politics” 
(Foucault  2007 ) and adopted while being socialized as an academic. In this view, 
priests of pre-Socratic times, philosophers of ancient Greece, theologians of Middle 
Ages, and scientists of modern age all established different rationalities and social 
truths. The specifi c interpretations of what is right and relevant by respective legiti-
mate guardians of truth are no longer questioned they are ‘epistemic doxa’, established 
in the political history of a scientifi c or societal fi eld. These boundaries are resusci-
tated and stressed, when putatively self-evident responsibilities are at stake. The 
analysis of the use of (‘mere’ rational) arguments in scientifi c and philosophical 
discourse as (partly conscious) means to defend an independent fi eld of knowledge 
has become important in post-war philosophy of science, an age many characterize 
as refl exive modern age. This refl ection is important in order to distinguish the ana-
lytical or practical usefulness of arguments and their goal to contribute to further 
(refl exive) enlightenment from their use as a strategic and often unproductive means 
to defend one’s discipline against other disciplines and against other societal forces. 
In the discussion on the empirical turn in bioethics, core boundary work arguments 
include the fact-value distinction corresponding to the distinction of normative from 
descriptive ethics and the argument that if we blur this boundary we will end up in 
relativism and destroy a meaningful ethics or social science. 9   

15.4     Roots of Boundary Work Arguments in Empirical 
Ethics: Old Dualisms and Disputes 

 Nothings seems to be more obvious for many (bio)-ethicists, psychologists and 
sociologists than the existence of what is called the “is-ought” or “fact-value” dis-
tinction, often subsumed under the naturalistic fallacy argument. Let’s fi rst give two 
prominent examples, one from philosophy and one from sociology: 

 Neither descriptive nor analytical-metaethical inquiry can establish what is mor-
ally good, right or required in a particular case. They cannot extrapolate from the 
‘is’ to the ‘ought’ without destroying normative ethics (Pellegrino  1995 : 162). 10  

9   For a description of boundary work from the view of a philosophical bioethicist, see Herrera 
( 2008 ). For a good example of describing this boundary work in bioethics in the view of a social 
scientist, see Rapp ( 2000 ). 
10   Other prominent examples of taking the naturalistic fallacy (although critically thinking about it) 
as a main principle of a meaningful ethical endeavour are Beauchamp and Childress ( 2001 : 2) and 
Sugarman and Sulmasy ( 2001 : 6–11). 
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 Science today is a ‘vocation’ organized in special disciplines in the service of 
self-clarifi cation and knowledge of interrelated facts. It is not the gift of grace of 
seers and prophets dispensing sacred values and revelations, nor does it partake in 
the contemplation of sages and philosophers about the meaning of the universe 
(Weber  1918 ). 11  

 The logic used in the debate on the fact-value distinction in bioethics and in a 
positivist (social) science entails the following:

    1.    There is a clear and important distinction between the factual world (science) 
and the normative sphere (ethics, philosophy).   

   2.    Science usually illuminates facts; yet, facts about the social sphere are different 
from facts of the natural world, the brute facts. To come to conclusions and pre-
scriptions of what should be done we need what is defi ned as normative ethics, 
relying upon but being independent of the description of the social and natural 
world. If we build our normative argument on facts, we commit a naturalistic 
fallacy.   

   3.    There is a clear and defended disciplinary boundary between the two fi elds of 
(social) science, including psychology and sociology on the one hand and phi-
losophy, including ethics, on the other.   

   4.    Ethics in the view of social science is not a sphere of scientifi c thinking but is 
either politics (Max Weber) or should be clearly grounded in (social and/or sci-
entifi c) facts (Laurence Kohlberg).   

   5.    It is not the main task of the (social) sciences (in the view of scientists) nor do 
(social) scientists possess the capability in the view of (philosophically trained) 
bioethicists to fundamentally contribute to questions and refl ections in the nor-
mative sphere, or to work on and provide prescriptions or guide the behavior of 
people.     

 In order to evaluate the fact-value distinction, it is useful to shortly recapitulate 
from where it comes.. I do not discuss current meta-ethical positions but depict 
historical roots of meta-ethical refl ections and constructs of the fact value distinc-
tion and of the notion and concept of the naturalistic fallacy argument. I do this in 
the sense of Foucault’s archeology of knowledge (   Foucault 1973) to illuminate the 
use of these arguments in the body of discourse, not only infl uenced by rationality 
but by politics of truth and power. 

 The main contribution to the fact value distinction comes from Descartes in his 
 Discours de la méthode  published in 1637. He established science through separa-
tion of science and philosophy from theology via his famous distinction of Mind 
and Matter, Body and Soul, both only minimally interacting via an anatomic struc-
ture, the pineal gland. This Cartesian Dualism and Rationalism established science 
as a verifi cation of truth via logical analysis and refl ection on the one hand and 
observation of facts on the other. Hume’s empiricism refl ected upon this dualism 
and accepted the existence of the two spheres, but not the assumption that human 

11   As a psychologist on the naturalistic fallacy see Kohlberg ( 1971 : 151, 222), cited in Biller- 
Andorno ( 2001 : 22). 
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reason is capable of fi nding truths on a logical, rational matrix. His philosophy led 
him to a fundamental skepticism: Our truths are habits, adopted because our experi-
ence is grounded in empirical sense-data of our perception, and these truths do not 
give us the chance of believing something else. The causalities that we observe are 
thus only coincidences-also between the facts we observe and our morals. He 
refl ected upon the arguments used to establish what is right or wrong in the 
Principles of Morals ( 1751 ) and on the is-ought distinction in A Treatise of Human 
Nature (1739–1740), what was later (with a slightly different meaning) by G.E. 
Moore defi ned as the naturalistic fallacy (see below). Many use ‘is’ arguments for 
directly establishing truths of what ought to be- which is a causal inference that 
cannot simply be applied. But Hume also strongly rejected what is sometimes 
called a normativistic fallacy: To prescribe what is right or wrong out of logical 
reasoning from a sphere independent of experiences in its very normative heart of 
reasons; a mistake ascribed by Hume to rationalism and to natural philosophy 
(Hume  1751 ). Kant in his early years was very much infl uenced by French rational-
ism, the Cartesian dualism and its impact on the philosophical school of his teach-
ers. The German rationalism stressed the capability of reason to fi nd truths in 
physics, as well as in metaphysics and ethics. Hume, he depicts, woke him up from 
his dogmatic slumber, a philosophical dream of an omnipotent human reason, and 
developed his answers as to how philosophy could be resurrected in a world of 
Newtonian certainties and irresolvable philosophical disputes. He turned philoso-
phy into a skeptical meta- science on the one hand and a philosophical ethics with-
out fundamental skepticism through defi ning scope and limits of reason and 
determinism. In his  Kritik der reinen Vernunft  he integrated Hume’s skepticism into 
the theory of science and transformed it: We can fi nd real truths, that is, not only 
coincidences but causalities and determinants of facts, because we are rational 
beings. We use both, our reason and our senses to fi nd scientifi c truths, but only in 
the factual world, not in metaphysics and ethics. This sphere, described in Kant’s 
 Kritik der praktischen Vernunft , is defi ned as an empire of freedom without deter-
minism. Since man possesses reason, he (that is, every human being, but, to be 
honest, he almost excluded women in his thoughts) possesses human dignity and 
the right to determine himself, what is morally right or wrong—no one else, not the 
church, not science. Through this combination, Kant thought that he had not only 
saved science and ethics, but philosophy as a meta-discipline, and also the impor-
tance of religious beliefs in a sphere of freedom (a thought, heavily infl uenced by 
his pietistic family). Kant, Hume and Descartes were not only admirable philoso-
phers and scientists, but also good boundary workers: Descartes and Hume strug-
gled to free science from medieval theological domination, and Kant not only 
defended philosophy against theology, but also against science and strong rational-
ism, empiricism and skepticism. 

 Although all of them were boundary workers; all of them also made strong 
efforts to overcome the boundary when struggling for practical solutions, made 
pedagogical and political attempts to ‘apply’ their thoughts in societal processes 
(such as Kant in his less known last big oeuvre, the  Anthropologie in pragmatischer 
Hinsicht  of  1798 ). 
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 The assumptions of Descartes and Kant on the fact-value distinction were 
challenged in the debates depicted above. But their train of thought of two spheres 
of social life, facts and ethics, especially Kant’s defi nition of ethics as a sphere of 
freedom from facts, free from social and scientifi c determinants, are fundamental 
for the opponents of a central normative contribution of (social) science to the ethi-
cal debate. Not only Kantians but also many Principlists and Utilitarian thinkers 
tend to defi ne their most general principles, be it utility, the ‘four principles’ of 
Beauchamp and Childress, or a Kantian version of autonomy and dignity, as fea-
tures in a sphere free from factual determinants that is rooted in a universal logic 
[although fi rst being empirically (that is: socially-historically) established] of not 
being subject to criticism by observation and object of social and historic change. If 
there is an attempt to use an observation (such as: autonomy is not a central feature 
of common morality in many cultures) to criticize the principles applied, the natu-
ralistic fallacy is often used as a counter argument, for good reasons, but in a way 
that G.E. Moore has not meant it to be used. Moore was an admirer and critic of 
Kant, one of the main representatives of the Cambridge version of analytic philoso-
phy and is often considered as being the founder of modern meta-ethics. In his 
famous book  Principia Ethica  (fi rst  1903 ) he analyzed and criticized (like Kant 
before) the main contemporary school of thoughts, idealism and naturalism/empiri-
cism/utilitarianism in ethical reasoning. The answers given to what is ‘good’ (mostly 
not defi ned as good things, like Moore did, but as morally good human conduct) by 
Moore’s colleagues were widespread and various. Good is something because (and 
only because) it maximizes lust or utility (hedonism, utilitarianism), is a representa-
tion of pure and real nature (naturalism), follows god- or self-given laws and rules 
(theology, deontology) or serves the true self or freedom of human beings (phenom-
enology, existentialism). Moore’s answer was simple and followed moral intuition-
ism: Good is something because it is good (Bishop Butler’s “everything is what it 
is, and not another thing”, he cites at the beginning of  Principia Ethica ). Good is a 
quality like yellow, which we do perceive but are not able to logically defi ne. 

 However, the naturalistic fallacy was not understood by Hume or Moore as an 
invitation to use a set of ‘Ought to Is’ claims (a normativistic fallacy) as the one and 
only way to analyze societal morality. Both philosophers linked their conception of 
ethics to intuitions people have while refl ecting on, or rather while experiencing ‘the 
good’. Intuitions, like moral theories, can of course be wrong. But that is exactly the 
point of Hume and Moore: We can never logically deduce what is good or morally 
required from biological or other natural (brute) facts nor from pure theory, and we 
should be fundamentally skeptical if someone claims that he or she has found the 
Holy grail of ethics. As fallible beings we can only fi nd good plausibility reasons for 
our ethical refl ections and moral decisions, and these can be derived from proven 
theory as well as from proven practices, that are intrinsically related to each other. 

 If the naturalistic fallacy is not used as a boundary work argument (when it is not 
asserted that the boundary between facts and values is real, or that in ethics a-social, 
a-historical normative theories, informed by facts, judge practices, defi ned as “lin-
ear ethical reasoning”- from theory to practice and not vice versa by Lindemann 
Nelson  2000 ) it can serve as a very useful tool to reveal many oversimplifi cations in 
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social and natural science and philosophy. Biology or psychology do not necessarily 
contain normative values (naturalistic fallacy in a narrow sense), historical insights 
do not directly tell us what is right or wrong in contemporary society (historical fal-
lacy or presentism), nor does the law tell us the truth (juridical fallacy), nor ethical 
experts (normativistic fallacy), nor societal majority opinion ( argumentum ad 
populum ). 12  According to Moore, we should include as many considerations and 
observable facts as possible to fi nd our solutions, and they should always serve as 
an invitation to prove them unfounded. The naturalistic fallacy argument is very 
useful for analysis in ethics, to counter simple, putatively logical, clear inferences 
from ought to is or is to ought. It cannot be used, however, as an argument to clearly 
separate the descriptive from the normative in fi nding solutions, to favor only one 
theory in ethics (or science), or favor normative theory and experiments of thought 
instead of practical knowledge or empirical fi ndings. Some bioethicists do this 
when they dismiss plausibility reasons from sources other than established philo-
sophical normative theories on biomedicine. This is in fact part of the boundary 
work of the disciplines to carve out the scientifi c territory of valid descriptions and 
prescriptions in the fi eld of medicine and to assert certainties ‘against relativism’ 
that cannot be asserted.  

15.5     Crossing of Boundaries: The Theoretical Basis of a 
Descriptive-Normative Transdisciplinary Approach 

 In many areas of philosophy and science, we witness a crossing of mental and dis-
ciplinary boundaries. In his programmatic article on a context sensitive approach to 
(bio-)ethics, Musschenga ( 2005 : 467) states that “in medical ethics, business ethics 
and some branches of political philosophy (…) the literature increasingly combines 
insights from ethics and the social sciences.” Musschenga describes the development 
of empirical ethics as a descriptive-normative enterprise with a common goal: to 
increase the context-sensitivity and the validity and usefulness of ethics in practical 
dilemmas. According to Musschenga, this goal can be aimed for from any meta- ethical 
position. He sees a movement towards more context-sensitivity in a recent develop-
ment of broad contextualist theories, including two theoretical strands: the coherence 
approach and the epistemic contextualist approach, but also in the more traditional 
approach of applied ethics. 

 The acknowledgement of facts (contexts) in the applied ethics approach seeks 
to “mak(e) ethics context-sensitive” (Musschenga  2005 : 473). The meta-ethical 
position of the ‘applied ethics’ model is a linear ethics model, in which “moral 
theories, informed by facts, judge practices” (Lindemann Nelson  2000 : 12). In 
applied ethics, facts and theory are not directly interacting nor is practice interacting 

12   See this discussion also by Sulmasy and Sugarman ( 2001 ), who excellently discuss these falla-
cies but still have one favored way of looking at the blackbird and who, to my mind, uphold the 
fact/value boundary. 
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with theory. The interaction is thus one way- linear, from theory to practice. The 
theoretical assumption is that prescriptions are made through translation (Birnbacher 
 1999 ) 13  of moral theory, its most basic norms and principles, into practice rules. 
Contexts (empirical facts) shape practice rules in many ways: practice rules have to 
be aware of limitations of cognitive capacities in information processing of persons 
in dilemmatic situations. In order to have an impact, they must be sensitive to social 
convictions and motivations. They have to ally with psychological and social theories 
of action in order to be ‘feasible’ and to take into account the moral reasoning of 
“average human beings” (Musschenga  2005 : 475). They also have to be aware of, 
and demand the empirical surveillance of the possible misuse of unintended conse-
quences of ethical practice rules in practice. Contrary to the second model of broad 
contextualist theories, in the applied ethics model, basic principles themselves are 
not subject to descriptive-normative inquiry. The most basic principles of moral 
theory remain decontaminated by practice, and are thus prevented from fundamental 
refl ection and change. The descriptive and normative sphere, facts and values stay 
separate as far as the most abstract level is concerned, be it the utility principle of 
utilitarianism or the categorical imperative of Kantian ethics. 

 Broad contextualist theories, as defi ned by Musschenga, consider context not 
only as a fi eld of application of moral theories, but as an important source of 
morality. The fi rst contextualist model is coherentism: the aim is to reach a state 
of wide, refl ective equilibrium not only in the Rawlsian sense of moral principles 
and beliefs on different levels of abstraction, but also in contextualized facts, 
principles and beliefs. The morality of the context is taken much more seriously 
into account and also leaves the most basic principles open to socio-historical 
change. Although Beauchamp’s and Childress’ Principles of Biomedical Ethics 
are very close to this coherence model of broad contextualist theories, the founda-
tion of their four principles in their defi nition of the single universal common 
morality (instead of the morality of the context) keeps their most basic level of 
theory, their “most basic moral data” (Beauchamp and Childress  2001 : 385) more 
resistant to change compared to the concept of broad contextualist theories in 
Musschenga’s sense. With regard to their material ethics, the content of the prin-
ciples, Beauchamp and Childress remain in the ‘applied ethics model’ they them-
selves thoroughly criticize. 

 The second model of broad contextualist theories, the epistemic contextualism, 
is even closer to practice and takes the contextual practice more seriously. Their aim 
is to reconstruct (not only to identify) the internal morality of practice. Musschenga 
considers this approach as the best framework for a likewise descriptive-normative 
ethics, although its meta-ethical presuppositions have to be articulated in a more 
systematic way in his and in my view: 

 First, one has to acknowledge that broad contextualist theories as well as many 
contemporary philosophers and (social) scientists are infl uenced by the pragmatic 

13   Birnbacher is a philosopher and ethicist, belonging to an utilitarian trait of thought, which he 
describes as an indirect, sensitive utilitarianism, taking ‘traditional’ (social, cultural) norms besides 
the utilitarian view into account (cf. Birnbacher  2006 ). 
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turn in philosophy. John Dewey’s work on logic and philosophy of science and ethics 
are the basis of a non-foundational model of late modern ethics and science. 
Dewey replaced the classical static concept of logic, truth, reality and structure by a 
genetic one. He deconstructed the concept of logic which is supposed to be prior to 
scientifi c inquiry, as an a-historical eternal science. This model of logic, he states, 
was a methodology adequate for science in ancient Greece as a classifi cation of 
substance and forms that were static in an eternal cosmos, in which change and 
measurement of substances were excluded as objects of science (Dewey  1938/1986 ). 
For him, logic is a tool, not a truth, to reach warranted assertability. Dewey plead for 
a pragmatic view also in ethics, considering theories as hypotheses and as tools 
rather than truths, and for a cultural naturalism, incorporating social science research 
into ethics. Thus logic and science as theory and practice of inquiry and ethics as 
theory and practice of morality have to be understood as culturally and socially 
rooted disciplines. Scientists and philosophers are not partly divine ideal observers 
but belong to the human species, bound to limits of epistemology and knowledge 
and to their own social contexts. The diagnosis of a genetic –changing truth, of a 
positional epistemology was widely accepted in theory of science, infl uenced by 
John Dewey’s work on Logic. However, in ethics, a “hankering for certainty, born 
of timidity and nourished by love of authoritative prestige” is still in place, a belief 
that “has led to the idea that absence of immutably fi xed and universally applicable 
ready-made principles is equivalent to moral chaos” (Dewey, as cited in La Folette 
 2000 : 416). Broad contextualist theories consider ethics as such a pragmatic philo-
sophical and social science. Different to an applied, linear, interdisciplinary model 
of bioethics, context and theory are closely related. There are complex interactions: 
Being, the ‘is’ infl uences consciousness and the ‘ought’, but human creativity also 
allows new interpretations of reality and new insights into formerly unmarked 
spaces. Some unconscious conditions of knowledge and unintended consequences 
can be disenchanted. Theory has an effect on practice, and sometimes causes revo-
lutionary Kuhnian paradigm shifts. These shifts, as well as some new life experi-
ences, open the view and refocus it onto other, previously neglected aspects, thus 
reshaping theory. Philosophical theory, as a tool, is therefore directly connected to 
action. Different philosophical, psychological and sociological theories consider 
different parts of the action process. Some focus on the conditions of actions, others 
on the consequences of actions, and still others on the action itself. In a pragmatic 
ethics, theories are not considered as algorithms, as “proclamations of something or 
someone outside us” (Dewey, as cited in La Folette  2000 : 419) but as precious 
knowledge that might serve as tools to help us dealing with moral dilemmas. 

 Second, epistemic contextualism incorporates the diagnosis of refl exive moder-
nity, the acceptance of plurality of rationality and truth into its model of ethical 
reasoning. Close to Wittgensteinian, (neo-) Aristotelian thoughts and Gadamer’s 
hermeneutical tradition, epistemic contextualism sees different societal moralities 
and rationalities interacting in ethical problem solving. Internal moralities of prac-
tices (such as moralities in medicine) and moralities external of a practice (such as 
political or philosophical reasoning) interact and infl uence each other. In these 
interactions, epistemic contextualism draws on an epistemic and phronetic 
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philosophy and science. The critique of Marx towards Hegel that the thing of logic 
might not be the logic of things or, in other words, that practice has a logic which is 
not that of logic (cf. Bourdieu  1977 ), is stressed by protagonists in contemporary 
philosophy and social sciences such as Nussbaum ( 1986 ) and Flyvbjerg ( 2001 ). 
Both, like Hans Georg Gadamer, Pierre Bourdieu, Michel Foucault and others 
before them, draw on the Aristotelian concepts of prudence and of practical wisdom 
( phronesis ) besides episteme and techné in ethics and social science, as they are 
disciplines that are no longer strictly separated from each other. For Flyvbjerg epis-
teme,  techné  and  phronesis  all represent highly intellectual knowledge and skills 
that serve different purposes and belong to different spheres, but that are all con-
nected to truth. Whereas an epistemic science, a deductive analytical enterprise 
resulting in a predictive causal theory, is an apt methodology for natural science 
dealing with context-independent, dead objects, and an object world, where social 
science and ethics deal with  self-refl ecting  humans and a subject world, of which 
scientists themselves are part of. This sphere is only partly understandable in epis-
temic terms. It is also not suffi ciently analyzed or guided by techné as a craft/art 
oriented towards production and goals based on a practical, instrumental rationality 
that underlies many economic considerations. Not episteme or  techné  but  phronesis  
as a way of dealing with human beings informed by rich experience, value rational-
ity and acknowledgement of different context, is the most important epistemologi-
cal concept for ethics and the social sciences. Although theoretical (episteme) and 
instrumental (techné) knowledge are important for these disciplines, they only 
inform a primarily phronetic approach that is based on experience with values and 
circumstances, and enriched by concepts of power and confl ict. Flyvbjerg connects 
these thoughts with the model of human expertise as described by Dreyfus and 
Dreyfus ( 1988 ,  2004 ). Dreyfus and Dreyfus summarize studies that observed that 
very experienced people (e.g. chess or football players, physicians or paramedics) 
abandon rule-based thinking and behavior on which novices and less experienced 
professionals rely. Skilled performers’ and experts’ thinking and behavior are 
adapted to various situations, and are “intuitive, holistic, and synchronic, under-
stood in the way that a given situation releases a picture of problem, goal, plan, 
decision, and action in one instant and with no division into phases. This is the level 
of true human expertise. Experts are characterized by a fl owing, effortless perfor-
mance, unhindered by analytical deliberations” (Flyvbjerg  2001 : 21). To reach this 
stage of expertise, one has to gain profound experience. Experience that is fi rst 
guided by and infl uenced by cognitive rules which are then incorporated in skilled 
habits, adopted by and during experience. For pragmatists and social psychologists, 
morality and moral behavior is also such a habit, 14  which is to my mind, very impor-
tant for a descriptive-normative approach, for example in the fi eld of clinical eth-
ics. 15  Remember the critic of instant intuition I mentioned, which was the concept 

14   For the depiction of morality as a habit, drawing on Dewey’s work on human nature and conduct, 
see La Folette ( 2000 ). For moral habits in social psychology see also Hewstone et al. ( 2007 ). 
15   For the discussion of this model in the fi eld of clinical ethics, see the discussion in Sect.  15.6 , 
especially Steinkamp et al. ( 2008 ). 
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of intuition on which Moore and Hume relied, when explaining ‘the good’. Intuition 
in the sense of  phronesis  of human expertise in dealing with social, moral dilemmas 
is not understood as an instant feeling of people who were formerly not confronted 
by such a situation and who are not experts. Intuition in the sense of Dreyfus and 
Dreyfus is an a-rational (not: irrational), highly skilled performance, and a rich 
source of morality out of which an epistemic contextualist gains quite pure water. 

 Modern Science and Philosophy both heavily relied on mere epistemic, rule 
based theorizing. This is also the case in the linear applied model of bioethics and 
in many social science theories and practices. Bent Flyvbjerg analyses the attempt 
of social science, and most ethical theories relying on an epistemic, rational rule 
based train of thought, to become an epistemic science like natural positivist sci-
ence.. This attempt is, to his and to Richard Bernstein’s mind, based on the “Cartesian 
anxiety” (Bernstein  1985 : 16) that I also depicted in Parts II, III, and IV: the “fear of 
ending in relativism and nihilism when one departs from the analytical-rational sci-
entifi c tradition that has dominated Western science since Descartes” (Flyvbjerg 
 2001 : 25). Bioethics, as Moreno ( 1999 ) sees it, is a form of naturalism. And he is 
right. Bioethics is (still) a mostly biological naturalism as a part of epistemic sci-
entism, explaining and seeing the world in epistemic scientifi c and philosophical 
terms and trying to regain some essential certainties through combining epistemic 
scientifi c and philosophical expertise that are in danger to be lost in the process of 
refl exive modernization. It is not true that we had no empirical ethics in the begin-
ning of our discipline. But, in the realm of facts, there was an obvious hierarchy in 
the classifi cation of facts as being important or irrelevant to consider in bioethics. 
No matter which debate we look upon in the cutting edge issues of humanity and 
medicine, where we, as bioethicists, are involved in and in which we are often no 
longer heretics but opinion leaders: The alliance between mere biological features 
of humanity and philosophical reasoning in bioethics discussions on a general level 
has been very strong, as I will depict below. 

 Third, according to its basis in a pragmatic logic and ethics, a refl exive late mod-
ern thinking relies on epistemic and phronetic social science. The research question 
and contexts determine theories and methods and not vice versa. In empirical 
research, most social scientists today apply a multi-method strategy, depending on 
the research question, and consider the refl exive, interrelated epistemological posi-
tion of researchers of any kind in society. For some research questions, such as 
problem solving of moral dilemmas in clinical ethics, a qualitative, ethnographic 
approach is usually more appropriate than epistemic, deductive approaches. Some 
bioethicists and social scientists argue, however, that only contexts and cases exam-
ined through qualitative ethnographic methods can save the life of ethics (e.g. 
Hoffmaster  1992 ). But this is just another piece of boundary work, that of heretics 
who try to replace the orthodox way of fi nding solutions to dilemmas simply by 
another absolute way. Also guilty of this are clinicians who confl ate empirical ethics 
with ‘evidence based ethics’, defi ning the predominant methodology of evidence 
based approaches in medicine, epidemiological quantitative data, as the only way of 
empirical research, and its’ results as the only relevant normative basis of ethics. 
This was aptly criticized by Goldenberg ( 2005 ). Yet, e.g. for examining slippery 
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slope arguments often used in the bioethical and political debate about dilemmas at 
the beginning and end of human life, deductive, epistemic quantitative methods are 
more appropriate than qualitative data. 

 Although the theoretical and empirical framework of a descriptive-normative 
context sensitive ethics thus needs to be eclectic, it can be described as comprising 
the following elements of ethical inquiry, closely related to Renée Fox’s work in 
biomedical ethics cited above, which she programmatically summarized in her 
speech given at the Lifetime Achievement Award at the American Society for 
Bioethics (Fox  2008 ; see also Krones  2008a ):

    1.    A transdisciplinary approach of normative-ethical analysis;   
   2.    a conception of theories (norms, principles) as heuristics, which usefulness has 

to be proven in practice;   
   3.    taking the morals of people (moral intuitions, attitudes, intentions and actions), 

the ‘daily doing of ethics’, its preconditions and consequences as a central topic 
of circular inductive, deductive and abductive (deducting from induction, 
reproofi ng of inductive results) forms of inquiry;   

   4.    a conception of human beings as social actors whose actions are both self- 
determined and shaped by psychological, biological, technological and social 
forces, as included in the concept of autokoenomia instead of pure auto- or het-
eronomy, described by Sarah Hoagland, the bio-psycho-social concept of body 
and disease as fi rst described by George Engel, and the duality of structure and 
technology as coercion and enabling as described, among others, by Pierre 
Bourdieu and Anthony Giddens;   

   5.    a generation of prescriptions in participative discourses with ethical norms, prin-
ciples and values in mind but with the possibility of criticizing orthodox pre-
dominant norms, and   

   6.    a fundamental fallibility of consensus and solutions that should always be open 
to discussion and change.    

  Such an approach seeks to contribute to both epistemic (Kant  1781/1974 , 
 1798/1983 ) and phronetic (Flyvbjerg 2001) questions, the phronetic questions being 
(1) Where are we going? (2) Who gains and who loses, by which mechanisms of 
power? (3) Is this desirable? (4) What should be done? and Kants epistemic ques-
tions (1) What am I able to know? (2) What should I do? (3) What can I dare to 
hope? and (4) What is the human being? 

 And now: practice!  

15.6      A Descriptive-Normative Transdisciplinary 
Approach at Work 

 In this section, four examples of a transdisciplinary approach are given, in which 
I combine my own experience with other published work in the sense of a trans-
disciplinary descriptive-normative approach: the debates on the status of the 
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 preimplantation embryo, slippery slope arguments in regard to prenatal diagnosis, 
decisions made in ethics committees and the situation of practical clinical ethics. In 
these examples, epistemic and/or phronetic elements are important and different 
methodological (philosophical and social science) tools applied. 

15.6.1     The Status of the Preimplantation Embryo 

 How we reproduce ourselves has always been both a matter of paramount and prac-
tical societal relevance and of the highest personal concern. But with the preimplan-
tation embryo, an even more fundamental aspect of conception is structuring the 
current body of discourse. Anthropologists have been quick to discover that “beliefs 
about conception are inseparable from questions about what it is to be human, how 
a human comes into being and the “miracle” of this creation” (Franklin  1997 : 207). 
In other words, as Malinowski fi rst described in his ethnographic studies, what a 
society believes about conception can reveal what it believes about everything else 
and about kinship and gender in particular. Thus, existing images of conception and 
reproduction reveal what a society believes about gender roles, kinship and genea-
logical connections, which in turn infl uence how we interpret what is often con-
ceived as the scientifi c (putatively objective) observation of the reproductive 
process. A vast philosophical bioethical literature has been produced on the ‘the 
status of the preimplantation embryo’. In most bioethical contributions to debate, 
the biological entity of the early human embryo is described and categorized, 
sometimes in evocative iconographic imagery, in one of two ways. First, by many 
deontologists and Christian ethicists, as the fi rst (potential) stage of a new human 
being or even a (early) child with inalienable rights due to its possession of human 
dignity from the moment of fertilization onwards. Second, by many utilitarian 
thinkers, as merely a collection of cells that has no high moral status, in which case 
its manipulation and destruction is unproblematic. Contributions from transdisci-
plinary approaches in this debate are an excellent example to demonstrate that the 
thing of logic or science is sometimes not the logic of things. In regard to the begin-
ning of human life, the status of the embryo is discussed in a way, Irma van der 
Ploeg has aptly described as a deletion and purifi cation pattern of biomedical and 
philosophical hermeneutics (Van der Ploeg  2004 ). Biological states and stages (fer-
tilization, syngamy of the two genomes, development of the primitive streak) were 
scrutinized by biologically well informed philosophers and philosophically well 
informed scientists and directly linked to moral arguments. The fact that embryos 
are stemming from somebody and that there are women and men closely involved, 
bodily, emotionally and existentially in the process of coming into being and in 
the development of the ‘biological’ entity embryo, was often considered either as 
an epiphenomena or as a contamination of the putatively mere theoretical norma-
tive and scientifi c constructs of the status of the embryo as the main aspect to 
consider in reprogenetics. These connections are of high importance, as several 
studies and discussions in care ethics (Haimes and Williams  1998 ; Edwards  1993 ; 
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Wiesemann  2006 ), among these our own work (Krones et al.  2006 ), demonstrate. 
We fi rst  conducted qualitative research of couples in IVF treatment, high genetic 
risk couples, and several professional groups, among these ethicists and human 
geneticists. The embryo itself, contrary to bioethical and biopolitical debates, was 
not an important topic in most of these interviews. The embryo was seen in connec-
tion with the mother, and refl ections directed towards the future child, as in other 
qualitative studies in the fi eld of reprogenetics (Edwards  1993 ; Franklin  1997 ). 
Descriptions were different depending on the status of the embryo per se (more as 
an abstract object), or the own experienced (IVF couples) or envisioned (other 
groups) embryo (more as one’s own child) was considered. We went on and initiated 
large quantitative surveys among these groups (more than 800 experts, 500 couples) 
and a representative survey (n = 1,000) of the German population. We used the cat-
egories mentioned in the qualitative interviews. With regard to the beginning of 
human life, four main categories were considered as important: conception, nida-
tion, fourth month and birth. For the majority of IVF, high genetic risk couples, the 
general population, gynecologists and pediatricians, nidation, the bodily connection 
of the early embryo to the mother’s uterus after the embryo had been implanted, was 
considered as the most decisive point in time. (e.g. German population: conception 
20.8 %, nidation 46.7 %, 4th month 20.2 % and birth 6.4 %). For human geneticists 
(45.2 %) and ethicists (65.5 %), conception was the answer most frequently chosen 
in the representative surveys. Whereas in all groups, religious feelings highly infl u-
enced the view that the beginning of human life starts with conception, for human 
geneticists we did not fi nd such an infl uence. Contrary to ethicists, human geneti-
cists were most positive as regards to preimplantation genetic diagnosis, and stem 
cell research. We interpreted these results to mean that both human geneticists and 
ethicists see conception as the crucial process that makes human life begin as the 
coincidence of normative and scientifi c epistemic essentialism. For human geneti-
cists, it is a logical fact not based on the grounds of religious or normative values, 
that conception is the decisive point in time that human life begins. Many ethicists 
combine the scientifi c logic (unique DNA after conception) with normative ascrip-
tions of human life and normative value to the early embryo. Professionals working 
with pregnant women and children, as well as IVF couples and the general popula-
tion consider the interactive bodily process of the mother and her embryo as more 
important. Interestingly, another representative survey on these issues was conducted 
at the same time in nine European countries, among these Germany. However, 
unlike our study, the categories used to describe the beginning of human life and the 
preimplantation embryo were not established through qualitatively ascertained in 
vivo codes, but were deductively derived from categories provided by scientifi c and 
bioethical reasoning (Solter et al.  2003 ). Accordingly, the survey applied the follow-
ing categories for the beginning of human life: (1) the moment when the egg and the 
sperm unite; (2) 2 weeks after conception when different tissues can be distin-
guished; (3) 3 months after conception when growth of the fetus begins and (4) at 
the time of birth. The fi ndings of the study are very different from ours in terms of 
the beginning of life. In the survey of 1,500 Germans, most interviewees said that 
egg-sperm fusion was the crucial category (38.3 %), followed by 3 months (31.5 %), 
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2 weeks (15.7 %) and birth (9.0 %). As described above, according to our data, the 
majority of the German population clearly sees nidation after implantation, being 
understood as the fi rst bodily connection with the mother taking place about 2 weeks 
after conception, as the crucial process transforming the biological entity embryo 
into human life. This view can be interpreted in line with the biopsychosomatic 
model, which stresses the intersubjective aspect of the beginning of human life. The 
selection of 2 weeks, defi ned as the period of time when different tissues can be 
distinguished ,  ignores, “deletes” in the above cited sense of Van der Ploeg, the 
simultaneous and most important process of implantation and nidation, the connec-
tion with the mother. Two weeks per se (which is a very important date in regard to 
discussions up to when embryo research can be considered as permissive, and in 
which the terminus pre-embryo was defi ned in UK debates on stem cell research) is 
not considered as decisive by the Lebenswelt; the connection with the body of the 
mother after 2 weeks is decisive. As a result of our study, we discussed German 
legislation and the predominant bioethics discourse, in which the embryo is mostly 
considered ‘on its own’, as problematic.  

15.6.2     Slippery Slope Arguments in Prenatal Diagnosis 

 In several areas, among these beginning and end of human life, slippery slope argu-
ments are often used as counter-arguments against developments challenging nor-
mative legislative borders. Examples are the debates on physician assisted deaths or 
on prenatal testing and selective abortion. Implicit eugenic tendencies are postu-
lated to be inherent in these behaviors that may lead to even more eugenic thoughts 
and behaviors in society. These arguments were central to the statements of the 
German national ethics commission and the commission on law and ethics in mod-
ern medicine of the German Bundestag in their statements on prenatal and preim-
plantation genetic diagnosis, and were also expressed by Habermas drawing on 
Hans Jonas’ work (Deutscher Bundestag  2002 ; Nationaler Ethikrat  2003 ; Habermas 
 2001 ). Musschenga, among others, sees a clear need for empirical testing of slip-
pery slope arguments as a hypothesis, also for those defending a linear applied eth-
ics model. He draws on the distinction between a logical, conceptual and an 
empirical, psychological version of the slippery slope argument. The fi rst version 
asserts that one cannot draw a relevant logical, conceptual distinction between 
(acceptable) action A and (unacceptable) action B. The second argument hypothe-
sizes a causal relationship: If one allows acceptable action A, this will causally lead 
to action B. In regard to the neo-eugenics argument this would, for example, mean 
that acceptable motivations and actions of prenatal screening and abortion cannot be 
distinguished (or are the same as) unacceptable ones, and that eugenic motives 
underlie all decisions and actions of selective abortion. The causal hypothesis of the 
slippery slope argument predicts that if prenatal screening and selective abortion are 
offered and used, eugenic tendencies, societal attitudes towards disabled people will 
become more negative. The so called expressivist argument contains elements of 
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both, the logical and the psychological argument, asserting that there is an implicit 
or explicit message sent out by those offering and using prenatal diagnostics, which 
leads to more negative attitudes towards people with disabilities (Asch  1988 ; 
Wendell  1996 ). 

 These arguments can be tested. We measured reproductive history including use 
of prenatal diagnosis and attitudes towards disabled persons in 150 high genetic risk 
couples, 150 couples with no genetic risk and the general population (n = 1,000) 
(Krones et al.  2005 ; Krones  2006 ,  2008b ). In regard to prenatal diagnosis, we found 
no association between its use, former selective abortion and negative attitudes 
towards persons with disabilities. However, in the general population, if interview-
ees expressed very positive attitudes towards prenatal diagnosis and abortion, they 
were more likely to have negative attitudes towards persons with disabilities. Our 
analysis therefore, does not support the expressivist argument in so far that users 
want to send out a neo-eugenic message. Yet, in society, very positive attitudes 
towards prenatal diagnosis are interwoven with negative attitudes towards people 
with disabilities, which supports the conceptual version of the slippery slope argu-
ment. To answer the causal relationship between more frequent use of prenatal diag-
nosis and neo-eugenic tendencies, cross sectional surveys like ours cannot be proof. 
Yet, in a secondary data analysis using a population based data in Germany, the 
results did not support this hypothesis. The spread of prenatal screening in the last 
decades (although there is a decline in the last few years) was accompanied by less 
negative attitudes and behaviors in the German population towards people with dis-
abilities (Van den Daele  2003 ). On the basis of these results, we argued that the high 
relevance ascribed to slippery slope arguments by the most infl uential governmental 
committees are not warranted, but that pedagogical efforts have to be strengthened 
to counter attitudinal tendencies in society that link extensive use of prenatal diag-
nosis with negative attitudes towards people with disabilities.  

15.6.3     Decisions in and of Ethics Committees 
and Commissions 

 Much bioethics work is done in commissions and committees, such as Institutional 
Review Boards (IRBs) or national ethics committees, which means, in groups. 
These groups formulate votes in which they often try to come to a consensus. 
Sometimes they work under high time pressures or heavy workloads and have a 
high responsibility on a local or national level. In groups with divergent attitudes, 
one should expect from rational choice theories and discourse ethics, that group 
processes lead to careful weighting of pros and cons and average moderate deci-
sions. Empirical research in social psychology indicates that this is often not the 
case. Groups show phenomena such as polarization. The pre-existing tendency of 
opinions before a group process is started is often stressed, and opinions are shifting 
towards the more extreme position, especially under high pressure of time and 
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responsibility. 16  According to other pieces of socio-psychological research, refl ec-
tions in groups are often not done in an analytical systematic way, led by goals of 
contributing to truth, rightness and truthfulness as Habermas postulates in his defi -
nition of the ideal discourse (Habermas  1981 ), but are instead infl uenced by other 
motivations. One is impression management, a behavior used by group members in 
order to belong to the majority opinion of the group, among other mechanisms. 17  As 
shown in a study of IRB decision-making, risk benefi t assessment is often not done 
in a systematic way (van Luijn et al.  2002 ). In our studies on reprogenetics, taking 
place between 2000 and 2004, we used deliberative polls and discourse analysis to 
fi nd out which way is considered desirable in regard to permitting or prohibiting 
preimplantation genetic diagnosis (PGD, and who gains and who loses in the debate 
by mechanisms of power). We found in our surveys that an overwhelming majority 
of all groups, even the most critical ones (ethicists and midwifes) voted for a legal-
ization of PGD in Germany (e.g. obstetricians 97 %, high genetic risk couples 89 %, 
general population 88 %, ethicists 68 %). 18  The vote of the most infl uential commit-
tee in German biopolitics in 2000, the Commission on law and ethics of modern 
medicine was three out of 18 (16.6 %) who voted for a very cautious permission of 
PGD, all others voted were against it. One could argue that presumably members of 
this committee were better informed than participants in surveys. Although we con-
structed a deliberative poll, using information of pros and cons of PGD to inform 
interviewees before asking attitudinal questions, the better information basis of the 
governmental commission in regard to bioethical arguments can certainly not be 
denied. But high genetic risk and IVF couples, obstetricians and human geneticists 
are also well informed—not so much by bioethical arguments but by their direct 
experience with dilemmatic situations. And even if we take the argument of diver-
gent votes on the basis of better or less information into account, the difference 
between the clear votes for legalization of PGD in all groups surveyed, and the clear 
vote of the governmental commission against it was striking. Group polarization 
might have taken place in this committee and explain this gap. As part of our dis-
course analysis, we further asked which groups were over- or underrepresented in 
the discourse on PGD and also conducted a content analysis of the press. The group 
that was most clearly considered as underrepresented was the group of directly 
affected high genetic risk couples. In the press, most articles dealing with PGD (647 
in fi ve newspapers) and expressing an opinion voted against PGD. Contrary to that, 
the majority of letters to the editors were positive. We summarized our results as a 
democratic defi cit in the former discourse on PGD and as a gap between the offi cial 
opinions uttered in the public domain. Goffman ( 1959 ) would say the private opin-
ions of the German population, professional groups and affected people were ‘on 
stage’ and on back stage. Here of course, one can apply the argumentum ad popu-
lum version of the naturalistic fallacy argument, which was also done in the discus-
sion of our results (Bauer  2005 ). To assert that one has to transform majority votes 

16   Already shown in the 1960 and after, among these Moscovici and Zavalloni ( 1969 ). 
17   Already shown in the 1950s and after, among these Asch ( 1952 ). 
18   See above. Another survey in Germany came to the same results (Meister et al.  2005 ). 
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directly into ethical or legal prescriptions is certainly criticizable. But one has to at 
least explain and deliberate upon this obvious divergence of where it might come 
from and think about the danger of what happens if the rationality and logic of the 
offi cial bio-political and bioethical debates differ from the rationality and logic of 
professionals, directly affected patients and the general public.  

15.6.4     Clinical Ethics 

 Clinical ethics is the branch of bioethics most closely related to practice. By clinical 
ethics, I defi ne the profession that is contributing to problem solving in real cases in 
hospitals and clinics. One could assume from the history of bioethics that this enter-
prise is shared by formally trained bioethicists (philosophers, theologians, lawyers, 
social scientists) and experientially trained clinical experts (physicians, nurses, 
social workers etc.), contributing to a better deliberation of cases and improved 
patient outcome. This is not the case. In a survey of ethics consultation in United 
States hospitals (Fox et al.  2007 ), 19  individuals performing ethics consultation ser-
vices were mostly clinical experts (physicians, nurses, social workers), of which 
only 5 % were trained in a degree program or other formal education in bioethics, 
and most had learned by doing ethics under supervision by an experienced ethics 
consultant or only by ‘doing ethics’. Less than 4 % of ethics consultants were other 
groups, consisting of philosophers and theologians. In universities, commissions 
and among authors of bioethical articles, however, the proportion is vice versa. Is 
there also stage and backstage in medical ethics with different protagonists acting 
on stage and backstage-or on different stages? How can these results be explained? 
And how far deep are they problematic? E.g. Steinkamp and colleagues ( 2008 ) draw 
on the Dreyfus and Dreyfus model of human learning, also underlying Bent 
Flyvbjerg’s model of phronetic versus epistemic approach to science. 20  Whereas at 
the beginning of human learning epistemic rule based learning prevails, the human 
experts have incorporated their knowledge while gaining rich experience in master-
ing or failing in various situations. To deal with ethical issues in commissions or 
deliberating upon fi ctional or already solved cases in university teaching sessions is 
different from being involved in problem solving of real clinical cases in a timely 
fashion. Since contexts are different, not only practice but also appropriate theories 
(tools) to deal with these contextual problems are different. In the model of the four 
principle approach of Beauchamp and Childress, its contents and procedural method 
were not primarily developed in the contexts of the clinic, but in their highly expe-

19   I would like to thank Evan DeRenzo for making me aware of this publication and of Steinkamp 
et al. ( 2008 ). 
20   The authors see the Dreyfus and Dreyfus’s model as an apt description of “the moral thinking of 
non-ethicists” (p. 180). I do not think they are right. Clinical ethicists involved in real cases also 
deal with ethical issues in a non-analytic way-contrary to non-clinical ethicists in the academic 
fi eld, as I depict here. 
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rienced work in commissions and university teaching. For clinical ethicists, this 
method is often considered as useful, but rather at the beginning of the clinical ethi-
cal enterprise as ethics fi rst aid, instead of gaining more phronetic experience 
through dealing with cases (Pullman  2005 ). Authors highly involved in clinical eth-
ics are developing different frameworks, including the four principles as normative 
facts, but combine them with different deliberative and behavioral procedures close 
to clinical decision making and practice (Fletcher et al.  2005 ; Fins et al.  1997 ; 
Richter  2007 ). In clinical ethics, the psycho-social dimension of decisions is, due to 
practice, placed at a more central position; it is more a phronetic bio-psycho-social 
ethics than an epistemic bio-ethics. 

 According to the model of Dreyfus and Dreyfus, it is of course problematic to 
start practice without epistemic information. Medical students, clinical ethicists and 
scholars in commissions need some formal education before they start practicing 
and some more formal education when they start practicing and become increas-
ingly responsible for their actions as experienced practitioners. Also as skilled 
experts on the highest (a-rational) level of human learning, new insights from epis-
temic science have to be incorporated into expert habits on a rule based leaning 
basis. By starting clinical ethics without important philosophical, juridical and 
empirical knowledge, one is less likely to reach the main goal of clinical ethics, a 
better deliberation of cases and improved patient outcome. That this is often not the 
case in the US and elsewhere (Singer et al.  2001 ), might fi rst be due to lack of for-
mal teaching of bioethics of clinical ethicists revealed in the survey cited above—
but second also due to lack of experience with real cases for those at the front of the 
academic bioethics debate. Theories can change and improve practice, and practice 
can change and improve theory.   

15.7     Conclusion: Embracing a Transdisciplinary 
Context- Sensitive Ethics 

 The concept of a transdisciplinary, context-sensitive, descriptive-normative ethics is 
unequivocally an answer to the quest for certainty that might be considered to rela-
tivize the unity of ethics. Some colleagues will not accept, but vigorously reject this 
version of ethical inquiry. Yet, I do not see how we can come to a better conclusion 
on the basis of insights from a contemporary theory of science perspective. Of 
course, it is much easier (and often more popular) to divide the world into good and 
bad, black and white, right and wrong, angels and devils. It is very tempting for 
leaders and their followers to believe in the fi ction that a human being or a group of 
human beings has exactly and really found the truth and knows where the decisive 
borders are. The kind of solution found by a context-sensitive bio-psycho-social 
ethics, that takes the diagnosis of refl exive modernity seriously into account, strongly 
defends the modern Kantian  Sapere aude ! Have the courage to use your own mind 
and reason! Although it also reminds us that our fi nal quest for certainty will not be 
satisfi ed, and the philosopher’s stone will not be found by humans in the end.                                                                                                     
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16.1            Introduction 

 The question of whether ethics should be empirically informed has a rhetorical 
ring to it—how could it be better to be uninformed? Exciting developments in a 
number of disciplines studying human beings, from psychology and cognitive 
science to biology, offer hope that ethics, too, could make steady progress were 
it to hitch its wagons to the train of science. So it is no surprise that some want 
to erase what they see as outdated and old-fashioned disciplinary boundaries, 
and no bigger surprise that others react by reaffi rming traditional methodologies 
or by retreating to the grand journals of old. My instinct is on the side of caution 
in this debate, but I will refrain from grand pronouncements. Disciplinary border 
skirmishes seem to invite the greatest sin in writing—being boring. In contrast, 
particular arguments that aim to make concrete progress with existing questions 
by exploiting a novel methodology can be stimulating even when they go wrong. 

 So what I will do in this paper is discuss six attempts to draw on psychological 
discoveries in metaethics and normative ethics. I will focus on psychology, since it 
is the branch of science that seems to be most closely relevant to ethics. The line 
between the two disciplines is also particularly porous, which is indicated by the 
fact that psychology was among the last sciences to gain independence from phi-
losophy. For reasons of space and coherence, I cannot engage much with work 
inspired by other disciplines, although I believe at least some of the lessons learned 
from psychology will generalize. 

 As a general background, I will sketch two opposing philosophical outlooks—
one might almost call them philosophical  temperaments . It is important not to 
 caricature these positions. Moral philosophers have never claimed that empirical 
facts play no role in ethics. Ancient and Early Modern ethicists and moralists 
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certainly did not shy away from a variety of empirical claims, and though Hume and 
Kant in very different ways argued for principled limits of what empirical knowl-
edge can do, they did also draw on a particular understanding of human nature in 
their ethical works. It is true, however, that in the twentieth century, as the human 
sciences developed their own empirical methods, philosophers did come to focus on 
questions that could not be settled by empirical research. I will call the view of that 
emerged  Armchair Traditionalism  and sum it up in two main theses:

    1.    In  metaethics , empirical facts are only relevant for causal explanations of par-
ticular moral judgments and the capacity to make moral judgments.   

   2.    In  normative ethics , empirical facts are only relevant for deriving judgments 
about particular cases from non-empirical principles and for practical 
recommendations.    

  Roughly, then, psychology, social sciences, and biology can tell us why and 
how people make moral judgments, but not what those judgments are or what if 
anything makes them true. They can also supply material for minor premises in 
ethical arguments—it is perhaps  a priori  true that creatures capable of pleasure and 
pain deserve moral consideration, but whether fetuses are sensate creatures is an 
empirical question. And insofar as ethics is practical, it needs to issue recommenda-
tions that are actually useful to people, which means they depend not only on moral 
facts but also facts about people. For example, even if utilitarianism is the true moral 
theory, it is going to depend on facts about human beings what decision procedure they 
should employ to best approximate actions that maximize utility (see e.g. Railton 
 1984 ). There is no doubt that if we are interested in promoting moral behavior and 
moral thinking, or in designing environments that foster moral development and 
engagement, we need to look to empirical psychology (for concrete suggestions, see 
e.g. Chap.   7     by Tanner and Christen, this volume; Chap.   13     by Narvaez and Lapsley, 
this volume). But that is it: the role of empirical facts is  marginal , not  essential  or 
 fundamental  to ethical inquiry. 

 In making the case against armchair ethics, John Doris and Stephen Stich say:

  It is not possible to step far into the ethics literature without stubbing one’s toe on empirical 
claims. The thought that moral philosophy can proceed unencumbered by facts seems to us 
an unlikely one: There are just too many places where answers to important ethical ques-
tions require—and have very often presupposed—answers to empirical questions. (Doris 
and Stich  2005 , 115) 

   On one interpretation, this claim is not as such incompatible with Armchair 
Traditionalism. After all, the latter does allow for empirical answers to play a role 
in causal explanations and derivative judgments, which are responses to “important 
ethical questions.” But Doris and Stich have in mind something more. They think 
that empirical evidence can settle or at least contribute to resolving metaethical 
debates and weigh directly against normative theories, such as virtue ethics. This is 
often because existing metaethical and normative theories make unnoticed and 
unsupported empirical presuppositions. 
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 I will call the type of view that rejects Armchair Traditionalism in this way 
 Ethical Empiricism , distinguishing between bold and modest versions of it as 
follows:

    1.    Metaethics

    (a)    Bold Metaethical Empiricism: questions about the nature of moral judgment 
or facts can be answered via empirical study.   

   (b)    Modest Metaethical Empiricism: empirical results are an important source 
of evidence about the nature of moral judgment or facts.       

   2.    Normative ethics

    (a)    Bold Normative Ethical Empiricism: normative ethical questions are empiri-
cal questions.   

   (b)    Modest Normative Ethical Empiricism: empirical results are an important 
source of evidence about non-derivative moral truths and/or the empirical 
presuppositions of normative theories.        

  Both bold and modest versions of Ethical Empiricist theses reject Armchair 
Traditionalism. An increasing number of moral philosophers, including contribu-
tors to this volume, appear to subscribe to Ethical Empiricism at least in its modest 
forms. This is not surprising, given the general popularity of methodological natu-
ralism in philosophy, and the initial plausibility of the theses. Yet to properly evalu-
ate Ethical Empiricism, we need to look at concrete arguments and see whether they 
support the methodological claims. 

 So without further ado, I will begin with some psychological arguments in meta-
ethics, and then examine the use of psychology in normative ethics. I will be making 
reference to various papers in this volume, but my discussion will range more 
widely. My conclusions will of necessity be tentative. Even if no sound argument 
supporting Ethical Empiricism can be found among the existing efforts I consider 
(and there are many I have no space to address here), there could always be a differ-
ent one. The fi eld of empirically informed ethics is still young. But it may be that 
we can draw some general morals from looking at why the existing proposals fail 
(or succeed).  

16.2     Empirically Informed Metaethics? 

 Metaethics asks questions about the nature and status of moral thought and talk: 
Does it purport to represent moral facts or not—that is, are moral judgments cogni-
tive or non-cognitive states? Are there moral facts, and if so, what kind of facts are 
they? How, if at all, do we acquire moral knowledge? Are moral demands the 
demands of reason? What does it take to be a moral agent, or a morally responsible 
agent? These questions are semantic, ontological, epistemological, and broadly 
metaphysical or conceptual. Some seem clearly out of reach of empirical 
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science—surely no experiment could settle whether the norms of practical reason 
and  morality coincide. But it is less obvious whether armchair methods suffi ce for 
others. 

 One of the core questions of metaethics, in particular the branch that I like to call 
philosophical moral psychology, is whether moral thoughts purport to represent the 
way things are, or whether they are directly action-guiding non-cognitive states, or 
perhaps some sort of hybrid of cognitive and non-cognitive states. 1  Answers to this 
question are highly signifi cant for other metaethical issues, such as the nature of 
moral agency, the function of moral language, and the possibility of moral knowl-
edge. Since this question concerns a crucial feature of moral thought, it is a good 
test case for the potential relevance of psychological discoveries. 

 How do we go about answering the question? Consider the traditional armchair 
argument for non-cognitivism. According to it, when we refl ect on moral practice 
and the distinctive point of moral thinking and language, we discover  a priori  that 
an intimate link to motivation is essential to moral judgment, since otherwise moral-
ity wouldn’t be action-guiding in the way it is. This view, which comes in many 
varieties, is known as  moral judgment internalism . The next step on the argument is 
that when we refl ect on the nature of psychological states, we learn  a priori  that a 
mind-to-world direction of fi t (tendency of content of the state to match our evi-
dence of the way things are) is essential to belief, and that motivation or action- 
guiding requires a world-to-mind direction of fi t (tendency for the state to move us 
to change the way things are to match its content) (see e.g. Smith  1987 ). So, we have 
an  a priori  argument to the effect that moral judgments cannot be (ordinary) beliefs, 
and hence consist in some type of non-cognitive or hybrid state. Counterarguments 
have the same structure—for example, if amoralists, people who make moral judg-
ments without being moved by them, are conceptually possible, the moral judgment 
internalist premise of the non-cognitivist argument is  a priori  false (and  moral judg-
ment externalism  is true). 

 This armchair debate has persisted for decades without consensus resolution, 
although arguably signifi cant advance has been made. The same, of course, could be 
said about any number of major philosophical debates, so this is not a specifi c rea-
son to reject the armchair method in moral psychology. But it does provide some 
motivation to look for an additional source of evidence. I will examine two different 
attempts to use empirical evidence in resolving the dispute. 

16.2.1     From Surveys of Ordinary People to Conceptual Truths 

 Proponents of the philosophical movement known as experimental philosophy have 
taken to the streets (or classrooms) to present people with philosophically 

1   When philosophers talk about non-cognitive states, they mean thoughts that do not purport to 
represent the way things are, and hence cannot be true or false. Paradigmatic examples are desires 
and affective states. Psychologists often use the term ‘cognition’ more broadly. 
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interesting scenarios and elicited judgments (often called ‘intuitions’) about them. 
When this method is applied to the case of moral judgment, the argument goes in 
 something like this way, using an argument for internalism as an example:

    1.    Some philosophical debates concern the extension of ordinary people’s con-
cepts, such as the concept of moral judgment.   

   2.    Ordinary people’s responses to thought experiments reveal/provide evidence 
about the extension of the folk concept of moral judgment.   

   3.    The majority of ordinary people’s responses are as predicted by moral judgment 
internalism.   

   4.    Hence, (bold) moral judgment internalism is  true / (modest) there is empirical 
evidence in favor of moral judgment internalism.     

 For the purposes of assessing the methodology, it does not matter whether 
Premise 3 is true (the actual survey results confl ict with each other). Let us assume, 
for the sake of argument, that it is the case. Some philosophers would reject Premise 
1, and insist that the philosophical debate is about the  nature  or  essence  of moral 
judgment, which has nothing to do with our everyday  concept  of moral judgment. 
Perhaps nothing worth calling an intuition plays a role in philosophical methodol-
ogy (Williamson  2007 ; Cappelen  2012 ). Others argue that even if  intuitions  are 
crucial to philosophical methodology because, for example, they are a source of 
evidence about modal facts, an intuition isn’t the same thing as a response to a sur-
vey. Rather, an intuition is perhaps something like an intellectual appearance or 
seeming (Bealer  2000 ; Huemer  2001 ), or a belief or at least an attraction to assent 
to a proposition that results from mere adequate understanding (Audi  2004 ; Sosa 
 2007 ). Perhaps, as classical rationalists argued, we can have rational insight into the 
real essences of things. Surveys plausibly do not tap into intuitions in this sense—
there is no telling if people’s answers are based on intellectual appearances rather 
than something else altogether (Bengson  2013 ). 

 It may well be that these lines of response are more plausible in some philosophi-
cal debates than in others. In any case, I will grant that conceptual analysis does 
have at least some important role in philosophical theorizing, including in metaethi-
cal discussion. This means that Premise 2 is crucial for assessing experimental phi-
losophy. At fi rst sight, it seems obvious that ordinary people’s responses to 
scenarios—for example, confi dent labeling of a subject’s mental state as a moral 
judgment—is evidence about their concept, given that our grasp of the concept 
 MORAL JUDGMENT  to some extent guides the way we categorize things. So should 
philosophers set fi re on their armchairs and run out to check whether people think a 
person who says that stealing is wrong but is not even slightly motivated to refrain 
from stealing really makes a moral judgment? 

 Not so fast. To begin with, consider that different people respond differently, yet 
seem to share the  same  concept, since they apparently  disagree  about its applica-
tion. If that is the case, there must be a gap between what the shared folk concept 
(which is the object of philosophical interest) applies to and the way individual 
users of the concept classify things (which may in itself be of psychological or 
sociological interest). There are many mutually compatible explanations for the 

16 Ethics and Empirical Psychology – Critical Remarks to Empirically Informed Ethics



284

existence of the gap between the folk concept and the folk’s actual classifi cations. 
First, as Kripke ( 1981 ) emphasized, concepts are  normative , not descriptive: our 
concept of addition tells us how we should respond to a calculation task, not how we 
actually do or are disposed to respond. Sometimes we make mistakes by our own 
lights—fail to be guided correctly by our own concepts. This may be systematic in 
some cases, with the result that a majority of people classify things incorrectly. Such 
tricky or borderline cases are often the most interesting philosophically. Second and 
related, different people have different levels of  competence  with a concept—some 
might apply it correctly to paradigm cases, but fare poorly when it comes to the 
harder ones. The result is that some people’s responses may refl ect their own short-
comings rather than the folk concept, while others will be more reliable judges. 

 Third, people’s responses might be guided by  non - semantic  considerations. Take 
the 1868  Desmond  case discussed by Nadelhoffer ( 2006 ). A group of Fenian activ-
ists tried to blow up a prison wall to free some comrades, but only succeeded in 
killing civilians nearby. Clearly, this latter effect was not intended, and probably not 
even foreseen by the Fenians. Yet when caught, the jury convicted them of murder, 
which implies intentionality. Nadelhoffer’s plausible explanation, supported by his 
own survey results, is that the jury’s willingness to blame the terrorists biased their 
judgment, leading them to attribute intentionality where none was present—where 
the folk concept of intentional action doesn’t apply. 

 Fourth,  loose talk  is ubiquitous in non-philosophical contexts. In loose talk, peo-
ple apply a concept to referents that may fulfi ll some of the criteria of application 
but lack some necessary features. For example, people may say “I knew it!” when 
they’ve made a lucky guess that turns out to have been correct. Here their belief 
meets one of the criteria for the application of “knows” (truth) but lacks a necessary 
condition (non-accidental justifi cation). The same goes arguably for people’s will-
ingness to classify a robot that can respond differentially to colors as “seeing” a 
color (Sytsma and Machery  2010 ). The robot’s circuitry is sensitive to light refl ec-
tance (a criterion of seeing) even though it lacks experience with a phenomenal 
character or the ability to know something (other potentially necessary conditions 
of seeing), so when people are not particularly interested in speaking literally, and 
when others can be expected to grasp this, they may well loosely describe the robot 
as ‘seeing red’ to convey that it can respond differentially to redness. This is no dif-
ferent from saying that a baby alarm  hears  the baby cry or that the iPad  knows  when 
its battery is low. We cannot in any of these cases draw conclusions about the con-
cept of seeing or hearing or knowing. 2  

 All these caveats mean that ordinary people’s responses to cases provide weak 
evidence about their concepts. The evidence provided by dispassionate armchair 
refl ection or open-minded dialogue will often be stronger (Kauppinen  2007 ). 

2   Note that I do not claim that the term ‘seeing’ is ambiguous between an informational and a phe-
nomenal reading. Sytsma and Machery ( 2010 ) consider the ambiguity hypothesis, which they 
regard as ad hoc in the absence of an explanation of why the folk would use a different sense than 
philosophers do, and reject on the basis of their data. The hypothesis that the folk speak more 
loosely than philosophers do has a high prior probability, so it isn’t ad hoc. 
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Whether there is any point in running a survey will depend on the comparative odds 
of mistakes being made in the armchair or on the streets, which may vary case by 
case. Here, of course, experimental study can provide evidence one way or another—
not about people’s concepts, but about how they come to make judgments about 
certain issues. 3  This type of psychological study will not itself either answer or 
provide evidence for philosophical questions, but may in principle help identify 
which responses are good sources of evidence about concepts. As such, it can play 
a potentially useful auxiliary role in explaining away discrepancies between the folk 
and philosophers, for example, or even in aetiological debunking of intuitions (see 
below, Sect.  3.2 )—although when it comes to verdicts that have gained broad accep-
tance among philosophers, a psychologist has a heavy burden of proof to show that 
they do not refl ect conceptual competence. 

 On the whole, the likelihood that surveys provide useful evidence of folk con-
cepts is low. The odds are that either the outcome is easily anticipated from the 
armchair, or one or another distorting factor intervenes to produce results that merit 
no weight in conceptual analysis. Thus, even if this kind of experimental method 
has some place in the philosophical toolkit, it will be marginal.  

16.2.2     From Best Explanation of Data to the Nature 
of Moral Judgment 

 A very different experimental approach to metaethics takes its departure from the 
thought that moral judgment is a natural kind—the sort of thing whose nature or 
essence can be discovered  a posteriori  by looking at what actually happens in peo-
ple’s minds when they make moral judgments. I will focus on Jesse Prinz’s ( 2007a ,  b ) 
version of this kind of argument. As I construe it, it involves an inference to the best 
explanation of observations:

    1.    Moral judgment is a natural kind whose nature can be found by examining what 
happens in actual paradigm cases.   

   2.    Psychological and neuroimaging data show, among other things, that manipulat-
ing emotions changes moral judgment, emotional activation coincides with 
moral judgment, and emotional defi cits lead to defi cits in moral judgment.   

   3.    The best explanation of the data is that moral judgments consist in emotions, 
which are the best fi t for the natural kind that constitutes moral judgment.   

   4.    Hence, moral judgments consist in emotions.    

  Prinz is clearly committed to something like the fi rst premise, given that he says 
that the way to avoid the ‘impasse’ resulting from confl icting intuitions is “turning 
to psychology and neuroscience, which give us techniques for investigating 
what goes on in the mind when people are actually engaged in moral evaluation” 

3   This more modest goal is sometimes emphasized by Joshua Knobe (e.g. Knobe  2007 ). 
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(Prinz  2009 , 702). Is this true? That depends in part on what natural kinds are. There 
are many ways to think about them. According to one prominent view, deriving 
from Kripke ( 1980 ) and Putnam’s ( 1975 ) work in the philosophy of language, natu-
ral kinds are roughly speaking  a posteriori discoverable microstructural essences . 
Water is a paradigm case here: since it turns out,  a posteriori , that the  actual  watery 
stuff around us is H 2 O, water is  necessarily  H 2 O. Roughly, water is  that  stuff there 
in the rivers and lakes and rain (the term ‘water’ is a rigid designator); anything that 
is not that very substance, however similar in superfi cial properties, isn’t water. 
Hence, the XYZ on Putnam’s Twin Earth isn’t water. 

 Another well-known contender is Richard Boyd’s view. According to Boyd, 
when we look for a defi nition of a natural kind K, we’re looking for those common-
alities in the causal profi les of the things we classify as Ks that explain our explana-
tory and inductive success with respect to our term for K (Boyd  2010 , 215). Such 
projectable patterns are  homeostatic property clusters —sets of properties that reli-
ably co-occur in virtue of some law-like connection, either because the presence of 
some properties favors the presences of others or because some underlying mecha-
nism favors co-presence (Boyd  1999 ). According to Boyd’s ‘accommodationist’ 
semantics, natural kind terms refer to the property clusters that causally regulate 
their use, even if people have false beliefs about their nature (so that alchemists, for 
example, succeed in talking about mercury). 

 There is good reason to think that moral judgments do not form a natural kind in 
the microstructural sense. We just do not think of moral judgments as psychological 
states like  that  (pointing to some paradigmatic case of moral judgment), so that 
nothing that is constituted by the same pattern of brain activation or mental states is 
a moral judgment. Rather, moral judgment seems to be a  functional  kind: any psy-
chological state that plays a certain functional role is a moral judgment, however it 
is realized in the mind and brain. In this respect, moral judgments are more like 
chairs than like water: even if all actual chairs happened to be made of plastic, being 
made of plastic would be an accidental property of chairs. What makes something a 
chair is that it’s an artifact with a certain practical function. Similarly, even if Twin 
Earthers have a very different kind of brain and mind from ours, as long as they 
make judgments that are categorical (apply to agents regardless of their desires or 
interests), presumptively universalizable (apply to all non-morally similar cases), 
have felt intersubjective authority, and are somehow linked to non-self-interested 
sanctioning behavior, to take a few relatively uncontroversial marks of moral judg-
ment, they do make moral judgments. 4  An indication of this is that it is possible for 
us to  disagree  with them about moral matters, which would not be the case if they 
were incapable of moral thoughts. 

 Here is another way to make the case that the concept of moral judgment is not a 
natural kind concept. This line of argument does not assume that essence must be 
microstructural, or that  MORAL JUDGMENT  is necessarily a functional concept (I will 
use small caps to indicate I’m talking about a concept). Supposed it turned out that 

4   There is now some controversy about this; see Sinnott-Armstrong ( 2008b ), Sinnott-Armstrong & 
Wheatley (2012) for an argument in favour of disunity of moral judgment. 
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the psychological states we actually identify as moral judgments only motivate 
 people by way of a desire to look good in the eyes of others. Gunnar Björnsson and 
Ragnar Francén Olinder ( 2013 ), on whose work I draw here, dub this the Cynical 
Hypothesis. Would its truth mean that internalism is false—or that what we thought 
were moral judgments were not moral judgments after all? That depends on what 
kind of concept  MORAL JUDGMENT  is. Björnsson and Francén suggest it is parallel 
to  TIGER . Take Kripke’s ( 1980 ) example of the putative conceptual truth that  TIGERS 
ARE MAMMALS . What if it turned out that all animals we actually identify as tigers, 
or at least the paradigmatic ‘tigers’, are reptiles? According to Kripke, it would not 
follow that there are no tigers. Rather, it would turn out that we were wrong about 
the nature of tigers. Our concept of a tiger is a concept of an animal like  those  (dem-
onstrating paradigm examples of the animal we actually identify as a tiger), what-
ever kind of animal it turns out to be. (Perhaps tigers need not even be animals.) 
Björnsson and Francén claim the same goes for moral judgments. If it turns out the 
Cynical Hypothesis is true, it is not that we don’t make any moral judgments, but 
that we mistook a common correlation between judgment and motivation as a con-
ceptual truth. As they say:

  The cynical hypothesis concerns the actual states of mind that we paradigmatically think of 
as moral opinions, and it allows that they have almost all the characteristics we normally 
ascribe to them. They are still categorical, based on familiar moral considerations (e.g. 
wellbeing, autonomy and respect for rights), often in competition with our prudential con-
siderations, invoked to settle practical issues, and expressed to condemn behaviour near and 
far. Moreover, people are still affected by moral considerations, some more than others. 
What is different is just that moral opinions affect action less directly than most of us think. 
(Björnsson and Francén Olinder  2013 , 8) 

   The other option is that if the Cynical Hypothesis is true, no one makes moral 
judgments. This parallels the case of  WITCH . It is evidently possible for paradig-
matic ‘witches’ or all people we identify as witches to fail to be witches. Why so? 
Because having supernatural powers as a result of an alliance with an evil it is part 
of our concept of a witch, and no one has such powers. 5  Why is it part of  WITCH ? 
The appealing answer Björnsson and Francén suggest is roughly that there is a cer-
tain interest of ours that the concept serves (or served). This is plausibly not just the 
purpose for which the concept was introduced, but, let us say, the purpose that sus-
tains its use. Having supernatural powers is essential to being a witch, because the 
point of talking about witches is to identify those with supernatural powers as a 
result of an alliance with evil. If it turns out no one actually identifi ed as a witch has 
magical powers, it is not that we were wrong about witches, but that there are no 
witches at all. 

 The key question, then, is what interest our concept of moral judgment serves. 
Would there be a point in attributing people moral judgments if the Cynical 

5   An anonymous referee pointed out that people who self-identify as witches do not think being a 
witch involves having supernatural powers. Alas, I do not think that believing that one is a witch 
gives one any special conceptual insight. Indeed, thinking that you are a witch without thinking 
that you have supernatural powers shows a rather poor grasp of the concept of a witch. 
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Hypothesis turned out to be true? The internalist will respond: no, it  is  an essential 
part of the point of talking about moral judgment to distinguish between people who 
are motivated by what they think is right, as opposed to people who are motivated 
only by what others think about them. Consider this: why would we introduce in our 
language an expression for “Martina thinks that X is morally wrong?”. Maybe 
Martina engages in punishing behavior for X, where X involves harming a third 
party, for example. But why—only because she would be otherwise punished or 
thought badly of by third parties, or because she thinks X is wrong? The internalist 
may note that we talk about social norms in the former case. Social norms, after all, 
overlap with moral norms, and can play the roles that Björnsson and Francén list in 
the quotation above. They can be categorical (as Philippa Foot ( 1972 ) noted, even 
the norms of etiquette are), promote autonomy, compete with prudential consider-
ations, and so on. For the internalist, the  crucial  difference between moral judgment 
and socially normative judgment is precisely that the former motivates without 
regard for and sometimes against what others think. Externalists, too, think that 
moral judgments motivate by way of something like a desire to do the right thing, 
and not the (cynical) desire to look good in the eyes of others. So if the Cynical 
Hypothesis is true and it turns out that states of mind actually identifi ed as a moral 
judgment only motivate by way of desire to please others, it is not that we were 
wrong about the nature of moral judgment, but that there are no moral judgments. 6  
This, of course, would be a startling discovery, but about human beings rather than 
about moral judgment. 

 I do not think this issue can be defi nitively settled here. All I want to say is that 
the internalist rejoinder is plausible, and it if is true, it is not an empirical possibility 
that moral judgments fail to motivate—the empirical possibility is merely that what 
we actually identify as paradigm cases of moral judgment are not such. We cannot 
get at the nature of moral judgments by looking at states actually  believed  to be 
moral judgments, since it may turn out that they are not moral judgments after all. 
What settles this is an  a priori  investigation into the point of using the relevant con-
cepts. What Björnsson and Francén successfully establish is that  if  that inquiry goes 
one way,  MORAL JUDGMENT  is a natural kind concept, and the truth of internalism 
turns out to be an empirical question. However, I believe that refl ection on the point 
of using the concept supports the opposite conclusion in this case. 7  

 What about the Boydian conception of natural kinds? It does appear to be the 
case that moral thoughts can play a role in explanation and prediction—for 

6   Consider also a Supercynical Hypothesis: not only the states of mind we actually identify as 
moral judgments not intrinsically motivating, but they are also not in fact based on considerations 
like rights and well-being, but only what agents unconsciously take to be in their self-interest. 
Would we still feel the pressure to say that there are moral judgments, but we are wrong about their 
nature? Why not, if moral judgment is a natural kind whose nature we can identify  a posteriori ? 
7   Mark Alfano pointed out that there is a further possibility I do not consider in the text: reforming 
our concept as a result of an empirical discovery. I agree that this is a signifi cant option. It might 
make more sense to modify our concept rather than stop using it, if the world does not cooperate, 
especially if there is another natural kind in the Boydian sense in the vicinity. Whether this is the 
case for philosophically interesting concepts remains to be seen. 
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example, people tend to do what they genuinely think they ought to do, and people 
tend to think an action is wrong when it involves hurting people they care about. If 
that’s all it takes to form a natural kind, then surely moral judgment is one. One way 
to see Prinz’s argument is as making the case that this natural kind is  constituted  by 
another natural kind, namely sentiments of approbation and disapprobation. This 
would explain the empirical observations about emotion, as well as at least many of 
the other regularities we observe anyway, such as a defeasible link to motivation and 
tendency for negative judgment when innocent people are harmed, given that both 
are features of emotional responses. So there is some support for Prinz’s constitu-
tion claim. 

 This argument relies crucially on the assumption that the empirical observations 
(and conceptual platitudes) are  best explained  by taking emotions of approbation 
and disapprobation to constitute moral judgment. It is thus open to challenge that 
there is an even better explanation available. I have elsewhere proposed that there is 
a better candidate: moral  intuition  (Kauppinen  forthcoming ). As noted above, there 
is controversy about the nature of intuitions in general, but there is much to be said 
in favor of thinking of intuitions as  intellectual appearances : spontaneous and com-
pelling non-doxastic seemings that result from merely thinking about (as opposed to 
perceiving or remembering) something (see e.g. Huemer  2001 ). What I have argued 
is that emotional manifestations of moral sentiments can also constitute intellectual 
appearances in this sense: when we merely think about taking advantage of some-
one’s disability or disrespecting a national hero, we may have a spontaneous and 
compelling emotional experience that manifests our disapprobation and presents the 
action as morally wrong. Such sentimental intuitions can both cause and justify 
belief (just in the same defeasible way as other intellectual or perceptual appear-
ances do) and motivate us to act. I emphasize that not all moral judgments are based 
on intuitions: we may also engage in reasoning or simply be disposed to apply rules. 
This is important, because on my picture, unlike on Prinz’s, it is possible (and indeed 
common) for people to make moral judgments without having emotional responses. 

 If it is indeed possible to judge without emotion, radical sentimentalist views of 
Prinz’s type are wrong. The crucial test cases here are people with emotional defi -
cits. The most discussed case is that of  psychopaths . Prinz argues that they can have 
moral thoughts only  deferentially , by reference to what other, emotionally typical 
people regard as right or wrong (e.g. this volume, Chap.   6    , p. 101). Yet it is easy 
enough to imagine a psychopath, or some other emotionally defi cient character, 
making a non-deferential moral judgment and thinking, for example, that everyone 
else is making a moral mistake. And we ourselves seem to make entirely unsenti-
mental judgments much of the time—although we should take this data point with 
a grain of salt, given the limits of introspection. Further,  a priori  support comes 
from considering the conceptual possibility of amoralists, subjects who make moral 
judgments without any motivation. Insofar as amoralists are possible, there is little 
reason to think that judgments are constituted by inherently motivating states like 
the emotions. So, once we distinguish between moral appearances (intuitions) and 
beliefs (judgments), the best explanation of both the empirical data and conceptual 
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platitudes is that moral intuitions rather than judgments are sentimental in nature. 
Premise 3 of the Prinz-style argument is thus false. 

 So, in short, given that moral judgments do not form a natural kind in the 
Kripkean sense ( MORAL JUDGMENT  isn’t a natural kind concept), we cannot investi-
gate their nature by observing ‘what happens in the head’ in the actual paradigm 
cases. Even if there are natural kinds in the property cluster sense associated with 
moral judgment, we need to engage in  a priori  refl ection to fi gure out whether they 
constitute moral judgment or some other associated state. In this kind of refl ection 
we draw on conceptual connections that are  not  discovered  a posteriori , for exam-
ple on views about the connection between moral judgment and motivation. Since 
such key features of moral thoughts are assumed rather than discovered in this 
empirically informed inquiry, its metaethical scope and signifi cance are limited.   

16.3     Empirically Informed Normative Ethics? 

 As a reminder, these are the Ethical Empiricist theses about normative ethics I want 
to look at next:

   Bold version: normative ethical questions are empirical questions.  
  Modest version: empirical results are an important source of evidence about non- 

derivative moral truths and/or the empirical presuppositions of normative 
theories.    

 Whatever the status of metaethics, both bold and modest ethical empiricists face 
the challenge of justifying the move from an ‘is’ to an ‘ought.’ This is something that 
has been attempted in a number of ways. In this section, I will examine one bold and 
three modest attempts to make use of psychological evidence in normative ethics. 

16.3.1     Via Reduction to Normative Conclusions 

 A radical way of closing the is-ought gap is proposed by Prinz ( 2007b ). As a radical 
naturalist, he believes that all facts are natural, so “moral facts are natural facts, if 
they are facts at all” (Prinz  2007b , 3). We can derive moral conclusions from facts 
whose truth can (at least in principle) be empirically established. To his credit, Prinz 
lays his cards on the table and gives a very clear account of how he believes this can 
be done. His example features a character called Smith, whose obligation to give to 
charity, Prinz claims, is entailed by a set of non-moral premises. Here is his argu-
ment (Prinz  2007b , 5):

    1.    Smith has an obligation to give to charity if ‘Smith ought to give to charity’ is true.   
   2.    ‘Smith ought to give to charity’ is true, if the word ‘ought’ expresses a concept 

that applies to Smith’s relationship to giving to charity.   
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   3.    The word ‘ought’ expresses a prescriptive sentiment.   
   4.    Smith has a prescriptive sentiment towards giving to charity.   
   5.    Thus, the sentence ‘Smith ought to give to charity’ is true. (2, 3, 4)   
   6.    Thus, Smith has an obligation to give to charity. (1, 5)    

  The fi rst two premises are surely uncontroversial (provided 2 is read charitably), 
regardless of what theory of truth is correct, and so is the step from 5 to 6. Premise 
4 is a factual stipulation. That leaves Premise 3. Whether it is true is a metaethical 
question, which I’ve already argued cannot be settled by empirical study. If that is 
the case, it’s already suffi cient to render the derivation non-empirical (while still 
preserving its status as an inference from an is to an ought). But suppose Premise 3 
is true. Does the conclusion then follow? No, because 5 does not follow from 3 
and 4. 

 Why is this the case? Well, if the word ‘ought’ expresses a prescriptive senti-
ment, it is surely the  speaker ’ s  prescriptive sentiment. If I say you ought to clean 
your room, I am expressing, at most, my own sentiment in favor of your cleaning 
the room. Maybe you do not share that sentiment. No matter. On Prinz’s semantics, 
according to which concepts are psychological entities such as sentiments, my 
utterance of “You ought to clean your room” still expresses a concept that applies to 
your cleaning your room. By parallel reasoning, in Prinz’s example, it does not mat-
ter to the truth of “Smith ought to give to charity” whether  Smith  has a prescriptive 
sentiment towards giving to charity. Premise 4 is irrelevant. 

 But whose prescriptive sentiment, then, makes Premise 5 true, if we grant Prinz 
the rest of his premises? That is a tricky question. Consider fi rst a semantic relativist 
variant, 5′:
   5′. Thus, the sentence ‘Smith ought to give to charity’ is  true - for - S .    

 To reach  that  conclusion, premise 4 would have to be

   4′. S has a prescriptive sentiment towards giving to charity.    

 (Here S may or may not be identical with Smith.) As a relativist, Prinz might be 
sympathetic to this move. To be sure, it is not clear whether we can make sense of 
relative truth, though valiant efforts have been made (e.g. MacFarlane  2005 ). But let 
us suppose we can. Have we then accomplished the goal of deriving an ought from 
an is? No, because 6 doesn’t follow from 5′ together with 1. 1, the uncontroversial 
disquotational principle, appeals to  unrelativized  truth. But it does not follow from 
the  truth - for - S  of “Smith ought to give to charity” that Smith ought to give to char-
ity. After all, whether Smith ought to give to charity is not a perspective-relative 
fact. Also, given different sentiments on part of some S 2 , “It is not the case the Smith 
ought to give to charity” could be true-for-S 2 , so that applying disquotation would 
give rise to (ontological) contradiction—it being the case both that Smith ought and 
ought not give to charity. 

 Premise 6 would, to be sure, follow from the original 5 and 1. But what would 
make the original 5 non-relatively true, assuming for the sake of argument that 
‘ought’ expresses a prescriptive sentiment? The only plausible candidate is that it is 
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 correct  or  appropriate  to have a prescriptive sentiment towards giving to charity. 
But that is not an empirical fact (to assume otherwise would be to beg the ques-
tion—the argument is precisely meant to establish that normative facts are empiri-
cal). Instead, it is itself a  normative  fact. So, in short, Prinz’s argument is either 
invalid (because Premise 5 doesn’t follow from 3 to 4, and if 4 and 5 are replaced by 
4′ and 5′, the conclusion does not follow), or involves an ‘ought’ premise. I do not 
think there is any way to fi x the argument. Bold versions of normative ethical empir-
icism have little hope of success. But that leaves a number of modest theses that 
might be viable.  

16.3.2      Via Aetiological Debunking to Normative Conclusions 

 A very different kind of normative ethical empiricist argument has received a lot of 
attention in recent years. It aims to show that key non-consequentialist beliefs are 
best explained as the result of emotional reactions, and that their aetiology renders 
them untrustworthy. Given that we should not base our normative theories on or 
accommodate untrustworthy beliefs, this shows that we should reject nonconse-
quentialist ethics. The general form of the argument is the following: 

    Aetiological Debunking Argument 

     1.    Empirical investigation shows that belief that p results from process X.   
   2.    Process X does not confer justifi cation to/undermines the justifi cation of beliefs 

it gives rise to.   
   3.    Hence, empirical investigation undermines the justifi cation for belief that p.     

 As a starting point, everyone but the most hardcore skeptic agrees that some 
causal processes that result in beliefs are justifi cation-conferring or transmitting. For 
example, competent logical deduction transmits justifi cation from belief in premises 
to belief in conclusion. But many of our beliefs do not result from any kind of 
reasoning. Perceptual beliefs are one paradigm case of such  non - inferential beliefs . 
Some say that their justifi cation is exclusively a matter of  coherence , their fi t 
together with the rest of our beliefs. But pure coherentism seems to sell perceptual 
beliefs short. Surely their justifi cation has something to do with their causal history 
as well. Indeed, it seems that perceptual beliefs can be justifi ed in spite of clashing 
with our prior beliefs. In the absence of a reason to doubt, if I see my Head of 
Department peel off his skin and reveal the shiny robotic machinery underneath, I 
should revise a lot of my beliefs rather than reject the poorly cohering perception. 8  

8   Granted, in extreme cases like this there generally is a reason to doubt and check the initial 
appearance, as Markus Christen pointed out to me. Nevertheless, perceptions do start out with 
initial credibility independent of coherence. 
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 To stick with the case of perception, why are (some) non-inferential perceptual 
beliefs justifi ed? I will focus on just two infl uential schools of thought. According 
to one  externalist  view, non-inferential beliefs are justifi ed when they result from 
a causal process that  reliably tracks the truth , even if the believer is unaware of this 
(Goldman  1979 ; Nozick  1981 ). According to a recently popular  internalist  view 
I will call epistemic liberalism, non-inferential beliefs are justifi ed when they are 
based on  appearances there is no suffi cient reason to doubt  (Pryor  2000 ; Bengson 
 2010 ). Internalists often hold that justifi cation has to do with epistemic praise- or 
blameworthiness, and that there is no reason to blame someone who believes 
things to be the way they seem to be, if he or she has no reason to doubt the appear-
ances. These two views of justifi cation give rise to different criteria for evaluating 
processes that result in non-inferential beliefs: they fail to confer justifi cation if 
they do not reliably track the truth or if they do not involve appearances beyond 
reasonable doubt. 

 The specifi c aetiological debunking argument made by Joshua Greene ( 2008 ) 
and Peter Singer ( 2005 ) has this form: 

  The A Posteriori Argument for Consequentialism 

    1.    Empirical investigation shows that nonconsequentialist moral intuitions* are 
proximately caused by emotional reactions.   

   2.    Emotional reactions do not confer justifi cation to the beliefs they give rise to.   
   3.    So, empirical investigation undermines the justifi cation of nonconsequentialist 

moral intuitions*.   
   4.    Nonconsequentialist moral theory rests crucially on nonconsequentialist 

intuitions*.   
   5.    So, nonconsequentialist moral theory is unsupported by evidence.    

  (In this argument, ‘intuitions’ are taken to be spontaneous, non-inferential beliefs 
rather than intellectual appearances. Since precision is important here, I’ll use ‘intu-
ition*’ to refer to such beliefs to distinguish them from intuitions proper.) To begin 
with Premise 1, in the background of Greene and his colleagues’ argument is a 
general  Dual Process Model  of the mind. Roughly speaking, the model distin-
guishes between System 1—automatic, uncontrolled, fast, associative, and often 
affective processes functioning below the level of consciousness—and System 2, 
which is conscious, slow, effortful, and capable of reasoning (for a general picture, 
see Sloman  1996 ; Kahneman  2011 ; see also Chap.   7     by Tanner and Christen, this 
volume). The key empirical data suggest that nonconsequentialist judgments selec-
tively involve the activation of areas of the brain associated with emotion, involve 
faster reaction times, and go missing in subjects who suffer from emotional defects 
(Greene et al.  2001 ,  2009 ). Consequentialist judgments, in contrast, appear to 
engage System 2 reasoning. These results and interpretations have been challenged. 
For example, McGuire et al. ( 2009 ) argue that there is no difference between conse-
quentialist and nonconsequentialist responses in reaction times, and Klein ( 2011 ) 
argues that the fMRI evidence does not in fact suggest selective emotional activa-
tion in nonconsequentialist responses. And fi nally, perhaps most decisively, Kahane 
et al. ( 2012 ) fi nd that in cases in which the nonconsequentialist response is 
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counterintuitive (for example, it calls for speaking the truth to the murderer at the 
door), it is nonconsequentialist responses that take more conscious effort, suggest-
ing that what engages System 2 is overriding intuitions, not consequentialist 
rationality. 

 There is thus plenty of reason to doubt the empirical premise of the A Posteriori 
Argument for Consequentialism. But suppose there is some truth in it—that emo-
tional responses play a different role in accounting for nonconsequentialist beliefs 
than consequentialist ones, at least in the Trolley Cases. Premise 2 then becomes 
crucial. Why does not the fact that thinking about being pushed off a bridge or 
thinking about pushing someone off a bridge in order to save more people feels bad 
provide some justifi cation for believing that it is morally wrong? Although some of 
the things that Greene says suggest that the problem is that it is the mere fact that 
emotions are involved undermines justifi cation, his considered position is that emo-
tions are  responsive to morally irrelevant factors  (and therefore, presumably, fail to 
track moral truth). This, of course, breaks down to two claims: emotions are respon-
sive to factors x, y, and z, say, and x, y, and z are morally irrelevant. The fi rst claim 
is clearly empirical. The second claim, however, is not empirical, as critics like 
Selim Berker ( 2009 ), have pointed out. Its truth must be established the same way 
as the truth of any other moral claim, perhaps involving appeal to substantive (and 
controversial) moral intuitions. 

 But Greene is surely right in responding that while this is true, the scientifi c data 
still does important work in the normative argument ( Greene manuscript , 9). It may, 
after all, be a surprising discovery that our beliefs track features x, y, and z. We may, 
on refl ection, agree that x, y, and z are morally irrelevant. In Greene’s case, the factor 
he sees as crucial to explaining people’s responses is the  use of personal force . 
As he notes, it is not question-begging for a consequentialist to take this to be 
morally irrelevant: “Whether your normative proclivities are consequentialist, 
deontological, or otherwise, it’s hard for you to argue that personal force is morally 
relevant.” ( Greene manuscript , 17) It is thus very plausible that psychological 
processes that track the use of personal force do not track moral truth, and the 
beliefs that are their outputs lack justifi cation in the externalist sense. (Insofar as a 
subject is  aware  of what underlies her responses, she presumably lacks justifi cation 
in the internalist sense as well.) 

 In support of Premise 2, Greene ( manuscript ) further argues that it is likely that 
emotions will be responsive to irrelevant factors, especially in novel situations. The 
distal explanation of why we have particular affective responses is that they have 
been, on the whole, fi tness-enhancing in the course of human evaluation. It pays off, 
as a rule, for us to be afraid of big things moving fast toward us, since most such 
things were (and are) dangerous. But this response will sometimes misfi re, espe-
cially in evolutionarily novel situations (the subway train will not leap off its track 
to pounce on us). Similarly, the Greene/Singer hypothesis is that evolution has 
favored the development of negative emotions to using up close and personal vio-
lence. Such innate aversion is fi tness-enhancing for some reason (presumably it 
reduces interpersonal confl ict). Violence (or assistance) at a distance, however, was 
not an issue during the era of human evolutionary adaptation. Consequently, our 
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automatic, ‘point-and-shoot’ moral emotions are likely to misfi re in modern, complex, 
or unusual situations—to fail to respond to morally relevant factors. 

 This is an impressive line of argument. If the aetiology of beliefs is relevant to 
their justifi catory status, then surely empirical study of the aetiology can in principle 
reveal that they lack justifi cation. But I do want to raise three concerns with Greene’s 
case: not all emotions are created equal; intuitions aren’t so easily done away with; 
and what counts at the end of the day is not whether particular individuals are justi-
fi ed but whether justifi cation is available for nonconsequentialist beliefs. Before I 
go into these, however, I want to register some doubts about an approach that has 
gained popularity recently. According to this type of response, emotional intuitions 
can be reliably truth-tracking in just the same way as  expert intuitions * in general 
(see Chap.   7     by Tanner and Christen, this volume; Chap.   11    , by Musschenga, this 
volume; Chap.   13     by Narvaez and Lapsley, this volume; Allman and Woodward 
 2008 ). Expert intuitions* are, roughly, spontaneous judgments that result from auto-
matic, System 1 processes that respond to environmental cues that the subject is not 
consciously aware of, but are nevertheless reliable. Paradigmatic examples are 
quick situational assessments by chess masters and experienced nurses or fi remen: 
without knowing just why, the fi reman feels that the building is about to collapse 
and reacts to save himself at just the right time. If moral intuitions* of at least some 
people were of this type, there would be no reason to suspect them. 

 Alas, contrary to optimists, they cannot be. As an authoritative recent overview 
(Kahneman and Klein  2009 ) argues, there are two conditions for the development 
of intuitive expertise or implicit learning. First, the environment must exhibit regu-
larities that the associative System 1 can latch onto. This may or may not be the case 
for morality in general, but surely will not be for outlandish philosophical thought 
experiments. Most importantly, however, training System 1 requires “prolonged 
practice and feedback that is both rapid and unequivocal” (Kahneman and Klein 
 2009 : 524). A nurse who diagnoses and treats a baby will typically be able to check 
whether the baby’s condition is improving (temperature returning to normal etc.), 
and thus gets feedback on the correctness of the diagnosis. There is nothing analo-
gous to this in the case of moral judgment. Even if there is a recurring type of moral 
problem, there’s no rapid and unequivocal indication that a subject is judgment is on 
the right track. If you judge that abortion is wrong even if it is not and act on your 
belief, there is no negative feedback that results simply from your having made a 
moral mistake. (The only reliable negative feedback you will get for acting on a 
moral judgment is from people who disagree with you, but that is not an indication 
that you are wrong.) So we cannot train our intuitive system to respond to moral 
truths in the same way we can train it to respond to truths about good chess moves 
or ill infants. The expertise defense of moral intuitions* is unsuccessful. 9  

9   To be sure, I do not mean to deny that there can be moral expertise in some meaningful sense—
some people are better at articulating principles, more consistent, better informed about pertinent 
non-moral facts, and so on. Perhaps it is even the case that their judgments should be privileged in 
refl ective equilibrium, as Musschenga argues (Chap.  11  this volume). But nonconsequentialists 
cannot defend intuitions* on these grounds. 
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 If the expertise defense will not work, how can nonconsequentialists respond to 
Greene’s challenge? To begin with the fi rst option I mentioned, Greene stakes a bold 
claim about nonconsequentialist intuitions*: “All of the factors that push us away 
from consequentialism will, once brought into the light, turn out to be things that we 
will all regard as morally irrelevant.” ( manuscript , 21) So when we trace down the 
aetiology of any nonconsequentialist intuition*, we always hit an affective reaction 
that is caused by a factor that is, on refl ection, morally irrelevant. However, it is one 
thing to say that some morally relevant emotions are triggered by simulating the use 
of personal force or some other morally irrelevant factor, and another to say that  all  
are. For example, it is extremely plausible that we have a negative emotional 
response, such as resentment, to being used as a mere means by someone else, as 
well as a weaker sympathetic response to imagining ourselves in such a position. 
Such reactions are also almost certainly fi tness-enhancing, at least in the personal 
case—they motivate retaliation and decrease the likelihood of being exploited in the 
future. Being used as a mere means, in turn, is not uncontroversially a morally irrel-
evant factor—to claim otherwise is to beg the question in favor of consequentialism. 
This means that at least some emotions are responses to factors that are plausibly 
morally relevant. Note also that there is a long tradition of sentimentalist ethics 
arguing that such reactions need not be rooted in an egocentric perspective, but can 
also be felt from what Hume called the ‘Common Point of View’ and Adam Smith 
called the impartial spectator’s perspective. I argue elsewhere that precisely such 
impartially empathetic emotional responses constitute canonical moral appearances 
or intuitions (Kauppinen  forthcoming ). 

 Sentiments felt from the Common Point of View are far from the kind of auto-
matic gut reactions that Greene discusses. They are not or need not be quick and 
unrefl ective, evolutionary fi tness-enhancing, or responsive to features that are 
uncontroversially morally irrelevant. So insofar as nonconsequentialist moral judg-
ments are based on  that  kind of emotional intuition, there is no obvious reason to 
think they lack justifi cation. From this perspective, Greene’s problem is that he 
works with a palette that is too narrow: it is either reasoning or gut reaction, and 
nothing in between. 

 Of course, it remains to be shown that at least some nonconsequentialist judg-
ments result from the better kind of emotional response. The current data does not 
settle the issue even concerning the Trolley Cases. Although people are more likely 
to condemn the agent who pushes a fat man down (where there is both personal 
force and use as a means) than an agent who drops the fat man through a trapdoor 
(where there is use as a means but no personal force), they are nevertheless more 
likely to condemn the latter than an agent in the standard Switch cases (where there 
is neither personal force nor use as a means) (see Greene et al.  2009 ). So  use as a 
means  has an effect independently of personal force. Indeed, one possible explana-
tion for why the use of personal force plays a role may be that it raises the  salience  
of the use as mere means (cf. Chap.   6     by Prinz, this volume, p. 106). Moreover, 
many philosophers report the intuition that the trapdoor drop is wrong, as well as 
intuitions about other more fi ne-grained scenarios. These are unlikely to be mere 
gut reactions, since they are refl ectively stable. But they may well be the good kind 
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of sentimental intuitions I talk about. We may not be able to assess their  reliability  
in a non-circular fashion (we will have to assume that using someone as a mere 
means is wrong, for example), but we can at least say that they’re  moral appear-
ances  we have been given no reason to doubt. 10  

 The second problem is that reliance on intuitions may be unavoidable. Greene 
insists that in the psychological sense of “intuition” (by which he means judgment 
resulting from unconscious, automatic process), “Consequentialism can do just fi ne 
without intuitions” ( manuscript , 20). But this seems inconsistent with Greene’s own 
acknowledgement that the source of evidence for the moral irrelevance of the use of 
personal force is “substantive moral intuitions” ( manuscript , 7), unless of course the 
substantive moral intuitions* are not intuitions in the psychological sense. But con-
sequentialism does seem to rely on precisely the same sort of intuitions* (in the 
psychological sense) as nonconsequentialism. For example, we judge that in Trolley 
Cases, the “body count” is not morally irrelevant (for consequentialists, it is the only 
relevant feature). But why? Is it not also an evolved emotional reaction to prefer 
fewer deaths to more deaths? Surely it is. But if point-and-shoot emotions are unre-
liable for principled reasons, then so is the core utilitarian intuition*. If the positive 
response to maximizing is what I have called the good kind of emotional intuition—
which I think is likely—then it does have justifi catory force, but so do at least some 
nonconsequentialist intuitions. There is no dialectical advantage here for 
consequentialism. 

 The third and fi nal point is that for some purposes, crucially including the choice 
of which normative theory to accept, the justifi catory status of particular individual 
beliefs does not matter. Those who accept Premise 4 of the A Posteriori Argument 
for Consequentialism may grant that most people’s nonconsequentialist beliefs are 
based on knee-jerk reactions that undermine their justifi cation, while insisting that 
genuine intuitive propositional justifi cation is  available  for nonconsequentialist 
beliefs. That is all that is needed to justify nonconsequentialist theory. Some Kantian 
nonconsequentialists reject the premise altogether (e.g. Wood  2011 ). If there is 
rational justifi cation available for nonconsequentialist beliefs, it again does not mat-
ter if  most people  believe the right thing for the wrong reasons. Suppose, for a paral-
lel, that most people believed the Earth is round because a holy book written 
thousands of years ago happened to say so, without any scientifi c evidence. That 
would hardly be relevant to whether  I  or the scientifi c community in general should 
accept or reject that the Earth is round. Similarly, Premise 5 does not follow even if 
people in general lack justifi cation for nonconsequentialist beliefs. 

 In short, although it is in principle possible that empirical evidence concerning 
aetiology would undermine the justifi cation of some moral beliefs, the path is far 
from straightforward. Merely showing that some judgments are intuitive does not 

10   I argue elsewhere that we do have a non-question-begging way of evaluating whether certain 
kinds of intuitions are trustworthy. This involves appealing to the practical function of making 
moral judgments, roughly making peaceful social relations possible without a Hobbesian sover-
eign ruling by force, and noting that being guided by intuitions felt from the Common Point of 
View is reliably conducive to that goal. 
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suffi ce, and for some crucial purposes, such as choice between moral theories, it 
does not even matter whether most people are justifi ed in believing one way or 
another.   

16.3.3     Via Ethical Conservatism to Normative Conclusions 

 Shaun Nichols, Mark Timmons, and Theresa Lopez develop a novel modest ethical 
empiricist argument developed in their contribution to this volume. They argue, 
fi rst, that many of our central ethical commitments cannot be rationally justifi ed, but 
result from “a-rational and a-reliable emotional processes” (this volume, Chap.   9    , 
p. 160). But some of such commitments nevertheless have normative authority, 
which presumably entails that the subjects are justifi ed in believing in their con-
tents. This seems to be the structure of their argument:

    1.    Entrenched ethical commitments have normative authority in spite of resulting 
from non-rational and non-truth-tracking emotional processes (Ethical 
Conservatism)   

   2.    Empirical study can identify which commitments are entrenched.   
   3.    Hence, empirical study can identify which ethical commitments have normative 

authority.     

 If empirical study can establish which commitments have normative authority, it 
surely has more the marginal signifi cance for ethics. So this is an interesting new 
line of argument. 

 For a commitment to be  entrenched  is for it to be non-inferential and the result 
of natural human emotional reactions (or at least resonate with such reactions). It 
seems plausible that empirical study can indeed establish which commitments are 
entrenched in this sense, as Premise 2 says, and do so better than armchair refl ec-
tion. Nichols, Timmons, and Lopez provide an example of how to do it with their 
studies of outcome-dependent blame, which suggest that even if intention and rea-
sons for action are held fi xed, people regard an agent as more blameworthy if the 
outcome is bad, as long as the agent has been negligent. For my purposes, the details 
and the soundness of this argument do not matter. 

 The defi nition of an entrenched commitment appeals to natural human emotional 
reactions. I take it that ‘natural’ here means being part of the normal human biologi-
cal makeup. A number of contributors to this volume argue, in line with much recent 
biological research (e.g. de Waal  1996 ), that some morally relevant emotions are 
indeed natural in this sense. For example, Van Schaik et al. (Chap.   4    , this volume) 
note that humans, unlike other primates, engage in prosocial behaviors not only 
reactively—in response to need, proximity, or the presence of an audience—but 
also proactively, as seen in our tendency to cooperate and share in economic games. 
Why? Crudely, as the kind of foragers we are, we have to cooperate with each other 
to survive. As cooperative breeders, we have a tendency to respond to need and 
conform to expectations; as cooperative hunters, we also have a tendency to match 
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rewards with contributions and build a reputation as reliable reciprocators. Van 
Schaik et al. hypothesize that these four psychological elements—sympathy, wish 
to conform, sense of fairness, and concern with reputation—are “the major compo-
nents of human moral psychology, upon which our refl ective morality is built” (this 
volume, Chap.   4    , p. 77). They suggest that moral emotions are “the subjective side 
of the evolved proximate regulators of human cooperation” (p. 77); see also Naves 
de Brito (Chap.   3    , this volume). They are likely to emerge early and cross- culturally, 
and will be to an extent independent of conscious control. 

 As Jesse Prinz (Chap.   6    , this volume) points out, even if morally relevant emo-
tions are natural in this sense, it does not mean that our capacity to make moral 
judgments or tendency to adopt certain moral rules is an evolutionary adaptation. 
After all, other species that have similar responses and behaviors (see Chap.   5     by 
Brosnan, this volume) plausibly do not make moral judgments. Prinz’s suggestion 
is that the human capacity to make moral judgments is an evolutionary byproduct of 
putting together capacities that are adaptations for other purposes, including imita-
tion and capacity for abstract thought in addition to prosocial and reactive emotions. 
Support for this hypothesis can also be found in neuroscience, if, as Prehn and 
Heekeren (Chap.   8    , this volume) argue, “the “moral brain” can be broken up into 
several modules whose functions originally have nothing to do with morality (emo-
tion, social cognition, cognitive control, etc.).” (p. 156) 

 Biological considerations thus support the hypothesis that some moral commit-
ments are entrenched, and indeed provide clues about which commitments are 
likely to be such. I am not going to take issue with the psychological part of Nichols, 
Timmons, and Lopez’s Chap.   9     regarding which commitments are entrenched. The 
important question concerns the  epistemic standing  of entrenched commitments. 
Precisely what does normative authority mean in this context, and why should 
entrenched commitments have it? To begin with the former, the parallels that 
Nichols, Timmons, and Lopez draw between entrenched commitments and other 
beliefs suggest that they think there is  no reason to suspend  beliefs that have norma-
tive authority. This may or may not mean that the beliefs are  justifi ed —perhaps 
there are reasons not to suspend beliefs that are independent of their justifi cation. 
Unfortunately, the epistemic part of the paper is extremely sketchy, so it is not pos-
sible to determine what the exact view is. In any case, at the end of the paper, 
Nichols, Timmons, and Lopez offer a further suggestion: some commitments may 
be entrenched yet biased, in which case they lack normative authority. They argue 
that bias can be exposed by seeing “whether people withdraw their judgments under 
full information” (p. 173). 

 Why should we not suspend entrenched commitments, even if they are not truth- 
tracking, and even if we know this? Nichols, Timmons, and Lopez offer two sugges-
tions. The fi rst appeals to the  undesirable consequences  of suspending entrenched 
commitments: “If we give up all of the ethical judgments that critically depend on 
our a-rational and a-reliable processes, then we might well be left with an ethical 
world view more barren than almost anyone is willing to accept.” (p. 160). This 
appears to suggest a  pragmatic and non - epistemic  reason for maintaining entrenched 
commitments: they are not epistemically justifi ed, but if we give them up, we are 
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left with a barely recognizable ethical outlook, which is a bad thing 
(at least from our current perspective). How dramatic the change would be depends 
on how important entrenched commitments are to our actual ethical outlook. In any 
case, from the perspective of an ethical theorist, the pragmatic argument is 
extremely weak. If the truth is that most or all of our current ethical beliefs are 
unjustifi ed, then that is the truth, however unpleasant and hard to accept it is. Error 
theorists in metaethics are in fact quite happy to accept this, and have argued that 
evolutionary infl uences on our moral judgments do warrant such global moral 
skepticism (Joyce  2006 ). 

 The second suggestion that Nichols, Timmons, and Lopez make draws on an 
analogy with aesthetics. They claim that “Finding out that one’s aesthetic tastes 
(and related judgments) in music are grounded in a-rational and a-reliable mecha-
nisms is not itself a good reason for rejecting those tastes and related judgments” 
(footnote 2, p. 161). If ethical judgments are relevantly similar, the same goes for 
them. But there is much reason to doubt this. The reason why ungrounded judg-
ments about music, for example, are relatively immune to rejection is either that 
there is no fact of the matter or that the facts are relative to individual subjects’ tastes 
(in which case taste-based judgments are automatically truth-tracking and hence 
justifi ed). I will not rehearse familiar arguments against moral nihilism or relativism 
here (see e.g. Shafer-Landau  2003 ). Suffi ce it to say that there is not much point in 
normative inquiry of any sort, empirically informed or not, if there are no objective 
facts of the matter. And why would a commitment have normative authority if any 
contrary judgment would be just as justifi ed? Normative authority is precisely what 
ungrounded aesthetic judgments lack—for example, I have no reason to resist 
acquiring a new taste in ice creams, since liking pistachio would be just as unprob-
lematic as liking chocolate. 

 So far there is little reason to regard entrenched commitments as prima facie 
justifi ed or authoritative. Indeed, there is some positive reason to doubt this. Suppose 
it turns out to be an entrenched commitment, at least for some people, that homo-
sexuality is morally wrong. This is not implausible, and certainly not impossible. 
Should we then regard belief in the wrongness of homosexuality as prima facie 
justifi ed, or authoritative for those who hold it? I do not think so. Ethical conserva-
tism threatens to become conservative ethics. Further, the natural emotional reac-
tions underlying entrenched commitments can  confl ict . As Van Schaik et al. point 
out, sympathy for someone’s suffering can confl ict with the sense of fairness. 
Perhaps the person is starving because he did not bother to go on a hunt when every-
one else did. If caring and justice are equally entrenched, which side has normative 
authority in the case of confl ict? If it is both, how do we decide between the claims? 

 So my fi rst problem with ethical conservatism is that entrenched commitments 
do not, as such, seem to merit normative authority. The second issue is that it is not 
clear why we should think of entrenched or other emotionally driven commitments 
as  unreliable  or  non - truth - tracking  in the fi rst place. (Nichols, Timmons, and Lopez 
use the word ‘a-reliable’, but there’s nothing else it could mean.) As I argued in the 
earlier sections, there are other ways of privileging certain emotional responses in 
ethics. It may well be that informed, impartially sympathetic emotions track moral 
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truth, either because moral truths simply are truths about how we would respond, 
were we to be impartially sympathetic and informed, or because they just happen to 
tap into mind-independent moral facts. It is, for example, morally wrong to rape a 
child or knowingly sell a faulty product. Most of us have a non-accidental negative 
emotional response to raping a child or knowingly selling a faulty product. These 
responses, then, appear to track at least some moral truths. To establish that they are 
reliable, we would naturally need to tell much more of a story of how they not only 
accidentally coincide with moral facts. I will not attempt to do so here. In any case, 
my bet is that when we have fuller story of which ethical emotions are trustworthy, 
their being  entrenched  will turn out to play no role in it. Thus, even if empirical 
research can establish which commitments are entrenched, that discovery will not 
provide evidence for or against normative views.  

16.3.4     Via Psychological Unfeasibility to Normative 
Conclusions 

 The fi nal kind of normative argument based on empirical psychology that I want to 
consider is relatively old. It takes its point of departure from the thought that ethics 
is for human beings, and thus has to take into account human cognitive and motiva-
tional limitations. Moral ideals and demands have to be  psychologically feasible  for 
the kind of beings we are. This constraint on moral theories is closely related to the 
old thesis that ‘ought implies can’—it cannot be the case that morality requires 
people to do things they are unable to do, because it would be wrong to blame them 
for failing to do the impossible. There are deep questions concerning these con-
straints—What exactly does it mean that someone is psychologically unable to do 
something? Are there normative demands that do not imply an ought or blame for 
failure? —but I will assume here that they are along the right lines. This opens up a 
different kind of potential role for empirical psychology. Since it is an empirical 
question what human abilities are like, scientifi c psychology can in principle lead to 
new normative insights. 

 The best-known recent argument along these lines is the situationist attack on 
virtue ethics, in particular its focus on becoming a certain kind of person with cer-
tain character traits. Its structure is basically as follows:

    1.    Virtue ethics tells people to cultivate robust character traits.   
   2.    Most people’s behavior varies in response to contextual factors, including very 

minor ones.   
   3.    Behavioral variance in response to minor contextual factors is inconsistent with 

the common existence of robust character traits.   
   4.    So, empirical evidence shows robust character traits are, at best, rare/the  existence 

of robust character traits is not empirically supported. (2, 3)   
   5.    An ideal that most people cannot live up to is not psychologically feasible.   
   6.    So, the virtue ethical ideal is not psychologically feasible. (1, 4, 5)   
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   7.    A moral theory whose ideal is not psychologically feasible should be rejected. 
(The Feasibility Constraint)   

   8.    Hence, virtue ethics should be rejected. (6, 7)     

 In premise 1, robust character traits are “dispositions that lead to trait-relevant 
behavior across a wide variety of trait-relevant situations” (Doris and Stich  2005 : 
119) or “relatively long-term stable disposition[s] to act in distinctive ways” 
(   Harman 1999: 317). For example, honesty is a disposition to be truthful and forth-
coming in a wide variety of situations in which there might be something to be 
gained by deception. The perhaps counterintuitive Premise 2 is supported by a large 
number of social psychological studies that have found, among other things, that 
people’s helping behavior systematically varies due to contextual factors like mood, 
hurry, and the presence of others, and that a large majority of subjects are willing to 
hurt others under minor social pressure (for thorough overviews, see Doris  2002 ; 
Alfano  2013 ). Premise 3 draws on the idea that if people had robust character traits, 
their behavior, especially in such morally relevant cases, would vary from person to 
person, depending on how virtuous they were. But in fact it seems that it is the situ-
ational features rather than people’s dispositions that seem to account for manifest 
behaviors. The remaining steps draw out the conclusions: at most few people seem 
to have robust character traits. There are, at best, fragmentary character traits like 
“offi ce-party-temperance” (Doris  2002 ) that are nothing like virtues. So the virtue 
ethical ideal is unfeasible and should not be adopted. 

 In response, virtue ethicists have typically attacked Premises 3 and 5 instead of 
rejecting the Feasibility Constraint. The fi rst line of defense begins with the rejec-
tion of the understanding of character traits that underlies the situationist attack. 
Character traits are not dispositions to  act , it says. Rather, they are in the fi rst 
instance dispositions to perceive, feel, and reason in certain ways, and consequently, 
perhaps, to act. There is a gap between manifest behavior and character traits (see 
e.g. Sreenivasan  2002 ). Perhaps, as Julia Annas ( 2011 ) maintains, they are akin to 
 skills . This complicates the task of showing the non-existence of traits, since mere 
behavioral evidence is not suffi cient. So, for all the current evidence shows, people 
may after all have robust character traits. A weakness of this response is that if 
people’s perceptions of reasons do not make a difference to how they act, there is 
not much reason to focus on them in ethical theorizing. Nor do those who take this 
line of response typically provide positive empirical evidence for the existence of 
character traits (although see Russell  2009 ). 

 The other main line of response is to grant that virtue is rare, but nevertheless an 
attainable or at least practically useful ideal (e.g. Appiah  2008 , 47)—in my terms, 
to deny Premise 5, the notion that a psychological ideal few can live up to is psycho-
logically unfeasible in the relevant sense. In their rejoinder, Doris and Stich say that 
“if virtue is expected to be rare, it is not obvious what role virtue theory could have 
in a (generally applicable) programme of moral education.” (Doris and Stich  2005 , 
120) This is a weak objection for many reasons. First, it assumes that it is an impor-
tant standard for assessing normative theories is whether they serve practical didactic 
aims. This surely need not be the key aspiration of any normative theorist. Second, 
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rarity and diffi culty of attaining an ideal do not in any obvious way render it didacti-
cally obsolete. Suppose it’s very rare to anyone to play guitar as well as Mark 
Knopfl er (as it is). Does that mean it is a bad idea to try to play like Knopfl er, when 
you are practicing to become a better player? Hardly. 

 Mark Alfano ( 2013 ) has a different objection to the virtue-as-an-ideal response. 
He notes that among the hard core of virtue ethics are claims about the explanatory 
and predictive power of character traits, as well as what he calls egalitarianism 
(almost anyone can reliably act in accordance with virtue) and cross-situational con-
sistency in response to reasons. If virtue is hard and rare, Alfano says, “the virtues 
are loose cogs in our motivational machinery, reliably licensing neither the explana-
tion nor the prediction of behavior” (Alfano  2013 : 63). This rejoinder illustrates the 
common mistake of treating virtue as an all-or-nothing property. It is, however, 
much more natural to think of virtue as a matter of degree. We can be more or less 
honest or chaste—that is to say, roughly, we may be more or less sensitive to reasons 
for truth-telling or abstinence. 11  The truth of positive virtue attribution will depend 
on the context (a chaste French politician does not cheat on his mistress), much as 
the truth of other utterances containing scalar adjectives (such as ‘tall’) does. 

 The empirical evidence certainly suggests that we may possess such traits to a 
lower degree than we like to think, so that most of us perhaps cannot, in most con-
texts, truthfully be described as brave or just, period. But that is to say we are  to 
some degree  brave or just, so that our behavior may be to some extent be explained 
and predicted by reference to bravery or justice. Almost everyone can become  more  
virtuous, and the more they approach the ideal of the  phronimos , the more the attri-
bution of virtue traits will explain and predict their behavior. That is how thinking 
of virtue as gradable reconciles the virtue-as-an-ideal line with explanatory/predic-
tive power and egalitarianism. 

 Edouard Machery ( 2010 ) has recently developed the situationist critique further. 
As he sees it, the real problem is that virtue ethical ideals presuppose  unifi ed agency . 
By this he means that…

  …the psychological causes that are meant to constitute our character and the kind of person 
we are (our values, desires, norms, emotions, etc.) have a specifi c causal structure: They (or 
at least many of them) are unifi ed. That is, they are causally infl uenced by a common cause 
or they causally infl uence one another. (Machery  2010 , 225) 

11   Following a lead from Robert Adams ( 2006 ), who in turn draws on the old distinction between 
imperfect and perfect duties, Alfano notes that some ‘low-fi delity’ virtues, such as generosity, 
require one to be responsive to some occasions in which giving is called for, while other ‘high- 
fi delity’ virtues, such as chastity or justice, require a high degree of consistency—to possess them 
one has to respond suitably nearly every time. I do not think this is the same dimension I am talking 
about. The degree of virtuousness is not identical with frequency of acting on a certain kind of 
reason. You do not have to be very chaste to refrain from sleeping with someone other than your 
partner 100 % of the time, because the reason to do so is strong. (Insofar as chastity is a virtue, the 
degree to which it is possessed is manifest in the subtle ways one interacts with attractive non- 
partners.) Hence, even a low degree of chastity explains and predicts full faithfulness in deed. At 
the other end, even the most perfectly generous person will not give on every occasion, as the 
contrary demands of justice, friendship, and other virtues intervene, and the strength of her reasons 
to give diminishes the less she has to give or more she deprivation she herself suffers. 
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   Machery then argues that human agency is not unifi ed in this sense. He draws on 
Dual Process Models and research on implicit biases, which suggests that people’s 
conscious values often come apart from their automatic responses. But why is the 
potential, and indeed frequent disunity between System 1 and System 2 processes a 
problem for virtue ethics? The reason Machery gives is that “we have no direct 
control over some psychological causes—namely over the automatic systems—
suggesting that it might be diffi cult to bring them in step with the other states and 
dispositions that are meant to constitute character.” (Machery  2010 , 227) But this 
lack of control, surely, does not come as a surprise to the virtue ethicist. Aristotle, 
after all, is explicit that acquiring virtue is slow work and signifi cantly subject to 
moral luck when it comes to having the right sort of temperament, teachers, and 
environment. What is more, this still looks like a version of the diffi culty challenge. 
So even if Machery is right about the disunity of agency, that does not seem to pose 
a new problem for the virtue ethicist. 

 This substantial response leaves Machery’s methodological challenge intact, 
however. He argues that “the proper response to the situationist threat involves 
examining the empirical literature on agency in detail. There is no easy way for 
moral philosophers out of a laborious study of human behavior.” (Machery  2010 , 
227) So any defense of virtue ethics must be empirically informed to be credible. To 
be sure, insofar as we accept Ought Implies Can or Feasibility Constraint, it is hard 
to deny that empirical facts about human agency potentially undermine character- 
based ethics. But I still want to reject Machery’s methodological thesis. I believe the 
burden of proof here is on the critic who denies the commonsense view of character 
that virtue ethics relies on. That is, it is not that the virtue ethicist has to dig through 
empirical literature to show that courage or kindness is possible (even if rare). 
Recall the point I made above: the core empirical assumption is not that some or 
many people are perfectly courageous or kind, but that  people are more or less cou-
rageous or kind , and that most of us can improve in these respects. For all the evi-
dence situationists have presented, we still have no good reason to believe this is 
false.   

16.4     Conclusion: Building a Better Armchair 

 I have charted various ways in which empirical psychological results might be or 
have been claimed to be important to metaethics and normative ethics in ways that 
go beyond Armchair Traditionalism. I believe that we have not been given any 
good reason to believe in bold versions of Ethical Empiricism. Neither metaethical 
nor normative questions are empirical questions, or questions that could be settled 
by empirical fi ndings. I have also found various Modest Ethical Empiricist argu-
ments wanting. Generally, the empirical evidence does not do the work it is alleged 
to do, or provides weak support for one view or another only under strong non-
empirical assumptions. Too often, empirical information is noise that distracts from 
the core issues. 

A. Kauppinen



305

 Nevertheless, I cannot claim to have vindicated Armchair Traditionalism either. 
I have left the door open for the possibility that empirical discoveries may help in 
conceptual analysis (although only indirectly) and that they may help identify what 
natural kinds constitute moral thoughts (although the actual identifi cation draws 
crucially on armchair refl ection). I have also allowed that normative ethics may yet 
benefi t from understanding the roots of our intuitions and the feasibility of ethical 
ideals, even if the existing claims are exaggerated. Perhaps the best overall conclu-
sion to draw is that while armchair refl ection will and ought to continue to be central 
to ethical inquiry, fi ndings about what, why, and how we judge may stimulate and 
even challenge its results at several important junctures.                                                                  
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