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Preface

This book contains papers accepted by the 2013 International Conference on

Mechatronics and Automatic Control Systems (ICMS), which was held on 10 and

11 August, 2013, in Hangzhou, China.

It covers emerging technologies in a timely manner for two important subjects:

mechatronics and automatic control systems. In particular, it allows researchers and

students to become familiar with state-of-the-art developments in the field, and it

also helps engineers and practitioners enhance their productivity with the latest

technology.

The book is composed of two volumes. The first volume has 64 papers focusing

on Advanced Mechanics and Mechatronics (Part I), Intelligent Systems and

Algorithms (Part II), and Manufacturing Engineering and Engineering Systems

(Part III); the second includes 56 papers in the areas of Control Theory and

Application (Part IV), Data Mining and Application (Part V), Sensing Control

Theory (Part VI), and Signal Processing and Control (Part VII). Both volumes

will serve as references for practitioners, faculty, and students to help them quickly

incorporate into their work the most recent advancements in these fields and

state-of-the-practice of mechanics, electronics, and computing, to efficiently and

effectively improve the reliability and feasibility of high-traffic and mission-critical

systems.

We extend our gratitude not only to the authors for contributing their ideas,

works, and experiences but also to the reviewers for guiding the evaluation and

selection of high-quality papers – this book would not have been possible without

them. Special thanks also to Mr. Brett Kurzman and Miss Rebecca Hytowitz at

Springer US for their valuable assistance with logistical issues throughout the

publication process.

Wellesley, MA, USA Wego Wang
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Advanced Mechanics and Mechatronics



Multi-point Pitting Corrosion Fault

Diagnosis on Rolling Element Bearing

of Vibrating Machine

Xuanming Zhao, Baoliang Guo, and Zhishan Duan

Abstract According to the mechanical vibration of rolling element bearing multi-

point pitting fault diagnosis problems, the vibration model of the multi-point pitting

corrosion fault was built in the vibrating machine rolling element bearing with inner

ring and outer ring based on Hertz contact theory. We proposed a criterion of multi-

point pitting failure, simulated the theoretical model, and did some research on the

vibrant screen. There is an obvious phenomenon of amplitude modulation when

vibrating machine rolling element bearing has an outer ring pitting fault, but the

phenomenon of amplitude modulation was shown when rotating machine rolling

element bearing has an outer ring pitting fault, which was shown by theoretical

analysis and experimental results. There is a slight amplitude modulation phenom-

enon when vibrating machine rolling element bearing has an inner ring pitting fault,

and there is phenomenal of amplitude modulation when rotating machine rolling

element bearing has an inner ring pitting fault.
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1 Introduction

Vibration method can diagnose the majority of rolling element bearing fault. There

are many kinds of methods to diagnose the rolling element bearing fault using the

vibration signal. The envelope demodulation analysis method can separate the

vibration shock feature information from complex modulation vibration signal.

Modulation theory and envelope demodulation method is always the focus of

attention of many scholars. The envelope demodulation analysis method is the

one of the most successful methods of bearing fault diagnosis [1]. McFadden and

Smith [2, 3] first put forward that theory and establish a rolling element bearing

inner ring local single-point and multi-point pitting failure vibration model.

TANDON and Choudhury [4, 5] popularized this method which can use for the

rolling element bearing element single-point of pitting fault diagnosis. Yang Jiang-

xin et al. [6, 7] further refinements of the method by added the system noise into the

rolling element bearing inner and outer rings of single point pitting corrosion fault

diagnosis model. Kiral and Karagulle [8] established the finite element analysis of

vibration model to simulate each component of rolling element bearing single-point

or multi-point pitting fault, and using the envelope demodulation analysis method

to analyze the fault characteristic frequency in the end. The above theory research

also yielded consistent results on rotating machinery in the static radial load bearing

pitting fault diagnosis. However, vibrating machine is a kind of machine which

working applied the principle of vibration. That’s ball bearing radial load is

dynamic load which amplitude and direction is changing. But the rotor balancing

of rotating machinery’s rolling element bearing radial load amplitude and direction

is constant. The work principle and structure are very different between these two

kinds of machine. Therefore, the bearing fault model that established by former

can’t be directly used for vibration fault diagnosis of rolling element bearing.

This paper based on the analysis of mechanical vibration on rolling element

bearing working state, and it improved the pulse impact model of envelope demod-

ulation theory analysis method, which is suitable for vibration machine. And then

proposes the distinguish basis of vibration machine rolling element bearing inner

ring and outer ring pitting fault.

2 Establish a Vibration Model of Rolling Element Bearing

Inner Ring and Outer Ring Multi-Point Pitting Fault

I take a two-point pitting fault as example. If the rolling element bearing inner-outer

ring raceway and rolling body has no relative sliding in the running process. The

inner ring is fixed to the rotating shaft and rotates along with the shaft to rotate

together. The outer ring is fixed to the bearing seat. We only consider about the

undamped case. Rolling element bearings during operation under external loading

conditions was shown in Fig. 1. The inner or outer ring has two pitting faults. In

4 X. Zhao et al.



order to facilitate analysis, a sensor is mounted under the bearing, the angle of the

sensor and the first pitting failure is γ0, the angle of two pitting failure is γ1, The
angle of second pitting failure and rotating direction adjacent the rolling body is γ2.

In diagram: Fr – radial load; F – exciting force; G – shafting gravity; β –

azimuth; fi – rotation frequency of the inner ring.

Fr cos α¼GþF cosφ
Fr sin α¼Fsinφ

n
(1)

In formula: α – angle of Fr and G, α ∈ (0, π/2); φ – angle of F and G, φ ¼ 2πfit
From the formula (1), we can obtain as follows

Fr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G2 þ F2 þ 2GF cosφ

p
α ¼ arcsin

F sinφ

Fr

� �
8><
>: (2)

From the formula (2), we can learn that radial load Fr along with the rotation of

the rotating shaft whose amplitude and direction are constantly changing.

γ2 ¼ k
2π

Z
� γ1 � γ0; k ¼ 1,2; . . . (3)

In formula: k—second pitting of the rolling body interval number

According to the classical Hertz theory, The relationship between single ruling

body of the bearing and the inner, outer ring raceway generated by nonlinear

contact deformation δ and the rolling body load relationship Q [9, 10].

Q ¼ Kδ3 2= (4)

where K – load – displacement coefficient

Radial load Fr is equal to the sum of load of rolling element components:

Fr ¼ ZQmax φð ÞJr εð Þ (5)

F

G
Ffi

The inner ring pitting

The outer ring pitting
Load distribution

Sensor

g2
g1 g0

b

Fig. 1 Rolling element

bearing of vibrating

machine two-point pitting

diagram
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Jr εð Þ ¼ 1

2π

ðβL
�βL

1� 1

2ε φð Þ 1� cos βð Þ
� �3

2

cos βdβ (6)

From the formulas (4) and (5), we can obtain as follows

δmax φð Þ ¼ Fr φð Þ
ZKJr εð Þ

� �2
3

(7)

where ε – load distribution coefficient;

ε φð Þ ¼ 1

2
1� Pd

Pd þ 2δmax φð Þ
� �

(8)

where Pd – radial clearance;

The angular range of load area which was determined by radial clearance is

βL φð Þ ¼ arccos
Pd

Pd þ 2δmaxðφÞ
� �

(9)

From the formula (4), we can obtain as follows

QmaxðφÞ ¼ KδmaxðφÞ3=2 (10)

Load distribution function Q(β) is

QðβÞ ¼
(
QmaxðφÞ

"
1� 1

2εðφÞ
0

ð1� cos βÞ
#3

2

:
jβj � βL
jβj > βL

(11)

From the formula (11), we can learn that load distribution curve is a dynamic

curve. The amplitude and direction are constantly changing.

In the unit load, The first roller body through the first pitting fault instantaneous

impact force generated by the contact is d1(t), The rotation direction of a ruling

body through second pitting fault transient impact force for contact is d2(t). It can be
approximated as two cycles as Td. Amplitude rectangular pulse with the width of Tv.
The relation between these can be expressed as

d1ðtÞ ¼
dðm � Td þ tÞ;m ¼ 1; 2 . . .

A 0 < t < Tv

0 Tv < t < Td

:

8<
: (12)
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d2ðtÞ ¼
dðm � Td þ tþ tcÞ;m ¼ 1; 2 . . .

A 0 < t < Tv

0 Tv < t < Td

:

8<
: (13)

In formula: A – two pulse amplitude; tc – Time interval; tc ¼ γ2=2πfi.
Sequence cycle Td related with pitting fault location, is the reciprocal of fault

frequency. Pulse width Tv shows the time which rolling bodies through pitting fault

position.

When the bearing rotates, the rolling body through multi-pitting failure

generates a sequence of pulses is d(t), show as:

dðtÞ ¼ d1ðtÞ þ d2ðtÞ (14)

Under distributed load, the pulse force which generated by the rolling body

through the inner or outer ring pitting failure is Fmc, it can be expressed as

Fmc ¼ dðtÞ � QðβÞ (15)

The mechanical vibration of rolling element bearing system is simplified as two

order of two degree of freedom spring damping system. The basic model was

shown in Fig. 2. In figure, k1 is bearing equivalent stiffness, c1 is bearing equivalent
damping, m is bearing equivalent mass, k2 is spring element stiffness of vibration

machine. c2 is the damping element’s damping of vibration machine. M is

participating mass. In order to establish the differential equations of system, set

the system static equilibrium position as the zero of the system.

m

M

� �
€x1

€x2

� �
þ c1 �c1

�c1 c1 þ c2

� �
_x1

_x2

� �

þ k1 �k1

�k1 k1 þ k2

� �
x1

x2

� �
¼

P
F

0

� � (16)

x ΣF

x2

k1 c1

k2 c2

m

M

Fig. 2 Vibration mode of

vibration machine rolling

element bearing
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For inner ring pitting corrosion condition,

F ¼ FrðφÞ cos αþ Fmcin1 cosðγ0 þ φÞ þ Fmcin2 cosðγ0 þ γ1 þ φÞ (17)

In formula: Fmcw1 — the outer ring first pitting pulse impact force, Fmcw2 — the

outer ring second pitting pulse impact force;

F ¼ FrðφÞ cos αþ Fmcw1 cos γ0 þ F
mcw2

cosðγ0 þ γ1Þ (18)

Put formula (17) and formula (18) into the formula (16), we can get the vibration

machine rolling element bearing inner ring and outer ring multi-point pitting pulse

shock model.

3 Model Simulation Analysis and Experimental Research

The test of vibrating screen model is SDM00, is double-shaft motor multifunctional

vibration screen. The model of two motors both is Y90S-6. Synchronous speed is

1,000 rpm, same as 16.67 Hz. The model of rolling element bearing is 1,308, with

double line, each line has 15 rolling bodies. Theoretical calculation of outer race

fault characteristic frequencies is 104.18 Hz, Inner race fault characteristic fre-

quency is 145.82 Hz. The rolling body revolution frequency is 6.95 Hz, γ0 ¼ 0�,
γ1 ¼ 2�, γ2 ¼ 10�. Due to the actual bearing manufacturing, installation and motor

speed, load change caused the actual bearing fault frequency and calculation of

fault frequency have deviation.

The inner two-point pitting failure simulation results were shown in Fig. 3.

The measured results were shown in Fig. 4. Figure 5 is the measured time domain

waveform and envelope spectrum of the inner single pitting. Figures 2 and 3

show that, the amplitude of the response was showed slight modulation phenom-

enon. There are amplitude relatively large inner fault frequency fbpi and

frequency doubling appeared in its’ fault feature spectrum. Theoretical simula-

tion is coincident with experimental results at amplitude smaller side frequency

nfbpi � fi(n ¼ 1,2,. . .) and modulation frequency fi. For example, large amplitude

as 145.7, 291.4 Hz are inner fault frequency and frequency doubling in Fig. 3c.

Frequency as 129.1 and 162.1 Hz are the inner ring fault frequency 145.7 Hz’s

side frequency. Frequency as 275 and 308.2 Hz are the inner ring fault frequency

291.4 Hz’s side frequency etc. Large amplitude as 144.96, 289.92 Hz are inner

fault frequency and frequency doubling in Fig. 4b. Frequency as 273.51 and

306.7 Hz are the inner ring fault frequency 289.92 Hz’s side frequency.

Frequency as 418.47 and 451.66 Hz are the inner ring fault frequency

435.26 Hz’s side frequency etc. The frequency distribution in Figs. 4b and 5b

8 X. Zhao et al.



are the same. Figures 3c, 4b, and 5b show that fault characteristic frequency in

two-point pitting and single point pitting are the same. But in the selected

parameters, two-point pitting failure characteristic spectrum of 2 fbpi was higher
than that of fbpi. In the single point pitting failure feature spectrum is exactly the

opposite. Two-point pitting fault waveform in Figs. 3b and 4a is obviously
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different with the single pitting failure time domain wave in Fig. 5a. It can be

clearly distinguished two-point pitting and single point pitting.

The outer ring two-point pitting failure simulation results were shown in Fig. 6.

The measured results were shown in Fig. 7. Figure 8 is the measured time domain

waveform and envelope spectrum of the outer ring single pitting. Figures 6 and 7

show that, the amplitude of the response was showed significant modulation

phenomenon. There are amplitude relatively large outer fault frequency fbpi and
frequency doubling appeared in its’ fault feature spectrum. Theoretical simulation

is coincident with experimental results at obviously amplitude side frequency

nfbpi � fi(n ¼ 1,2,. . .) and modulation frequency mfi. For example, Frequency as

104.4, 208.8, 312.2 Hz etc. are outer fault frequency and frequency doubling in

Fig. 6e. There is obvious side frequency distributed around this frequency. For

example, Frequency as 103.39, 206.76, 310.52 Hz etc. are outer fault frequency and

frequency doubling in Fig. 7b. There is big amplitude side frequency distributed

around this frequency. For example, frequency as 173.57, 190.35, 223.54,

239.94 Hz is 206.76 Hz’s side frequency. Frequency as 293.73, 326.92 Hz is

310.52 Hz’s side frequency. Side frequency is very obvious, distribution regularity.

The obvious spectral line in low frequency part is 33.19 Hz, It is the frequency

doubling of the inner ring frequency fi, obvious amplitude, the system has obvious

modulation phenomenon. he frequency distribution in Figs. 7b and 8b are the same.

Figures 6e, 7b, and 8b show that fault characteristic frequency in rolling element

bearing two-point pitting and single point pitting are the same. But in the selected

parameters, two-point pitting failure characteristic spectrum of 2 fbpi was higher

than that of fbpi. In the single point pitting failure feature spectrum is exactly the

opposite. Two-point pitting fault waveform in Figs. 6d and 7a is obviously different

with the single pitting failure time domain wave in Fig. 8a. It can be clearly

distinguished two-point pitting and single point pitting.
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4 Conclusion

Based on the mechanical vibration of rolling element bearing multi-point pitting

fault diagnosis problems, this article built the vibration model of the multi-point

pitting corrosion fault in the vibrating machine rolling element bearing with inner

ring and outer ring based on Hertz contact theory. We proposed a criterion of multi-

point pitting failure, simulated the theoretical model, and did some research on the

vibrant screen. We get the following conclusions.

I establish multi-point pitting failure vibration model of vibration machine, and

the simulation analysis is carried out.
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1. When the outer ring of the rolling element bearing of vibration machine has

multi-point pitting failure, there is an apparent modulation phenomenon at the

response amplitude. There is an apparent amplitude side frequency around the

outer ring of the fault characteristic frequency, and rotation machine didn’t have

modulation phenomenon.

2. When the inner ring of the rolling element bearing of vibration machine has

multi-point pitting failure, there is a slight modulation phenomenon at the

response amplitude. There is a slight amplitude side frequency around the

outer ring of the fault characteristic frequency, and rotation machine has appar-

ent modulation phenomenon.

3. Multi-point pitting and single point fault characteristic frequency of rolling

element bearing of vibration machine are same.
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Finite Element Analysis on Internal Locking

Device of Switch Machines and Design

of Profiled Pin Hole

Yuguang Liu, Long Wang, and Lichen Shi

Abstract In order to solve the stress concentration in a pinhole, which is caused by

the bending deformation, a kind of Noncircular Pin Hole Technology is used in this

paper. The locking mechanism of switch machine is used as an example. The

manuscript deduced the deflection curve equations of the pin hole. And a designed

hole model according to the equations is generated by Abaqus software. The

analysis of the FEA results shows that, the maximum stress of the pinhole is

reduced to 53:95 MPa from 117:2 MPa, and there is no stress concentration. The

noncircular pinhole designed based on the reflection curve can effectively solve the

stress concentration.

Keywords Noncircular pinhole • Switch machine • Locking mechanism • Stress

concentration • Abaqus • Bending deformation

1 Introduction

With the development of railway transportation, switch machine’s locking mecha-

nism plays an important role on safety and reliability of the train. We made finite

element analysis of the main parts of an internal locking mechanism – the action rod

and the locking shaft. At the same time we try to solve the stress concentration and

stress excessive of action rod pin hole by using abnormal pin hole.

Cylinder pin hole concludes oval pin hole, unloading chamber pin hole and the

inner cone pin hole. Many foreign companies such as BO-HAI in the US, WWY of

the British, already use this technology in their production. But this technology is

confidential to some degree. In domestic China little research could be found, and

the research mostly was focused on the design of the engine piston profiled pin hole
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(the pin is the type of both ends fixed and force in the middle) [1]. In this paper, we

made a model of a kind of common general pin hole pin structure (pin one end fixed

and the other one end of the force), and proposed a method to design its cylinder

pin hole.

2 The Principle of Switch Machine’s Internal

Locking Device

The working principle of the locking mechanism is shown in Fig. 1. The locking

block and the actuating rod are connected by a locking shaft and a sliding bearing.

At the beginning, the mechanism is in left locked state, the operation rod cannot

move to the left, while locking block 2 cannot be rotated (as shown in Fig. 1a)

because of the limitation of supporting iron connected to the screw nut. The locking

block 1 and action rod will move to the left together while the supporting iron

connected on the screw nut clash locking block 1 during the screw moved leftward

drive screw nut. And at the same time, the locking block 2 rotates counterclockwise,

which lead to revoking lateral constraint (shown in Fig. 1a, b) between the locking

block 2 and the locking iron. When the actuating rod moves to the desired position

(shown in Fig. 1c), the locking block 1 rotates counterclockwise, and creates a

lateral constrain with the locking iron. As a result the action rod can’t move to the

right. At the same time the supporting iron has limited the rotation of the rotation of

the locking block 1. The mechanism is in the right latching state after the rotation of

the action is completed. The left locking action process is similar to the above, but

in the opposite direction.

3 Finite Element Analysis of Key Parts

This paper focuses on the force situation of the locking shaft and the action rod.

According to the drawings provided by the factory, by using Abaqus software, we

established the finite element model of the action rod, locking shaft and sliding

1
a b c

2

3

4

V

P
P

6

5

V

V

P

(1-screw; 2-locking block; 3-action rod;
4-locked iron; 5-screw nut; 6-locking block2)

Fig. 1 The working principle of the locking mechanism
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bearings. The material of action rod and locking block is steel 45, locking shaft is

40Cr, and sliding bar is lead bronze. To be similar to the real situation, at both ends

of the action rod a rigid body ring is used to analog the support and constraint of the

chassis to the action rod. Tetrahedral free meshing is used. Meshing unit property is

C3D10. The whole model is shown in Fig. 2. And refinement of the grid is carried

out in the contact portion and in the places where the stress concentration may

occur, as shown in Fig. 3.

Contact constraints on the model are established. There are seven pairs of

contact surfaces. According to the experimental data, suppose that the sliding

bearings and supporting solid on both ends are fixed, 4.49 Mpa surface loads are

applied. After calculation, the stress cloud is as Fig. 4.

As we can see, the maximum stress occurs in the contact part between the

pinhole opening and the locking shaft. The maximum equivalent stress of action

rod pin hole is 117.2 Mpa. The stress concentration phenomenon in the pin hole

opening part is very obvious, which will bring out obvious impact on the fatigue life

of the parts.

4 General Cylinder Pin Hole and Pin Shaft Statically

Indeterminate Model and Amount Deformation

Calculation

The profiled pin hole usually reduced pressure arc (the unloading chamber) pin

hole, oval pin hole, the inner cone pinhole three kinds, which the best of pin hole is

the inner cone [1–3]. In this article, the research object is calculated based on the

inner cone pinhole, the design method of the special-shaped pin holes [1], and

Fig. 2 The finite element

model of the action rod

and locking shaft

Fig. 3 The refinement of

the grid
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planetary reducer coupling pin deformation calculation method [4, 5], proposed

general pin connection pin deflection curve equation and shaped pin hole design

method.

General cone shaped pin holes of the structure is shown in Fig. 5. Part 1 is fixed,

while the stress on part 2 is F. The contract length of the cylinder pin hole with pin

shaft is AB, its value is a. The tapered surface length of the cylinder pin hole is BC,

its value is b. The contract length of pin hole two and pin shaft is CD, its value is c.

According to the result of the amount of the finite element calculation and the

analysis of pin shaft deformation we can see that the pin shaft force is mainly

concentrated on pin hole opening and the contact points between the bottom and pin

shaft, as shown in Fig. 6. Then pin shaft can be simplified to statically indeterminate

beam as shown in Fig. 7.

After analyzing, we can see that the reaction force of point C and point D are the

forces pin hole two exerts to pin shaft, respectively represented by F1 and F2, as

shown in Fig. 8. The pin shaft deformation is a tiny deformation, so the Deformed

Superposition Principle can be applied [6]. Suppose that the upward direction of

Fig. 4 The stress cloud

Fig. 5 General cone

shaped pin holes of the

structure
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force F is positive, and that downward is negative. Assume that the clockwise

direction of Me is positive, and that counterclockwise is negative.

Acted only byF1, partAB is equivalent to a simply supported beam, which finish

B is applied byMe1 ¼ �F1b. Sectional twist angle of end B is θB�1 ¼ F1ba
3EI . BD can

be simplified to a cantilever beam that θB�1 rotating in the roots [6].

Only F1 applies, the pin shaft deflection curve equation is:

ω1 ¼

�F1bx

6EIa
ða2 � x2Þ ; 0 � x � a

F1ðx� aÞ2
6EI

ð3b� xþ aÞ þ F1ba

3EI
ðx� aÞ

; a � x � a þ b

F1b
2

6EI
ð3x� 3a� bÞ þ F1ba

3EI
ðx� aÞ

; aþ b � x � aþ bþ c

:

8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:

(1)

Fig. 7 The pin shaft

mechanical model

Fig. 8 The pinhole

mechanical model

Fig. 6 The pin shaft force
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The deflection of point C: ωC�1 ¼ F1b
2

3EI ðaþ bÞ
The deflection of D point: ωD�1 ¼ F1b

6EI ð2b2 þ 3bcþ 2abþ 2acÞ
Similarly, acted only by F2, part AB is equivalent to a simply supported beam,

which finish B is applied by Me2 ¼ �F2ðbþ cÞ. Sectional twist angle of end B is

θB�2 ¼ F2ðbþcÞa
3EI . BD can be simplified to a cantilever beam that θB�2 rotating in the

roots.

Only F2 applies, the pin shaft deflection curve equation is:

ω2 ¼

�F2ðbþ cÞx
6EIa

ða2 � x2Þ ; 0 � x � a

F2ðx� aÞ2
6EI

ð3aþ 3bþ 3c� xÞ þ F2aðbþ cÞðx� aÞ
3EI

; a � x � aþ bþ c

:

8>>>>>><
>>>>>>:

(2)

The deflection of point C: ωC�2 ¼ F2b
6EI ð4abþ 2b2 þ 3bcþ 2acÞ

The deflection of point D: ωD�2 ¼ F2ðbþcÞ2
3EI ð2aþ bþ cÞ

Due to the limitations of the pin hole two, point C and point D has same

deflection, and the deformation coordination equation is: ωC�1 þ ωC�2 ¼
ωD�1 þ ωD�2

We can get:
F2

F1

¼ λ ¼ � 3b2 þ 2ab

3b2 þ 6abþ 4acþ 6bcþ 2c2

In addition, the force on component two can be approximated considered as

F� F1 � F2 ¼ 0

So: F1 ¼ 1
1þλF, F2 ¼ λ

1þλF

While F1 and F2 act together, according to the deformation of the principle of

superposition we can know: ω ¼ ω1 þ ω2: The final deflection curve equation can

be obtained:

ω ¼

� Fxða2 � x2Þ
6EIað1þ λÞ ðbþ λbþ λcÞ ; 0 � x � a

Fðx� aÞ2
6EIð1þ λÞ ð3b� xþ aÞ þ λð3aþ 3bþ 3c� xÞ½ �

þ Faðx� aÞ
3EIð1þ λÞ bþ λðbþ cÞ½ � ; a � x � aþ b

F

6EIð1þ λÞ b2ð3x� 3a� bÞ þ λðx� aÞ2ð3aþ 3bþ 3c� xÞ
h i

þ Faðx� aÞ
3EIð1þ λÞ bþ λðbþ cÞ½ � ; aþ b � x � aþ bþ c

:

8>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>:

(3)
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5 The Design of the Shaped Pin Hole of Action Rod

Inner cone shaped tapered section length of the pin hole is generally about the pin

hole length of 1/2, the shortest length is about 1/3 [7].

To inner locking system of switch machine in this article, F ¼ �4; 500 N,E ¼ 2

10; 000 MPa, I ¼ πd4

64
¼ 5; 153 mm4, a ¼ 15 mm, b ¼ 16 mm, c ¼ 25 mm.

According to the deflection curve equation, after the calculation of the Matlab

software, the pin deflection curve can be obtained as shown in Fig. 9.

The deflection of the shaped pin hole openings, whose position is x ¼ 31 mm, is

ωc � 0:006 mm. According to the above results, action rod cylinder pin hole finite

element model is established. A decompression arc R ¼ 1 mm is taken in the

opening. The result of finite element calculation is shown in Fig. 10.

As we can see, the max stress value is 53:95 MPa, which is reduced a lot

compared with that of before. Meanwhile, there is an even distribution of stress

Fig. 9 The pin shaft deflection curve

Fig. 10 The shaped pin hole stress cloud
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on the cone of pin hole, and not obvious stress concentration. The analysis proves

that it is possible to design pin hole by using the deflection curve we deduced above.

6 Conclusion

This paper explained the work principle of a switch machine’s internal locking

mechanism. A finite element model of the key parts is set up and is analyzed. The

statically indeterminate models of general profiled pin hole with the pin shaft are

established, and the pin shaft deflection curve equations are derived. A design

theory of the cylinder pin hole is put forward. All of these are used in the design

of the profiled pin hole. The results show that the above theoretical method is

feasible.
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A Calculation Approach to Complete Profile

of Noncircular Gear Teeth

Hua Qiu and Gang Deng

Abstract In this paper, the authors propose a practical approach for calculating the

complete tooth profile of a noncircular gear based on the fundamental laws of plane

gearing and the offset theory of planar curve, together with all details contained in

algorithm and numerical solution process. The algorithm not only has a simpler

construction and higher calculation efficiency than other published approaches but

also no special limitation imposed upon the types of the gear to be dealt with. The

approach is explained referring to a machining model using a rack cutter with

straight tooth profile to machine the gears; however, it is also applicable to other

machining models such as employing a pinion cutter if performing some minor

modifications in the algorithm. The effectiveness of the approach is illustrated

through a practical example of design and manufacturing for a pair of noncircular

gears.

Keywords Noncircular gear • Complete tooth profile • Plane gearing • Offset

curve

1 Introduction

As a variable transmission ratio mechanism, noncircular gears have early been

researched [1]. However, the difficulties in manufacturing significantly restrict the

applications. In most of practical utilizations up to now, elliptical gears are

employed since the tooth profile machining is relatively easy.
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With the advances of NC machining technology, in recent years, the circum-

stance of noncircular gear manufacture is being improved [2]. Thus, in addition to

elliptical gears, the noncircular gear transmissions with more general characteristics

attract the attentions of researchers and engineers again. Many new applications of

noncircular gears have been reported, for example, a planetary gear train built in

high performance bicycle [3], a mechanical hinge with variable stiffness applicable

to robot [4], a ratio variation system to transmit power and motion continuously [5],

and so on. As an unfortunate fact, however, nowadays only a few makers deal with

the noncircular gear manufacturing.

Different from circular gears, the tooth profile of a noncircular gear is generated

based on the tooth cutting method, the gear pitch curve type and the cutter tooth

profile, and thus it is possible that every tooth has a profile distinct from the others.

Most of the published analysis approaches provide a calculation method on the

profile belong to the working part, in general, but does not deal with the profile of

the root fillet, tip and bottom land of the gear tooth [2, 6]. Only a few published

calculation models carry out the whole profile of gear teeth but almost limited to

elliptical gears, and the authors hardly explained the necessary details contained in

the complex numerical solutions, especially, no model gives the method to calcu-

late the tip land profile of the gear tooth [7–9]. Taking the further research and

development of noncircular gear transmissions into consideration, for example,

manufacturing a mold to mass-produce gears utilized in small devices or analysing

the stress and dynamic characteristic in gear meshing [10], the precise and complete

profile date of each tooth is required.

This study aims at developing a practical and efficient calculation approach for

the complete profile of all teeth of a noncircular gear that possesses a pre-specified

pitch curve and is machined by a rack cutter. The approach with a detailed

algorithm is expressed in Chap. 2. Moreover, a practical example of design and

manufacturing for a noncircular gear pair is presented in Chap. 3 to demonstrate the

effectiveness of the proposed approach. Finally, the main conclusions are

summarized in Chap. 4.

2 Calculation Method

2.1 Pitch Curves of Noncircular Gears

Figure 1 shows pitch curves of a noncircular gear pair in meshing. Here, θ and rθ, ϕ
and rϕ respectively indicate the rotation angle and pitch curve radius for driving and
driven gear, and a is the central distance. The values of θ and ϕ are assigned as

positive when the driving gear rotates in clockwise direction and the driven gear in

counter clockwise direction; otherwise, assigned as negative. If the angular velocity

ratio of both gears, dϕ/dθ, has been pre-specified in a form of function on θ, rθ and
rϕ can be defined as the functions of θ and calculated from the following equation.
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rθ ¼ dϕ=d θ

1þ dϕ=d θ
a � rθðθÞ; rϕ ¼ 1

1þ dϕ=dθ
a � rϕðθÞ (1)

For such the pitch curves, it is readily to confirm whether tooth undercutting

occurs [7–9]. It should be mentioned that the pitch curve of a gear must be convex if

the tooth profile of the gear is machined by a rack cutter, i.e. d2rθ/dθ
2 > 0 and d2rϕ/

dθ 2 > 0.

In Fig. 1, coordinate frames Oθ -xθ yθ and Oϕ -xϕ yϕ are respectively fixed on the
driving and driven gear, whose origins are set at the rotation center of the gears.

Point R is a reference position, where θ ¼ 0 and ϕ ¼ 0, to measure the rotation

angles. The lengths of pitch curve from Point R, Sθ and Sϕ, can be obtained as

follows:

Sθ ¼
ð θ

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2θ þ drθ=d θð Þ2

q
d θ ¼

ð ϕ

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2ϕ þ d rϕ=dϕ

� �2q
dϕ ¼ Sϕ;

ϕ ¼
ð θ

0

ðdϕ=d θÞd θ
(2)

2.2 Tooth Profiles of Rack Cutter and Gear

In Fig. 2, the graph (a) illustrates the tooth profile of a rack cutter and the graph

(b) the tooth profile of the gear to be machined, where m is the module and α0 is the
pressure angle of the cutter tooth. In (a), Ta–Ta

0 is straight line that generates the

bottom land curve of the gear,Ga–Ga
0 in (b); Ta–Tb and Ta0–Tb0 are circular arcs that

generate the root fillet curves of the gear tooth,Ga–Gb andGa
0–Gb

0 in (b); Tb–Tc and
Tb

0–Tc0 are straight lines to generate the working parts of the gear tooth, Gb–GE and

Gb
0–GE

0 in (b); and Tc–Td and Tc0–Td0 are circular arcs that do not cut gear blanks in
general. The tip land curve, GE–GE

0 in (b), is an offset curve of the gear pitch curve,

Pitch curve of driving gear Pitch curve of driven gear

xθ

yθ

xφ

φθ

ROθ Oφ

rφrθ

a

yφFig. 1 Pitch curves of

noncircular gear pair
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as well as the bottom land curves. In actual noncircular gear manufacturing, the tip

land contour has been pre- worked on the blank so this part is not necessary to be cut

in tooth profile machining.

2.3 Profile Calculation of Tip Land and Bottom
Land of Gear Tooth

For a planar parametric curve r1(t) ¼ {x(t), y(t)}as shown in Fig. 3, an offset curve

r2(t) that moves through a normal distance h from r1(t) can be expressed as follows
[11]:

r2ðtÞ ¼ xðtÞ � hy0ðtÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x02ðtÞ þ y02ðtÞ

q ; yðtÞ � hx0ðtÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x02ðtÞ þ y02ðtÞ

q
8><
>:

9>=
>; (3)

where the symbol 0 indicates a differential on t, the upper sign is for an offset having
the same direction and the lower sign for an offset along the opposite direction with

respect to the unit normal vector n of r1(t). Therefore, substituting the pitch curve,

i.e. Eq. 1 that is defined by the rotation angle θ of the driving gear, together with the
addendum value ha or dedendum value hf into Eq. 3, the profiles of the tip land and
bottom land of the gear tooth can be readily calculated, respectively.

Td’Td
Tc

Tb

Ta Ta’

Tc’

Tb’

α0

πm
Tm Tm’

Ra

H
Pitch line

l

Ga’Ga Ga’

Gb’

GE’

Ga

Gb

GE

ha

hf
Pitch line

πm/2

2

a

b

Fig. 2 Tooth profiles of

rack cutter and gear
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2.4 Profile Calculation of Working Part and Root Fillet
of Gear Tooth

While using a rack cutter to machine a noncircular gear, the pitch line of the cutter

(PLC) performs a pure roll without sliding on the pitch curve of the gear (PCG) and

the envelope of movement loci of the cutter teeth forms the tooth profile of the gear.

At the same time, the normal line at a contact point of the cutter tooth profile with

the gear tooth profile must passes through the pitch point of action. Based on these

fundamental laws of plane gearing, we can readily derive the analysis relations for

calculating the working part and root fillet profile of machined gear tooth.

Figure 4 illustrates the situation of the i-th tooth of cutter machining the i-th
tooth space of gear. We set a reference position on the PLC and PCG, Point Rt and

Point Rg, for measuring the rolling distance of both the curves. At this position, the

PLC starts to roll on the PCG and the rotation angle θ of the gear is set as 0. At a

x

y

O

n

h
r1(t)

r2(t)

Fig. 3 Offset curve of a

planar curve
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Fig. 4 Generation of tooth profile within working and root fillet areas
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contact point between both pitch curves, indicated as Point P that corresponds to a

gear rotation angle θP, the length from Point Rg along the PCG is always equal to

that from Point Rt along the PLC. Points Pb, Pc and Pa indicate the intersection

points of the PLC with the normal lines at Points Tb, Tc and Ta on the left side of the
cutter tooth, which have been defined in Fig. 2. When the gear respectively rotates

an angle, θb, θc or θa, Points Pb, Pc or Pa will contact with Point Qb, Qc or Qa on the

PCG. Therefore, through substituting the lengths of the points Pb, Pc and Pa along

the PLC from Point Rt into Eq. 2 and solving this equation, the values of θb, θc and
θa that define the positions of Points Qb, Qc and Qa on the PCG can be obtained.

Moreover, as shown in Fig. 4, the normal line of Point Twj belong to the profile

Tb–Tc of cutter tooth passes through the pitch point of action, Point P, so that the

position of Point Twj in the gear coordinate frame O-xθ yθ is just the point generated
by Point Twj on the working part of the gear tooth, indicated Point Gwj. Similarly, in

O-xθ yθ, a point on the root fillet of gear tooth, Point Gtj, is also located at the same

position with its generating point Ttj on the tip fillet of cutter tooth, if the normal line

of Point Ttj just passes through Point P. Therefore, writing the position vector of

Point P as rθ (θP) ¼ {rθ (θP), θP} in O-xθ yθ, the coordinates of the points Gwj and

Gtj can be determined from the following equations.

xgwj ¼ rθðθPÞ cos θP þ Lwj cosðθP þ α0 þ ψÞ
ygwj ¼ rθðθPÞ sin θP þ Lwj sinðθP þ α0 þ ψÞ

(
(4)

xgtj ¼ rθðθPÞ cos θP þ ðLtj þ RaÞ cosðθP þ βj þ ψÞ
ygtj ¼ rθðθPÞ sin θP þ ðLtj þ RaÞ sinðθP þ βj þ ψÞ

(
(5)

where ψ is the angle of tangential vector of the PCG at rθ (θP) and the value is given
by Eq. 6.

tanψ ¼ rθðθPÞ= drθ
dθ

θ¼θPj
� �

(6)

Furthermore, from Fig. 4, the values of Lwj and Ltj in Eqs. 4 and 5 can be obtained
as follows:

Lwj ¼ ðSm � SjÞ cos α0; Ltj ¼ H= sin βj; tan βj ¼ H=ðSa � SjÞ (7)

As shown in Fig. 5, on the other hand, if the normal line of the upper end GE of

the working part of gear tooth corresponds to a pitch point of action, Point PE, the

length from Point Rt to Point PE along the PLC, SE, satisfies (8).

SE ¼
ð θE

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rθðθÞ2 þ ðdrθ=dθÞ2

q
dθ (8)
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Instituting the gear rotation angle θE, which corresponds to Point PE, into Eq. 4

instead of θP, the coordinates of Point GE, (xGE, yGE) on the frame O-xθ yθ, are
obtained. At the same time, PointGE also lies on the tip land of gear, thus (xGE, yGE)
satisfy the following equation.

xGEðθEÞ ¼ xθðθeÞ þ hay
0
effiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x02e þ y02e
p ; yGEðθEÞ ¼ yθðθeÞ � hax

0
effiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x02e þ y02e
p ;

x0e ¼
dxθ
dθ

θ¼θe ; y0e ¼
dyθ
dθ

����
���� θ¼θe

:

8>>><
>>>:

(9)

Therefore, solving Eq. 9 together with Eqs. 4, 6, 7, and 8, the values of the

rotation angles θE and θe that determine the position of Point GE on the PCG can be

obtained.

In the above, we have expressed the calculation method on the profile of the left

side of a gear tooth space. Using the similar method, the profile of the right side can

be calculated, too.

2.5 Calculation Algorithm for Complete profile
of Gear Teeth

Under a condition that the central line of the first tooth of rack cutter passes through

the reference position on the PLC, the algorithm to calculate the whole profile for

all teeth of a driving gear to be machined can be summarized as follows:

(a) Determine the lengths along the PLC, Sa0, Sb0, Sa0
0 and Sb0

0, corresponding to

the characterizing points on the first cutter tooth, i.e. Points Ta, Tb, Ta
0 and Tb

0

shown in Figs. 2 and 4. Set the cutter tooth number i as 1.
(b) Let Sa ¼ Sa0+Δ, Sb ¼ Sb0+Δ, Sa

0 ¼ Sa0
0+Δ and Sb

0 ¼ Sb0
0+Δ with Δ ¼

(i � 1)πm. By instituting these pitch line lengths into Eq. 2 and solving this

SE

θE
θe

xθ

yθ

O

Rg

Rt

Pitch line of cutter

Pitch line of gear

PE GE

Fig. 5 Determination of

apex position of tooth

working part
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equation, determine the parameter values of corresponding points on the PCG,

θa, θb, θa0 and θb0. Moreover, solve Eq. 9 to determine the values of parameters

θE, θe, θE0 and θe0 with respect to the upper ends of the working part of tooth

profile.

(c) Properly divide the parameter intervals [θb, θa] and [θa0, θb0] of the PCG,

institute the values θtj, θtj
0 of each dividing point into Eq. 2 to calculate the

corresponding lengths Stj and Stj
0 along the PCG, and finally calculate the

coordinates of Point Gtj and Gtj
0 belong to the root fillet of the tooth profile

with Eq. 5.

(d) Properly divide the parameter intervals [θb, θE] and [θE0, θb0] of the PCG,

institute the values θwj, θwj0 of each dividing point into Eq. 2 to calculate the

corresponding lengths Swj and Swj
0 along the PCG, and finally calculate the

coordinates of Point Gwj and Gwj
0 belong to the working part of the tooth profile

from Eq. 4.

(e) Properly divide the parameter interval [θa0, θa] of the PCG, institute the values
θrj of each dividing point into Eq. 3 to calculate the coordinates of Point Grj

belong to the bottom land of the tooth profile. Furthermore, record θe as θi,L,
θe0 as θi,R.

(f) If i � z, go to Step (g); otherwise reset i ¼ i + 1 then go back to Step (b). Here

z is the tooth number of the gear.

(g) Following to the turn of i ¼ 1, 2, . . ., z, properly divide the parameter interval

[θi�1,L, θi,R] of the PCG, institute the values θsj of each dividing point into Eq. 3
to calculate the coordinates of Point Gsj belong to the tip land of the tooth

profile but use θz,L instead of θ0,L in the calculation.

(h) Stop.

In Step (b), the Newton–Raphson method is used for numerically solving Eqs. 2

and 9. The Simpson’s rule is applied to calculate the integrations of Eqs. 2 and 8.

On the other hand, if we set the central line of the first tooth space of the cutter

passing over the reference position of the PLC and employ rϕ (θ) instead of rθ (θ),
the above algorithm can be also used to calculate the tooth profiles for the

corresponding driven gear.

It should be mentioned that, in the proposed algorithm, an iterative numerical

solution process is not necessary for calculating the tip land and bottom land profile

of gear tooth, and thus the algorithm is more efficient than other approaches

published; at the same time, the programming operation can be completed more

readily, too. Moreover, the proposed algorithm is also applicable to calculating the

tooth profile of a noncircular gear machined by other types of cutter such as a pinion

cutter or a cutter with different tooth profile [12]. In such the situation, only some

minor modifications according to the pitch curve or tooth profile of the cutter are

required to the algorithm.

30 H. Qiu and G. Deng



3 Practical Example

In order to illustrate the application and effectiveness of the proposed approach, a

noncircular gear pair was designed and the complete profiles of both driving and

driven gears were machined by a wire electric discharge machine based on the

calculated profile data.

In this example, the module is 2.5 mm, the tooth number 42 and the central

distance 104.637 mm. In the design, a standard tooth profile was employed for rack

cutter, the rate of proportional portion and variable portion in angular velocity ratio

was set at 1:0.8833, and a modified constant velocity cam curve [13] was adopted to

define the angular velocity in the variable portion. The final angular velocity ratio is

shown in Fig. 6. As the profile date, 390 points, 20 points for tip land, 10 points for

bottom land, 300 points for working part and 60 points for root fillet, were

calculated and recorded for each tooth.

Figure 7 illustrates the driving and driven gears meshed at the start position of

θ ¼ 0 and ϕ ¼ 0. Figure 8 is a photograph of the machined gears. Through a simple

test, it has been confirmed that both gears rotate and mesh very smoothly under a

condition of exactly keeping the designed central distance.

θ
φ

d

d

0.60

1.13

θ [deg]90 2701800 360

Fig. 6 Angular velocity

ratio curve used in the

example
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−40
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−40
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No. 1

No. 11 No. 12

Driving gear Driven gear

Fig. 7 Contours of

noncircular gears in the

example
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In addition, Fig. 9 shows two comparisons of tooth profile, the first and the

eleventh tooth space for the driving gear, and the first and the twelfth tooth for the

driven gear. This result sufficiently illustrates that, for a noncircular gear, the profile

may remarkably vary at the different positions of the tooth. Therefore, in order to

obtain a correct result, the precise and complete profile date is necessary in an

analysis of stress and dynamic characteristic for noncircular gear meshing.

4 Concluding Remarks

In this paper, based on the fundamental laws of plane gearing and the offset theory

of planar curve, the authors proposed an efficient approach for calculating the

precise and complete profile of each tooth of a noncircular gear machined by a

rack cutter; at the same time, also provided necessary explanations for the calcula-

tion details contained in algorithm and numerical solutions. The proposed algo-

rithm not only has a simpler construction and requires less calculation than other

published approaches but also no special limitation imposed upon the types of the

noncircular gear to be dealt with. This approach is also applicable to calculating the

tooth profile of a noncircular gear machined by other types of cutter such as a pinion

cutter or a cutter with different tooth profile, if some corresponding minor

Fig. 8 Photograph

of machined gears

Driving gear

No. 1 groove

No. 11 groove

Driven gear No. 12 tooth

No. 1 tooth

Fig. 9 Comparison of tooth profiles located at different positions
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modifications are performed in the algorithm. The effectiveness and applications of

the proposed approach has been demonstrated through a practical example of

design and machining for a noncircular gear pair.
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Modeling and Simulation of Short Circuit

Faults in Stator Coils of Brushless DC Motor

Kang Xiangli, Ruiqing Ma, Qingchao Zhang, and Wei Wang

Abstract In order to study inter-turn short circuit and inter-phase short circuit fault

more effectively, improved mathematical models of brushless DC motor (BLDCM)

with faults in stator coil are built up. To reflect the faults state more accurately, a

mathematic formula of self-inductance and mutual-inductance between two

windings is presented utilizing waveform analysis of magnetic induction intensity.

Based on the mathematical model, simulation waveforms under the two kinds of

faults have been obtained in Matlab/Simulink. Through simulation analysis, both

inter-turn and inter-phase short circuit faults have concealment and continuing

faults will accelerate damage level of motor. The model provides a convenient

and economical method for the study of short circuit faults.

Keywords BLDCM • Inter-turn short circuit fault • Inter-phase short circuit fault

• Modelling • Simulation

1 Introduction

With speed control superior performance, long service life, high efficiency, and

good maintainability, BLDCM has obtained considerable international recognition

of electric fields. BLDCM is often used in such systems that need long time

continuous stable operation, such as fuel pumps, electric steering gears, etc. On

that account, any faults can cause greater effect. Fault detection in electric motors

and drive system is a high-profile hot research topic. Correct diagnosis, precise

location, and isolation of incipient faults will help to avoid harmful, even devastat-

ive consequences to the system [1, 2]. Short circuit faults in stator coils have the

characteristics of high concealment which is difficult to detect. However, when
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windings insulation damage leads to short circuit, the temperature of short circuit

will rise up. With long-term development, it will aggravate the damage and even

lead to single-phase ground short circuit faults and other more serious faults.

Therefore, the research of short circuit faults is necessary.

Swarnakar et al. introduced a simple mathematical model, which simply

assumed that the mutual-inductance is proportional to the number of short circuit

turns, while the self-inductance is proportional to the square of the number, but

didn’t specify the model basis [3]. Yang Fang et al. simply quoted the conclusion

and even ignored the mutual inductance between the short circuit winding and the

remaining winding [4–6].

This paper builds up the mathematical model of a BLDCM with inter-turn short

circuit fault and inter-phase short circuit fault. With the waveform analysis of

magnetic induction intensity, the mathematic formula of self-inductance and

mutual-inductance between two phases has been presented under slot number

q ¼ 1. In matlab/simulink environment, the dynamic parameters simulation curves

of bus bar current, phase current, motor speed and line voltage have been obtained.

At last, this paper analyzes the system operation performance under two different

short circuit faults.

2 Mathematical Model

2.1 Mathematical Model of Inter-turn Short Circuit Fault

It is assumed that three phase stator windings of BLDCM adopt Y-shaped connec-

tion and concentrative fully pitched winding. If inter-turn short circuit fault happens

in phase A, short circuit formed a current circulation, as is shown in Fig. 1. Three

phases are not symmetrical any more, as is shown in Fig. 2. After inter-turn short

circuit fault happened, the short winding would form a closed loop. No matter

whether the fault phase was conducted, the closed loop would produce an induced

electromotive force with the rotation of the rotor poles, and form a current circula-

tion. This fault current in the circuit flowed to the opposite direction to the normal

phase current, and produced resisting force. This paper assumes that current flowing

into the neutral point is positive.

Regardless of the eddy current and hysteresis losses, with unsaturated magnetic

circuit and ideal power switching device, three-phase winding completely symmet-

rical, the voltage balance equation with inter-turn circuit fault is as follows.

U ¼ RI þ Q
dI

dt
þ E (1)

Where U ¼ ua0 ub uc 0½ �T ; R ¼ diag ra0 r r rs½ �; I ¼ ia0 ib ic is½ �T ;
E ¼ ea0 eb ec es½ �T ;
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Q ¼
L0 Ma0b Ma0c Ma0s
Ma0b L Mbc Msb

Ma0c Mbc L Msc

Ma0s Msb Msc Ls

2
664

3
775; r, L and Ke are resistance, induction and back-

EMF(electromotive force) constant of normal phase respectively. ParametersU, I,E
are phase variable matrixes of voltage, current and back-EMF.R is diagonal matrix.

Q is induction matrix, and matrix elements subscript a0 and s are the rest windings
and the short windings of phase A. Because winding resistance, back-EMF

constant are proportional to the number of short turns, ra0 ¼ ð1� StÞr, ras ¼ St � r,
Kea0 ¼ ð1� StÞKe, Keas ¼ St � Ke can be obtained. St is the percentage of short turns

to total turns in phase A. L0 and Ls are the self-induction of the rest winding and the
short winding in phase A. M is a mutual-inductance, and its subscript is a pair of

winding that produce it.

Based on Kirchhoff’s current law (KCL), ia0 þ ib þ ic ¼ 0 . The mutual-

inductance between A and B is equal to that between A and C, which isMsb ¼ Msc

and Ma0b ¼ Ma0c, so matrix Q can be simplified as

Q ¼
L0 �Ma0b 0 0 Ma0s

0 L�Ma0b Mbc �Ma0b Msb

0 Mbc �Ma0b L�Ma0b Msc

Ma0s �Msb 0 0 Ls

2
664

3
775 (2)

Due to the short circuit, motor torque equation turn into

Te ¼ 1

ω
ðea0 ia0 þ ebib þ ecic þ esisÞ (3)
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Mechanical motion equation is as follows.

Te � TL ¼ J
dω

dt
þ Bω (4)

WhereTe is the electromagnetic torque and unit isN �m,TL is the load torque and
unit isN �m,J is the rotational inertia and unit iskg �m2,B is the damping coefficient

and unit is N �m � s, ω is the angular velocity and unit is rad=s.

2.2 Inductance Calculation Method

BLDCM generally adopts fully pitched winding. Suppose that winding coefficient

Kw ¼ 1, slot number q ¼ 1 in each phase per pole, drive current is 120� square

wave. When the rotor adopts tiles form permanent magnet steel, within the limits of

electrical angle of a pair of poles, three-phase winding distribution is as shown in

Fig. 3 below [7]. The waveform of magnetic flux intensity under normal condition

is as shown in Fig. 4. The waveform of magnetic flux intensity of the rest winding

under inter-turn short circuit fault is as shown in Fig. 5. According to the waveform

analysis of magnetic induction intensity, Inductance calculation formula can be

obtained by the following analysis.

When pole-pairs is one, the self-induction of phase A is

La ¼ Ψa

Ia
¼ πμ0W

2ldrd
2δi

¼ L

The mutual-induction between phase A and phase B is

Mab ¼ Ψba

Ia
¼ � 1

3

πμ0W
2ldrd

2δi
¼ � 1

3
L ¼ Mbc

Where μ0 ¼ 4π � 10�7 is the air permeability and unit is H=m, δi is the air gap
width and unit ism, rd is the armature radius and unit ism, Id is armature length, unit

is m [7].

When inter-turn short circuit happened in phase A, the magnetic potential of the

rest winding in phase A is Fa0 ¼ ð1� StÞWIa0, where Ia0 is the current flowing

through the rest winding in phase A. The air gap magnetic induction intensity is

Ba0 ¼ μ0Fa0=2δi.
The self-inductance magnetic linkage of the rest winding in phase A is

Ψa0 ¼ ð1� StÞWldrdπBa0 ¼ πμ0ð1� StÞ2W2ldrd
2δi

Ia
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So the self-inductance of the rest winding in phase A is

La0 ¼ Ψa0

Ia0
¼ πμ0ð1� StÞ2W2ldrd

2δi
¼ ð1� StÞ2L

Similarly, the self-inductance of the short winding in phase A is

Ls ¼ Ψs

Is
¼ πμ0St

2W2ldrd
2δi

¼ St
2L

The mutual-inductance between the rest and the short winding in phase A is

Ma0s ¼ Ψa0s

Ia0
¼ πμ0Stð1� StÞW2ldrd

2δi
¼ Stð1� StÞL

The ramp angle between the rest winding in phase A and the winding in phase B

is 120�, so the mutual-inductance between them is

A

X

ZY

BC

q= 0
w

Fig. 3 Three-phase

winding distribution

diagram
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Ma0b ¼ Ψa0b

Ia0
¼ � 1

3

πμ0ð1� StÞW2ldrd
2δi

¼ � 1

3
ð1� StÞL

Similarly, the mutual-inductance between the short winding in phase A and the

winding in phase B is

Msb ¼ Ψsb

Is
¼ � 1

3

πμ0StW
2lsrd

2δi
¼ � 1

3
StL

According to the method, the following matrix can be obtained.

Q ¼

St
2 � 7

3
St þ 4

3
0 0 St � St

2

0
4

3
� St

3
� St

3
� St

3

0 � St
3

4

3
� St

3
� St

3

�St
2 þ 4

3
St 0 0 St

2

2
666666664

3
777777775
L (5)

2.3 Mathematic Model of Inter-phase Short Circuit Fault

Assuming that inter-phase short circuit fault occurs between phase A and

phase B, short circuit formed circulation, as shown in Fig. 6. When phase A

and phase B conduct, current in circulation is generated by the back-EMF of the

short winding. Currents flowing through the short windings in phase A and B are

equal in amplitude but opposite in direction as shown in Fig. 7. When phase C

and phase B conduct, currents flowing through the short windings are not equal in

amplitude, because that them contain components of current in phase C, as shown

in Fig. 8. So currents flowing through short windings can’t be regard as one

parameter.

Voltage balance equation is as follows.

U ¼ RI þ Q
dI

dt
þ E (6)

Where U ¼ ua0 ub0 uc uas ubs½ �T ; R ¼ diag ra0 rb0 r ras rbs½ � ;

I ¼ ia0 ib0 ic ias ibs½ �T ;

E ¼ ea0 eb0 ec eas ebs½ �TQ ¼

La0 Ma0b0 Ma0c Ma0as Ma0bs

Ma0b0 Lb0 Mb0c Mb0as Mb0bs

Ma0c Mb0c L Mcas Mcbs

Ma0as

Ma0bs

Mb0as

Mb0bs

Mcas

Mcbs

Las
Masbs

Masbs

Lbs

2
666664

3
777775 ;
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Subscripts asa0,b0,as,bs represent the rest winding and the short winding in phase A
and phase B. Subscripts of M are a pair of windings which produce mutual-

induction.

Because that the phase resistance and back-EMF constant are proportional to the

number of short turns, ra0 ¼ ð1� SaÞr, rb0 ¼ ð1� SbÞr, ras ¼ Sa � r, rbs ¼ Sb � r can
be obtained. Where Sa and Sb are the percentage of short turns to total turns in phase
A and B.

According to the method given in 2.2, self-induction and mutual-induction of

different windings can be obtained. Based on Kirchhoff’s current law (KCL) ia0

þib0 þ ic ¼ 0, so

Q ¼

1� Sa

1� Sb

1

Sa

Sb

2
6666664

3
7777775

T

4

3
� Sa

Sb
3

0 Sa � Sb
3

Sa
3

4

3
� Sb 0 � Sa

3
Sb

0
Sb � Sa

3

4� Sa
3

� Sa
3

� Sb
3

4

3
� Sa

Sb
3

0 Sa � Sb
3

Sa
3

4

3
� Sb 0 Sb � Sb

3

2
666666666666664

3
777777777777775

L (7)
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Based on Kirchhoff’s voltage law (KVL) uas � ubs ¼ 0.

Because of the short circuit, motor torque equation turns into

Te ¼ 1

ω
ðea0 ia0 þ eb0 ib0 þ ecic þ eas ias þ ebs ibsÞ (8)

Mechanical motion equation is as follows.

Te � TL ¼ J
dω

dt
þ Bω (9)

3 Simulation

Through the above mathematical model, the simulation model can be obtained in

Matlab/Simulink environment, with the method that sine-wave shaven top

substitutes back-EMF [7]. This paper adopts the open loop simulation model to

analyze primitive traits of BLDCM with short circuit fault. Simulation parameters

are rated voltageUN ¼ 27 V, rated torque Te ¼ 0:1 N �m, stator winding resistance
ra ¼ 0:33Ω, self-induction L ¼ 0:108mH, rotary inertia J ¼ 0:56� 10�3 kg �m2,

polepairs p ¼ 2, damping coefficient B ¼ 0:002 N �m � s, EMF coefficient

Ke ¼0:0185 V=ðrad � s�1Þ.
To compare the static and dynamic characteristics of BLDCM before and after

faults, motor starts with rated torque and PWM wave of 80 % duty cycle, and joins

20 % inter-turn short circuit fault and inter-phase short circuit with 20 % short turns

in phase A and B at 0.06 s. Simulation curves of bus bar current, phase current,

motor speed and line voltage are shown in Figs. 9, 10, 11, and 12.

Observing from Figs. 9 and 10, every line voltage has little change before and

after faults. Though the motor speed has a little drop, it is difficult to been

discovered. By the analysis of the above that inter-turn short circuit have the

characteristics of high concealment which is difficult to detect.

Observing from Fig. 11, every phase current has great change before and after

inter-turn short circuit fault. Current in faulty phase A increases in amplitude, while

currents in phase B and phase C has distortion. When conducted with phase A, the

current increases. Every phase current also increases in different forms after inter-

phase short circuit fault, as shown in Fig. 12. Due to the increasing of current, the

temperatures of BLDCM accelerates rising, which will reduce the efficiency and

reliability of motor. Meanwhile fault will bring in short circuit currents, which are

five times more than the normal phase current in amplitude, as shown in Figs. 11

and 12. It will accelerate the fever of the short windings and aggravate the faults.

Shown in Figs. 11 and 12, Bus bar currents both have obvious changes. Through

testing them, inter-turn short circuit faults can be detected timely.
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When inter-turn short circuit fault happens, back-EMF of short winding still

exist, which produces the short current. Not affected by the switch tube, the current

waveform does not exist big chopper, while, because of the existence of mutual-

inductance, there is still a small harmonic, which can be verified in Fig. 11.

When inter-phase short circuit fault happens, the above situation also exists.

Meanwhile, when phase A and B conduct, current flowing through short windings

in them, has equal amplitude and opposite direction. When phase C conducts, these

current’s amplitudes are not equal because of the existence of component of current

in phase C, which can be verified in Fig. 12.

4 Conclusion

The mathematical model of BLDCM with inter-turn short circuit fault and inter-

phase short circuit fault are built up. The mathematic formulas of self-inductance

and mutual-inductance between two phases have been presented under q ¼ 1 in

each phase per pole. The corresponding simulation model is obtained under Matlab/

Simulink environment. Through the open loop simulation analysis, the following

conclusion can be obtained. Both inter-turn and inter-phase short circuit faults have

concealment. The short currents accelerate motor fever and reduce the efficiency

and reliability of BLDCM. Continuing inter-turn short circuit and inter-phase short

circuit fault will accelerate damage level of motor.
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Space-Vector Modulation Based

on Advanced RISCMachine for Single-Phase

Induction Motor

Mingyue Ma and Ding Wang

Abstract The space-vector pulsewidth-modulation (SVPWM) technique is a most

important technique in motor drive. Its realization is more important for

applications of motor drives. For single-phase induction motors, realizations of

SVPWM have a few of applications. Especially, the papers with software levels of

their realizations are not seen. Space-vector modulation based on ARM (Advanced

RISC Machine) for single-phase induction motor is presented. The system configu-

ration, synthesis principle of SVPWM and the software design of the system are

discussed in detail. The experiment prototype is built up and proved the feasibility

of them.

Keywords Single-phase induction motor • Space-vector pulsewidth-modulation

(SVPWM) • ARM • Frequency control

1 Introduction

Single-phase induction motors have advantages of single-phase power supply and

small power application. The single-phase induction motors have been widely

employed in low or middle power level fields, especially in households where a

three-phase supply is not available.

The single-phase induction motor requires the auxiliary winding to produce the

starting torque in early application [1]. For example, the capacitor-starting motor

produces the starting torque with the aid of the auxiliary winding and series-

connected capacitor. Accordingly, it operates as the asymmetrical two-phase induc-
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tion motor at starting, but operates as a pure single-phase induction motor during

running after a centrifugal switch is opened.

The single-phase induction motor is unsuitable for adjustable-speed control

because of poor speed characteristic. Traditionally, speed operation of the single-

phase induction motors has been obtained through voltage control using a triacor

back-to-back thyristors [2]. Accordingly, the harmonic content of the output volt-

age becomes larger, and the frequency range is narrower. Therefore, low-cost static

converters which can improve the quality are required in single-phase induction

motor drives [3–5].

The variable frequency speed regulation technology in induction motor speed

control systems with its high speed and start-up performance, high power factor and

power saving effect was made using more and more extensive in the motor control.

But at present the most research of variable frequency control mainly focus on

three-phase motor, the single-phase motor research is not enough, makes it less

maturing than three-phase motor control technique. SVPWM techniques for the

single-phase inverter-fed symmetrical single-phase induction motors are proposed

[6, 7]. Its realization is more important for applications of motor drives. Space-

vector modulation based on ARM for single-phase induction motor is presented.

The system configuration and synthesis principle of SVPWM are described in

Sect. 2. And the software design of the system is discussed in Sect. 3. Experiments

are introduced in Sect. 4.

2 The Design of System

2.1 System Configuration

Considering that the single-phase induction motor requires speed control, a set of

high-precision ac speed regulation system is designed and implemented based on

ARM. The whole system consists of three phase IGBT inverter, angle sensor,

single-phase induction AC motor, rectifier power supply, Samsung S3C2440 as

the main chip. The main work includes: system initialization, read key state, change

the motor speed. Figure 1 shows the block diagram of system.

In above system, the single-phase induction motor has characteristics of time-

varying and nonlinear and coupling, and can be expressed in a state equation of two

state variables [6]. The inverter of SVPWM is used for controlling it. In front of

inverter, there is a controller. With a encoder on the motor, control diagram is

shown in Fig. 2. But for this paper, the technologies on SVPWM are described

detail.
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2.2 The Synthesis Principle of SVPWM

Six switches can form eight allowed switch combinations in the three-phase

inverter bridge, as shown in Fig. 3. There are eight kinds of conducting situation,

which is T1, T4, T6 conduction, T1, T3, T6 conduction, T2, T3, T6 conduction, T2,

T3, T5 conduction, T2, T4, T5 conduction, T1, T4, T5 conduction, T1, T3, T5

conduction and T2, T4, T6 conduction. It is defined that the upper arm device

conduction use one described, the next bridge arm device conduction uses

0 described. The above eight kinds of condition is arranged in turn. There are

100,110,010,011,001,101,000 and 111 according to ABC phase sequence. From the

normal working of the inverter, the first six kinds of working condition is effective,

the last two states is invalid.

For the output of each complete cycle in the inverter there were six kinds of

effective working state, and appears only once. So inverter transform an effectively

work state every 2π/6, but the phase remained in 2π/6 moment of time. Set working

from the state of 100 to begin, then VT1, VT4, VT6 conduction, the potential

respective to point A is positive, B and C point is negative. Follow the transition of

inverter effective working states, the amplitude of voltage space vector is not

changed, and phase changes 2π/6 each time, until a complete conversion cycle is

over, six space vector just linked end to end, so that the six voltage space vector

rotate 2π radian in a complete conversion cycle, then formed a closed hexagon

graphics. 111 and 000 are invalid working condition, their amplitude and phase is

ARM MCU IPM Module motor

Power DC

photoel ectric
encoder 

Button

Fig. 1 Block diagram of hardware of system

single-phase
induction motor

Encoder

Controller SVPWM

Fig. 2 Control diagram of system
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zero, which is called zero vector value, but we could think they exist in center of

hexagon graphics, shown in Fig. 4.

The objective of SVPWM is to approximate the reference voltage vectorU0 by a

combination of the eight switching patterns. One simple means of approximation is

to require the average output of the inverter (in a small period TPWM) to be the same

as the average of U0 in the same period. Supposing that U0 is located in the sector

formed by U1 and U2, we can get

TPWMU0 ¼ T1U1 þ T2U2 (1)

where T1 and T2 are the respective durations in time for which switching patternsU1

and U2 are applied within period TPWM.

From Eq. 1, we can say that for every PWM period, the desired reference voltage

U0 can be approximated by switching patterns U1 and U2 for T1 and T2 durations

VT1 VT3 VT5

VT2 VT4 VT6

M A

V
D

C

+

-

A B C

Fig. 3 Space voltage vector and inverter circuit of voltage source type

α

β

U100

U110

U101

U011

U001

U010

U000

U111

θ
U0

Fig. 4 The track

of space vector
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of time, respectively. Since the sum of T1 and T2 is less than or equal to TPWM, the

rest of the switching period is occupied by the zero switching state. Therefore, we

define T0 as

T0 ¼ TPWM � T1 � T2 (2)

We can define that

U1 ¼ W1e
jθ1 (3)

U2 ¼ W2e
jθ2 (4)

Where W1 and W2 stand for the magnitudes of the resulting switching state

vectors and θ1 and θ2 are their angles measured in a clockwise direction with respect

to the real axis α.
Supposing U ¼ Wejθ and substituting Eqs. 3 and 4 into Eq. 1, we can get

T1 ¼ TPWMMW1 cos θ (5)

T2 ¼ TPWMMW2 sin θ (6)

Where

M ¼ W1 cos θ1;W2 cos θ2

W1 sin θ1;W2 sin θ2

" #�1

Once the sector of reference U0 is determined, we can compute the matrix M.

The actual values of the components of matrix M are either 1, 1, or 0. After M is

known,T1 andT2 can be easily calculated by using Eqs. 5 and 6. Figures 5, 6, 7, 8, 9,
and 10 shows the switching time of T1 and T2 in any period of six periods in which

the switching frequency is set at 10 kHz. Thus, when designing these kinds of

inverters, the rated current of the insulated gate bipolar transistors (IGBTs)in the

return bridge should be higher.

3 The Software Design of the System

This controller is designed basing on the embedded processor; the software of

system is also based on embedded operating system, as is shown in Fig. 10. The

controller could ensure the experimental control object is rapid, accurate and

stability. This software design of topic mainly includes two aspects: first is the

main interface driver program of the basic peripheral circuit, second is the applica-

tion. In the LINUX operating system, every hardware equipment can drive on the

basis of the driver program, so the hardware equipment of system determines how
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much driver program of device. There are several of the bottom drive programs, the

drive of PWM, the drive of photoelectric encoder, the drive of D/A; applications

mainly include the man–machine interface program, the control algorithm and

program. Hierarchical relationship of LINUX software system in Fig. 11.
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A given speed acquisition compared with the real-time speed collected by

encoder. Control program transmit output message to space vector program through

the named pipe. Space vector procedure called I/O port driver to control six I/O

port. The system will produce SVPWMwaveform. The flow chart of main program

is shown in Fig. 12.
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4 Experiments

This system uses ARM9 as the control core, the type of shingle-phase induction

motor is D5022, The rated power of motor is 60 W, the rated voltage is 220 V, the

rated current is 0.6A, and the model of photoelectric coupler is TLP250. The motor
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and its load of experiments are shown in Fig. 13. After built the hardware system,

software program is on according to the system structure and control algorithm.

After application of cross compile tools to software program and download into the

system, the main debugging process to modify the program is completed until the

output is satisfied.

SVPWM

IPM, AD and Encoder drive

Execute swi to enter kernel Realize Other
library function

exception handling of
system call

Other functions

Hardware device ARM9

Applic
ation

Libr
ary

Ker
nle

Driv
er 

ApplicationPipe

Fig. 11 Hierarchical

relationship of LINUX

Start

System initiation

Loading start-up
through driver

Which sector is
choosed

Space vector
algorithm

Given

The speed of
motor

Fig. 12 The flow chart of

main program
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The wave forms of SVPWM in experiments are shown in Fig. 14.U100 andU011

are same like them in Fig. 4, U010 and U101 a are also same like them in Fig. 4, but

their colors are a little light. It is note thatU110 andU001 are a horizontal space from

them in Fig. 4 because there are change of reference level in IGBT bridge.

Therefore, usages of SMPWM are correct, and further studies are necessary.

Fig. 13 Motor and its load of experiments

Fig. 14 Wave forms of

SVPWM in experiments
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5 Conclusion

According to the rotation situation of motor, the SVPWM technique is proposed for

single-phase induction motor. There are six space voltage vectors and no zero

vectors in two-phase inverters. A reference voltage vector is realized by adjusting

six space vectors without zero space vectors. A three-phase inverter topology with

SVPWM was used to produce higher output voltage with lower distortion as

compared to an H-bridge inverter. Hence, this method is simple and cost efficient.

The method is should applied to practical productions in the future.
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Analysis on the Error Caused by Working

Frequency Drift for the Silicon

Micromechanical Gyroscope

Pu-hua Wang, Bing Luo, An-cheng Wang, Ming-ming Jiang,

and Dong-feng Song

Abstract The Silicon Micromechanical Gyroscope (SMG) has broad application

in various fields, but its development is badly restricted by the error caused by

temperature drift. The temperature drift will lead to the change of working fre-

quency, and it is one of the main factors which caused the drift error. Presently,

fewer researchers focus on how the working frequency affects the scale factor and

bias of the gyroscope. In this paper, the effects of the working frequency drift on the

scale factor and bias of the gyroscope will be analyzed in theory and simulation, in

terms of the dynamics equations and the process of signal detection of SMG. The

results show that, the working frequency drift has a significant impact on the

performance of the gyroscope, and typically, considering 1 Hz working frequency

drift, the relative variation of scale factor is up to the order of 10,000 ppm, and the

variation of bias is up to the order of 102(�=h). The conclusions of this paper provide
a basis for the further research on the temperature error models and compensations

for SMG.

Keywords Silicon micromechanical gyroscope • Working frequency drift • Scale

factor • Bias

1 Introduction

Silicon micromechanical gyroscopes are widely used in a various fields such as

inertial navigation system, dexterous bomb, car manufacture and so on, for its

advantages of small size, light weight, low cost and high reliability. The error

caused by temperature drift is one of the main factors which restrict the
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development of SMG [1]. Man Hai-ou points out that, the fluctuation of the

environment temperature will lead to change of the structure spring modulus of

gyroscope, then the working frequency will drift, and the experiment shows that the

drive mode resonance frequency will drift about 8 Hz while the temperature

changes from �40 �C to 60 �C [2]. Chihwan Jeong and Liu Xiao-wei also study

on the working frequency drift features caused by temperature, and get similar

conclusions [3, 4]. Experiment results of Man Hai-ou show that there is a strict

relativity between the bias of gyroscope and the working frequency [5].

It is thus clear that, the working frequency drift caused by temperature is a

significant factor of the error caused by temperature of SMG. Presently, the

research on this issue mostly focus on the temperature features of mode frequency,

but the mechanism of how the working frequency affects the scale factor and bias of

gyroscope are rarely reported. Focusing on this question, this paper starts from the

dynamic equations of silicon micromechanical gyroscope, combines with the

process of signal detection, analyses the effect of the working frequency drift to

the scale factor and bias of gyroscope, and evaluates the relevant error quantita-

tively with simulation.

2 The Fundamental Operation of SMG

SMG has two orthogonal modes which are drive mode and sense mode. Both of

them can be regarding as a second-order oscillating system. By disregarding the

external influences of gravity and acceleration of reference frame, the dynamic

equations of SMG can be expressed as follow ([6], pp. 10–19):

€xþ ðωd=QdÞ _xþ ω2
dx ¼ fd=m

€yþ ðωs=QsÞ _yþ ω2
s y ¼ �2Ω _x

(

Where, ωd is the resonance frequency of drive mode; Qd is the quality factor of

drive mode;ωs is the resonance frequency of sense mode;Qs is the quality factor of

sense mode; fd is the drive force; Ω is the input angular velocity.

Generally, the drive mode is operating in resonant state with constant amplitude

through feedback controlling [7]. Suppose the movement displacement of

drive mode is xðtÞ ¼ A0sinωdt, where, A0 is the amplitude of displacement, ωd is

the drive frequency, which is equal to the resonance frequency of drive mode, and

also is the frequency of output signal, named as working frequency in this paper.

With the constant angular velocity input, the dynamic equation of sense mode can

be written as:

€yþ ωs

Qs
_yþ ω2

s y ¼ �2Ω _x ¼ C0ωdx (1)
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Where C0 is a constant related to the amplitude of angular velocity, and is

considered as 1 in the following analysis.

According to Eq. 1, the output of sense mode can be worked out:

yðtÞ ¼ GðωdÞ cos ωdtþΦðωdÞð Þ (2)

Where GðωdÞ, ΦðωdÞ are the gain and phase shift of the output signal of sense

mode relative to reference signal x respectively,

GðωdÞ ¼ ωdffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðω2

d � ω2
s Þ2 þ ðωdωs=QsÞ2

q (3)

ΦðωdÞ ¼ π

2
� atan

ωdωs

ðω2
d � ω2

s ÞQs

� �
(4)

Equations 2, 3, and 4 show that, the gain and phase of the displacement output

signal of sense mode are all related to mode frequency ωd , and the output signal

contains the angular velocity which is needed to measure, thus the working fre-

quency drift will have an effect on performance of gyroscope finally.

3 The Effects of Working Frequency Drift

on the Performance of the Gyroscope

3.1 The Effects of Working Frequency Drift on the Gain
and Phase of Output Signal of Sense Mode

Assume that besides the drive resonance frequency, the other operating parameter

of gyroscope, such as sense mode resonance frequency, Q-factor of both the drive

mode and sense mode all remain constants. Considering of the typical mode

parameters of a gyroscope, generally, the mode frequency is about 4 KHz, the

difference of the resonance frequency of the two mode is about 50 Hz, the quality

factor of sense mode is about 1,000, that is to say, the magnitude ofωd,ωs are in the

order of 104(2π � 4 KHz),and the magnitude of ωd � ωs (assume ωd > ωs)is in the

order of 102(2π�50 Hz), Qs is in the order of 103, then

ðω2
d � ω2

s Þ
2 ¼ ðωd þ ωsÞ2ðωd � ωsÞ2 > 4ω2

s ðωd � ωsÞ2 >> ðωdωs=QsÞ2

Here, two reasonable approximations are given as follow:

• Approximation 1:
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ω2
d � ω2

s ¼ ðωd þ ωsÞðωd � ωsÞ � 2ωdðωd � ωsÞ � 2ωsðωd � ωsÞ (5)

• Approximation 2:

ðω2
d � ω2

s Þ
2 þ ðωdωs=QsÞ2 � ðω2

d � ω2
s Þ

2
(6)

3.1.1 The Relation Between the Output Gain of Sense Mode

and Working Frequency

Differentiating G in Eq. 3 with respect to ωd yields:

@G

@ωd
¼ � 1

2

� �
½ðω2

d � ω2
s Þ

2
=ω2

d þ ðωs=QsÞ2�
�3

2 2ðω4
d � ω4

s Þ
ω3
d

� �

According to the approximation 1, it can be simplified to,

@G

@ωd
� ω2

d þ ω2
s

ðω2
d � ω2

s Þ2

Then the relative variation of gain is,

δGωd
¼

@G
@ωd

G
� ω2

d þ ω2
s

ðω2
d � ω2

s Þωd
� 1

ðωd � ωsÞ

Themagnitude ofδGωd
is in the order of 10�3, which means the relative variation of

gain is in the order of 10�2 when the drive frequency changes 1 Hz (ωd changes 2π).

3.1.2 The Relation Between the Output Phase Shift

of Sense Mode and Working Frequency

Differentiating Φ in Eq. 4 with respect to ωd yields:

δPωd
¼ @Φ

@ωd
¼ ωsQsðω2

d þ ω2
s Þ

ðω2
d � ω2

s Þ2Q2
s þ ω2

dω
2
s

According to the Approximation 1and Approximation 2, it can be simplified to:

δΦωd
¼ @Φ

@ωd
¼ ωs

2Qsðωd � ωsÞ2
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The magnitude of δΦωd
is in the order of 10�4, that’s to say the relative variation

of phase shift is in the order of 10�2 (degree) when the drive frequency changes

1 Hz (ωd changes 2π).

3.2 The Effects of the Gain Error and the Phase Shift
Error of Sense Mode on the Scale Factor and Bias
of the Gyroscope

By considering of the in-phase error and quadrature error, the output of the sense

mode of silicon micromechanical gyroscope can be described as ([6], pp. 147–149):

Vout ¼ ðKμþ ViÞcosðωdtþ θÞ þ Vqsinðωdtþ θÞ

Where,K is the scale factor, μ is the input angular velocity,Vi is the amplitude of

in-phase error, Vq is the amplitude of quadrature error, θ is the phase shift of mode.

Assuming φ as the reference phase of the demodulation signal, the output of

in-phase and quadrature respective is,

Iout ¼ ðKμþ ViÞcosðθ � φÞ þ Vqsinðθ � φÞ

Qout ¼ �ðKμþ ViÞsinðθ � φÞ þ Vqcosðθ � φÞ

After proper calibration, φ ¼ θ and Vi, Vq and K are think as known constants.

Taking Iout as the effective output y, then

y ¼ Kμþ Vi

Defined the relative error of gain as ε, and the phase shift error as α, with the

effects of ε and α, the output y0 turns to

y0 ¼ ð1þ εÞ � cosα � Kμþ ð1þ εÞ � cosα � Vi þ ð1þ εÞ � sinα � Vq

The relative variation of scale factor is

δK ¼ ð1þ εÞ � cosα� 1j j (7)

The variation of bias is

ΔB ¼ ðð1þ εÞ � cosα� 1ÞVi þ ð1þ εÞVq � sinα (8)
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The Eqs. 7 and 8 show that, the gain error and phase shift will all lead to the

change of scale factor and bias, and the variation of bias is related to the variation of

in-phase error and quadrature error of gyroscope as well.

4 Simulations

Some real parameters of a certain type of gyroscope are used in the simulation,

shown in Table 1.

4.1 The Simulation of Gain Error and Phase
Shift of Sense Mode

According to the parameters in Table 1, the relative variations of gain error and

phase shift respect to the working frequency are simulated in the whole temperature

range (�40 ~ 60 �C). As shown in Fig. 1, in the whole temperature range, the gain

will change about 160,000 ppm, and the phase will shift about 0.4�.

4.2 The Simulation of the Relative Variation of Scale Factor
and the Variation of Bias

According to the results of Sect. 4.1, when the resonance frequency drifts for 1 Hz,

the relative error of gain ε 2 ½0; 0:02�, and phase shift α 2 ½�0:05�; 0�. Based on

these results and the parameters in Table 1, the variation of scale factor and bias can

be easily gotten, as shown in Fig. 2.

Simulation results can be concluded as Table 2. The results show that, relatively,

in the same conditions, the variation of scale factor caused by gain error is more

significant while the variation of bias caused by phase shift is more significant when

the resonance frequency of drive mode is drift. Particularly, when the frequency

drifts 1 Hz, the relative variation of scale factor caused by gain error is about

20,000 ppm, and the variation of bias caused by phase shift is about 8 � 10�4 V. The

Table 1 Parameters used in simulation

ωd (rad/s) ωs (rad/s) Qs Vi (V) Vq (V) K ðmV=�=sÞ
2π � ð4; 000þ ½�4; 4�Þ 2π � 4; 050 1,000 0.0034 0.8722 15
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measured scale factor of this gyroscope is about 15 mV/�/s, and then the bias can be
converted to angular velocity,

Bias ¼ 8 � 10�4

15 � 10�3
� 3; 600 ¼ 192�=h

Fig. 1 Graphs of gain error (ε) and phase shift (α) respect to the working frequency drift (Δω)
(a) Gain error (b) Phase shift

Fig. 2 Graphs of the relative variation of scale factor (δK) and the variation of bias (ΔB) respect to
the gain error (ε) and phase shift (α) (a) The relative variation of scale factor (b) The variation

of bias

Table 2 The simulation results of the relative variation of scale factor and the variation of bias

Δω The features of sense mode δK ΔB
1 Hz α ¼ 0:05� 0.38 ppm 8 � 10�4 V

ε ¼ 20; 000 ppm 20,000 ppm 8 � 10�5 V
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5 Conclusion

In this paper, the relations between the working frequency and the scale factor and

bias of the gyroscope are analyzed, in terms of the dynamics equations and the

process of signal detection of SMG. The results of theoretical analysis and simula-

tion show that, the working frequency drift has a significant impact on the perfor-

mance of the gyroscope, and typically, considering 1 Hz working frequency drift,

the relative variation of scale factor is up to the order of 10,000 ppm, and the

variation of bias is up to the order of 102(�=h). The conclusions of this paper provide
a basis for the further research on the temperature error models and compensations

of the gyroscope.
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The Analysis of Coating Quality of Thin

Copper Film Prepared by Wire Exploding

Spray Coating Method

Jiazhi Yang, Cunbo Jiang, Xingming Fan, Fei Yang,

Shengli Yi, and Fan Yang

Abstract Wire Exploding Spray Coating (WESC) technology is capable to prepare

metal coating on nonmetal surface, such as glass, ceramic, etc. In order to determine

the relationship between the technological parameters and the coating quality, exper-

imental samples of WESC under different technological parameters are measured

and analyzed in this paper. The results demonstrate that, during the WESC process,

when the initial capacitor voltage increases from 10 to 20 kV, the metal wire diameter

decreases from 1 to 0.5 mm, the circuit conductance decreases from 10.8 to 3.9 μH,
the wire is heated up more sufficient, the mean diameter of metal micro-particle

generated by the exploding is smaller, and the temperature and speed of the particles

are higher, and the prepared coating is more compact, dense and even.

Keywords Wire exploding spray coating • Technological parameter • Coating

quality • SEM

1 Introduction

It has a significant application value to prepare a metal film onto nonmetal

material’s surface, such as glass and ceramic [1]. But because the glass and ceramic

are frangible, cannot be heating up for a relatively long time, it is very difficult to
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prepare a coating on the surface on these nonmetals, especially the inner surface of

the nonmetal tube [2, 3].

Wire exploding spray coating (WESC) is one of thermal spray methods; it

featured with a fast and controllable spray process, metal or nonmetal substrate

material, and less heating up process affecting. The WESC method is suitable for

preparing thin film on nonmetal surface, and will have a bright application

foreground [4].

On the other hand, the WESC process is very complicated; the process is

affected by many technological parameters. The WESC process is comprised of

deeply coupled electrical process and physical process [5, 6]. In order to unveil the

relationship between technological parameters (namely, the initial voltage of the

capacitor, the inductance of the circuit, the diameter of the metal wire, and so on)

and the electrical and physical process, and finally, how the technological

parameters affecting the prepared film quality, a few experiments are carried out

in this paper.

The electrical and physical process under different technological parameters has

been analyzed in our former work [7]; and the instructions for WESC film preparing

have also been proposed. In this paper, the WESC method is conducted to prepare

copper film on the glass and ceramic surface; the samples prepared under different

technological parameters are measured and analyzed; and the relationship between

the technological parameters and the film quality is researched.

2 Experiment

2.1 Experimental Conditions

The WESC experiment is conducted under the WESC equipment whose schematic

diagram is shown in Fig. 1. The WESC equipment is composed of energy storage

unit, pulse formation unit, and spraying chamber.

The initial voltage of the capacitor applied in the experiment is 10, 12.5,

15, 17.5, and 20 kV respectively; the circuit conductance is 3.9, 6.5 and 10.8 μH;
The capacitance of the capacitor is 14 μF, and the circuit resistance is 20.8 mΩ.

Copper wire is selected as spraying material; and whose length is 120 mm,

diameter is 0.5, 0.75 and 1 mm. The substrate material is flat glass (which consists

mainly of CaSiO3), with a dimension of 80 mm (length)*50 mm (width), 5 mm

(thickness). The spraying distance is 10, 20 and 30 mm, respectively.
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2.2 Evaluation Method of the Experiment Result

In order to analyze the spaying quality under different technological parameters,

and then unveil the optimal technological parameters for metal film preparing, a set

of experiment result evaluation method must be established.

Effective spraying width means the maximum distance between two boundaries

of the prepared film which are parallel with the long side of the substrate. The

effective spraying width of the film is related to the efficiency of the spraying.

Wider effective spraying width means less spraying processes.

Resistance of the film is the concentrated reflection of the thickness, effective

spraying width, oxidation rate of the film.

Surface topography of the film is one of the most important criterions for the

spraying quality. Such conditions of the film could be determined through the

analysis of the surface topography, which are size distribution and inter combina-

tion of the particles, uniformity and void fraction of the film.

2.3 Measurement of the Experiment Samples

According to the evaluation method of the experiment result, the measurement

methods are applied as below:

The film resistance is measured by QJ44 portable DC Kelvin Bridge. The

measurement range of the bridge is 10-4 ~ 11 Ω. If the film resistance is above

11 Ω, the resistance is measured by multimeter. During the measurement, the long

side of the substrate is assumed as the length of the conductor.

The surface topography of the film is analyzed by JSM-5600 LV SEM which is

manufactured by JEOL.

380V
AC Capacitor

bank

Spark
switch

Metal
wire

Spraying
chamber

Trigger
signal

Transformer

+
Rectifier

Fig. 1 Schematic diagram of the wire exploding spray coating equipment
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3 Analysis of the Experimental Results

3.1 Experimental Results Under Different
Initial Capacitor Voltage

In the experiment, the initial capacitor voltage is 10 kV (#01), 12.5 kV (#02), 15 kV

(#03), 17.5 kV (#04) and 20 kV (#05), respectively. The diameter of the copper wire

is 0.5 mm, the circuit conductance is 3.9 μH, and the spraying distance between the
wire and the substrate is 20 mm.

The SEM micrographs of the film under different initial capacitor voltage are

shown in Fig. 2. The SEM micrographs are 500� magnified. Through the topogra-

phy, it shows that, accompany with the increase of initial capacitor voltage, the

surface of the film is more even and neat, with less void fraction, the particles are

shaped from oblate to spheroidal, the film covering surface over the substrate is

increasing too.

Some detailed parameters of the WESC process is listed in Table 1. It can be

indicated from the table that the weight of the film decreasing from 0.1571 to

0.0176 g with the initial capacitor voltage increasing from 10 to 20 kV. However,

the resistance of the prepared film has its own variation method, when the initial

capacitor voltage is 10 kV, the resistance of the film is out of range of the electric

Fig. 2 Surface topography of the coating under initial capacitor voltage of 10 kV (#01), 12.5 kV

(#02), 15 kV (#03), 17.5 kV (#04) and 20 kV (#05)
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bridge; when the initial capacitor voltage increases to 15 kV, the resistance is

1.14 Ω; and the resistance increases again with the rise of the initial capacitor

voltage.

3.2 Experimental Results Under Different Wire Diameter

Experiment #05, #06 and #07 is conducted under the wire diameter of 0.5, 0.75, and

1 mm, respectively. The initial capacitor voltage is 20 kV, circuit inductance is

3.9 μH, and spraying distance is 20 mm.

The SEM micrographs of the film under different wire diameter are shown in

Fig. 3.

The film surface is magnified by 500� in Fig. 3. It can be told from the

micrograph #5 that the surface of the film is neat; the particles are even, and without

sandwich structure. But with the increasing of wire diameter, sandwich structure is

more obvious, the film has more holes in it, and the substrate can be seen in certain

places.

The detail of experimental results under different wire diameter is shown in

Table 2. The result shows that film is more even with a smaller wire diameter.

Smaller wire diameter means that the wire will be heated up fast, and the generated

particles are small, and move fast toward the substrate, from an even film.

Table 1 The parameters of the substrate under different initial capacitor voltage

No.

Weight before

spraying (g)

Weight after

spraying (g)

Weight of

the film (g)

Average

width (mm)

Resistance

of the film (Ω)
#01 53.1749 53.3320 0.1571 20 very great

#02 53.2022 53.2673 0.0651 25 very great

#03 52.7266 52.7544 0.0278 26 1.14

#04 52.5245 52.5470 0.0225 30 1.55

#05 53.6290 53.6466 0.0176 31 21.51

Fig. 3 Surface topography of the coating under wire diameter of 0.5 mm (#05), 0.75 mm(#06),

and 1 mm(#07)
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3.3 Experimental Results Under Different
Circuit Inductance

Experiment #05, #08 and #09 are conducted under the circuit inductance is 3.9, 6.5

and 10.8 μH, respectively. The initial capacitor voltage is 20 kV, wire diameter is

0.5 mm, and spraying distance is 20 mm.

The SEMmicrographs of the film under different circuit inductance are shown in

Fig. 4.

The film surface is magnified by 500� in Fig. 4. The SEM micrographs tell that

the film surface topography of the film is influenced by the circuit inductance

strongly. When the circuit inductance is small, the film surface is neat, even; but

with the increasing of the inductance, the surface of the film is irregular, and has

more holes in it.

The detail of experimental results under different circuit inductance is shown in

Table 3. Smaller circuit distance means the energy stored in the pulsed capacitors

can be deposited into the wire faster and more efficient, and thus, the wire is heated

up faster and evener, forms a neater, evener film surface.

Table 2 The parameters of the substrate under different wire diameter

No.

Weight before

spraying (g)

Weight after

spraying (g)

Weight of

the film (g)

Average

width (mm)

Resistance

of the film (Ω)
#05 53.6290 53.6466 0.0176 31 21.51

#06 52.4189 52.8150 0.3961 31 0.589

#07 52.3282 52.9813 0.6531 33 very great

Fig. 4 Surface topography of the coating under different circuit inductance

Table 3 The parameters of the substrate under different circuit inductance

No.

Weight before

spraying (g)

Weight after

spraying (g)

Weight of

the film (g)

Average

width (mm)

Resistance

of the film (Ω)
#05 53.6290 53.6466 0.0176 31 21.51

#08 53.2831 53.3906 0.1075 28 0.965

#09 53.0782 53.173 0.0948 21 0.235
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4 Conclusion

The WESC experiment for preparing copper film on glass substrate was conducted

under different initial capacitor voltage, wire diameter, circuit conductance in this

paper. The result showed that, higher initial capacitor voltage, smaller circuit

conductance and wire diameter were conducive to the fast energy depositing into

the copper wire, and then decrease the influence of the uneven heating up process.

The thin film prepared under this condition has a more even and neat surface.
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Separation Criterion Based on Apparent

Impedance Angle

Chunjie Chen, Zhonglei Chen, Danzhen Gu, and Xiu Yang

Abstract In order to improve the criterion based on apparent impedance angle, the

electrical parameters in the process of asynchronous oscillation based on the

two-machine equivalent system are analyzed, and oscillation center is studied in

the paper. In order to detect oscillation period correctly, the voltage and the active

power is utilized. Moreover, the integration of reactive power is used to determine

oscillation center. The simulation of New England 10 machine system shows that

the criterion based on apparent impedance angle can distinguish asynchronous

oscillation effectively, and oscillation period can be detected by voltage and active

power. Also, the simulation indicates that oscillation center can be captured by

reactive power.

Keywords Asynchronous oscillation • Apparent impedance angle • Oscillation

center

1 Introduction

Power system stability is the key to the safe operation of power grid. With the

continuous development of power network, the security of power system has been

greatly improved. But natural disasters and unpredictable accidental factors still can

cause the instability of the system [1–3]. Out of step splitting as the last line of

defense ensures that the grid will not completely collapse, has been widely used

[4, 5]. The accurate judgement of asynchronous oscillation is the basis of splitting.
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Now separation criterion used in power system are mainly [6, 7]: the principle

based on impedance track, the principle based on three-phase current, the principle

based on apparent impedance angle, the principle based on u cosφ, etc.
The principle based on impedance track can distinguish synchronous oscillation

and asynchronous oscillation, but it is vulnerable to the influence of power system

operation mode and network structure, and it is quite difficult for device setting

[8]. The principle based on three-phase current can overcome the influence of load

and operation mode, but it cannot distinguish the direction of current [9]. The

principle based on u cosφ can accurately estimate the time when power angle

reaches180�, but it cannot judge the location of oscillation center [10]. In this paper,
the principle based on apparent impedance angle is studied. This separation crite-

rion determines the state of system by utilizing the variation of phase different

between voltage and current, and this criterion can effectively distinguish the

direction of oscillation center. In order to distinguish oscillation period correctly,

the voltage and the active power are utilized. In addition, the integration of reactive

power is used to determine whether the oscillation center lies in this line.

2 The Characteristics of Apparent Impedance Angle

in the Process of Asynchronous Oscillation

All units are usually divided into two coherent generator groups when the power

system is in the process of out of step. So the two-machine equivalent system can be

used to analyze the characteristic of electrical parameters [11], as shown in Fig. 1.

The equivalent impedance of the system is _Zeq, and the impedance angle isφeq. M is

oscillation center.

It is assumed that the electric potential amplitudes of _E1 and _E2 are equal, and

deemed that the impedance angle of the system is the same. _E1 is referenced vector,

and the angle between _E1 and _E2 is δ.
The apparent impedance angle of measuring point O1 in the process of asyn-

chronous oscillation is:

θo1 ¼ arctan
n sin δ

1þ n cos δ
� δ

2
� π

2
þ φeq (1)

n ¼ ðZeq=2þ ZomÞ=ðZeq=2� ZomÞ (2)

The variation of apparent impedance angle is different when oscillation center is

in the different position of measuring device. It is assumed that the power flows

from bus to line as the positive direction. When the power flows to oscillation

center, the oscillation center is located in the positive direction of measuring point.

On the contrary, oscillation center is located in the negative direction of measuring

point [12].
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1. When oscillation center is located in the positive direction of measuring point

and measuring point is sending end (Zom > 0 then n > 1), the change curve of

apparent impedance angle is shown in Fig. 2 when n takes different values. It is

shown that the apparent impedance angle increases when the angle δ changes

from 0� to 360�.
2. When oscillation center is located in the negative direction of measuring point

and measuring point is receiving end (Zom < 0 then 0 < 1), the change curve of

apparent impedance angle is shown in Fig. 3 when n takes different values. It is

shown that the apparent impedance angle decreases when the angle δ changes

from 0� to 360�.

O1 O2 M
O3 O4E2

� E1
�

IL
�

ZG1
� ZL1

� ZL2
� ZL3

� ZG2
�

Fig. 1 Diagram of

two-machine equivalent

system

Fig. 2 The curve of

impedance angle as n > 1

Fig. 3 The curve of

impedance angle as

0 < n < 1
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Also, the variation of apparent impedance angle in other positions can be

obtained by the same theory.

3 The Out-of-Step Criterion of Apparent Impedance Angle

There is certain function relation between apparent impedance angle and angle δ
according to the above analysis. Therefore, apparent impedance angle can be used

to distinguish asynchronous oscillation, synchronous oscillation and short circuit

faults.

The impedance plane is divided into six parts, as shown in Fig. 4 [13, 14]: the

range fromφ1 toφ2 is part I; the range fromφ2 to 90
� is part II; the range from 90� to

φ3 is part III; the range from φ3 to φ4 is part IV; the range from φ4 to 270
� is part V;

the range from 270� to φ1 is part VI.

In the process of asynchronous oscillation, the change law of apparent imped-

ance angle is:

1. When measuring point is sending end and oscillation center is in the positive

direction of measuring point, the change law of impedance angle is: I-II-III-IV.

2. When measuring point is sending end and oscillation center is in the negative

direction of measuring point, the change law of impedance angle is: IV-V-VI-I.

3. When measuring point is receiving end and oscillation center is in the positive

direction of measuring point, the change law of impedance angle is: IV-III-II-I.

4. When measuring point is receiving end and oscillation center is in the negative

direction of measuring point, the change law of impedance angle is: I-VI-V-IV.

5. When oscillation center is located in measuring point, the change law of

impedance angle is: IV-I or I-IV.

When the system is subjected to a large disturbance, the reactive power will over

zero repeatedly, so the principle based on apparent impedance angle will misjudge

the number of oscillations easily [15].

Fig. 4 The division of

impedance plane
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Without considering the losses of lines, meaning that line impedance is

represented by reactance, the active power of measuring point O1 is:

P ¼ Re½ _U � ÎL� ¼ 2
E1

2

Xeq
sin

δ

2
cos

δ

2
¼ E1

2

Xeq
sin δ (3)

It shows that the active power is over zero periodically in the process of

asynchronous oscillation, and the period is 2π. Therefore, the active power can be

used to detect the out of step oscillation period. When the active power cross zero

two times, it can be determined as an out-of-step period [16].

So, when both of the following conditions happened, it can be determined as an

out-of-step period

1. Apparent impedance angle accords with the change law of asynchronous

oscillation.

2. The active power is crossing zero two times.

Oscillation center is mainly determined by the minimum value of apparent

impedance or by the minimum value of voltage, but this method cannot determine

the direction of oscillation center [17]. Because of the strong coupling relation

between reactive power and voltage [18], the integration of reactive power is used

to distinguish the direction of oscillation center in this paper.

The reactive power of bus O1 is:

Q ¼ E2
1

Zeq
f½sinφeq � sinðφeq þ δÞ� � kð2� 2 cos δÞ� sinφeqg (4)

Where, k ¼ Zom=Zeq.
The integration of reactive power in an oscillation period is:

f ðkÞ ¼
ð2π
0

Qdδ ¼ 2π
E2
1

Zeq
ð1� 2kÞ sinφeq (5)

f ðkÞ is positive when k < 0:5, and f ðkÞ is negative when k > 0:5. So the integrations
of reactive power at each end can be used to determine oscillation center. If the

integrations of reactive power at each end are positive and negative respectively, it

is determined that oscillation center is in this line.

4 Simulation Example

The system of New England 10 machine [19] is simulated in this paper, as shown in

Fig. 5. The PSD-BPA program is used for time-domain simulation.
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Assuming that the generator G2 is referenced unit, when three-phase short

circuit fault occurs at line 26–27 and the fault is removed at 0.2 s, the angle curves

of all generators are shown in Fig. 6.

As shown in Fig. 6, relative to other generators, the unit G9 is instability. The

line 26–28 is discussed in this paper. The change law of apparent impedance angle

at bus 26 is shown in Fig. 7.

As shown in Fig. 7, the change law of apparent impedance angle at bus 26 is

IV-III-II-I, and it meets the law of the criterion based on apparent impedance angle.

So it can be determine that the system is in the state of asynchronous oscillation.
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In order to distinguish oscillation period correctly, the active power of line

26–28 is need to discuss, and the result is shown in the Fig. 8.

As shown in Fig. 8, the active power of line 26–28 is over zero two times at

0.84 s. So, according to the change law of apparent impedance angle, it is confirmed

that 0.2 ~ 0.84 s is the first out-of-step oscillation period.

The integration of reactive power of line 26–28 is calculated, and the result is

shown in Table 1.
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The integration of reactive power at bus 26 is positive, and it is negative at bus

28. So it is confirmed that oscillation center is located in line 26–28. The line 26–29

is studied according to the above analysis, and it also determined that oscillation

center is located in line 26–29.

5 Conclusion

The separation criterion based on apparent impedance angle can distinguish the

asynchronous oscillation, synchronous oscillation and short-circuit faults. And it

also can tell the direction of oscillation center effectively. When the system is

subjected to a large disturbance, this criterion tends to misjudge the number of

oscillations. If the voltage falls down to the lowest and the active power is over zero

at the same time, it is determined as an out-of-step period. Oscillation center was

captured by the integration of reactive power in this paper. If the integrations of

reactive power at each end are positive and negative respectively, it can be

confirmed that oscillation center is in this line. The correctness of this criterion is

verified by the analysis of New England 10 machine system.
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The Design for Photoelectric Graphics

Generator of Small Arms Sights

Qiushui Yu, Hui Guo, Jinzhi Sun, Bing Liu, and Ruining Yang

Abstract In order to simulate infinite far targets in the testing system of small arms

sights, improve the test efficiency and accuracy, this paper designed a set of

photoelectric graphics generator based on the collimator and DLP technology.

The photoelectric graphics generator uses a computer and a modified DLP to

replace the traditional reticule. It is controlled by a computer and automatically

generates a variety of graphics according to our needs. These graphics are reflected

onto the beam splitter through the reflector, and are reflected onto the collimator

collimating objective through the beam splitter again, and finally, generate an

infinite far target. Experiment results show that the photoelectric graphics generator

not only simulates the infinite far targets, but also reduces tedious work of compo-

nent replacement reticule and overcome the influence of human factors. It can

improve the test accuracy of testing system, and meet the testing requirements of

performance parameters of light weapons sights.

Keywords Light weapons sights • DLP • Collimator • Photoelectric graphics

generator

1 Introduction

The sight is an important part of the light weapons. The optical sights, which is

composed of visible light photoelectric sensors, laser photoelectric sensors, low

light level photoelectric sensors, infrared photoelectric sensors, used to the gun is

playing an important role in modern warfare. So the world’s major countries are
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strongly to develop photovoltaic technology, research and manufacturing new type

optical sights. In the process of research and manufacturing of optical sights, the

performance parameters of optical system affect the overall performance of light

weapons sights directly. Therefore, its quality must be fully tested after designing,

processing and assembly, accordingly understand the quality of performance

parameters on the overall performance, further adjustment and correction, and

achieve the best extent [1].

Conventional test of optical sights performance parameters basically uses clas-

sical optical testing techniques. These techniques are more mature and

standardized. The test instruments used universal optical measuring instruments

(See Fig. 1). In order to simulate an infinite target, to meet the requirements of the

different parameters test, which need to produce the reticule components of a

variety of different patterns, mainly include: framed cross and circle reticule (3),

the framed perot board (1), star point board with a box (1 set), a frame resolution

board, 1 set (No. 1 ~ No.5) and framed frosted glass, opal glass, evenly-rays,

polarizer (1 set).

These reticules, when the components are testing in simulation infinity goals, not

only troubled for replacing them and also influenced by the human factors. In order

to facilitate to generate the various reticule patterns that we need and reduce the

influence of human factors to meet the objective test of image surface stability of

zoom white sights, low light sights, on the basis of the collimator, combined with

DLP technology, we designed a set of photoelectric graphics generator. The

photoelectric graphics generator can be controlled by a computer and generated a

variety of reticule graphics according to our needs automatically. These graphics

are located in the focal plane of collimator lens, and simulated infinity goals.

2 The Design of Photoelectric Graphics Generator

The photoelectric graphics generator uses a kind of new generative technology of

graphics – Photoelectric Digital Light Processing (DLP) technology. It can auto-

generate all kinds of reticule graphics we need by a computer controlled, so the

selection of DLP is essential.

uniform lighting sheet reticule beam splitter collimator objective

Fig. 1 Traditional photoelectric graphics generator

86 Q. Yu et al.



2.1 Selection of DLP

DLP is an abbreviation for Digital Light Processing. This technique need to convert

image signal into digital signal through the digital processing firstly, then the light

projected. It is a technology based on Deyi company developed a digital

micromirror device – DMD to complete the digital visual information display,

and it is an unique, using an optical semiconductor to produce digital multiple

light sources display solutions. It is a highly reliable all-digital display technology,

can provide the best image results in all kinds of products.

DMD is the abbreviation for Digital Micromirror Device, it is the core of DLP

technology [2]. A DMD can be simply described as a semiconductor light switch,

composed of hundreds of thousands or even millions of micro-lenses [3]. A

micro-lens represents a pixel; the transformation rate is 1,000 times/second or

faster [4]. Each lens size is 14 � 14 μm (or 16 � 16 μm), and below it has a

hinge-like rotation of the role of device is easy to adjust the direction and angle.

Each lens can pass or cut off a pixel’s light, the hinge allows the lens to tilt

between two states, +10� is “on”, �10� is “off”, When the lens is not working,

they are “parked” state of 0�. Under the “On” state, the reflected incident light

projected the image onto the screen through the projection lens; while under the

“off” state, the incident light reflected in the micro-lens was absorbed by absorber

[5]. DLP projection technology use digital micromirror device to realize digital

optical processing.

The principle of DLP projection technology is homogenizing the light source by

an integrator, through a color wheel of three primary colors, the light is divided

into R, G, B three-color, and then make the color imaging in the DMD through the

lens. Use the method of Sync signal, convert the electric signal of digital rotating

lens into grayscale, shown colors coordinate with the R, G, B three colors, the last

projection imaging through lens. Working principle [6] see Fig. 2.

Because the qualification requirements of the photoelectric graphics generator

can display the computer VXGA signal, resolution (pixels) is 1024 � 768, Pixel

size is 16 � 16 μm, Uniformity is �10 %, therefore, we selected DLPTM

projectors of PLUS company produced, its model number is U3-1100WZ/C. DLP

installation structure diagram shown in Fig. 3.

2.2 Schematic Diagram of Photoelectric Graphics Generator

In order to facilitate to generate the various reticule patterns that we need and

reduce the influence of human factors, we used a computer and a modified DLP to

instead of the reticule. In order to simulate an infinite far target, we carried out

transformation for DLP projector, removed the projection lens out of the DLP itself,

and placed the DMD in the focal plane of the collimating lens. In order to control

the illumination of light source, and prevent CCD supersaturation, the Polaroid was
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joined in the optical path, to meet the qualification requirements of the area CCD

devices, and easy to display and process image. The principle of photoelectric

graphics generator are shown in Fig. 4.

3 The Testing Experiment of Photoelectric

Graphics Generator

First, using the VC++ 6.0 programming techniques to generate a variety of reticule

graphics that we need. Then, making required graphic image on the digital

micromirror device in the DLP by a computer. Now, the DMD in the focal plane

of the collimator collimating lens, which achieve infinity far target simulation,

shown in Figs. 5, 6, 7, and 8.

DLP Board

Processor

Memory

DMD

Shaping Lens

Color Filter

Condensing Lens

Optics

Projection Lens

Light Source

Screen

Fig. 2 DLP working

principle schematic

Fig. 3 DLP installation schematic
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Fig. 4 The photoelectric graphics generator schematic diagram

Fig. 5 DLP generated

cross division image

Fig. 6 DLP generated

perot board image
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When the testing, in order to make DMD can be accurate in the focal plane of the

collimating lens, we used the photoelectric automatic focusing technology to make

CCD camera system uptake the clear image of collimator reticule firstly; then,

switched to the optical path of automatically generate optical graphics through the

beam splitter, uptake the image formation in DMD by the CCD camera system. And

finally, combined the computer image processing technology, through the control

system to control DLP real-time micro drive to determine the focal plane position.

Fig. 7 DLP generated star

image

Fig. 8 DLP generated 2#

resolving power test target
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4 Conclusion

This study used the technology of DLP and collimator combination to develop an

infinity optical pattern generator successfully for the first time. The experiments

showed that the pattern generator not only reduced the tedious work of replacing the

components of the reticule, but also overcame the influence of human factors,

which met the requirements of objective test of the performance parameters of

the light weapons sights optical system.
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The Fluid Flow Investigation of the Compact

Motor with Medium-Size and High-Voltage

in YJKK Series

Dawei Meng, Jinze He, and Yongming Xu

Abstract According to the asymmetry characteristics of the fluid flow in YJKK

serious compact motor, a motor of YJKK500-4,2500 kW was taken as an example,

3D physical and mathematical models for the ventilation system in the motor were

established. The boundary conditions and assumptions for solving domain were

given. According to the computational theory of hydromechanics, some useful

conclusion can be drawn based on the calculation of the stable global fluid field

of a YJKK compact box-type motor at rated operation state, the performance curve

of the fan in motor was given, the improments of the stator ventilating channel steel,

wind shield at fan sides and inner baffles of coolers were put forward. The results

obtained was consistent with the actual operating condition, which proved the

feasibility of the global fluid model.

Keywords Motor • 3D fluid field • Fan • Ventilation • Cooling system

1 Introduction

With the improvement of correlative technology in the field of motors, high-

efficiency motors with high power density has become the future development

trend. However, cooling problems have thereupon become the bottleneck of the

development of such motor technology. Rational use of forced ventilation and

proper cooling medium to take away the motor internal loss can effectively reduce

localized excessive temperature rise. In recent years, experts and scholars at home

and abroad have done some research on fluid field and fluid temperature coupling
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field of high-efficiency motors with high power density [1], but only a few studies

have been published referring to the analysis on global fluid distribution of

internal motors.

The YJKK series motors is a new product developed based on the original the

YKK series medium-sized high-voltage motor. Compared with original the YKK

series motor, its center high is two levels’ lower on average in the case of the same

capacity while its power density is increased. According to the geometry similarity

law of the motor [2], along with the increase in power density, the internal heat

dissipation problem is bound to become increasingly prominent, therefore, it is

necessary to improve the cooling system to ensure motors operate safely and

reliably.

In the past, usually only the analysis model of certain parts of the region is

established and afterwards some estimates are carried out on the fluid flow

characteristics of the overall model when the distribution of cooling gas parameters

within high-voltage motors are calculated. In that case, the empirical formula and

test need to be fitting if boundary conditions are to be applied [3]. Therefore,

existing research results are not fully applicable for the motor with new structure.

In order to describe the fluid flow and pressure distribution of the internal motor, so

as to lay the foundation for solving the temperature field of the motor, this paper

take a YJKK500-4,2500 kW compact motor with medium-sized and high-voltage

as an example, established global fluid model, analysed the fluid distribution and

flow characteristics of the motor.

2 Establishment of the Model for Global Fluid

2.1 The Physical Model of the Global Fluid Analysis

The ventilation structure of the YJKK serious compact motor with medium-sized

and high-voltage is shown in Fig. 1, the motor adopts new mixed-flow ventilation

system which consists of two parts as a whole. The overall trend of fluid flow can be

seen from the internal motor ventilation structure. Some air enters the end of

internal cooling windings of motors via inlets while the majority enters into the

gap between the rotating shaft welding reinforcing plates which play a supporting

role in the motor structure and act as fan blades to blow away the air between plates

through radial ventilating ducts. The pressure difference generated by rotation of

centrifugal fan makes the fluid at the back of the stator core enter outlets via wind

shield and then discharge into the cooler.

Main dimensions and parameters related to ventilation system are as follows: the

core of motor model length is 900 mm; stator outer diameter is 900 mm and stator

inner diameter is 560 mm; rotor outer diameter is 553.6 mm and rotor inner

diameter is 310 mm; axis outer diameter is 210 mm; the number of rows of radial

ventilating ducts of stator and rotor is 14 and the width of each duct is 8 mm;
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60 pieces of ventilation channel steel, whose shape is 4 * 8 * 160 mm, are

distributed evenly in each row of ventilation channel of stator and rotor; inside

the motor, the inlet area of ventilation circuit is 920 * 400 mm2, and the outlet area

of it is 920 * 299 mm2.

Due to the asymmetry of the fluid flow area of the ventilation circuit inside

motor, overall modeling is required in calculation [4]. In view of the rotation of fan

and rotor when the motor is running, the whole model is partitioned into three parts:

fan, rotor and overall static flow channel including stator. All flow areas are

connected to each other. The end region of the stator winding of the motor is not

taken into account in overall modeling because it has little effect on fluid. The

cross-section view of 3D model of the ventilation system and the fan is shown in

Fig. 2. Due to the fan section is important in the fluid calculation, Fig. 3 shows a 3D

model of the fan. The model shows that the centrifugal fan is equipped with

9 blades evenly. It is a backward inclined fan with entry angle β1 ¼ 18� and exit

angle β2 ¼ 18�.

2.2 The Mathematical Model of the Global Fluid Analysis

3D turbulence flow of fluid satisfies the mass conservation equation, the momentum

conservation equation [5] and the standard k � ε turbulence equation [6].

The basic assumptions of fluid flow calculation are:

Fig. 1 The structure of YJKK mixed ventilation
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1. The Reynolds number of flow inside the motor is great and it is turbulent flow,

hence turbulence model is used for the solution.

2. The affection of buoyancy and gravity of air fluid in the motor is ignored under

standard atmospheric pressure.

3. The fluid velocity in the motor is less than sound velocity, which means low

Mach number; hence it cannot be treated as compressed fluid [7].

4. There is no gap between stator slots as they are fully filled with windings.

5. Assume the end face of the stator slot wedge close to air gap and the inner

surface of the stator core is coplanar, which means the air gap is treated as

smooth torus [8].

The boundary conditions in calculating fluid flow of the motor are:

Fig. 2 Cross-section view of 3D model

Fig. 3 Fan model

the ventilation system
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1. Inlet and outlet boundary conditions under standard atmospheric pressure are

used for the calculation, thus, inlet and outlet pressures are both zero. The flow

rate inside the motor can be calculated by solving the inner ventilation circuit.

2. All the surfaces contacted with air all use no-slip boundary condition.

3. The components of the rotor use rotating wall surface boundary condition and

multi-reference frame to simulate; air gap, stator and the air behind stator core

are treated as static part to simulate.

4. The rated speed of the motor is 1,490 r/min.

3 Finite Element Calculation and Result Analysis

of Ventilation Systems

In accordance with finite-volume method, the continuous space is decomposed into

a number of discrete points, using unstructured grid to begin mesh subdivision on

the model, the global mess is subdivided into 2.2 million units, 10.8 million nodes.

The global fluid distribution is obtained though numerical calculation. The fan

vector speed is shown in Fig. 4. The fan performance curve is shown in Fig. 5 When

the fan works under rated condition, the flow rate from simulation is 1.95 kg/s while

that from experiment is 1.87 kg/s with the error of 4.56 %. Because the slight larger

wind resistance caused by the complex environmental factors in practical operation

of the motor is ignored and the influence of the winding in end region to flow

resistance is ignored, the calculation flow rate is slightly larger than that from actual

measurement. This proves the model that created using global fluid field in this

paper is rational. Figure 6 is the velocity vector diagram of the middle section of fan

blades along z axis and the fluid path line graph. As shown in the picture, the fluid

shape on both sides of the fan is of asymmetric distribution, which is because of the

centrifugal fan used as the inner fan of the motor. It rotated counterclockwise at run

time and its outlet is at the upper end of the fan, so the velocity of fluid at upper left

of the fan is higher than that of other parts and the highest fluid velocity exists at the

fan. Meanwhile, the fluid flow is quite regular observed from the fluid path line

graph, which illustrates that the design of the engine base and the fan is more

reasonable (Fig. 7).

Number the 14 radial ventilating ducts of stator and rotor core, the one at inlet

side is No. 1, the one at outlet side is No. 14. The flow distribution of each

ventilation channel is shown in Fig. 8.

In the prototype experiment, imbed three platinum thermal resistances in the

inlet, the outlet of the fluid model and the middle of stator core. The stable

temperature value is as follow: 42 �C at the inlet, 70 �C at the middle and the outlet

is 82 �C. Therefore, the temperature of fluid rises along with the increase of

ventilating duct number. But the flow increases correspondingly so that it can

take away more heat, so it is consistent with original design intention of the

ventilation and cooling system.
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The schematic of stator ventilation channel is shown in Fig. 9. In Fig. 9,Rt (Unit:

mm) represents the radius from ventilation to the geometric center of the core. The

velocity vector of number 8 ventilation duct section is shown in Fig. 10. It is

observed that both the radial distributions of fluid velocity along stator and slot

are uneven or asymmetric; eddy flows emerge near all the stator windings inside

ventilating ducts, and there are some air flowing back into the air-gap. The analysis

shows that the generation of eddy flows depends on the installation position of air

ducts. Rt ¼ 288.5 mm in the original motor design scheme is redefined as Rt

¼ 283.5 mm in position after optimum calculation and analysis, and the recalcula-

tion result of new model is as shown in Fig. 11. The comparison between Figs. 10

and 11 suggests internal swirls in ducts is decreasing greatly, thus reducing the

energy loss.

The fluid velocity contour of internal neutral surface and fan and rotor is shown

in Fig. 12. Figure 13 shows the fluid trace map of internal motor. The wind velocity

at the left side of motor is lower and its path line of fluid is scanty. Due to the sudden

decrease of fluid flow area of the fan side at wind shield and fan-ring-collector, the

velocity is higher with the maximum of 62.4 m/s. It can be observed clearly from

Fig. 13 that greater eddy flows are generated near the end of fan sides mainly
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because of the right angle used in design of wind shield. Proper improvement can be

made there and the chamfer can be considered in design of wind shield to avoid the

generation of eddy flows.

4 Conclusion

By the calculation and analysis of the fluid fields of YJKK500-4,2500 kW compact

motor with medium-size high-voltage, the following conclusions are acquired:

Fig. 7 The fluid trace

map nearby the fan section
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Fig. 9 Schematic of stator

ventilation channel
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1. The global analysis result on 3D fluid field inside motor coincides with the

measured value, which shows that the computational model established is

feasible, fundamental assumption and boundary conditions are reasonable.

2. The performance curve between pressure and flow of the fan is obtained. It

provides theoretical basis for selecting fan design and calculating temperature

field.
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Fig. 12 The fluid velocity contour of internal neutral surface and fan and rotor

Fig. 13 The fluid trace map of internal motor
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3. This paper indicates the obvious phenomenon of fluid eddy flow near the stator

winding inside ventilating ducts through relevant analysis, and optimizes the Rt

value of ventilating channel steel of stators, which can effectively reduce the

phenomenon of eddy flow in ventilating ducts.
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Part II

Intelligent Systems and Algorithms



Parametric Identification of Ship’s

Maneuvering Motion Based on Kalman

Filter Algorithm

Yugang Qin and Liang Zhang

Abstract In order to solve the identification problem for ship response model

parameters, the method using Kalman filter algorithm was developed. Firstly, the

first order linear, first order nonlinear and second order linear models were

established. Then they were dispersed, and the parameters of the models were

identified using Kalman filter algorithm. At last, simulation experiment was carried

out. The simulation results show that the algorithm is able to identify the ship

motion parameters online accurately and efficiently, and it is feasible and effective.

Keywords Maneuvering motion • Response model • Parametric identification

• Kalman filter

1 Introduction

Ship maneuverability is one of the important ship hydrodynamic performances, and

is closely related to the security of the ship’s navigation. With the development of

modern shipbuilding industry and shipping business, as well as people improve

safety awareness,ship maneuverability is taken seriously more and more [1]. Espe-

cially the IMO (International Maritime Organization, IMO) has issued provisional

standards and formal standards for ship maneuverability in 1993 and 2002 [2]. It

puts forward the specific requirements to the maneuvering forecast and the maneu-

verability index which ships should meet during the ship design phase. And it

greatly promotes the ship maneuverability prediction research.

Simulation using ship maneuvering motion mathematical model on the com-

puter is the most practical and effective method for the prediction and assessment of

maneuverability in ship design phase [3, 4]. The premise of this method is modeling
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the ship in mathematic, and determine the hydrodynamic derivatives of

mathematical model is the key step. At present, there are two major kinds of

mathematical models of ship maneuvering [5]: one is hydrodynamic model, includ-

ing the integrated model and separate model; and the other is responding model,

including maneuverability index K, T which may be obtained by linear hydrody-

namic parameters. The hydrodynamic parameters of ship maneuvering motion

equations can be obtained using system identification. This method is simple and

effective, and can be directly used in the analysis of the test results of the real ship

[6]. This can avoid ‘the scale effect’ brought by the different Reynolds number

between model and real ship [7].

Kalman filtering theory has been widely used in many fields, and has become

one of the basic methods of state estimation [8, 9]. It is not only used for dynamic

system state estimation, but also can be used for dynamic system parameters

estimated online. Under certain assumptions, the results got by the Kalman filter

algorithm are optimal.

In this paper, motion parameters of Ship response model are identified using

Kalman filter algorithm online. The simulation results show that this algorithm can

identify the ship motion parameters online effectively, and it has an important

signification for the ship parameters identification.

2 Establishment of the Ship Motion Equations

In this paper, the classical KT equations are used as the ship mathematical model

for the ship maneuverability identification research.

First-order linear response model is

T _r þ r ¼ Kδ (1)

First-order nonlinear response model is

T _r þ r þ αr3 ¼ Kδ (2)

Second-order linear response model is

T1T2€r þ ðT1 þ T2Þ _r þ r ¼ Kδþ KT3 _δ (3)

In the formulas, r is the angular velocity of the turn bow, δ is rudder angle, K;
T; T1; T2 and T3 are maneuverability index, α is nonlinear coefficient.

Forward difference discrimination equations of formulas (1) and (2) are

rðk þ 1Þ ¼ 1� Δt
T

� �
rðkÞ þ KΔt

T
δðkÞ (4)
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rðk þ 1Þ ¼ 1� Δt
T

� �
rðkÞ þ KΔt

T
δðkÞ � αΔt

T
r3ðkÞ (5)

Where, Δt is the sampling interval.

When T1T2 ¼ h, T1 + T2 ¼ g, forward difference discrimination equation of

formulas (3) is

rðk þ 1Þ ¼ a1rðkÞ þ a2rðk � 1Þ þ b1δðkÞ þ b2δðk � 1Þ (6)

In the formulas, a1, a2, b1, and b2 are identification parameters. The relationship

between them and ship maneuverability parameters are as follows:

h ¼ Δt2

1� a1 � a2
; g ¼ ð2� a1ÞΔt

1� a1 � a2

K ¼ b1 þ b2
1� a1 � a2

; T1 ¼ gþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2 � 4h

p
2

T2 ¼ g� T1; T3 ¼ b1Δt
b1 þ b2

8>>>>>><
>>>>>>:

(7)

From Eqs. 4, 5, 6, and 7, first-order linear response model of training samples are

xðkÞ ¼ ½rðkÞ; δðkÞ�T

yðkÞ ¼ rðk þ 1Þ

(
: (8)

First-order nonlinear response model of training samples are

xðkÞ ¼ ½rðkÞ; δðkÞ; r3ðkÞ�T

yðkÞ ¼ rðk þ 1Þ

(
: (9)

Second-order nonlinear response model of training samples are

xðkÞ ¼ ½rðkÞ; rðk � 1Þ; δðkÞ; δðk � 1Þ�T
yðkÞ ¼ rðk þ 1Þ

�
: (10)

3 Parameter Identification Based

on Kalman Filter Method

Assuming that the system can be identified with the following difference equation:

yðkÞ þ a1yðk � 1Þ þ � � � þ anyðk � nÞ
¼ b1uðk � 1Þ þ � � � þ bmuðk � mÞ þ vðkÞ (11)
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Where u(k) and y(k) are the system inputs, and the output sequence. ai
(i ¼ 1,2,. . .,n) and bj (j ¼ 1,2,. . .,m) are the unknown parameters of the system.

{v(k)} are zero-mean Gaussian white noise sequence, and

EfvðkÞvTðjÞg ¼ Rkδkj (12)

When using Kalman filter algorithm to estimate system parameters, first the

unknown parameters of the system should be seen as unknown states, and then the

system dynamic differential equation 8 is transformed into the state-space

equations. Therefore,

x1ðkÞ ¼ a1ðkÞ
� � �

xnðkÞ ¼ anðkÞ
xnþ1ðkÞ ¼ b1ðkÞ

� � �
xnþmðkÞ ¼ bmðkÞ

8>>>>>><
>>>>>>:

(13)

x1ðk þ 1Þ ¼ a1ðkÞ þ w1ðkÞ
� � �

xnðk þ 1Þ ¼ anðkÞ þ wnðkÞ
xnþ1ðk þ 1Þ ¼ b1ðkÞ þ wnþ1ðkÞ

� � �
xnþmðk þ 1Þ ¼ bmðkÞ þ wnþmðkÞ

8>>>>>><
>>>>>>:

(14)

Where in Eq. 11, {wi(k)} (i ¼ 1,2,. . .,n + m) are the noise component of the

parameters, assuming that they are zero-mean Gaussian white noise sequence, and

independent with {v(k)}. The system state equation can be got:

Xðk þ 1Þ ¼ ϕðk þ 1; kÞXðkÞ þ ΓðkÞWðkÞ (15)

Wherein: ϕðk þ 1; kÞ ¼ I , ΓðkÞ ¼ I , WðkÞ are vector s consisting of {wi(k)}

(i ¼ 1,2,. . .,n + m), and EfWðkÞWTðjÞg ¼ Qkδkj.
When let:

CðkÞ ¼ ½�yðk � 1Þ; � � � � yðk � nÞ; uðk � 1Þ � � � uðk � mÞ� (16)

We can get the observation equation from the system state equation:

yðkÞ ¼ CðkÞXðkÞ þ vðkÞ (17)

Getting the state space equation
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XðkÞ ¼ ϕðk; k � 1ÞXðk � 1Þ þ Γðk � 1ÞWðk � 1Þ
yðkÞ ¼ CðkÞXðkÞ þ vðkÞ

(
(18)

If the coefficient matrixesϕðk; k � 1Þ;ΓðkÞ;CðkÞ are determined, we can directly

estimate parameter by using the Kalman filter equations.

Kalman filter’s recursive algorithm is as follows:

Basing on the previous filtered value X̂ðk � 1jk � 1Þ calculate state one-step

prediction

X̂ðkjk � 1Þ ¼ ϕðk; k � 1ÞX̂ðk � 1jk � 1Þ (19)

State estimation equation is:

X̂ðkjkÞ ¼ X̂ðkjk � 1Þ þ KðkÞ½yðkÞ � CðkÞX̂ðkjk � 1Þ� (20)

Then calculating the forecast error variance matrix:

Pðkjk � 1Þ ¼ ϕðkjk � 1ÞPðk � 1jk � 1ÞϕTðkjk � 1Þ
þ Γðk � 1ÞQðk � 1ÞΓTðk � 1Þ (21)

Calculating the Kalman gain:

KðkÞ ¼ Pðkjk � 1ÞCTðkÞ½CðkÞPðkjk � 1ÞCTðkÞ þ RðkÞ��1
(22)

Calculating filtering error matrix:

PðkjkÞ ¼ ½I � KðkÞCðkÞ�Pðkjk � 1Þ (23)

4 Simulation Experiment

The simulation is a numerical simulation of a certain type of ship, including the

first-order linear, first-order nonlinear and second-order linear model. In the simu-

lation experiments, the ship response model integrates using the 4-order

Runge–Kutta method, and sampling interval is 1. The initial values of the first-

order linear response model are K ¼ 0, T ¼ 1. The initial value of the first-order

nonlinear response model is K ¼ 0, T ¼ 0, α ¼ 0. The initial values of the second
order linear model are K ¼ 1, T1 ¼ 100, T2 ¼ 0.5, T3 ¼ 0.7.

The comparison results in simulation are shown in Tables 1, 2, and 3, the courses

of the individual identification parameters curve are shown in Figs. 1, 2, and 3.
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(a) Comparison of first-order linear simulation

(b) Comparison of first-order nonlinear simulation

(c) Comparison of second-order linear simulation

Figures 1, 2, and 3 show that the various parameters reach the true value in about

40 steps. When choose a suitable initial value, the algorithms has a greater converge

speed. It is known that the maximum error of parameters using Kalman filter

algorithm is less than 0.5 % from Tables 1, 2, and 3. And it proves that the algorithm

can identify the parameters of ship response model online fast and accurately.

5 Conclusion

The method is reached to identify the parameters of ship response model online

using Kalman fitter algorithm beginning in the ship response model in this paper.

The simulation results show that the method can identify the parameters of ship

response model fast and accurately online. And it has great significance on the

simulation of ship maneuverability.

Table 1 First-order linear

simulation data table
Setting Identification Error(%)

K 0.233 0.2328 0.09

T 16.700 16.6682 0.19

Table 2 First-order

nonlinear simulation data

table

Setting Identification Error(%)

K 0.216 0.2158 0.09

T 13.514 13.4997 0.11

α 258.405 257.8405 0.22

Table 3 Second-order

nonlinear simulation data

table

Setting Identification Error(%)

K 0.231 0.2310 0.00

T1 18.921 18.9246 0.02

T2 0.915 0.9153 0.03

T3 0.500 0.5021 0.42

0.000.00

0.050.05

0.100.10

0.150.15

0.200.20

0.250.25

0 2020 4040 6060 8080 100100
n

K

0
3
6
9

1212
1515
1818

a b

0 2020 4040 6060 8080 100100
n

T

Fig. 1 Curves of first-order linear simulation (a) the error curve of K, (b) the error curve of T
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Fig. 2 Curves of first-order nonlinear simulation (a) the error curve of K, (b) the error curve of T,

(c) the error curve of α
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Fig. 3 Curves of second-order linear simulation (a) the error curve of K, (b) the error curve of T1,

(c) the error curve of T2, (d) the error curve of T3
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LMI Approach for Stability

of Cohen-Grossberg Neural Networks

with Multi-delay and Distributed Delays

Junfeng Cui and Haijian Shao

Abstract In this paper, stability of periodic solutions of the Cohen-Grossberg

neural network with time delays and higher-order terms is investigated. Some

sufficient conditions for global stability of periodic solutions are provided by

employing Lyapunov-Krasovskii function and linear matrix inequality (LMI)

approach. Simulation results show the feasibility and effectiveness of the proposed

method.

Keywords Cohen-Grossberg neural network • Lyapunov-Krasovskii functional •

Linear matrix inequality • Multi-delay and distributed delay

1 Introduction

In 1983, Cohen and Grossberg proposed a class artificial neural network

described by:

duiðtÞ
dt

¼ �aiðuiðtÞÞ biðuiðtÞÞ �
Xn

j¼1
TijfjðujðtÞÞ

h i
; i ¼ 1; . . . ; n;

where ui is the neural state variables, ai and fi are amplification function and

activation function respectively, and bi(ui(t)) is continuous differentiable function,
and bi (ui) ∈ C1[R,R]. The symmetric real matrix T ≜ (Tij)n�n is the connections

between neurons. Cohen-Grossberg neural networks [1, 2] have many important

J. Cui (*)

College of Mathematics and Physics, Huaiyin Institute of Technology, Huaian, China

e-mail: cjfxxm@yahoo.com.cn

H. Shao

Department of automation, Southeast University, Nanjing, China

e-mail: shaohaijian2012@gmail.com

W. Wang (ed.), Mechatronics and Automatic Control Systems, Lecture Notes
in Electrical Engineering 237, DOI 10.1007/978-3-319-01273-5_12,

© Springer International Publishing Switzerland 2014

115

mailto:cjfxxm@yahoo.com.cn
mailto:shaohaijian2012@gmail.com


applications in various fields such as parallel computation, biological systems,

information science and optimization problems, even in the neurobiology,

population biology [3] and evolutionary theory.

In fact, a real system is usually affected by external perturbations [4], and due to

the finite speeds of the switching and transmission of signals in a network, time

delays do exist in a working network and thus should be incorporated into the model

equations of the network [5]. It was observed both experimentally and numerically

in that time delay could induce instability [6], causing sustained oscillations which

may be harmful to a system. These papers study the lag inherent characteristics and

higher-order term in the practical application, focus on the stability of periodic

solutions of the Cohen-Grossberg neural network with time delays and higher-order

terms [7].

Based on the above discussions, the purpose of this paper is to study the dynamic

behavior of the generalized Cohen–Grossberg neural network with variable

coefficients, multi-delays, distributed delays and time-varying delays. Sufficient

conditions for the global stability of periodic solutions of the Cohen-Grossberg

neural network with time delays and higher-order terms by employing Lyapunov

function and LMI approach are presented.

The paper is organized as follows: In Sect. 2, System Description and

Preliminaries are stated and some definitions and lemmas are listed. Based on the

Lyapunov stability theory and LMI approach, and the conditions ensuring the

global stability of the Cohen–Grossberg neural network with time delays and

higher-order terms are obtained in Sect. 3. Some illustrative examples and their

numerical simulations are provided to confirm our analysis in the Sect. 4, and we

conclude this paper in Sect. 5.

2 Problem Description and Preliminaries

Consider the following Cohen-Grossberg neural networks with multi-delay and

distributed delays:

_xiðtÞ ¼ �aiðxiðtÞÞ biðxiðtÞÞ �
Xn

j¼1

Xn

k¼1
dijkfjðxjðt� τjÞÞfkðxkðt� τkÞÞ

h
�
Xn

j¼1
cijfjðxjðt� ηjÞÞ �

Xn

j¼1
gij

ðt
�1

Kijðt� sÞhjðxjðsÞÞdsþ IiðtÞ
�
; i

¼ 1; 2; . . . ; n

(1)

where x(t) ¼ (x1(t),x2(t),. . .,xn(t))
T is the neuron state vector, a(x) ¼ diag (a1(x1),. . .,

an(xn)) represents an amplification function, b(x(t)) ¼ (b(x1(t)),. . ., b(xn(t)))
T is the
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behaved function, fi(�) and hi(�) (j ¼ 1,. . ., n) denote the neuron activation, cij, dijk
represent the right of first order and the right of second order of the neuron network

respectively, τj, ηj (j ¼ 1,. . ., n) represent the transmission delay with 0 � τj, τk � τ,
_τk � ρ1 < 1; (j ¼ 1,. . .,n), gij denote the distributive delayed connection weighted,

the kernel function Kij: [0,1) ! [0,1) is continuous in the sub[0,1), and satisfiesR1
0

KijðsÞds ¼ kij; i; j ¼ 1; 2; . . . ; n; the initial conditions for system (1) is x(t) ¼
ψ(t), t � 0, ψ(t) 2 C([�T, 0], Rn).

In this paper, the following useful definitions, assumptions and lemmas through-

out this manuscript are addressed.

Definition 1 For any ϕðθÞ 2 C ½�ρ; 0�;Rnð Þ, let ϕj j ¼ max ϕðθÞk k : θ 2 ½�ρ; 0�f g;
the norm �k krr is defined as ϕ� x�k krr¼ sup

�1�θ�0

Pn
i¼1 ϕiðθÞ � x�i
�� ��r; for r > 1:

Definition 2 The periodic solution x� ¼ ðx�1; x�2; . . . ; x�nÞT of the system (1) is said

to be global stable if there is positive constant μ > 0 such that xiðtÞ � x�i
�� ��

� μ sup
�ρ�θ�0

ϕiðθÞ � x�i
�� ��; t > 0:

Assumption 1 (A1) For i ¼ 1; 2; . . . ; n; the neuron activation functions in (1)

satisfy fjðs1Þ � fjðs2Þ
�� �� � αþj s1 � s2j j; hjðs1Þ � hjðs2Þ

�� �� � βþj s1 � s2j j; 8 s1 6¼ s2:

where αþj ; β
þ
j are positive constants.

Assumption 2 (A2) Neuron activation functions fj(xj(t)), hj(xj(t)) j ¼ 1,. . .,n are

bounded.

Assumption 3 (A3) Function αi(xi) (i ¼ 1,. . .,n) is positive bounded, continuously
differentiable and satisfies αi � αiðtÞ � �αi, where αi (i ¼ 1,. . .,n) are some positive

constants,

αiðxÞ � αiðyÞj j � Hi x� yj j; for any x; y 2 R;

where Hi (i ¼ 1,. . ., n) is a positive constant.

Assumption 4 (A4) γi (i ¼1,. . .,n) is a positive constant, the function b�1
i ð�Þ is

Lipschitz continuous, and b0i � γi; ði ¼ 1; . . . ; nÞ.
Remark 1 The constantsαþj ; β

þ
j in Assumption 1 are allowed to be positive or zero.

thus, the resulting activation functions could be non-monotonic, and more general

than the usual sigmoid functions.

Lemma 1 (Schur complement) For a given matrix

S ¼ S11 S12
S21 S22

� �
> 0;
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where ST11 ¼ S11; S
T
22 ¼ S22; is equivalent to any one of the following

(1) S22 > 0; S11 � S12S
�1
22 S

T
12 > 0; (2) S11 > 0; S22 � ST12S

�1
11 S12 > 0:

Lemma 2 [8] For any constant matrixΔ ¼ ΔT 2 Rn�n, scalar a and b with a < b,
vector function δðtÞ : ½a; b� ! Rn; such that the integrations concerned are well

defined, then
R b
a δðsÞds

� �T
Δ
R b
a δðsÞds

� �
� ðb� aÞ R ba δTðsÞΔδðsÞds:

Lemma 3 [9] For any vector x, y2Rn, and positive definite Q2Rn�n, the following

matrix inequality holds: 2xTy � xTQxþ yTQ�1y:

3 Main Results

In this section, based on the Lyapunov-Krasovskii functionals and LMI approach,

we will investigate the global stability of periodic solutions of the model (1), and

the main results of this manuscript are specified as follows:

Theorem 3.1 Assume that:

1. Assumption (A1–A4) hold.
2. The equilibrium point of the system (1) is globally stable if there diagonal

matrices pi > 0; Wi > 0; q
ðjÞ
i > 0; i ¼ 1; . . . ; n; j ¼ 1; . . . ; 6; satisfy the follow-

ing condition

Ξ ¼

Ξð0Þ
11 � � � � Ξð0Þ

15 �
0 Ξð0Þ

22 � � � � �
0 0 Ξð0Þ

33 � � � �
0 0 0 Ξð0Þ

44 � � �
0 0 0 0 Ξð0Þ

55 � �
Ξð0Þ
61 Ξð0Þ

62 0 0 0 Ξð0Þ
66 �

0 0 0 0 0 0 Ξð0Þ
77

0
BBBBBBBBBBB@

1
CCCCCCCCCCCA

< 0;

where Hi, ~mi (i ¼ 1,. . ., n) are positive constants, and
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Ξð0Þ
11 ¼

Ξ11 � � � p1g1nk1nβ
þ
n

..

. . .
. ..

.

pngn1kn1β
þ
1 � � � Ξnn

0
BBB@

1
CCCA; Ξð0Þ

15 ¼
p1c11 . . . p1c1n

..

. . .
. ..

.

pncn1 � � � pncnn

0
BBB@

1
CCCA;

Ξð0Þ
61 ¼

q
ð1Þ
1 g11k11β

þ
1 . . . q

ð1Þ
1 g1nk1nβ

þ
1

..

. . .
. ..

.

q
ð1Þ
n gn1kn1β

þ
n � � � q

ð1Þ
n gnnknnβ

þ
n

0
BBB@

1
CCCA;

Ξ11 ¼ � p1γ1 þ �α1p1H1 ~m1 þ q
ð2Þ
1 þ 1

2
W�1

1 q
ð1Þ
1 �α1H1 ~m1 þ q

ð5Þ
1

�

þ αþ1
�� ��2 q

ð6Þ
1 þ q

ð3Þ
1 þ q

ð4Þ
1 τ21

�
þ 1

2
W1q

ð1Þ
1 �α1H1 ~m1

�
� p1g11k11β

þ
1

�
;

Ξnn ¼ � pnγn þ �αnpnHn ~mn þ qð2Þn þ 1

2
W�1

n qð1Þn �αnHn ~mn þ qð5Þn

�

þ αþn
�� ��2 qð6Þn þ qð3Þn þ qð4Þn τ2nþ

� 1

2
Wnq

ð1Þ
n �αnHn ~mn

�
� pngnnknnβ

þ
n

�
;

Ξð0Þ
22 ¼ diag �q

ð5Þ
1 ð1� ρ1Þ; . . . ;�qð5Þn ð1� ρnÞ

n o
;

Ξð0Þ
33 ¼ �q

ð2Þ
1 ð1� ρ1Þ; . . . ;�qð2Þn ð1� ρnÞ

n o
;

Ξð0Þ
44 ¼ diag �q

ð3Þ
1 ð1� ρ1Þ; . . . ;�qð3Þn ð1� ρnÞ

n o
;

Ξð0Þ
55 ¼ diag �q

ð6Þ
1 ð1� ρ1Þ; . . . ;�qð6Þn ð1� ρnÞ

n o
;

Ξð0Þ
66 ¼ diag �q

ð1Þ
1 γ1 βþ1

	 
�1
; . . . ;�qð1Þn γn βþn

	 
�1
n o

;Ξð0Þ
77 ¼ diag �nq

ð4Þ
1 ; . . . ;�nqð4Þn

n o
;

Ξð0Þ
62 ¼

p1
Pn
k¼1

ðd11k þ d1k1Þf Mk αþ1 . . . p1
Pn
k¼1

ðd1nk þ d1knÞf Mk αþ1

..

. . .
. ..

.

pn
Pn
k¼1

ðdn1k þ dnk1Þf Mk αþn � � � pn
Pn
k¼1

ðdnnk þ dnknÞf Mk αþn

0
BBBBBBB@

1
CCCCCCCA

n�n

:

Proof We shift the equilibrium point x� ¼ ðx�1; x�2; . . . ; x�nÞT of (1) to the equation

uðtÞ ¼ xðtÞ � x� ¼ ½u1ðtÞ; u2ðtÞ; . . . ; unðtÞ�T;

Then the following equation is obtained,
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_uiðtÞ ¼ �aiðxiðtÞÞ biðxiðtÞÞ � biðx�i Þ �
Xn

j¼1
cij½fjðxjðt� ηjÞÞ � fjðx�j Þ�

n

�
Xn

j¼1
gij

ðt
�1

Kijðt� sÞ½hjðxjðsÞÞ � hjðx�j Þ�ds

�
Xn

j¼1

Xn

k¼1
dijk½fjðxjðt� τjÞÞfkðxkðt� τkÞÞ

�fjðx�j Þfkðx�j Þ�
o
� ½αiðxiðtÞÞ � αiðx�i Þ� � Δx�

i ðtÞ

(2)

where Δx�
i ðtÞ ¼ biðx�i Þ �

Pn
j¼1 cijfjðx�j Þ �

Pn
j¼1

Pn
k¼1 dijkfjðx�j Þfkðx�kÞ þ IiðtÞ.

The model (1) has periodic solutions and satisfies Δx�
i ðtÞ

�� �� � ~mi; i ¼ 1; . . . ; n;

by the reference [7]

Xn

j¼1

Xn

k¼1
dijk½fjðxjðt� τjÞÞfkðxkðt� τkÞÞ � fjðx�j Þfkðx�kÞ�

¼
Xn

j¼1

Xn

k¼1
dijk½ðfjðxjðt� τjÞÞ � fjðx�j ÞÞðfkðxkðt� τkÞÞ � fkðx�kÞÞ

þ ðfjðxjðt� τjÞÞ � fjðx�j ÞÞfkðx�kÞ
þ ðfkðxkðt� τkÞÞ � fkðx�kÞÞfjðx�j Þ�

Thus, the system (2) is described as the following,

_uiðtÞ ¼ �αiðuiðtÞÞ βiðuiðtÞÞ �
Xn

j¼1
cijφjðujðt� ηjÞÞ

h

�
Xn

j¼1
gij

Z t

�1
Kijðt� sÞϕjðujðsÞÞds

�
Xn

j¼1

Xn

k¼1
ðdijk þ dikjÞξfkφjðujðt� τjÞÞ

i
� ½αiðuiðtÞ þ x�i Þ � αiðx�i Þ� � Δx�

i ðtÞ; i ¼ 1; . . . ; n

(3)

where αiðuiðtÞÞ ¼ αiðuiðtÞ þ x�i Þ; βiðuiðtÞÞ ¼ biðuiðtÞ þ x�i Þ � biðx�i Þ; φjðujðtÞÞ ¼
fjðuiðtÞ þ x�i Þ � fjðx�i Þ;ϕjðtÞ ¼ hjðxjðtÞÞ � hjðx�j Þ; ξfk ¼ 1

2
½fkðxkðt� τkÞÞ þ fkðx�kÞ�;

and the initial condition of ui(t) is uiðtÞ ¼ ψ iðtÞ ¼ x0i ðtÞ � x�i ðtÞ; thus C([�T, 0],
Rn) with norm �j j0 is a Banach Space. Then, consider the following Lyapunov-

Krasovskii functional for model (3):

V t; utð Þ ¼ V1 þ V2 þ V3 þ V4;
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where

V1 ¼
Xn

i¼1
pi

Z uiðtÞ

0

s

αiðsÞ dsþ
Xn

i¼1
q
ð1Þ
i

Z uiðtÞ

0

φiðsÞ
αiðsÞ ds;

V2 ¼
Xn

i¼1

Z t

t�ηiðtÞ
uTi ðsÞqð2Þi uiðsÞdsþ

Xn

i¼1

Z t

t�ηiðtÞ
φT
i ðsÞqð3Þi φiðsÞds;

V3 ¼
Xn

i¼1

Xn

j¼1
q
ð4Þ
i τj

Z 0

�τjðtÞ

Z t

tþv

φT
j ðujðsÞÞφjðujðsÞÞdsdv;

V4 ¼
Xn

i¼1

Z t

t�τiðtÞ
uTi ðsÞqð5Þi uiðsÞdsþ

Xn

i¼1

Z t

t�ηiðtÞ
φT
i ðuiðsÞÞqð6Þi φiðuiðsÞÞds;

Then, _Vi ði ¼ 1; 2; 3; 4Þ along the trajectories of the model (3) is calculated as

following, respectively,

_V1 <
Xn

i¼1
�uTi ðtÞpiγiuiðtÞ þ uTi ðtÞpi

Xn

j¼1
cijφjðujðt� ηjÞÞ

n
þ uTi ðtÞpi

Xn

j¼1
gijkijβ

þ
j ujðtÞ

þ uTi ðtÞpi
Xn

j¼1

Xn

k¼1
ðdijk þ dikjÞf Mk αþi ujðt� τjÞ þ uTi ðtÞ�αipiHi ~miuiðtÞ

o
þ
Xn

i¼1
�φT

i ðuiðtÞÞqð1Þi γiuiðtÞ þ φT
i ðuiðtÞÞqð1Þi

Xn

j¼1
cijφjðujðt� ηjÞÞ

n
þφT

i ðuiðtÞÞqð1Þi

Xn

j¼1
gijkijβ

þ
j ujðtÞ þ φT

i ðuiðtÞÞqð1Þi

�
Xn

j¼1

Xn

k¼1
ðdijk þ dikjÞf Mk αþi ujðt� τjÞ þ φT

i ðuiðtÞÞqð1Þi �αiHi ~miuiðtÞ
o

(4)

_V2 <
Xn

i¼1
uTi ðtÞqð2Þi uiðtÞ � uTi ðt� ηiÞqð2Þi uiðt� ηiÞð1� ρiÞ þ φT

i ðtÞqð3Þi φiðtÞ
n

�φT
i ðt� ηiÞqð3Þi φiðt� ηiÞð1� _ηiÞ

o
(5)

By utilizing the Lemma 2 and the fact _τk � ρ < 1; j ¼ 1; . . . ; n; the following

inequality is derived:

_V3 ¼
Xn

i¼1

Xn

j¼1
q
ð4Þ
i τ2j φ

T
j ðujðtÞÞφjðujðtÞÞ � q

ð4Þ
i τj

Z t

t�τj

φT
j ðujðsÞÞφjðujðsÞÞds

( )

�
Xn

i¼1

Xn

j¼1
q
ð4Þ
i τ2j φ

T
j ðujðtÞÞφjðujðtÞÞ �

Z t

t�τj

φjðujðsÞÞds
 !T(

� q
ð4Þ
i

Z t

t�τj

φjðujðsÞÞds
 !)

(6)
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and

_V4 �
Xn

i¼1
uTi ðtÞqð5Þi uiðtÞ � uTi ðt� τiÞqð5Þi uiðt� τiÞð1� ρiÞ
n o

þ
Xn

i¼1
φT
i ðuiðtÞÞqð6Þi φiðuiðtÞÞ � φT

i ðuiðt� ηiÞÞqð6Þi φiðuiðt� ηiÞÞð1� ρiÞ
n o

(7)

Combining the Eqs. 4, 5, 6, and 7 and Lemma 3, the following result is specified,

_VðtÞ ¼ _V1ðtÞ þ _V2ðtÞ þ _V3ðtÞ þ _V4ðtÞ

�
Xn

i¼1
�uTi ðtÞðpiγi þ �αipiHi ~mi þ q

ð2Þ
i þ 1

2
W�1

i q
ð1Þ
i �αiHi ~mi þ q

ð5Þ
i

�

þ αþi
�� ��2qð3Þi þ αþi

�� ��2qð4Þi τ2i þ αþi
�� ��2 1

2
Wiq

ð1Þ
i �αiHi ~mi þ αþi

�� ��2qð6Þi ÞuiðtÞ
þuTi ðtÞpi

Xn

j¼1
gijkijβ

þ
j ujðtÞ þ uTi ðtÞpi

Xn

j¼1
cijφjðujðt� ηjÞÞ

þuTi ðtÞpi
Xn

j¼1

Xn

k¼1
ðdijk þ dikjÞf Mk αþi ujðt� τjÞ

� φT
i ðt� ηiÞqð3Þi φiðt� ηiÞð1� ρiÞ � uTi ðt� ηiÞqð2Þi uiðt� ηiÞð1� ρiÞ

� φT
i ðuiðtÞÞqð1Þi γi βþj

� ��1

φðuiðtÞÞ þ φT
i ðuiðtÞÞqð1Þi

Xn

j¼1
cijφjðujðt� ηjÞÞ

þ φT
i ðuiðtÞÞqð1Þi

Xn

j¼1
gijkijβ

þ
j ujðtÞ þ φT

i ðuiðtÞÞqð1Þi

�
Xn

j¼1

Xn

k¼1
ðdijk þ dikjÞf Mk αþi ujðt� τjÞ � uTi ðt� τiÞqð5Þi uiðt� τiÞð1� ρiÞ

� φT
i ðuiðt� ηiÞÞqð6Þi φiðuiðt� ηiÞÞð1� ρiÞ

�
Xn

j¼1

Z t

t�τj

φjðujðsÞÞds
 !T

q
ð4Þ
i

Z t

t�τj

φjðujðsÞÞds
 !)

¼ ξTðtÞΞξðtÞ < 0;

where ξTðtÞ¼ uT1 ðtÞ; . . . ; uTn ðtÞ; uT1 ðt� τ1ðtÞÞ; . . . ; uTn ðt� τnðtÞÞ; uT1 ðt� η1ðtÞÞ; . . . ;
	

uTn ðt� ηnðtÞÞ; :φT
1 ðt� η1ðtÞÞ; . . . ;

φT
n ðt� ηnðtÞÞ;φT

1 ðu1ðt� η1ðtÞÞÞ; . . . ;φT
n ðunðt� ηnðtÞÞÞ;φT

1 ðu1ðtÞÞ; . . . ;φT
n

�ðunðtÞÞ;
Z t

t�τ1

φ1ðu1ðsÞÞds
� �T

; . . . ;

Z t

t�τn

φnðunðsÞÞds
� �T

!T

:

Thus, dV
dt � ξTðtÞΞξðtÞ < 0, this completes the proof of the Theorem 3.1.
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4 Numerical Simulation

In this section, we will give some examples to illustrate and confirm the effective-

ness of the obtained results.

Example 4.1 We consider the following Cohen-Grossberg neural networks with

multi-delay and distributed delays:

_xiðtÞ ¼ � aiðxiðtÞÞ biðxiðtÞÞ �
X2

j¼1

X2

k¼1
dijkfjðxjðt� τjÞÞfkðxkðt� τkÞÞ

h
�
X2

j¼1
cijfjðxjðt� ηjÞÞ �

X2

j¼1
gij

Z t

�1
Kijðt� sÞhjðxjðsÞÞdsþ IiðtÞ

�
; i ¼ 1; 2;

where the activation function is described by f1ðxÞ ¼ sinðxÞ; f2 ¼ tanhðxÞ;
hiðsÞ ¼ tanhðsÞ; i ¼ 1; 2;

αþj
��� ��� ¼ βþj

��� ��� ¼ 1; j ¼ 1; 2; a1ðtÞ ¼ 1; a2ðtÞ ¼ 3; b1ðxÞ ¼ 7x� sin x;

b2ðxÞ ¼ 16x� cos x; η1ðtÞ ¼ 0:6� 0:5 sinðtÞ; η2ðtÞ ¼ 0:06þ 0:04 cosðtÞ;

τ1ðtÞ ¼ 0:2 cosðtÞj j; τ2ðtÞ ¼ 0:5 sinðtÞj j; I1ðtÞ ¼ �36 sin
2π

3
t

� �
;

I2ðtÞ ¼ 36 cos
2π

3
t

� �
;K ¼ kij

��e�t
� 

2�2
;

R1
0

eλtKijðtÞdt ¼kij < 1; λ is an exponential convergence rate estimate, and ω ¼ 3,

ρ ¼ min ρ1; ρ2f g < 1 the parameter matrices are respectively given by

Wi ¼ q
ðjÞ
i ¼ I2; i ¼ 1; 2; j ¼ 1; 2; 3; 4; 6;

C ¼ diagf�0:5; 2g;G ¼ I2;D1 ¼ �0:5 0

2 0

� �
;D2 ¼ 0 0:5

0 �1

� �
;

p1 ¼ diag 1:0530; 1:0427f g; qð5Þ1 ¼ diag 1:0536; 1:0439f g > 0; q
ð5Þ
2

¼ diag 1:0530; 1:0437f g > 0;

Furthermore, the initial condition of the x(t) ¼ (�5,6), thus it is easy to verify

the given condition are satisfied the assumptions A1–A4, then the state trajectories

of the neurons x1(t) and x2(t) is shown in the Fig. 1.

We can learn that the solution with respect to the Eq. 1 is a global exponential

stability from the Fig. 1 and convergence to one third periodic solution.

Example 4.2 If a1ðtÞ ¼ 1
1þt2 ; a2ðtÞ ¼ 2

1þt2 ; η1ðtÞ ¼ τ1ð�tÞ ¼ et

1þet ; η2ðtÞ ¼ 0:06�
0:04 cosðtÞ; τ2ðtÞ ¼ 0:08� 0:5 sinðtÞj j; the state trajectories of the neurons x1(t)
and x2(t) is shown in the Fig. 2. The solution with respect to the Eq. 1 is a global

stability from the Fig. 2.
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5 Conclusion

The dynamics of the Cohen–Grossberg neural network with time delays and higher-

order terms is investigated by employing Lyapunov function and LMI approach.

Some new sufficient conditions ensuring the model to be globally stable are

derived. Moreover, the obtained results of this paper are delay-independent,

which implies the strong self-regulation is dominant in the networks. We believe

that the proposed results of this paper may be extended for the similarities even

more complex system.
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The Temperature/Humidity Control System

of Equipment Warehouse Based on Fuzzy

Control Algorithm

Jinhua Liu, Guoquan Ren, Guang Tian, and Yunguang Qi

Abstract In order to solve the problem of temperature and humidity strong

coupling, and improve the control precision of equipment warehouse, fuzzy control

algorithm is used to solve the strong coupling between temperature and humidity

that effects on the control process and control precision. Based on the fuzzification

of the measured environmental parameters, the formation of fuzzy control rules

according to expert experience, the fuzzy matrix reasoning, and the decoupling

control of temperature and humidity, the effect of coupling in process of the

temperature and humidity control is effectively solved. For illustration, a result of

equipment warehouse temperature and humidity control is utilized to shows the

effectiveness of the fuzzy control algorithm. The application results show that fuzzy

control algorithm can reduce the overshoot of the temperature and humidity control

and short the transition time of control process. The fuzzy control can satisfy the

requirements of equipment warehouse temperature and humidity control.

Applicating fuzzy control algorithm in the temperature and humidity control

system, the adverse effect of strong coupling and large time-delay on control

process is effectively solved, and the control accuracy of the system is improved.

Keywords Equipment warehouse • Control system • Fuzzy control algorithm

1 Introduction

The moistureproof, anti-corrosion and temperature control are the important

contents of equipment warehouse daily management. Temperature and humidity

is the important parameters of equipment warehouse environment that directly

affect the storage equipment life and working reliability. Today the traditional
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method is manual testing by temperature and humidity meter. If the temperature

and humidity is not in conformity with the requirements of the warehouse, the

operator need timely operation control equipment to control temperature and

humidity. The traditional manual test methods need more staff, the error of control

result is big, and the process of control has great randomness. The temperature and

humidity control has strongly nonlinear and big-lag characteristics. Meanwhile

Temperature and humidity has strongly cross coupling characteristic. So the tradi-

tional artificial detection and control is not appropriate.

Many researchers have done work on the warehouse and greenhouse environ-

ment control, which has the characteristics of large time delay, nonlinear and

uncertain, adopting fuzzy control. On the basis of analysis warehouse/greenhouse

characteristics, Li Xiuhua puts forward a new control method, in which control

system is divided into common controller and fuzzy inferior. The method simplifies

the design and realization of the control system, and meanwhile, it takes full

advantage of fuzzy inferior and common control method [1]. Yang Weizhong

designs a greenhouse temperature fuzzy controller with on-line self-tuning

parameters, that automatically adjusts the quantization factor according to the

knowledge base of rules, optimizes the system response, and can automatically

detect the global system response performance. But the controller only studies the

temperature parameters in the environment [2]. Li Hui and Cai Min design the

adjusting system of storehouse temperature by use of the theory of faintly

controling, and emulate the faint controller on base of MATLAB. The result of

computer simulation demonstrates the effectiveness of the fuzzy control algorithm,

but the system is not actually using in warehouse [3]. Although there are many

existing fuzzy control methods for the warehouse/greenhouse environment control,

most of them study fuzzy control algorithm only for the single factor in the

environment. For the control process has characteristics of multi-factor coupling,

the study is less. the existing warehouse/greenhouse control system either steady-

state error, overshoot or de-couple effect is not satisfactory [4–6].

Current research and practice show that fuzzy control algorithm can get satis-

factory control effect if the controlled system is hard to build up the accurate

mathematic model. Aiming at temperature and humidity control system of equip-

ment warehouse, This paper draws up the fuzzy control rules, and puts forward the

temperature and humidity decoupling method. Based on the temperature and

humidity fuzzy control algorithm of equipment warehouse, a temperature and

humidity automatic detection and control equipment is developed.

2 The Structure of Control System

Two parts are designed in the system, one is to monitor temperature and humidity,

the other is to control them through turning on/off the executive device.

The first step of system working is temperature and humidity signals are collect

by temperature/humidity sensor Installed in equipment warehouse. Then by the
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signal conditioning circuit, the signal will be amplification, filter and regulate etc.

The next the temperature and humidity signal is transmitted to data acquisition

board (DAQ). After analog-digital conversion (A/D) by DAQ, the signal is trans-

mitted to computer. The collected temperature/humidity data is analyzed,

processed and displayed through the software platform of computer. According

to the current value of the Equipment Warehouse temperature/humidity and the

control algorithm of software, the computer outputs the temperature and humidity

control signal to the temperature/humidity control equipment. Finally the

controlling signal controls the executive device turning on/off to adjust the tem-

perature and humidity of storehouse in order to keep relative stability of the

environment parameters.

3 Fuzzy Controller Design

In the equipment warehouse temperature and humidity control system, the controlled

parameters are temperature and humidity. The temperature/humidity sensor output

corresponding signal, and the signal is processed by the signal conditioning circuit

and A/D conversion circuit, then is inputted into computer fuzzy controller.

According to the temperature/humidity deviation and deviation rate, and using the

fuzzy control algorithm, controller outputs corresponding control value. Through

the decoupling of software, the fuzzy controller outputs temperature/humidity accu-

rate control signal. Through the drive circuit, the control signal realizes controlling

temperature/humidity control equipment, operating alarm equipment etc.

Based on summarizing the actual operating experience and using fuzzy condi-

tional statement, the fuzzy temperature/humidity controller constitutes a set of

control rules and obtains the fuzzy control model. The design of the fuzzy controller

has three key steps, one is accurate amount of fuzzification, the second is fuzzy

control rules, the last is the formation of fuzzy reasoning.

3.1 Fuzzy Variable

In order to improve the control precision and speed, the system adopts

two-dimensional fuzzy controller. Because there are two control signals, two

fuzzy controller are correspondingly designed. The fuzzy variables are

Et-temperature deviation, Eh-humidity deviation, ECt- temperature deviation rate,

ECh- humidity deviation rate, Ct- temperature control quantity, and Ch- humidity

control quantity.
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3.2 The Fuzzification of Accurate Amount

The domain of Et is {�3, �2, �1, �0, 0, +1, +2, +3}, fuzzy language variables are

divided into: negative big(NB), negative small (NS), negative zero (NZ), positive

zero(PZ), positive small (PS), positive big (PB). The domain of ECt is {�3,�2,�1,

0, +1, +2, +3}, fuzzy language variables are divided into: {NB, NS, Z, PS, PB}. The

domain of Ct is {�4, �3, �2, �1, 0, +1, +2, +3, +4}, fuzzy language variables are

divided into: {NB, NS, Z, PS, PB}. Considering the specific environment of

warehouse equipment, to ensure the system control characteristic is gentle and

the control stability is good, the membership function curve changing slow need to

be select. According to the principle of membership function selection, the Gauss-

ian shape normal membership function is chosed. In the paper Et, ECt and Ct are

calculated by normal distribution type membership function.

The domain of Eh, ECh, Ch is same as {�3, �2, �1, 0, 1, 2, 3}, fuzzy language

variables are divided into: {NB, NS, Z, PS, PB}, Value assignments of fuzzy

variable Eh and ECh are shown in Table 1. Value assignments of fuzzy variable

Ch are shown in Table 2.

3.3 The Formation of the Fuzzy Control Rules

In the temperature/humidity fuzzy control system, the model of “IF Ai and Bj Then
Cij” is adopted as fuzzy control rules. In the rules Ai is error fuzzy subset, Bj is error

rate fuzzy subset, and Cij is control quantity of fuzzy subset. Supposed the number

of such rules is k, then

Rl ¼ Ai � Bj � Cij

ðλ ¼ 1; 2; . . . ; k; i ¼ 1; 2; . . . ; n; j ¼ 1; 2; . . . ;mÞ

Table 1 Value

assignments of fuzzy

variable Eh and ECh

�3 �2 �1 0 1 2 3

PB 0 0 0 0 0.3 0.5 1

PS 0 0 0 0.5 1 0.5 0

Z 0 0.5 0.5 1 0.5 0 0

NS 0 0.5 1 0.5 0 0 0

NB 1 0.5 0.3 0 0 0 0

Table 2 Value

assignments of fuzzy

variable Ch

�3 �2 �1 0 1 2 3

PB 0 0 0 0 0 0.3 1

PS 0 0 0 0 0.5 0.8 0

Z 0 0 0.5 1 0.5 0 0

NS 0 0.8 0.5 0 0 0 0

NB 1 0.3 0 0 0 0 0
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According to the actual operating experience the fuzzy control rules is

summed up, summarized and determined. The fuzzy control rules are shown

in Table 3 and 4.

3.4 Fuzzy Reasoning

The control rules shown in Table 3 or Table 4 can be expressed in a general fuzzy

relation R, namely

R ¼ K � A fig � B fjg � C fijg

The membership function of R is

μRðx; y; zÞ ¼ _i¼n;j¼m

i¼1;j¼1
ðμA figðxÞ ^ μB fjgðyÞ ^ μC fijgðzÞÞ;

In the formula: x 2 X; y 2 Y; z 2 Z:
When the error, error rate are taken fuzzy set Ai and Bj, according to the fuzzy

reasoning rules the output control quantity Uij is:

Uij ¼ Ai � Bj

� � � R;
The membership function of U is:

Table 3 Fuzzy control

rule base of temperature
Et

ECt

PB PS Z NS NB

PB NB NB NB NS Z

PS NB NS NS Z PS

PZ NB NS Z Z PB

NZ NB Z Z PS PB

NS NS Z PS PS PB

NB Z PS PB PB PB

Table 4 Fuzzy control

rule base of humidity
Eh

ECh

PB PS Z NS NB

PB NB NB NS Z PS

PS NB NS Z PS PS

Z NS Z PS PS PS

NS Z PS PS PB PB

NB PS PS PB PB PB
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μUðzÞ ¼ _
x2X;y2Y

ðμRðx; y; zÞ ^ μAðxÞ ^ μBðyÞÞ;

According to each pair of input fuzzy quantity, the corresponding output fuzzy

vector is calculated. Adopted the maximum membership degree method, the fuzzy

control table is deduced. The table is shown in Table 5 and 6. The fuzzy control

system calculate input variable of temperature/humidity error and their error rate

online, then fuzzificates the input variable. After inquires the fuzzy control

table, According to the Control decision, the control system runs defuzzication

processing.

3.5 The Decoupling of Temperature/Humidity Control Value

Due to the temperature and humidity control of equipment warehouse has cross

coupling phenomenon, the control value of temperature/humidity must be

decouplied in order to obtain the good control effect. The decoupling method in

the paper is introducing the decoupling parameters P1 and P2. the method make the

temperature/humidity control separate into:

Temperature output: Vt ¼ Kt[(1�P1)*Ct + P1*Ch];
Humidity output: Vh ¼ Kh[(1�P2)*Ch + P2*Ct].

In the formula Kt and Kh is system coefficient in order to improve the control

accuracy. The actual value of P1/P2 is 0 ~ 1. Different warehouse environment has

different coupling degree. In order to better control the environment temperature

Table 5 Temperature

control table
�3 �2 �1 �0 0 1 2 3

�3 4 3 2 2 1 1 0 0

�2 4 3 2 2 1 1 0 0

�1 4 3 2 1 1 1 0 0

0 4 2 1 0 0 �1 �2 �4

1 2 1 0 �1 �1 �3 �3 �4

2 0 0 �1 �1 �2 �2 �3 �4

3 0 0 �1 �1 �2 �2 �3 �4

Table 6 Humidity

control table
�3 �2 �1 0 1 2 3

�3 3 3 3 3 2 1 0

�2 3 3 3 2 1 0 �1

�1 3 3 2 1 0 �1 �2

0 3 2 1 0 �1 �2 �2

1 2 1 0 �1 �2 �2 �3

2 2 0 �1 �2 �2 �3 �3

3 0 �1 �2 �3 �3 �3 �3
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and humidity parameters, the operator can adjust the numerical P1/P2 respectively.

When the control system adjusting, the operator can set P1 ¼ P2 ¼ 0. The control
equipment start or stop will cause the larger change of the temperature and humidity

in this state. After P1 and P2 are gradually increased, the change is gradually

decreased, and the purpose of decoupling is achieved. In the testing warehouse,

Owing to the effect of temperature on humidity is big, and The effect of humidity

on temperature is small, so P1 ¼ 0.8, P2 ¼0.3 is set, and the decoupling effect of

the control system is good.

4 Experiment Analysis

This temperature and humidity fuzzy control system has been applied in a large

equipment warehouse. In the warehouse, the original environment temperature is

10�C, and the original environment humidity is 40 %. During the control system

running, the system initial temperature is set for 20�C and initial humidity is set for

25 %RH, and the real-time changing of temperature and humidity is shown in

Fig. 1. The Trial result shows that the temperature and humidity fuzzy control

system has small control overshoot and has steady control performance. Meanwhile

the control transition time of system is less than 20 min, the warehouse temperature

control error is less than �2�C, and relative humidity error is less than �7 %

RH. The working performance of the system is satisfactory.

Compared with traditional control method, such as PID control, fuzzy control is

very suitable for non-line control of the equipment warehouse, as the accurate

mathematics model is unnecessary. and it has the advantage of well robust, insen-

sitivity of the parameter change, the easily realization of the control arithmetic, and

the well control effect.
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5 Conclusion

The temperature and humidity of the Equipment warehouse change has strong time-

lag characteristics. In order to improve robustness of the detection and control

system, fuzzy control technology is introduced into the control of temperature and

humidity in equipment warehouse. In the process of the fuzzy controller design, the

temperature and humidity control characteristics and mutual coupling relationship

are fully studied. Testing result confirms that temperature and humidity controller

has good decoupling effect, and has small overshoot. This system has virtues of

quick convergence, high precision and high stability contrast to conventional

system. Using this system to control the temperature and humidity of the warehouse

equipment, the transition time of control is short. Meanwhile adopting fuzzy control

technology improves the efficiency of the warehouse environmental measure and

control.
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A Node Localization Algorithm for Wireless

Sensor Network Based on Improved Particle

Swarm Optimization

Qing-guo Zhang and Meng Cheng

Abstract In order to solve the problem that the positioning results of DV-hop

algorithm are greatly affected by distance estimation errors, a new localization

algorithm for wireless sensor network by combining DV-Hop algorithm and extre-

mum disturbed and simple particle swarm optimization (tsPSO) is proposed in this

paper. The proposed algorithm iteratively searches for the location of unknown

nodes with the distance information received from anchor nodes to suppress the

effect of the distance estimation error on positioning accuracy. The simulation

results indicate that the proposed algorithm can achieve higher positioning accu-

racy than that of DV-Hop algorithm and that of DV-Hop algorithm based on

standard PSO optimized.

Keywords Wireless sensor network • Particle swarm optimization • Node locali-

zation • DV-Hop • Disturbed extremum

1 Introduction

Wireless Sensor Network (WSN) is a multi-hop self-organizing network which

formed by a large number of low-cost, low-power micro sensor nodes through

wireless communication and nodes deployed in a target area. Wireless sensor

network has a wide range of applications in various fields such as environmental

monitoring, medical care, military field, target tracking and so on. For most

applications, the perceived data is meaningless when the position of sensor is

unknown [1]. By deploying nodes artificially or installing the GPS locator for
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each node is restricted by WSN application environment, cost and energy con-

sumption and so on. Therefore, it is very necessary to find an algorithm to let WSN

nodes locate themselves [2].

Wireless sensor network localization algorithm can be divided into two

categories: range-based and range-free. The range-based algorithms require nodes

with units for measuring distances between any pairs of nodes, and then the position

of nodes can be calculated according to these distances. They have higher location

accuracy than range-free algorithms, but also require more energy consumption and

cost. RSSI [3], TOA [4], TDOA [5], AOA [6] are typical range-based algorithms;

Range-free algorithms estimate the distance by just relying on the communication

between nodes. Then the approximate location of nodes can be calculated with the

estimated distance (Because location errors will not have much influence on routing

performance and accuracy of target tracking when the positioning error is less than

40 % of the node communication radius) [7]. Centroid algorithm [8], Convex

positioning algorithm [9], DV-Hop algorithm [10] are all typical range-free loca-

tion algorithms. The DV-Hop algorithm is drawn the greatest attention among

them. In DV-Hop algorithm, the product of hops between an unknown node and

an anchor node and the average size for one hop will be as estimated distance

between them. The estimated distance error is large influenced by the network

topology and the WSN node density, so the localization error is high when node’s

density is low in the network. In recent years, the DV-Hop algorithm with heuristic

algorithm is optimized such as genetic algorithm, simulated annealing algorithm

and so on. These algorithms calculate the unknown node’s position by iterative

refinement. Then the influence of the accumulated error in distance estimation on

the precision of localization can be suppressed. In this paper, a localization algo-

rithm which combine DV-Hop algorithm and extremum disturbed and simple

particle swarm optimization is presented. The new algorithm significantly improves

the positioning accuracy of the DV-Hop algorithm.

2 DV-HOP Algorithm

The algorithm requires some nodes which are called anchor nodes equipped with

GPS positioning equipment. The algorithm has three steps:

Step 1: Each node maintains a table xi; yi; hif g and exchanges updates only with its

neighbors. The neighbor nodes which receive information add 1 to hi and

continue to broadcast. In the table, the minimum value of hi from the node to

the anchor node i is always saved.
Step 2: Each anchor node calculates an average size for one hop as a correction. It is

obtained by Eq. 1, in which node i and node j are anchor node.

HopSizei ¼
X
i 6¼j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xjÞ2 þ ðyi � yjÞ2

q X
i 6¼j

hi

,
(1)
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Then the corrections of anchor nodes will be broadcasted in the entire

network. Each unknown node only gets and forwards the first received correc-

tion value to ensure that the correction value is obtained from the nearest

anchor node.

Step 3: With the distance information obtained under the second phase, the position

of the unknown nodes can be evaluated by maximum likelihood estimation

method.

3 Particle Swarm Algorithm

Particle Swarm Optimization (PSO) [11] is a stochastic algorithm based on collec-

tive intelligence developed by Dr. Eberhart and Dr. Kennedy in 1995, inspired by

social behavior of bird flocking [12].

First, the algorithm needs to initialize a population randomly. Each particle is

a candidate solution of the problem in the population, while initialize a velocity

for each particle to determine the flight of the particle. Particles according to the

flying experience of themselves and the social behavior of the whole population

to adjust the next flight in optimization process. In the population, the i-th

particle will be described as Xi ¼ ðxi1; xi2; � � � ; xiDÞ and the best position of

particle i can be expressed as pBesti ¼ ðpi1; pi2; � � � ; piDÞ in the optimization

process, meanwhile gBest record the index of the best particle which algorithm

obtained so far. Particle velocity can be described as Vi ¼ ðvi1; vi2; � � � ; viDÞ .
Particles update their velocity and positions iteratively according to the formula

(2) and formula (3).

vkþ1
id ¼ ω � vkid þ c1 � r1 � ðpid � xkidÞ þ c2 � r2 � ðpgBestd � xkidÞ (2)

xkþ1
id ¼ xkid þ vkþ1

id (3)

Where c1 and c2 are positive learning factors. The r1 and r2 are random number

between 0 and 1. The ω is the inertia weight. vkid and xkid respectively describe

velocity and position of the d-th dimension of particle i in k-th iteration.Pi is the best

position of particle iuntil now.PgBest shows the best particle of the population so far.

The algorithm will terminate when iterations run to a pre-set number or the fitness

value be optimized to a predetermined level. The particle which is expressed by

pBestgBest will be the optimal solution of the objective function.

4 Extremum Disturbed and Simple Particle

Swarm Optimization

PSO algorithm has some disadvantages such as slow convergence, low precision in

the late evolutionary. And the algorithm ignores the effect of time on the course of

campaign in the physics which add the position and velocity directly. For these
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reasons, Hu Wang et al. [13]. build a new particle swarm optimization equation to

achieve the evolutionary process of particles without speed item by simplifying the

PSO algorithm. The simplified equation is as follows:

xkþ1
id ¼ ω � xkid þ c1 � r1 � ðpid � xkidÞ þ c2 � r2 � ðpgBestd � xkidÞ (4)

The first item stands for the influence which was brought by the past position of

particle, and the extent of the influence will be adjusted by ω. The others have the
same meaning as their counterpart in the original velocity equations.

Meanwhile, the literature [13] proposes a method which put an extremum

disturbed into the algorithm in order to overcome the shortcoming of PSO algo-

rithm which is easy to fall into the local extrema. By recording steps of evolutionary

stagnation as t, the Algorithm will randomly churn the individual extremap0 and the
global extrema pg respectively when t achieves a pre-set threshold value. The

operators of extremal perturbation are:

p0 ¼ rt0>T0
3 p0; pg ¼ r

tg>Tg
4 pg

Where t0 is evolutionary stagnation iterations of the individual extrema, and tg
express the evolutionary stagnation iterations of the global extrema; T0 and Tg are

their pre-set threshold values of the individual extrema and the global extrema;

rt0>T0
3 and r

tg>Tg
4 need to meet the following conditions:

rt0>T0
3 ¼ 1

Uð0; 1Þ; t0 > T0

�
; r

tg>Tg
4 ¼ 1

Uð0; 1Þ; tg > Tg

�

U(0,1) is a random number between 0 and 1 who satisfies uniformly distribution.

Equation 5 can be obtained by putting extremum perturbation operator is in Eq. 4:

xkþ1
id ¼ ω � xkid þ c1 � r1 � ðrt0>T0

3 � pid � xkidÞ þ c2 � r2 � ðrtg>Tg
4 � pgBestd � xkidÞ

(5)

This is the formula of extremum disturbed and simple particle swarm

optimization.

5 DV-Hop Localization Algorithm Based

on tsPSO Optimization

It can be seen from the first item of the Eq. 5 that Particles always move along the

direction which slope is 1 in the process of iterative evolution. The ω just controls

the magnitude of the change of particle’s position. In order to make the algorithm
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convergence fast, the variable d which controls the direction of particle’s move-

ment will be added to Eq. 5 as follow:

xkþ1
id ¼ di � ω � xkid þ c1 � r1 � ðrt0>T0

3 � pid � xkidÞ þ c2 � r2 � ðrtg>Tg
4 � pgBestd � xkidÞ

(6)

Where the d can be calculated by Eq. 7:

di ¼ ðxi � pgBestÞ xi � pgBest
�� ���

(7)

The distance from an unknown node to an anchor node is based on the product of

the hops between them and average size for one hop of the anchor node, so the

results’ error is inevitably. The problem of optimization locations of the unknown

nodes substantially converted to evaluate minimum of Eq. 8:

fiðx̂; ŷÞ ¼ di �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� xiÞ2 þ ðy� yiÞ2

q����
���� (8)

Where ðx̂; ŷÞ is the estimated coordinates of a unknown node, and ðxi; yiÞ is the
coordinates of anchor node i. So the fitness function of particles can be expressed as:

fitnessðx̂; ŷÞ ¼
Xn
i¼1

ðfiðx̂; ŷÞ hi= Þ2 (9)

hi is the hops between the unknown node and anchor node i which was obtained in

first step of DV-Hop algorithm.

6 Simulation Experiments and Analysis of Effects

In order to verify the effectiveness and availability of tsPSO algorithm in the WSN

node localization, the DV-Hop algorithm, DV-Hop algorithm based on standard

PSO optimized and DV-Hop algorithm based on tsPSO optimized are all

implemented and simulated by Matlab version 7.0. One hundred nodes are

distributed in the region of 300*300 m as grid and the anchor nodes are evenly

distributed on the boundary of the area. The communication radius of nodes is 50 m.

Here are the settings of other parameters of PSO algorithm: the population size is

20; the maximum evolution generation, Maxgen , is 300; ω decreases linearly

according to Eq. 10, c1 ¼ c2 ¼ 2; The threshold values of the individual extrema,

T0 ¼ 3; the threshold values of the global extrema, Tg ¼ 5;

ω ¼ ωMax� ðωMax� ωMinÞ � i Maxgen= (10)

ωMax ¼ 0.9, ωMin ¼ 0.4 in the formula, i is the current number of iterations.
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Average localization error is generally used as the evaluation criteria of the

localization algorithm; the average localization error is calculated as follows:

AveragError ¼
XN
i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx̂i � xiÞ2 þ ðŷi � yiÞ2

q
� 100% N � R= (11)

N is the number of unknown nodes; ðx̂i; ŷiÞ is the estimated coordinates of the

unknown node i ; ðxi; yiÞ is the real coordinates of the unknown node i ; R is

communication radius.

Figure 1 shows the influence of different number of beacon on average localiza-

tion errors. DV-Hop algorithm, DV-Hop algorithm based on standard PSO

optimized and DV-Hop algorithm based on tsPSO optimized are ran 10 times and

averaged respectively.

It was known from Fig. 1 that the more beacon nodes involved in localization,

the higher the localization accuracy is. Because of the simulation is performed in

the case of a relatively small proportion of anchor nodes, DV-Hop’s localization

error decrease from 93 % to 57 % when the number of anchor node increases from

4 to 10; DV-Hop algorithm based on standard PSO optimized converges slowly

with fewer anchor nodes and the localization error varies between 75 % and 49 %;

DV-Hop algorithm based on tsPSO optimized has a faster convergence speed and

higher localization accuracy when the number of anchor node is very small. The

localization error decreases from 59 % to 30 %.
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Fig. 1 Average of localization error with different number of beacons
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DV-Hop algorithm based on tsPSO optimized has more obvious advantages on

no matter localization accuracy or convergence speed among the above three

location algorithms when proportion of the anchor node is small.

As can be seen from Table 1, the tsPSO algorithm is convergence faster than that

of PSO, and the tsPSO algorithm which is added the direction variable d is

convergent fastest. In the Figs. 2, 3, and 4, the solid circles represent the position

of the anchor nodes; the asterisks are the actual location of unknown nodes; and

hollow circles represent the estimated position of the unknown node. As can be seen

from Fig. 2, because the anchor node is evenly distributed on the boundary, the

results of DV-Hop algorithm tend to the regional centers excessively and the error

is higher, at 58.47 %.

Table 1 The convergence rate of algorithms with different number of beacons

Number of anchor nodes 4 6 8 10 12

DV-Hop based PSO Localization precision 75 % 68 % 63 % 52 % 49 %

Number of iteration 306 297 295 291 293

DV-Hop based tsPSO Localization precision 65 % 45 % 38 % 36 % 35 %

Number of iteration 256 254 259 251 257

DV-Hop based tsPSO with d Localization precision 65 % 45 % 38 % 36 % 35 %

Number of iteration 164 166 158 170 166
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Fig. 2 The results of DV-Hop algorithm
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It was known from Fig. 3 that localization results of DV-Hop algorithm based on

standard PSO optimized constitute three arc-shaped areas nearly; the localization

error is 49.01 %.

The results of DV-Hop algorithm based on tsPSO optimized are more in

accordance with the nodes’ actual distribution characteristics and positioning

error, 30.35 %, is also better than the first two algorithms. They are shown in the

Fig. 4.

7 Conclusion

In order to solve the problem of low localization accuracy of standard DV-Hop

algorithm, in this paper a improved DV-Hop localization algorithm based on

extremum disturbed and simple particle swarm optimization is proposed. Simula-

tion results indicates that the localization accuracy is much higher than that of

DV-Hop algorithm and that of DV-Hop algorithm based on standard PSO

optimized. And the new algorithm is convergent faster than that of DV-Hop

algorithm based on standard PSO optimized. The effect is more obvious when the

anchor node ratio is low.

Then there are still many issues to be resolved around WSN applications such as

energy consumption and stability of algorithm. Further work is necessary in these

areas.
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Stochastic Stabilizing Control of Networked

Control System with Markovian Parameters

Ying Wu, Yanpeng Wu, and Lei Guo

Abstract In order to solve the potential issues caused by network induced delays

and dropouts which could arise the performance degradation and system instability,

this paper studies the stochastic stability problem of Networked control systems

(NCSs) with arbitrary time delays and packet dropouts by using an active time-

varying sampling method. The random time delays and successive packet dropouts

are driven by two separately Markov chains and NCSs are modelled as a discrete

time Markovian jump linear systems. Based on Lyapunov approach, sufficient

conditions for the stochastic stability of the networked control system are derived

and stabilization controller is designed in terms of linear matrix inequalities (LMIs)

correspondingly. Gridding approach is introduced to guarantee the solvability of the

LMIs with finite jump modes. A numerical example is given to illustrate the

effectiveness of the proposed method which stabilizes the NCS with random time

delays and packet dropouts.

Keywords Networked control system • Stochastic stability •Markov chain • Linear

matrix inequality • Time delay • Packet dropouts

1 Introduction

Due to the advantages of low installation cost, reduced wiring, easy maintenance

and good system flexibility, NCSs have been widely used in manufacturing

systems, monitoring system and vehicle highway systems. Despite lots of
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advantages and potentials network brings to the control system, potential issues

arise to degrade a system’s performance and even cause system instability, such as

delays and packet dropouts [1].

Many researchers have studied stability criteria and stabilizing controller design

for networked control systems with delays and packet dropouts. Time-based time-

delay analysis of the NCS is provided to explain how it affects network systems and

an adaptive Smith predictor control scheme is designed [2]. A switched system

approach was used to study the stability of networked control systems and optimal

gain is calculated for stabilizing controller design [3]. The network-induced random

delays are modelled as Markov chains such that the closed-loop system is a jump

linear system with one mode [4, 5]. NSCs with packet dropouts are modelled as

discrete Markov jump system [6, 7]. So far, the stability synthesis for the NCSs with

time delays and packet dropouts as a Markovian jump system with two Markov

chains has not been fully investigated.

In this paper, the stochastic stability problem of NCSs with random time delays

and packet dropouts is investigated. The closed-loop NCS is modelled as a discrete-

time jump system characterized by driving two separately Markov chains. An

active time-varying sampling method is proposed to make sure time delay always

less than one sampling period [8]. Based on the Lyapunov stability theory, suffi-

cient conditions for the stochastic stabilization of the NCS are obtained and the

mode-dependent stabilizing controller for the closed-loop NCS is designed in the

linear matrix inequalities (LMIs) formulation via the Shur complement theory. A

“gridding” approach is introduced to obtain the finite combination of time delays

and packet dropouts which ensures the feasibility of the constructed LMIs [9].

Notation: The notation used throughout the paper is fairly standard.AT represents

the transpose of matrix A, the notation P > 0 means that P is positive definite, λmax

ðPÞðλminðPÞÞ denotes the maximal (minimal) eigenvalue of matrix P ; diagf� � �g
stands for a block-diagonal matrix; E½�� stands for the mathematical expectation;

�k k denotes the standard norm.

2 Problem Formulation

Consider a linear time-invariant plant described by

_xðtÞ ¼ AxðtÞ þ BuðtÞ (1)

where xðtÞ 2 Rn is the state vector, uðtÞ 2 Rp is the input vector. A;B are constant

matrices of appropriate dimensions.

In this paper, the sampling period will be set time varying to make sure time

delay is less than one sampling period. In order to achieve this goal, sensor is

assumed both time-driven and event-driven. Actuator and controller are event-

driven. Suppose time axis is partitioned into equidistant small intervals and the
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length of each interval is l. Define tk as the kth updating instant of actuator, and

assume that total transmission delay from sensor to actuator of the updating signal

at the instant tk is τk. Then the next sampling instant can be selected as

skþ1 ¼ sk þ al tk 2 ½sk þ ða� 1Þl; sk þ alÞ
sk þ τ tk � sk þ τ

�
(2)

where sk is the kth sampling instant, τ is the allowable maximum delay from sensor

to actuator (τ ¼ ηl, η is the bound positive integer of delay), a is a positive integer

and 0 < a < η.
Figure 1 shows the sampling and updating conditions of NCS. if the transmission

time of sampled signal at time sk is less than τ, the actuator will be updated by the

signal and the sensor will be driven to do the next sampling, which is called an

effective sampling instant because the signal at this sampling instant is successfully

transmitted from sensor to actuator, such as s1 and s2 marked in Fig. 1; if the

signal sampled at time sk has not arrived before the maximal allowable updating

time sk þ τ, which means the total transmission delay is out of τ, the signal will be
discarded and the sensor will adopt time-driven mode, such as s3 marked in Fig. 1; if

packet dropout happened to the sampled signal, which can be seen as a long delay

packet, the time-driven mode will adopted by sensor to do the next sampling, such

as s6 marked in Fig. 1.

Suppose hk as the length of interval between two successive effective sampling

instants ik and ikþ1, the discrete time representation of Eq. 1 can be described as

xðikþ1Þ ¼ ΦkxðikÞ þ Γ0ðτk; hkÞuðikÞ þ Γ1ðτk; hkÞuðik�1Þ (3)

where Φk ¼ eAhk , Γ0ðτk; hkÞ ¼
Ð hk�τk
0

eAsBds; Γ1ðτk; hkÞ ¼
Ð hk
hk�τk

eAsBds

Let us introduce a new augmented state zðkÞ ¼ xðikÞ uðik�1Þ½ �T . Therefore, we
can get the following augmented closed-loop system

Fig. 1 Sampling and updating conditions of NCS
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zðk þ 1Þ ¼ ΨkzðkÞ (4)

where Ψk ¼ Φk þ Γ0ðτk; hkÞKðikÞ Γ1ðτk; hkÞ
KðikÞ 0

� �

3 Stochastic Stability Analysis and Controller Design

Define dk as the number of dropped packet between two successive effective
updating instants ik and ikþ1, then we can get ikþ1 � ik ¼ dk þ 1; ik 2 I ¼ fi1; i2;
i3; . . .g. If assume the bound of consecutive dropped packets is d, we can conclude

that dk takes value from a finite set Ω ¼ f0; 1; � � � ; dg.
In Sect. 2, we defined the bound of τk (τ ¼ al ) is τ (τ ¼ ηl ) and a takes value

from a finite set M ¼ f1; 2; � � � ; ηg , and then τk takes value from the finite set

T¼ f1l; 2l; � � � ; ηlg.
In this paper, we assume that random delays τk and packet dropouts dk are two

independent Markov chains that take values inΩandMwith the following transition

probabilities

ωmi ¼ Prðτkþ1 ¼ iljτk ¼ mlÞ; 8i;m 2 M :¼ f1; 2; � � � ; ηg
λnj ¼ Prðdkþ1 ¼ jjdk ¼ nÞ; 8j; n 2 Ω :¼ f0; 1; � � � ; dg (5)

where ωmi; λnj � 0; and
Pη
i¼1

ωmi ¼ 1;
Pd
j¼0

λnj ¼ 1

The transition probability matrixes are defined by Υ and Π.
Based on the above assumptions, the effective sampling period hk can be written

into: hk ¼ τk þ τdk
Therefore, the values ofΦk, Γ0ðτk; hkÞ and Γ1ðτk; hkÞ are finally determined by τk

anddk, system (4) can be seen as a discrete-time Markovian jump linear system with

finite jump modes varying in a finite set which is combined by sets T andΩ. Define
Âðm; nÞ as the jump modes determined by τk ¼ m and dk ¼ n, Kðm; nÞ as the mode-

dependent state feedback controller gain, then augmented system (4) can be written

into

zðk þ 1Þ ¼ Âðm; nÞzðkÞ; 8m 2 M; n 2 Ω (6)

where

Âðm; nÞ ¼ Φðm; nÞ þ Γ0ðm; nÞKðm; nÞ Γ1ðm; nÞ
Kðm; nÞ 0

� �
(7)

148 Y. Wu et al.



Definition 1 The system (6) is stochastically stable if for every initial state z0 ¼ z
ð0Þ and initial distributions τ0 ¼ τð0Þ 2 T and d0 ¼ dð0Þ 2 Ω, there exists a finite

matrix Q > 0 such that EðP1
k¼0

zðkÞk k2jz0; τ0; d0Þ < zT0Qz0 holds.

Theorem 1 If there exists symmetric positive definite matrices Xðm; nÞ > 0;m 2 M;
n 2 Ω satisfying

Xðm; nÞ � � � � �
Ξ01 ω�1

m0λ
�1
n0 Xð0; 0Þ

..

. . .
.

ΞðηdÞ1 0 � � � ω�1
mηλ

�1
nd Xðη; dÞ

2
666664

3
777775 > 0;

m ¼ 1; 2; . . . ; η; n ¼ 0; 1; 2; . . . ; d

(8)

where Ξ01 ¼ Ξ21 ¼ � � � ¼ ΞðηdÞ1 ¼ Aðm; nÞXðm; nÞ
Then the system (6) is stochastically stable.

Proof Consider the following form of the Lyapunov function:

VðkÞ ¼ zTðkÞPðm; nÞzðkÞ (9)

where Pðm; nÞ ¼ X�1ðm; nÞ > 0

Then we have

EðΔVÞ ¼ EðVðk þ 1Þ � VðkÞÞ

¼
Xd
j¼0

Xτ

i¼0

λnjωmiz
TðkÞÂTðm; nÞPðm; nÞÂðm; nÞzðkÞ � zTðkÞPðm; nÞzðkÞ

¼ zTðkÞVðm; nÞzðkÞ
(10)

where Vðm; nÞ ¼ Pd
j¼0

Pη
i¼0

λnjωmiÂ
Tðm; nÞPði; jÞÂðm; nÞ � Pðm; nÞ

DefineHðm; nÞ ¼ diagfPðm; nÞ; I00; . . . ; Iηdg, and pre-multiply and post-multiply

Eq. 8 by Hðm; nÞ, we get

Pðm; nÞ � � � � �
Aðm; nÞ ω�1

m0λ
�1
n0 P

�1ð0; 0Þ
..
. . .

.

Aðm; nÞ 0 � � � ω�1
mηλ

�1
nd P

�1ðη; dÞ

2
666664

3
777775 > 0;

m ¼ 0; 1; 2; . . . ; η; n ¼ 0; 1; 2; . . . ; d (11)

By Schur complement, we can get Vðm; nÞ < 0.since Vðm; nÞ < 0, then
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EðΔVðkÞÞ ¼EðVðk þ 1Þ � VðkÞÞ
� �λminð�Vðm; nÞÞ zðkÞk k2 < 0 (12)

For any integer M � 1, we have

EðVðzðM þ 1ÞÞ � EðVðz0ÞÞ � �λminð�Vðm; nÞÞE
XM
k¼0

zðkÞk k
( )

Thus, from Definition 1, if Vðm; nÞ < 0, the system (6) is stochastically stable.

Theorem 2 If there exists symmetric positive definite matrices Gðm; nÞand V(m, n),
matrices Rðm; nÞ (8m 2 M; n 2 Ω) satisfying

Gðm; nÞ � � � � � � �
0 Vðm; nÞ � � � � � �
Π0 Λ0 ω�1

m0λ
�1
n0 Gð0; 0Þ � � � � �

Rðm; nÞ 0 0 ω�1
m0λ

�1
n0 Vð0; 0Þ � � � �

..

. ..
. ..

. ..
. . .

. �
ΠðηdÞ ΛðηdÞ 0 0 � � � ω�1

mηλ
�1
nd Gðη; dÞ

Rðm; nÞ 0 0 0 � � � 0 ω�1
mηλ

�1
nd Vðη; dÞ

2
6666666666664

3
7777777777775
> 0; 8m 2 M; n 2 Ω

(13)

where

Π0 ¼ Π1 ¼ � � � ¼ ΠðηdÞ ¼ Φðm; nÞGðm; nÞ þ Γ0ðm; nÞRðm; nÞ
Λ0 ¼ Λ1 ¼ � � � ¼ ΛðηdÞ ¼ Γ1ðm; nÞVðm; nÞ

Then the system (4) is stochastically stable and the mode-dependent state

feedback controller is given by

Kðm; nÞ ¼ Rðm; nÞG�1ðm; nÞ; m 2 M; n 2 Ω (14)

Proof Denote the following matrixes:

~Aðm; nÞ ¼
Φðm; nÞ Γ1ðm; nÞ

0 0

2
4

3
5; ~Bðm; nÞ ¼

Γ0ðm; nÞ

I

2
4

3
5;

~Kðm; nÞ ¼ Kðm; nÞ 0½ � (15)

Rewrite system (6) into: zðk þ 1Þ ¼ ½ ~Aðm; nÞ þ ~Bðm; nÞ ~Kðm; nÞ�zðkÞ; then by

applying Theorem 1, we can easy proof this theorem.
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4 Numerical Example

Consider the following system

_x ¼ 0 1

�2 �3

� �
xþ 0

1

� �
u (16)

where u is the control input for the continuous-time linear plant. According to the

driven mode and active time-varying sampling method proposed in this paper, the

state feedback controller for discrete-time plant in the NCS should be uðtÞ ¼
uðikÞ ¼ KðikÞxðikÞ; tk � t < tkþ1

Suppose the length of gridded equidistant small interval l is 0:05 ms, τk ¼ f0:05
ms; 0:1 ms; 0:15 msg, dk 2 f0; 1; 2g, the transition probability matrices are given by

Υ ¼
0:6 0:3 0:1
0:5 0:3 0:2
0:7 0:2 0:1

2
4

3
5; Π ¼

0:2 0:5 0:3
0:5 0:4 0:1
0:6 0:3 0:1

2
4

3
5 (17)

The state feedback controller gains will be calculated by Matlab LMI Control

Toolbox, the results are as follows:

Kð1; 0Þ ¼ -3:9926 -4:1845½ �;Kð2; 0Þ ¼ -4:5639 -4:9267½ �;Kð3; 0Þ ¼ -5:3038 -5:9421½ �;
Kð1; 1Þ ¼ -2:4297 -2:8355½ �;Kð2; 1Þ ¼ -2:4823 -3:0359½ �;Kð3; 1Þ ¼ -2:5342 -3:2598½ �;
Kð1; 2Þ ¼ -1:5838 -2:1412½ �;Kð2; 2Þ ¼ -1:5801 -2:2609½ �;Kð3; 2Þ ¼ -1:5824 -2:3977½ �;

(18)

The state trajectories of NCS with the feedback control law are proposed in

Fig. 2, which shows the networked control system is stochastically stable even if

there exist time delays and packet dropouts.

Fig. 2 States trajectory of NCS
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5 Conclusion

This paper studies the stochastic stability problem of networked control systems by

modeling NCS as a two mode Markovian jump linear system. The random time

delays and packet dropouts are driven by two Markov chains. Sufficient conditions

of stochastic stability for the jump linear systems are given in terms of a set of

LMIs. To solve the LMIs for obtaining feedback gains, the “gridding approach” is

adopted to guarantee the LMIs set for the jump linear systems with finite jump

modes. Numerical examples illustrate the effectiveness of the proposed strategy for

the stochastic stabilizing controller over NCS.
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An Automatic Clutch Engagement Strategy

for Electric Vehicle Based on Fuzzy Control

Rui Hou, Cheng Lin, and Lingling Zhang

Abstract In order to solve the deterioration problem of synchronizer for no clutch

automated mechanical transmission (AMT) technology, an automatic clutch actua-

tor was developed for a light electric vehicle which is driven by a single traction

motor. By introducing an automatic clutch engagement-schedule and thereof the

fuzzy control strategy which simulate the experienced manual process of clutch, a

double variables fuzzy controller (DVFC) is designed with the speed signals of

clutch driving and driven discs as input parameters and the pulse width modulation

(PWM) signal of the automatic clutch actuate motor as output parameter. By using

MATLAB/Simulink software, off-line simulation model of AMT system is created.

The simulation results show that the automatic clutch fuzzy control strategy can

realize the “quick-slow-quick” engagement schedule at clutch sliding stage and it

can simulate the experienced manual clutch with greatest degree. The friction work

and degree of shock has been controlled effectively and thus the problem for AMT

system is solved.

Keywords Electric vehicle • AMT • Automatic clutch • Fuzzy control

1 Introduction

Application for no clutch AMT technology is an important trend of development for

the electric vehicle driveline technology. A variety of electric vehicles in China had

adopted this technology, cumulative operated more than ten millions of kilometers,

and got good overall results. However, the system performance and reliability about

these applications remain to be further improved. The disadvantages are manifested
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in: motor speed adjustment time and the total vehicle shifting time are affected by

the inappropriate control of shifting forces or motor speed while shifting. The wear

of synchronizer will deteriorate the shifting process and make the shifting less soft,

even being unable to shift [1].

In order to covering the shortage of the no clutch shifting technology, and

avoiding the inaccuracy of motor speed control and the synchronizer frequently

wear, a new AMT shifting technology is created to improve the vehicle shifting

reliability. The system consists of a 100 kW of permanent magnet synchronous

traction motor, an automatic clutch, and a three gears manual transmission with an

automatic shifting actuator. The automatic clutch will be introduced in the next

Section. In Sect. 3, an automatic clutch engagement schedule is discussed. An

automatic clutch fuzzy control strategy is presented in Sect. 4 to simulate the

experienced manual process of clutch. Simulation results are analyzed in Sect. 5.

2 Automatic Clutch Actuator

An electric clutch actuator where is shown in Fig. 1 has been used for the system.

Outside condition are sampled and identified by sensors, and the signals from the

controller make the actuator work. Actuator driven by a brushless direct current

(BLDC) motor makes the screw rotate; the nut turns rotary motion into linear

motion, it means that the nut will reciprocates in the axial and realizes engagement

or disengagement of the clutch. In this system, ball screw nut pair is the key device

which can turn rotary motion into linear motion; it has the advantages of lower

drive torque, micro speed-feed and high speed-feed abilities.

M

TRACTION
MOTOR

TRANSMISSION

SPEED SENSOR SPEED SENSOR

DRIVE MOTOR

BALL SCREW NUT PAIR

Fig. 1 Automatic clutch system is shown on the left, assembly drawing is shown on the upper
right, parts drawing is shown on the lower right
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3 Analysis of Automatic Clutch Engagement Schedule

Although several researches had been focused on automatic clutch control technol-

ogy, such as an innovative power-split device for a hybrid powertrain system [2],

the impedance control of a single shaft-type clutch using homogeneous

electrorheological fluid [3], and the clutch control for a novel dual-belt continu-

ously variable transmission [4], there were little achievements for AMT or pure

electric vehicles which have the advantages of wide speed range for traction motor,

high instantaneous power and overload capability. So for the EVs, the clutch can be

engaged at the start-up state, and start the vehicle by taking full advantage of low

speed and high torque characteristics of the traction motor at its constant torque

area. Then, the key and difficult point for electric clutch control turns to engage-

ment control during shifting process [5, 6]. This paper applies a new clutch control

technique to simulate the experienced manual process of clutch by using a fuzzy

controller.

The shifting evaluation indexes for AMT include shifting time t, degree of shock
j, and clutch sliding friction work WC. The proposes for automatic clutch engage-

ment control are same as AMT shifting control, the shifting time must be shorten,

the clutch sliding friction work must be lower and the degree of shock during

shifting process must be reduced. Automatic clutch engagement processes include

complete disengagement stage, sliding stage, and complete engagement stage,

corresponding to “quick-slow-quick” engagement control schedule.

4 Fuzzy Controller Design

Based on the characteristics of nonlinear and time varying for automatic clutch, on the

other hand, based on the automatic clutch engagement schedule, this paper design a

DVFC with double input variables and single output variable to realize engagement

process control for automatic clutch, its principle is shown in Fig. 2, speed difference

for clutch driving and driven discs and its rate of change are using as input parameters

of the controller, expressed asωcd and _ωcd, respectively; PWM signal of the automatic

clutch actuate motor is using as output controlling parameter, expressed as αE.
Speed control for automatic clutch engagement will be realized by changing PWM

signals of the actuator. As shown in Fig. 2,ωEgoal is the target speed for actuate motor.

Fuzzy
Controller

Clutch
Actuate
Motor

Clutch

Data
Acquisition

d/dt

+

-

wco

wci

wc_d

dwc_d / dt

aE wE_goal

Fig. 2 Fuzzy engagement control principle of automatic clutch
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Functions for fuzzy controller consist of input variables normalization,

fuzzification, fuzzy control rules, fuzzy reasoning, decision making and clear

output variables. The normalization for input variables ωcd and _ωcd can put them

to precise values CE and CEC which range from �1 to 1. The processes of

normalization are shown in Fig. 3 [7].

Membership function of CE, CEC, and αE can be obtained by fuzzification, as

shown in Figs. 4 and 5. Fuzzy subsets for CE and CEC are {NB,NM,NS,O,PS,PM,
PB}, denote the fuzzy state value for speed difference of clutch driving and driven

discs and fuzzy state value for rate of change of the speed difference, respectively.

In order to control the power output tube of automatic clutch actuate motor by using

PWM, the controller needs not only to change the PWM signals but also to change

the direction of current in the power tube, so the fuzzy subset of αE is defined as

{N, O, PS, PM, PB}, in which a negative value indicates a change of the actuate

motor work direction. In the fuzzy subsets where NB, NM, NS, N, O, PS, PM, PB
stand for Negative Big, Negative Medium, Negative Small, Negative, Zero, Posi-

tive Small, Positive Medium and Positive Big respectively [8].

On the basis of reduce wear and degree of shock during the automatic clutch

engagement, at the same time, in order to simulate the experiential manual process

of clutch, the fuzzy control rules for automatic clutch engage speed αE is developed,
as shown in Table 1, where N denotes the clutch disengage quickly, O denotes the

clutch hold its position, PS denotes the clutch engage slowly, PM denotes the clutch

engage in a middle speed, PB denotes the clutch engage quickly.

wc_d

(rad/s) (rad/s2)

CE

1

-1

25
-25

dwc_d /dt

CEC

1

-1

50
-50

a b

Fig. 3 Normalization of input parameters, (a) Normalization for ωcd (b) Normalization for _ωcd

1

0.5

0

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

NB NM NS O PS PM PB

Fig. 4 Membership function for clutch driving and driven speed difference CE and for rate of

change of clutch driving and driven speed difference CEC
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Clear for the output of the fuzzy controller is using by methods of weighted

averages [9]:

αE ¼

Pn
i¼1

εi
Qm
j¼1

μijðαEÞ
Pn
i¼1

Qm
j¼1

μijðαEÞ
(1)

where n stand for rules number; m stand for input variables number, εi stand for

weighted average vector of the membership function for αE, μij stand for the

membership function for CE and CEC.
Output surface characteristics were shown in Fig. 6, it’s clear to observe the

nonlinear characteristic of control for automatic clutch.

5 Model Simulation and Results Analysis

Automatic clutch fuzzy control this paper presented and the traction motor speed

control [10] could be combined to simulate based on shifting evaluation indexes of

AMT with automatic clutch. Based on vehicle driveline dynamic and clutch

characteristic, system simulation model was created by using MATLAB/Simulink

software. The model is consists of motor, clutch, transmission, vehicle longitudinal

1

0.5

0

-25 -20 -15 -10 -5 0 5 10 15 20 25

N O PS PM PB

Fig. 5 Membership function for PWM signals of the automatic clutch actuate motor

Table 1 Fuzzy control

rules of automatic clutch

engagement speed CEC

CE

NB NM NS O PS PM PB

NB N O PS PS PS O N

NM O PS PS PM PS PS O

NS PM PM PB PB PB PM PM

O PM PM PB PB PB PM PM

PS PM PM PB PB PB PM PM

PM O PS PS PM PS PS O

PB N O PS PS PS O N
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dynamics and controller, as shown in Fig. 7. The simulation was based on up-shift

process.

During the up-shift process, clutch disengaged at first, due to the speed weren’t

equal before the synchronization of the clutch driving and driven discs, the friction

work increased nonlinearly with time, it grown to maximum when the two discs

synchronized, and no longer changed after the synchronization due to the friction

work no longer existed, as shown in Fig. 8a.

The maximum degree of shock was 7.23 m/s3 which reasonable and less than the

recommendation [11]. In the moment of clutch driving and driven discs engaged,

the degree of shock was much more than others due to the torque delivered by the

clutch changed suddenly at the two moments, as shown in Fig. 8b.

As shown in Fig. 9a, clutch driving and driven discs hadn’t engaged at the

complete disengagement stage, their speeds’ difference was too little to consider

them worked at a constant speed by controlling the traction motor speed. At clutch

sliding stage, the two clutch discs just came into contact with each other. While the

engagement went on, the clutch driven disc’s speed began to rise, and the driving

disc’s speed began to decline, until the driving and driven discs’ speeds

synchronized. At complete engagement stage, clutch engaged quickly, the driving

and driven discs’ speeds rose synchronously.
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AMT up-shift process gone though several stage such as clutch disengage, pick-

up shift, select shift, up-shift and clutch engage. Figure 9b is the shifting time

distribution, it was essential to see the shift time concentrated in up-shift stage and

clutch engage stage. The total clutch work time was 0.8 s and less than the

recommendation [11].

6 Conclusion

The up-shifting simulation and analysis could prove the automatic clutch fuzzy

control strategy presented this paper was practicable and possible. It could realize

the “quick-slow-quick” engagement schedule at clutch sliding stage. The degree of
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shock and friction work had been controlled effectively. The strategy simulated the

experienced manual clutch with greatest degree. This fuzzy control strategy may

apply in electric drive clutch system.
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Application of Twin Support Vector Machine

for Fault Diagnosis of Rolling Bearing

Zhongjie Shen, Ningping Yao, Hongbo Dong, and Yafeng Yao

Abstract The number of fault samples is only the small portion in the whole

sample set. How to diagnose the rolling bearing fault accurately becomes a chal-

lenge in the unbalance sample set. Twin Support Vector machine (TWSVM) is

applied into the bearing fault diagnosis in the study. It aims at generating two

nonparallel planes in which each plane is closer to one of the two classes and is as

far as possible from the other. The fault diagnosis experiments verify that TWSVM

has higher accuracy and faster speed than Support Vector Machine, and identify the

bearing fault well.

Keywords Fault diagnosis • TWSVM • Nonparallel plane • Rolling bearing

1 Introduction

Rolling bearing is one of the most precise components in rotating machine. It not

only transmits the motion but also supports the load. The operation condition of the

rolling bearing directly affects the whole performance of the equipment. An

unexpected fault of bearing may cause huge economic losses, even personal injury

[1]. Thereby it is necessary to detect faults of rolling bearing effectively as early as

possible.

There are insufficient of the typical fault samples that may result in the low

diagnosis accuracy. The fault diagnosis with limited samples has become a problem

of industry. Support vector machine (SVM) proposed by Vapnik is an efficient

classification method for small samples [2]. Aiming at the binary classification,

SVM constructs a hyperplane and two parallel planes to separate the two types of

samples with the maximum margin. The hyperplane classification principle makes
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SVM remarkable in the equivalence or approximate equivalence data classification

[3]. However, the fault diagnosis of rolling bearing is usually the unbalanced data

classification in which the fault samples are the small portion of the whole sample

set. And we need to discriminate the fault samples accurately from a large number

of unknown state samples. The difficulty of the unbalanced data classification is

that the fault samples are not able to reflect the sample distribution of the whole

sample set. In SVM classification with the unbalanced data, the whole classification

accuracy may be high but the recognition accuracy of fault samples may be low.

SVM have some difficulties in the unbalanced data classification.

How to diagnose the rolling bearing fault well becomes a challenge in the

unbalance sample set. Twin support vector machine (TWSVM) proposed by

Jayadeva et al. can deal with the unbalanced data classification well [4]. Unlike

SVM, it aim at generating two nonparallel planes such that each plane is closer to

one of the two classes and is as far as possible from the other. TWSVM is not

affected by the sample proportion. Moreover, TWSVM works faster than SVM in

that TWSVM solves two smaller quadratic programming problems instead of

solving larger one as in a classical SVM. We applied TWSVM into the fault

diagnosis of rolling bearing in the study.

Now, the research of TSVM mainly concentrates in the improved algorithm and

the computer simulation [5, 6], and there are few applications of TWSVM for the

other fields. Thereby it is an application innovation to diagnose the bearing faults

using TWSVM. TWSVMmay identify the fault samples well from large number of

unknown state samples.

2 Twin Support Vector Machine

2.1 Support Vector Machine

Given a sample set S ¼ Xi;Yif gli¼1, where Xi 2 <n, and corresponding binary class

labels Yi 2 �1;þ1f g, where X; Y are the matrixes. An optimal separating hyper-

plane is computed in the feature space to construct SVM which classifies training

samples correctly or basically correctly. The SVM find the optimal separating

hyperplane by resolving the following optimization problem,

min
1

2
wk k22þCeTξ

s:t:
Y w � X þ ebð Þ � e� ξ

C � 0; ξ � 0

(
(1)

where kk2 denotes the L2-norm, C is a penalty constant, ξ is a slack variable, b is a

threshold and e is a vector of one of l dimensions. The dual quadratic programming

problem of the problem (1) is
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max eTα� 1

2
αTYXXTYα

s:t:
eTYα ¼ 0

0 � α � Ce

(
(2)

where α ¼ α1; α2; . . . ; αlð ÞT is the Lagrangian vector. In the decision phase, SVM

predicts the labels of the testing samples according to the optimal separating

hyperplane. The decision function is given by

f ðxÞ ¼ signðw � xþ bÞ (3)

2.2 Twin Support Vector Machine

In TWSVM, the training samples with the positive labels, Xþ, construct the matrix

A while the training samples with the negative labels, X�, construct the matrix B.
The TWSVM classifier is obtained by solving the following pair of quadratic

programming problems

TWSVM1ð Þ min
w1;b1;ξ

1

2
Aw1 þ e1b1k k22þC1e

T
2 ξ

s:t: � Bw1 þ e2b1ð Þ þ ξ � e2; ξ � 0

TWSVM2ð Þ min
w2;b2;η

1

2
Bw2 þ e2b2k k22þC2e

T
1η

s:t: Aw2 þ e1b2ð Þ þ η � e1; η � 0

(4)

where C1, C2 are the penalty constants, ξ, η are the slack variables, b1, b2 are the

thresholds, e1 is a vector of one of l+ dimensions and e2 is a vector of one of l�
dimensions.

Using the K.K.T. conditions, we obtain the dual quadratic programming problem

of TWSVM1 as follows:

DTWSVM1ð Þ max
α

eT2α� 1

2
αTG HTH

� ��1
GTα

s:t: 0 � α � C1

(5)

where H ¼ A e1½ �;G ¼ B e2½ � . Similarly, we consider TWSVM2 and obtain

its dual as

DTWSVM2ð Þmax
α

eT1γ �
1

2
γTH GTG

� ��1
HTγ

s:t: 0 � γ � C2

(6)
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Finally, the decision function is given by

f xð Þ ¼ xTwþ b ¼ min
l¼1;2

xTwl þ bl
�� �� (7)

where jj is the perpendicular distance of point x from the plane xTwðkÞ þ bðkÞ ¼ 0;
k ¼ 1; 2:

3 Experiment Verifications

3.1 Bearing Fault Diagnosis Experiment

The bearing fault diagnosis experiments were performed to validate the effective-

ness of TWSVM. The experimental data were downloaded from Prognostics

Center of Excellence (PCoE) through prognostic data repository contributed by

Intelligent Maintenance System (IMS), University of Cincinnati [7]. The bearing

test rig contains four bearings on one shaft as described in Fig. 1. The rotation

speed is kept constant at 2,000 r/min and a radial load of 26.67 kN was placed onto

each bearing. All the bearings were force lubricated. The testing bearing is

Rexnord ZA-2115 double row bearing with 16 rollers in each row. It has a pitch

diameter of 71.5 mm, a roller diameter of 8.4 mm and a tapered contact angle of

15.17�. The vibration signals are acquired with a sampling frequency of 20 kHz per

channel by a National Instruments DAQCard-6062E data acquisition card. The

data recorder is equipped with low-pass filters at the input stage for anti-aliasing.

Each sample with 20,480 points data is collected every 20 min. The acceleration

sensor is the PCB 353B33 High Sensitivity ICP accelerometer and installed on the

bearing housing.

Bearing 1

Radial LoadAccelerometer Thermocouples

Motor

Bearing 3 Bearing 4Bearing 2

a b

Fig. 1 Bearing test rig (a) Integrated framework (b) Sensors installation
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3.2 Experimental Results Analysis

Test 1 includes four bearings in the collected vibration data [8]. Bearing three of test

1 finally fails with the serious inner-race fault. The time-domain features, namely

Root Mean Square (RMS) and Kurtosis, are calculated as shown in Fig. 2. Kurtosis

shows that the initial defect occurs at 723.5 h. The bearing is normally working

before the moment while it enters into the fault state after 723.5 h. The bearing life

is divided into two parts by the red dotted line in Fig. 2: normal period and fault

period [9]. We choose 20 normal training samples from 605.2 to ~608.6 h and

20 fault training samples from 748.3 to ~753.6 h. The normal training samples and

the fault training samples construct the training sample set. Then 500 normal testing

samples are selected from 608.6 to ~719.3 h while 100 fault testing samples are

chose from 731.5 to ~748.3 h. The testing sample set is made up of normal testing

samples and fault testing samples. What’s more, the training samples are at both

ends and the testing samples are in the middle, which increased the difficulty of the

classification. The diagnosis difficulty is rising as the number of the testing samples

increases. A comparison of SVM and TWSVM is performed with the equal

proportion testing sample set, the fault samples dominant testing sample set and

the normal samples dominant testing sample set, as described in Tables 1 and 2, in

which ‘n’ and ‘f’ represent the number of normal samples and fault samples.
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Fig. 2 Time statistics feature (a) RMS (b) Kurtosis

Table 1 Comparison of the

bearing fault diagnosis in

SVM and TWSVM Sample number

Accuracy (%) Time(s)

SVM TWSVM SVM TWSVM

n ¼ 20; f ¼ 20 87.5 100 0.4840 0.1664

n ¼ 100; f ¼ 100 85.5 99.5 0.6568 0.1708

n ¼ 20; f ¼ 100 81.33 100 0.5904 0.1687

n ¼ 50; f ¼ 100 82.67 99.33 0.6287 0.1695

n ¼ 200; f ¼ 100 87.67 97.0 0.7355 0.2365

n ¼ 500; f ¼ 100 91.83 93.83 0.9074 0.2975
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First of all, the equal proportion testing sample set is inputted into SVM and

TWSVM for classification. The diagnosis accuracies of SVM are 87.5 %, 85.5 %

while those of TWSVM are 100 %, 99.5 % when ‘n ¼ 20, f ¼ 20’ and ‘n ¼ 100,

f ¼ 100’. The calculation times of SVM are 0.4840 s, 0.6568 s while those of

TWSVM are 0.1664 and 0.1708 s. TWSVM has higher diagnosis accuracy and

faster computing speed than SVM.What’s more, Table 2 shows that the accuracy of

normal samples precedes that of fault samples in SVM and TWSVM has the

approximate diagnosis results for the normal samples and the fault samples.

Secondly, the fault samples dominant testing sample set is used to examine the

performance of the two classifiers in the unbalance samples classification. The classi-

fication results of SVM and TWSVMwith ‘n ¼ 20, f ¼ 100’ and ‘n ¼ 50, f ¼ 100’

are described in Tables 1 and 2. TWSVM gains the higher diagnosis accuracy and the

faster computing speed again.The diagnosis accuracy of normal samples decreases but

that of fault samples increases in SVM as compared with the equal proportion testing

sample set. The diagnosis accuracy of TWSVM changes subtly, especially the fault

samples. The change means that SVMmay be biased towards the majority class.

Finally, we use SVM and TWSVM to diagnose the normal samples dominant

testing sample set which is common in industry. The diagnosis demand

discriminates the fault well and reduces the missing report rate. From Table 1,

the diagnosis accuracy of SVM increases with the more normal samples, but its

accuracy of fault samples decreases. It may lead to the serious consequences with

big missing report rate. Meanwhile, TWSVM has the high diagnosis accuracy for

the fault samples though its accuracy of all samples decreases. TWSVM is able to

diagnose the bearing fault well, even if the fault samples are insufficient.

Above all, the diagnosis accuracy of TWSVM is not affected by the sample

proportion. TWSVM can diagnose the bearing fault accurately, no matter what

proportion of the sample set.

4 Conclusion

In the study, Twin Support Vector Machine is applied into the fault diagnosis of the

rolling bearing. Unlike SVM, it aims at generating two nonparallel planes in which

each plane is closer to one of the two classes and is as far as possible from the other.

Table 2 Comparison of the bearing fault diagnosis with normal samples and fault samples

Sample number

Accuracy of normal samples (%) Accuracy of fault samples (%)

SVM TWSVM SVM TWSVM

n ¼ 20; f ¼ 20 100 100 75.0 100

n ¼ 100; f ¼ 100 98.0 99.0 73.0 100

n ¼ 20; f ¼ 100 98.0 100 78.0 100

n ¼ 50; f ¼ 100 96.0 98.0 76.0 100

n ¼ 200; f ¼ 100 95.5 95.5 72.0 100

n ¼ 500; f ¼ 100 96.6 92.6 68.0 100
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TWSVM has higher accuracy and faster speed than SVM, especially in the unbal-

ance samples classification. The fault diagnosis experiments verify that TWSVM

diagnoses the bearing fault well and is not affected by the proportion of the

sample set.
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Mid-term Load Forecasting Based

on Modified Grey Model

Haijiang Wang and Shanlin Yang

Abstract The construction of smart grid put forward higher requirements on

deployment accuracy of the energy. Power generation and electricity sectors have

carried out more accurate data analysis and forecasting. In this context, we provide

a Gauss-Chebyshev GM(1,1) model, This model could overcome the lack of

traditional grey model and made accurate forecasting of electricity consumption

in smart grid, Finally, numerical examples demonstrate that this method can

efficiently improve the prediction accuracy.

Keywords Smart grid • Load forecasting • GM (1,1) model

1 Introduction

The short-term electricity load is the focus of the competitive electricity market.

How to make an accurate prediction of electricity load is the crucial task for all

participants in market. Electricity load varies a lot, and peaks appear frequently.

Electricity load forecasting, according to the length of time, can be divided into the

long-term forecasting and short-term forecasting. Medium-and-long term forecast

is used to predict the annual and monthly electricity load. While short-term

electricity load forecast includes daily load forecasting and hourly load forecasting.
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Data prediction ability determines the quality of smart grid. As for electricity

consumption, low prediction will cause power cut due to lack of allocated electric-

ity, while high prediction will bring unnecessary generation cost and energy waste.

Therefore, it is essential to predict the electricity consumption accurately. One of

the commonest electricity consumption prediction models is grey model- GM (1, 1)

[1]. GM (1, 1) model can play a greater role in data forecast of electrical grid. By

use of its theory, prediction data accuracy can be improved to meet the requirement

for data with high quality in smart grid.

After 20 years of development, grey system theory has been widely applied in

many areas, including social science and economics. Deng [1]created the grey

sys-tem theory and system described the principle of grey system, the applications

of grey system in many different fields, such as science and economy; Wang

et al. [2] used cubic spline formula to improve the background value, and

constructed a novel grey forecasting model, they used this new model to forecast

electricity consumption and obtained high predict accuracy; Hsu and Wang [3, 4]

applied the grey prediction model to the global integrated circuit industry and

obtained a good prediction effect; Shen, Chung and Chen [5] introduced a novel

application of grey system theory to information security, expanded the application

field of grey system; Chang and Tsai [6] used neural network adaptation to support

vector regression grey model, obtained effect forecasting results, the grey system

and artificial intelligence method are combined well; Chen [7] combined the grey

system with Bernoulli model, constructed a new grey forecasting model NGBM

(1,1), use this NGBM(1,1) model to forecast the foreign exchange rates of Taiwan’s

major trading partners, and receive good effect; Huang [8] use a hybrid grey model

to forecast the stock market also achieved good results. But the GM (1, 1) model is

ineffective in predicting non-stationary time series, however, mainly because the

sequence computed by the GM (1, 1) model is monotonic and be-cause the inverted

sequence is also monotonic. Based on these previous studies, this paper aims to find

the appropriate treatment to turn a non-stationary sequence into a sequence suitable

for the GM (1, 1) model and then to create the GM (1, 1) model to improve

modelling and prediction accuracy.

These methods can improve prediction accuracy indeed, but in order to place

undue emphasis on accuracy, these methods also add nodes, which lead a vibration-

Runge phenomenon that causes decrease in model applicability or even make the

model cannot be used.

Based on literature mentioned above, this paper first proposes combination

interpolation method combining piecewise linear interpolation with Lagrange

interpolation, and constructs interpolation function PðtÞ on condition of conver-

gence as the background value in the new state, which is approximate to the

background value zð1Þðk þ 1Þ in the interval ½k; k þ 1� . Compared with previous

interpolation methods, this method is high in algebraic precision and has small

error. In addition, it overcomes the problems in single interpolation methods, avoids

distortion, improves theory depth of the model and increases stability in applica-

tion. It is of simple calculation and easy to program and is beneficial to promote the

prediction technology in smart grid.
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2 Modeling Idea of Conventional GM (1, 1) Model

First, we introduce the modeling mechanism of traditional GM (1, 1) model.

Let Xð0Þ ¼ fxð0Þð1Þ; xð0Þð2Þ; � � � ; xð0ÞðnÞg be the original series. Make

one-accumulation:

Xð1Þ ¼ fxð1Þð1Þ; xð1Þð2Þ; � � � ; xð1ÞðnÞg

where Xð1ÞðkÞ ¼ Pk
i¼1

xð0ÞðiÞ ðk ¼ 1; 2; � � � ; nÞ, Xð1ÞðkÞ is the one-accumulation series

ofXð0ÞðkÞ, denoted as 1� AGO. xð1Þ satisfies the following grey differential equation

dxð1Þ

dt
þ axð1Þ ¼ b (1)

where a; b are parameters. a is developing coefficient, and b is grey input.

In order to estimate a; b, discretely process Eq. 1, we have:

Δ xð1Þðk þ 1Þ þ aXð1Þðk þ 1Þ
� �

¼ b k ¼ 1; 2; � � � ; n� 1 (2)

where Δðxð1Þðk þ 1ÞÞ is inverse accumulated generated on ðk þ 1Þth and

Δ xð1Þðk þ 1Þ
� �

¼ xð1Þðk þ 1Þ � xð1ÞðkÞ ¼ xð0Þ k þ 1ð Þ (3)

In grey prediction, xð1Þðk þ 1Þ in Eq. 2 is the background value of dxð1Þ dt= on

ðk þ 1Þth, generally,

zð1Þðk þ 1Þ ¼ 1

2
½xð1ÞðkÞ þ xð1Þðk þ 1Þ�; ðk ¼ 1; 2; � � � ; n� 1Þ (4)

Induce Eqs. 3 and 4 into the following equations and get:

zð1Þð2Þ ¼ a � 1
2
xð1Þð1Þ þ xð1Þð2Þ� �� �þ b

zð1Þð3Þ ¼ a � 1
2
xð1Þð2Þ þ xð1Þð3Þ� �� �þ b

..

.

zð1ÞðnÞ ¼ a � 1
2
xð1Þ n� 1ð Þ þ xð1ÞðnÞ� �� �þ b

8>>><
>>>:

(5)

B ¼

�zð1Þð2Þ 1

�zð1Þð3Þ 1

..

. ..
.

�zð1ÞðnÞ 1

2
66664

3
77775;

Yn ¼ ½xð0Þð2Þ; xð0Þð3Þ; � � � ; xð0ÞðnÞ�T ;α ¼ ða; bÞT
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Then Eq. 5 can be simplified as the linear model Y ¼ Bα. Using least square

estimation approach, we have

α ¼ BTB
� ��1

BTY (6)

Induce Eq. 6 into Eq. 1, we obtain the discrete solution:

x̂ð1Þðk þ 1Þ ¼ xð0Þð1Þ � b

a

� 	
� e�ak þ b

a
(7)

Then, we get the prediction series:

x̂ð0Þðk þ 1Þ ¼ x̂ð1Þðk þ 1Þ � x̂ð1ÞðkÞ ¼ ð1� eaÞ xð0Þð1Þ � b

a

� 	
� e�ak (8)

and k ¼ 1; 2; � � � ; n.
From Eq. 4, we know the exploit trapezoid area is

Sðk � xð1ÞðkÞ � xð1Þðk þ 1Þ � ðk þ 1ÞÞ

When we replace the area by curve xð1ÞðtÞ, we find the conventional GM model

has some defects. As shown in Fig. 1, with the index growing, data sequence

changes intensify and the prediction deviation will be enlarged ΔSð Þ, that affect
the suitability of the model to some extent.

To overcome this deficiency, We use Gauss-Chebyshev formula to reconstruct

the background value.

Firstly, we change the form of whiten differentiation Eq. 1.

k k + 1

x(1) (k)

x(1) (t)

x(1) (t)

x(1) (k + 1)

t

ΔS

Fig. 1 Prediction deviation

of GM (1, 1)
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Do the integral operation on both sides of Eq. 1 in the interval [k,k + 1], we

obtain:

ðkþ1

k

dxð1Þ

dt
dtþ a

ðkþ1

k

xð1Þdt ¼ b

That is

xð1Þðk þ 1Þ � xð1ÞðkÞ þ a

ðkþ1

k

xð1Þdt ¼ b:

Namely,

xð1Þðk þ 1Þ þ a

ðkþ1

k

xð1Þdt ¼ b (9)

From Eq. 2 we know, the background value is

zð1Þðk þ 1Þ ¼
ðkþ1

k

xð1Þdt (10)

3 Data Simulation and Accuracy Comparison

Now using the residual GM(1,1) model forecasting the electricity consumption and

C# program to realize the forecast data. Next, we also apply the traditional GM(1,1)

model for comparison purposes. First, we give the trends of original data in Fig. 2.

Secondly, the comparison results are show in Table 1 and Fig. 3.

Original Electricity DataOriginal Electricity Data

0
1000
2000
3000
4000

1 2 3 4 5 6 7 8 9 10
Fig. 2 Trends of original

electricity load data
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4 Conclusion and Future Work

This paper introduced a residual GM(1,1) model to forecast the electricity load.

Simulation example shows that the residual GM(1,1) model can more accurately

make prediction than the traditional GM(1,1) method. The result showed that the

proposed method can be effective for electricity load forecasting in smart grid.

Acknowledgements This research was partially supported by National Natural Science Founda-

tion of China, grant No.71101041, National 863 Project, grant No. 2011AA05A116, Foundation of

Higher School Outstanding Talents Grant No. 2012SQRL009 and National Innovative Experiment
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Table 1 Prediction and relative error comparison

Original data Research model RE (%) Traditional GM model RE (%)

1,346.62 1,283.549 4.68 1,435.28 6.58

1,468.25 1,404.6689 4.33 1,553.87 5.83

1,638.62 1,560.8704 4.74 1,740.65 6.22

1,889.12 1,877.8124 0.59 1,949.87 3.21

2,176.13 2,263.1869 4.00 2,184.24 0.37

2,468.85 2,660.8946 7.77 2,446.78 0.89

2,936.82 3,072.6476 4.62 2,740.87 6.67

3,245.84 3,192.2110 1.65 3,070.32 5.40

3,426.85 3,247.8194 5.22 3,439.37 0.36

3,659.53 3,611.2760 1.31 3,852.77 5.28
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Fig. 3 Comparison chart of prediction accuracy
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The Application of Fuzzy Predictive Control

in Lime Production

Haijian Zhuo, Jiayan Zhang, and Xugang Feng

Abstract In the process of lime production, controlling temperature of kiln is

crucial to the quality and energy saving. However, as limekiln is a delayed, inertia

and nonlinear object, it is hard to get a satisfied control effect via traditional control

arithmetic method. Based on the mathematical model study on gas-burning lime-

kiln control system, this paper brings up a fuzzy predictive controlling method,

which well combines the predictive function of predictive control with the rapid

reaction of fuzzy control in a big deviation range. The simulation on Matlab proves

that not only the controlling effect of fuzzy predictive control is superior to fuzzy or

predictive controlling method, but also the speed and constancy are improved

as well.

Keywords Lime production • Limekiln • Fuzzy controlling • Burning controlling

1 Introduction

Active lime is a light burning lime with high-quality. It has small grains (0.1~3 μm),

highly porosity (50 %), small volume density (1.5~1.7 g/cm3), highly specific

surface area (1.5~2.0 m2/kg), highly active degree (300 ml) and low residual

content of carbon dioxide (2 % or lower) and so on. Active lime is used to converter

steelmaking. It can shorten the time, improve purity of liquid steel and its yield and

reduce the consumption of lime and fluorite. Lime production is a complicated

physical and chemical process, which has characteristics of large delay, large

inertia and nonlinearity. Traditional controlling method is far from a satisfied
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control method. So based on the mathematical model study on gas-burning limekiln

control system, this paper brings up a fuzzy predictive control method, which well

combines the predictive function of predictive control with the rapid reaction of

fuzzy control in a big deviation range and better solves the temperature reaction

of fuzzy control in a big deviation range and better solves the temperature

controlling problem of traditional method.

2 Lime Calcinations and Controlling Requirements

The new gas-burning limekiln is used to product high quality and high activity

degree lime products whose main composition is calcium oxide. In this process,

lime with calcium carbonate goes through heating, flaming, cooling, and other

physical and chemical reactions. The whole procedures are showed in Fig. 1.

In general, limekiln is made up of kiln body, loading device, distributing gear,

burning device, the dust equipment, electrical instrument device and dust removal

equipment etc. Weighed in weighing hopper, lime comes to the top of kiln. And

then goes through down-spouting to distributing gear, when rotating to different

points, the bell opens, and the limestone begins a second cloth in kiln crown, and

last gets to the body. With the stones slow down, the body can be divided into

bunker

mixed material storage silo

vibration chute

Heat
exchanger

Upper
chamber

The
lower

chamber

Upper
chamber

The
lower

chamber

ejector

cooling air

air

gas

gas

recycle
gas

gas

gas

CaCO

Watering

hopper

chuting system

chimney

dust collector

blowers

letting
off

Fig. 1 Process flow

diagram of producing lime
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preheating zone, the upper reflux burning zone, the central reflux burning zone, and

the bottom reflux burning zone. It is called preheating zone before upper reflux

burning zone and cooling zone after it. The waste gas from the preheating zone

converges with the waste gas from heat exchanger through circular channels. Then

they formed waste gas goes through dust removal equipment to chimney with the

help of pump fan.

After the analysis of lime process, its mechanism in new gas-burning limekiln,

and according to operators’ experience it is found that temperature has great effects

on lime’s quality and yield. In normal circumstances, the quantity of lime rate and

the quantity of ventilation rate are relatively stable. But the mixed gas ratio of blast

furnace gas, converter gas and coke oven gas is changed with time, which affects

temperature in a great deal. Ventilation rate is controlled by valve, so we can take

lime quantity and ventilation rate as interference factors, and keep the temperature

within a prescribed scope by adjust the gas valve to control the coal gas amount,

i.e. to control the temperature of kiln [1].

3 The Design of Fuzzy Predictive Control System

The temperature of limekiln is mainly influenced by the changes of wind, gas and

materials. But in normal circumstances, the quantity of lime rate and the quantity of

ventilation rate are relatively stable. And then the gas amount is of great influence

on temperature. Fuzzy predictive control system aims to control the temperature of

limekiln by changing the gas amount through burner [2].

The fuzzy predictive system mainly consists of prediction model, fuzzy control

and model correction, as showed in Fig. 2.

3.1 Predicting Model

Supposing limekiln predicting model is based on step response and the vector of it

is a ¼ [a1, a2, . . ., aN], N is modeling time domain. If considering the number of

Reference
trajectory

feedback
correction

fuzzy
controller

limekiln

prediction
model Model

Calibration

Actual
temperature

output

Temperature
setting

ec

Predictive value
after correction 

fuel
flowe

Fig. 2 Control system diagram

The Application of Fuzzy Predictive Control in Lime Production 179



time domain is M at present and in the future, and under the action of Δu(k),. . ., Δu
(k + M � 1) in the time domain of K, we can get the corresponding result

ym (k) ¼ y0(k) + a*Δu(k) in the future. y0(k) refers to the P times output of

limekiln control system if time domain K is the predictive moment without

controlling. ym(k) refers to the P times output of limekiln control system under

the action of Δu(k),. . ., Δu(k + M � 1) in the time domain of K. Δu(k) is the

increment of M from now on. A is dynamic matrix, whose elements are used to

describe the dynamic characteristics of limekiln step response coefficient [3].

3.2 Feedback and Correction

We can get the future output ym(k) by means of the predictive model when we put

u (k) on combustion control system. But because of the model error, the nonlinear

features and the uncertainty factors in the actual process, the predicative output will

deviate from the practice one. So we need to use y(k + 1) to feedback and correct

the output online at k + 1:

yp kð Þ ¼ ym kð Þ þ h� y kþ 1ð Þ � ym kþ 1jkð Þ½ � (1)

h ¼ [h1,h2,. . .,hN], h is the revising vector of N. and usually makes h1 ¼ 1.0,

hi ¼ 0.9, i ¼ 2,3,. . .,N. yp(k) ¼ [yp(k + 1jk),. . ., yp(k + Njk)], yp(k) is the

predicative output after adjustment. And after shift, it can be taken as the initial

predictable output of k + 1. The vector is yp0(k + 1) ¼ s*yp(k). In the form, s is the

shift matrix [4].

3.3 Fuzzy Control

In combustion control loop, the fuzzy controller is a control system with two-input

and single-output. The input is predicting error E and predicted error variation EC,

and the output is controlling increment U. It achieves continuous adjustment by

using online calculating [5].

Set scope of error e as [�1 MPa, 1 MPa], and the domain of fuzzy variation e is

[�8, 8], then ke ¼ 8. Set the scope of error ratio as [�0.1 MPa, 0.1 MPa], and then

domain of its fuzzy variation EC is [�8, 8], kec ¼ 80. The scope of controlled

variable u is [�48, 48], and its fuzzy domain of U is [�8, 8], then ku ¼ 6. The

subsets of E, EC and U are E,EC,U ¼ {NB,NM,NS,ZO,PS,PM,PB}.

The shape of membership functions has a great effect on fuzzy controller’s

functions. The narrower the membership functions’ variable scope is, the more

sensitive the controller is. Conversely, the controller is not accurate. Usually when

the error is tiny, membership functions can be a narrow one, and when bigger,
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membership functions can be a wider one. The degree of E, EC and U are upon the

triangle membership functions. Membership functions are showed in Fig. 3.

The selection of control rules is a revised outcome based on the theory

knowledge and the summary of operators’ practice experience. The 49 rules are

showed in the Table 1:

We can get the system output in the future time K, and then the predictable error

pe and the predictable error variation pec are

pe ¼ yr kþ p j kð Þ � ym kþ p j kð Þ (2)

pec ¼ ym kþ p� 1j kð Þ � ym kþ p j kð Þ (3)

Multiplied by factors Ke and Kec, pe and pec get the domain [�8, 8] of E and EC,

then according to the table and using Zadeh reasoning theory and weighted average

fuzzy method, we can get the accurate value of variation U during [�8, 8]. And

multiplied by Ku factors get Δu(k). The size of Ke, Kec, Ku can become the best

value by manual adjustment online [6].

3.4 Model Self-Adjustment

The model self-adjustment is an online parameter adjustment mainly directed

against the phase step vector of a. Having considered the N steps, step response

has been closed to the steady-state value, so we can set the desirable step response as

ai ¼ ai i � N

aN i > N

�
(4)

Then with any input, the output in the k moment of limekiln combustion control

system is

yðkÞ ¼
X1
i¼1

ai � Δuðk � iÞ (5)

m(
x)

NB NM NS ZO PS PM PB

x

Fig. 3 Membership

functions
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Similarly, in the k � 1 moment, the combustion control system output is [7]:

yðk � 1Þ ¼
X1
i¼1

ai � Δuðk � i� 1Þ (6)

The subtracting result of the two is:

ΔyðkÞ ¼
XN
i¼1

gi � Δuðk � iÞ ¼ ΔuTðk � 1Þ � g (7)

Δuðk � 1Þ ¼ Δuðk � 1Þ; Δuðk � 2Þ; � � �; Δuðk � NÞ½ �T (8)

g ¼ g1; g2; � � �; gN½ �T (9)

ai ¼
Xi

j¼1

gi (10)

This can be got by using the Recursive Least Square (RLS) method with

forgetting factor to estimate parameters online. The calculation formula is

ĝðkÞ ¼ ĝðk� 1Þ þ KðkÞ ΔyðkÞ � ΔuTðk � 1ÞĝðK� 1Þ� �
(11)

KðkÞ ¼ Pðk � 1ÞΔuðk � 1Þ � λþ ΔuTðk � 1ÞPðk � 1ÞΔuðk � 1Þ� ��1
(12)

PðkÞ ¼ 1

λ
I � KðkÞΔuTðk � 1Þ� �

Pðk � 1Þ (13)

In it, we can get the initial value ĝð0Þ from Pð0Þ ¼ αI; α ¼ 105~106 . The
forgetting factor λ usually selects from 0:95 � λ � 0:995, and a(k) can be got by

the above formula [8].

Table 1 Control rules E
EC NB NM NS ZE PS PM PB

NB NB NB NB NB NM NS ZE

NM NB NB NM NM NS ZE ZE

NS NB NM NS NS ZE ZE PS

ZE NM NM NS ZE PS PM PB

PS NM ZE ZE PS PM PM PB

PM ZE ZE PS PM PM PB PB

PB ZE PS PM PB PB PB PB
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4 Simulation Analyses

4.1 Parameter Design of Combustion Control System

The approximation model of the whole limekiln temperature control system can be

expressed as

GðsÞ ¼¼ K1K2e
�τs

Tsþ 1
(14)

The increment can be estimated after adding practical system with incremental

step representation, K1K2 ¼ 2~3, delayed time τ ¼ 13~16 s, time constant

T ¼ 140~150 s. Take sampling period as Ts ¼ 1 s, model domain as N ¼ 100.

So the simulation model is [9]:

GðsÞ ¼ 2:48

147:5sþ 1
e�15s (15)

4.2 Analysis of Application Results

The following Fig. 4 is experimental curves in Matlab of fuzzy control strategy,

predictive control strategy and fuzzy predictive control strategy.
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Fig. 4 Simulation curve
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5 Conclusion

Traditional control arithmetic method is far from a satisfied control method in lime

production. So this paper introduced fuzzy predictive control method, which well

combines the predictive function of predictive control with the rapid reaction of

fuzzy control in awide deviation range. From the comparison curves inMatlab of the

three control strategy, the following conclusions can be obtained: on the one hand,

compared with fuzzy control and predictive control the fuzzy predictive control has

quicker response speed, smaller overstrike, smaller temperature fluctuations, and

better control effect; on the other hand, the fuzzy predictive control theory is simple

and easy to be applied to delayed, inert process controlling system.

References

1. Han Tailun (2004) The latest practices encyclopedia of lime production technology manage-

ment and pollution prevention measures. Jilin Electronic Press, Beijing, pp 192–232, In Chinese
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Application of Fuzzy Neural-PID Controller

in the Static Inverter’s Simulation

Bo Fan, Jialiang Wu, Jiangchuan Niu, Antang Zhang, and Jianshe Liu

Abstract This article proposes Fuzzy Neural PID controller plan to increase the

quality of the Static Inverter output voltage. This strategy has advantages of fuzzy

logic and neural network. This plan is combined with the steady performance

advantages of PID control, so that it adjusts controlled variable in real time. The

system is simulated under the circumstance of the Static Inverter. Compared with

the fuzzy PID control, the analysis of the fuzzy neural PID controller simulation

result shows that the control system has good performance of auto-adaptive capac-

ity and it meets the requirements of the high robustness and quickness in the system.

Keywords Static inverter • Fuzzy neural network • PID control • Simulation

1 Introduction

In recent years, with the power electronic technology developing, the static inverter

is widely used in industry, military, medical treatment, aerospace and other fields.

The static inverter, one of the major parts of certain ground-to-air missile weapon

systems, is the power supply of the whole system. Whether the power supply is

reliable or uninterrupted has a directly impact on the performance of weapon

system. The high performance of the static inverter mainly displays in the good

steady voltage function, high quality of the output voltage waveform, stronger load

adaptability, and good dynamic state characteristic. In order to obtain high-quality

sinusoidal output voltage waveform, the modern control theories have been applied
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in the control of the static inverter power system, and a lot of control methods based

on these modulation strategies have been put forward [1, 2].

The PID controller has an extensive application at steady state currently because

it is robust and it has a simple structure. But the result of the traditional PID control

cannot get better along with the technique progress and the control objects become

more complicated. In order to improve the traditional PID control effect and

strengthening the system adaptability, this article designs a fuzzy PID controller

which can adjust the system control quantity. This fuzzy controller has certain

advantages in overcoming the non-linearity and time-varying of the system. But

the performance is not really perfect because the weakness of its ‘membership

and control rules can’t be changed once determined’. The paper combines the

characteristics of the static inverter control system, introduces the BP neural network

into the fuzzy module of the controller to improve the quality of the static inverter

output voltage waveform, and tomake the system have both good dynamic and static

performance.

2 The Design of Fuzzy Neural Network PID Controller

2.1 The Strategy of the Fuzzy PID Control

Based on previous experience, the quality of the static inverter output voltage

waveform is closely related to the modulate signal, the control performance of

the traditional PID controller would become bad or even unsteady if the output

voltage varies greatly. Therefore, to realize the auto-adaptive of the controller, the

direct voltage control method of the static inverter based on fuzzy PID algorithm is

carried out [3].

The principle of the static inverter fuzzy PID control is shown in Fig. 1. The

modulate signal is produced after the error signal of the expectations and the actual

output value regulated by the fuzzy PID controller, which produces PWM signal

through the triangle signal to control the inverter bridge, so that the output signal

approaches to the expectations. The principle of the fuzzy PID control is shown in

Fig. 2.

The static inverter uses two-dimensional on fuzzy control, and there are three

domains need to be taken into consideration: the voltage error e, the error change

+
-

Outputs

Three-phase
inputs

Expectation
value

The fuzzy-PID
controller

Rectifier
bridge

Direct current
filter

Inverter
bridge

Output
transformer

Output
filter 

Fig. 1 The principle of the static inverter fuzzy PID control
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rate ec and the controlled variable u; and the voltage error and the error change rate
are chosen to be the input.

At first the domains of the input need to be fuzzified, and the output needs to be

ascertained. Using the standardize design method putting forward by Mamdani, this

three domains can be separated into thirteen ranks in the voltage error controlling,

they are [�6, �5, �4, �3, �2, �1, 0, 1, 2, 3, 4, 5, 6], e and ec will change in both

positive and negative directions, then [�6, 6] is divided into seven language

variable value, they are NB, NM, NS, ZO, PS, PM, PB.

Based on previous experience knowledge and repeated experiments, the voltage

error e, the error change rate ec and the controlled variable u are shown as triangle

membership function in Fig. 3. Therefore, the functioning control rules of the

domains are made certain, and the fuzzy control state form is shown as Table 1.

The characteristic of the fuzzy PID controller is that, using the fuzzy reasoning

method to adjust the system control quantity based on the input of maximum range

of deviation, then convert into PID control in the minimum deviation range.

This conversion realize automatically based on the pre-given deviation, in order

to achieve automatic adjustment of the amount of system control.

+

-

The fuzzy
controller

d/dt

u y

e ec

The PID
controller

|e|>k?

The inverter
power

Fig. 2 The principle of the fuzzy PID control
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Fig. 3 The principle of the fuzzy PID control. (a) The voltage error e and error change rate ec.
(b) The controlled variable u
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2.2 The Realization of the Fuzzy Neural Network
PID Controller

In this design, the T-S fuzzy neural network controller is established based on the

improved fuzzy control module which has been mentioned before, the precision of

the system control will be advanced through the self-learning ability of the neural

network which can increase and improve the fuzzy control rules. Moreover, the

self-learning ability of the neural network has good fault-tolerance function. The

neural network can also reduce the conflict between each other and the wrong fuzzy

control rules automatically, ensure and improve the completeness and consistency

of fuzzy control rules, and reduce the interaction among the fuzzy control rules

[4, 5]. Then combined with the PID method, the output voltage of static inverter

will be controlled.

(a) The structure of the fuzzy neural network

The structure of the fuzzy neural network is shown in Fig. 4, the network has

five layer structures, which were used to match the fuzzy rules and generate

fuzzy rules.

Layer 1, the input layer, inputs the voltage error and the voltage error

change rate.

Layer 2, the input membership function layer, each node represents a lan-

guage variable value, which computes each input vector that belong to the

membership function u j
i of the language variable value fuzzy sets,

ui
j ¼ uAi

jðxiÞ i ¼ 1; 2; . . . ; n; j ¼ 1; 2; . . . ;mi (1)

Where, n is the dimension of input,mi is the fuzzy partitions of xi. In this system,

n ¼ 2; x1 ¼E; x2 ¼EC; m1 ¼7; m2 ¼7; the membership function as follows:

u j
i ¼ e

�ðxx�c
j
i
Þ

σij (2)

Where, cij is the center point and σij is the width of the membership function.

Table 1 The fuzzy control

rule of e, ec, u
NB NM NS ZO PS PM PB

NB PB PB PB PB PM PS ZO

NM PB PB PB PB PS ZO ZO

NS PB PM PM PM ZO ZO NS

ZO PM PS PS ZO NS NS NM

PS PS ZO ZO NS NM NM NB

PM ZO ZO NS NM NB NB NB

PB ZO NS NM NB NB NB NB
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Each node in layer 3 represents a fuzzy rule, which is used to match the

antecedent network of the fuzzy rule and calculate the firing strength of each

fuzzy rule, as follows:

aj ¼ min ui11 ; u
i2
2

� �
(3)

Where, i1 2 1; 2; . . . ;mif g; i2 2 1; 2; . . . ;mj

� �
; j ¼ 1; 2; . . . ;m, m ¼ Qn

i¼1

mi

The number of the node in layer 3 is N3 ¼ m ¼ 49, the membership value is

bigger only when the language variable is around the input. Otherwise the

membership value is smaller or 0. When the degree of membership is very

small (e.g. less than 0.05), it will be considered as 0.

The number of the node in layer 4 is the same to layer 3, it is N4 ¼ N3 ¼
m ¼ 49. It is the normalized layer to calculate the normalized firing strength of

corresponding rules, it can be described as

The number of the node in layer 4 is the same as layer 3, it is N4 ¼ N3 ¼
m ¼ 49. It is the normalized layer, it can be described as

aj ¼ aj=
Xm
i¼1

ai; j ¼ 1; 2; . . . ;m (4)

Layer 5 is the consequent network, which is the function layer to calculate

the consequent parameters of every rule. The liner relationship between input

and output in every layer can be describe as

vij ¼ pij0 þ pij1x1 þ . . . pijnxn ¼
Xn
k¼0

pijkxk (5)

Where, i ¼ 1; 2; . . . ; r ; j ¼ 1; 2; . . . ;m . The consequent network of each rule

represents the weight of the last layer.

The output of the system is as follows:

vi ¼
Xm
j¼1

ajvij; i ¼ 1; 2; . . . ; r (6)

e

a1

…

…

u1
1

u1
m1 a2

…

u2
1

u2
m2 am

ec

a1

a2

am

n12

n11

n1m

ν

……

Fig. 4 The structure of the

fuzzy neural network
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(b) The adjustment of the consequent network parameters

As shown before, the initial value of cij and σij are given, because the output vi
is the linear function of pkij, and all training samples are expressed as the Eq. 6,

AX ¼ B is the problem of the standard minimum two multiplications. The

expression of X is:

X ¼ ðATAÞ�1
ATB (7)

The total error function of the output is:

E ¼ 1

2

Xr

i¼1

ðvdi � viÞ2 (8)

Where, vdi and vi are the expect output voltage and actual output voltage,

respectively. The learning algorithm of the parameters is:

@E

@pkij
¼ @E

@vk

@vk
@vkj

@vkj

@pkij
¼ �ðvdi � vkÞ aj xi (9)

pkijðlþ 1Þ ¼ pkijðlÞ þ βðvdi � vkÞ ajxi (10)

Where, i ¼ 1; 2; . . . ; n; j ¼ 1; 2; . . . ;m; k ¼ 1; 2; . . . ; r.

The parameter pkij can be selected at this time, @E
@cij

and @E
@σij

are calculated by

adopting BP algorithm, then cij and σij are adjusted through the gradient search

algorithm, and the formula of first-order gradient is:

@E

@cij
¼ @E

@f
ð2Þ
ij

@f
ð2Þ
ij

@cij
¼ �δð2Þij

2ðxi � cijÞ
σ2ij

(11)

@E

@σij
¼ @E

@f
ð2Þ
ij

@f
ð2Þ
ij

@σij
¼ �δð2Þij

2ðxi � cijÞ2
σ3ij

(12)

At last the learning algorithm of the parameters adjustment is:

cijðk þ 1Þ ¼ cijðkÞ � β
@E

@cij
; σijðk þ 1Þ ¼ σijðkÞ � β

@E

@σij

Where, β is the learning rate, β > 0; i ¼ 1; 2; . . . ; n; j ¼ 1; 2; . . . ;mi.
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3 The Simulation and Analysis of the System

In this part, the T-S fuzzy neural network is carried on off-line training with the

input and output sample data obtained from the fuzzy PID control based on

MATLAB/Simulink7.1; the control model is shown in Fig. 5, the trained fuzzy

neural network has been embedded into the analog circuits to realize the concurrent

control. In the model, the sampling period T is 0.001, the domain of the error is

[�35, 35], the domain of the error changing rate is [�5, 5], the domain of the output

is [�40, 40]; the reasoning fuzzy factor are ke ¼ 0.2, kec ¼ 0.02, ku ¼ 6.5,

and the parameters of the PID controller are Kp ¼ 1.2, Ki ¼ 10, Kd ¼ 0.0005;

the switch frequency is 3 KHz, the input AC voltage is 380 V, the output AC

voltage 220 V, the power is 12 WKVA, the output filter capacitance and inductance
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Fig. 5 The circuit of the fuzzy neural network PID control system (1) The main circuit of the

fuzzy neural network PID control system (2) The model of the modulate wave (3) The model of

the fuzzy neural network PID control

Application of Fuzzy Neural-PID Controller in the Static Inverter’s Simulation 191



are 5000 μF and 3 mH, the parameters of the output transformer are 380 V/120 V,

25 WKVA, 50 Hz.

In the simulation, the fuzzy PID controller and the fuzzy neural network

PID controller are used in the static inverter circuit, respectively. The switch

threshold is 5 V; the three voltmeters measure corresponding phase ABC output

voltages, respectively. The simulation time is 0.5 s, and the result of the simulation

is shown in Fig. 6.

According to the result of the simulation, from the static inverter started up to the

voltage stability, the control performance of the fuzzy neural network PID control-

ler is better than the fuzzy PID controller. The performance of the voltage recover

stability is also better when the system is connected the load at 0.2 s and discon-

nected the load at 0.3 s. The step signal response cure of the controller is shown in

Fig. 7, the overshoot and steady-state time of the fuzzy neural network PID

controller is reduced. In conclusion, the strategies of the static inverter both have

the advantages of the dynamic characteristics of fuzzy neural network control and
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Fig. 6 The result of the system simulation (The x, y-axis are time t(/0.1 s) and voltage (/v); (1),

(3), (5) are the output voltage of the normal condition, connect the load and disconnect the load

based on the fuzzy PID controller; (2), (4), (6) are the output voltage of the normal condition,

connect the load and disconnect the load based on the fuzzy neural PID controller)
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the steady-state performance of the PID control. So that the stability, the overshoot,

the precision of the control, and the learning efficiency of the static inverter have

been improved greatly.

4 Conclusion

The neural network is brought in the fuzzy PID controller, which may solve the

problems of low-precision control and the limited auto-adaptive capability. The

simulation result showed that the fuzzy neural network PID controller had better

performance, and it met the requirements of the system. The result also showed that

the fuzzy neural network PID control way to control the static inverter is valid and

possible.
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Calculation of Impulse Grounding Resistance

of Extended Grounding Electrode

Anqi Shangguan

Abstract In order to calculate the impulse grounding resistance of extended

grounding electrode accurately, this paper introduces a method for computing

the impulse grounding resistance based on the spark discharge characteristic

of the earth, using a nonlinear differential circuit model. The relation curves of

impulse grounding resistance with the current peak value and the electrode length

are acquired. Then the results are compared with the national standard, real model

testing results and simulated testing results, which shows that the proposed method

can be used in practice.

Keywords Impulse grounding resistance • Extended grounding electrode • Differ-

ential circuit

1 Introduction

To calculate the impulse grounding resistance of transmission line, we usually

multiply frequency grounding resistance by the impulse coefficient. But the

impulse coefficient is determined by the simulation test [1], which is difficult to

truly reflect the process of the spark discharge of grounding electrode. The field test

of impulse grounding resistance provides some results which is in condition of low

lightning current [2], but this method is difficult to reflect the results in high

lightning current condition and is inconvenient to operate. This paper is based on

the true test of the impact properties of extended grounding electrode of unit length,

and use nonlinear differential circuit model to calculate the impulse grounding

resistance of extended grounding electrode, which can truly reflect the process of

the spark discharge without using large-capacity impulse generator.
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2 Nonlinear Differential Circuit Model

Split the extended grounding electrode to N equal parts, each long asΔx. Strike the
parameters of different parts of the extended grounding electrode based on soil

impulse discharge voltage characteristics and the spark discharge characteristics

[3]. Put N into infinity, then we can acquire the nonlinear distributed parameter

circuit of the extended grounding electrode and nonlinear partial differential

equations of the impulse discharge . But this kind of equations can be worked out

only by numerical methods [4]. So we need to build finite partition numerical

circuit. If the lightning current flows into the grounding electrode from the first

end when t ¼ 0, and flows by the cell circuit in Δt, the voltage、 current on jΔt in
kΔx will be:

u k; jð Þ ¼ u kΔx; jΔtð Þ; i k; jð Þ ¼ i kΔx; jΔtð Þ (1)

Compare the result in Figs. 1 and 2, we find the conductance and capacitance of

the unit grounding in the Fig. 1 is:

G k; jð Þ ¼ G u kΔx; jΔtð Þð Þ;
C k; jð Þ ¼ C u kΔx; jΔtð Þð Þ: (2)

They are function of voltage in the corresponding location, the conductance of

unit grounding is:

G ¼ 2π=ρ ln l2=2hr
� �

; (3)

ρ is the soil resistivity h, l and r is the depth of the grounding, the length and the

radius. Because spark discharge increase the diameter of the grounding electrode, r

should be the equivalent radius which has considered impact of the spark discharge

characteristics [5]. It can be acquired by impact test.

The capacitance of unit grounding is:

C ¼ 2πε= ln l2=2hr
� �

(4)

ε is the soil permittivity. There will be errors when we make r the equivalent radius.

But in general, ρ ¼ 10~1000Ω � m, the influence of C, the displacement current of C

can be ignored. Though it is necessary to take capacitance effects into account when

ρ is large, the error of using equivalent radius is very low [6].

Because the length of the grounding charging dynamic changes with the propa-

gation time. So it’s not good to calculate it by the actual grounding length directly.

We can consider the impact of the wave process by using wave propagation

distance as the equivalent length.
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The resistance of unit grounding has nothing to do with the spark discharge and

the wave process but is related with the skin effect, and is decided by the parameter

of grounding, the magnitude of the lightning current and the equivalent frequency

of the wave head of the lightning current [7]. R can be ignored when ρ ¼ 10~1250
0Ω � m. So R should be considered when ρ is high and treat it as constant.

Spark discharge does not increase the conductivity of the grounding in the

direction of its length, and has nothing to do with the calculation of the inductance.

L (k, j) is the function of spatial location and the propagation time of the wave [8],

and is called dynamic inductance. It is necessary to consider the change of flux

during the wave process. Each unit circuit has a certain length in the differential

circuit, which is not like that in the distributed parameter circuit. There will be some

delay when the current flows by and the current of the end of the inductive branch is

the result of the transmission of the first terminal current in Δt . Distribution of

current in the inductive branch is approximated as a continuous linear distribution.

Its distribution curve is a segment which connects the first and the end of the

current. So we define i1 kΔx; jΔtð Þ and i k þ 1ð ÞΔx; jΔtð Þ in the first end of the

inductive branch of the nonlinear difference circuit. And we define

i(k, j)

G(k, j)

C(k, j)

k Δx Δx

u(k, j)

i(k+1, j)

L(k+1, j)

G(k+1, j)

u(k+1, j) C(k+1, j)

i1(k, j)

i2(k,j)

i1(k+1, j)

i2(k+1, j)R

+ +

–

Fig. 1 Nonlinear

differential circuit model

Fig. 2 Nonlinear

differential circuit model
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i k þ 1ð ÞΔx; jΔtð Þ ¼ i1 kΔx; j� 1ð ÞΔtð Þ (5)

And the nonlinear difference equations can be:

i k; jð Þ ¼ i1 k; jð Þ þ i2 k; jð Þ
u k; jð Þ ¼ u k þ 1ð Þ; jð Þ þ i k; jð ÞRΔx

þ L k; jð ÞΔx i k; jð Þ � i k; j� 1ð Þ
Δt

i2 k; jð Þ ¼ G k; jð Þu k; jð ÞΔx

þ C k; jð ÞΔx u k; jð Þ � u k; j� 1ð Þ
Δt

(6)

i k; jð Þ ¼ i1 k; jð Þ þ i2 k þ 1; jð Þð Þ 2= is the average current which flows by the

inductive branch from j� 1ð ÞΔt to jΔt.

3 Dynamic Boundary Conditions and the Solving

of Difference Equation

Electrode i 0; jð Þ ¼ isðjÞ is decided by the lightning current. The influence of the

change of the first side of the wave should be considered in the other side of

the grounding electrode. Its boundary conditions are dynamic. And two conditions

should be considered.

3.1 Boundary Conditions When j � N

i j; jð Þ ¼ i1 j; jð Þ ¼ i2 j; jð Þ ¼ 0

u j; jð Þ ¼ 0 (7)

3.2 Boundary Conditions When j > N

i1 N; jð Þ ¼ 0

i N; jð Þ ¼ i2 N; jð Þ ¼ i1 N � 1; j� 1ð Þ
i2 N; jð Þ ¼ G N; jð Þu N; jð ÞΔx

þ C N; jð ÞΔx u N; jð Þ � u N; j� 1ð Þ
Δt

(8)
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This condition just adapts to finite length horizontal grounding. The wave reflection

in the end can be approximately seen as the end is open. Three unknowns of the

nonlinear differential equation can be worked out from the boundary conditions:

i1 k; jð Þ ¼ fi1 k � 1; j� 1ð Þ � ½G k; jð ÞΔxþ C k; jð ÞΔx Δt= � � ½u k þ 1; jð Þ
þ i1 k; j� 1ð Þ 2=ð Þ�
RΔx� i k þ 1; j� 1ð ÞL k; jð ÞΔx 2Δt= � þ C k; jð Þ � u k; j� 1ð ÞΔx Δt= g
� ½1þ Δx2 2=

� �
Rþ L k; jð Þ Δt=ð Þ

G k; jð Þ þ C k; jð Þ Δt=ð Þ�
i2 k; jð Þ ¼ i1 k � 1; j� 1ð Þ � i1 k; jð Þ
u k; jð Þ ¼ i1 k; jð Þ 2= þ i1 k; j� 1ð Þ 2=ð ÞRΔx

þ u k þ 1; jð Þ þ L k; jð ÞΔx�
i1 k; jð Þ � i k þ 1; j� 1ð Þð Þ 2Δt=

(9)

Based on the above three type and boundary conditions, adopt the retrogression

algorithm from the end of the grounding to the beginning, we can directly calculate

the current, voltage distribution and the impulse grounding resistance after several

cycles.

4 Results of the Comparison Between Our Example

and Other Examples

Take computing conditions for: h ¼ 0:6m; ρ ¼ 1000Ω � m; r ¼ 0.005 m, soil ε ¼ 9

�8:86� 10�12 soil permeability μ ¼ 4π � 10�7 , the injected lightning current

waveforms in the beginning of the grounding is ¼ Im e�0:019jΔt � e�1:89jΔtð Þ:
In C、G、R、L,R ¼ 0:05Ω m= , the rest can be worked out by dynamic calculation.

According to the results of the discharge test of the true grounding of unit

length, using the computational model in this paper, we can get the impulse

grounding resistance curve of 10~50 m long extended grounding when one of its

ending is injected with 5~60 kA lightning current, which is shown in Fig. 2. Figure 3

shows the comparison of results between literature and this paper [9], proving that it

is very close to the field measurement result and the power line standard.

5 Conclusion

Nonlinear differential circuit model and its corresponding algorithms, which are

based on the true type test results of impulse characteristics of extended grounding

electrode of unit length, take into account spark effect of the impulse discharge
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process and the dynamic characteristics of the inductance and capacitance during

the propagation of the lightning current. It is a true reflection of lightning current

drain diffusion process of the extended grounding and is very reliable.

The true type test of impulse characteristics of extended grounding electrode of

unit length can be conducted by using the impulse generator of smaller capacity in

the laboratory. This method can easily replace the electrode and dielectric and has

good application prospects, which provides a reference for the amendment of “The

Technical Regulations of Grounding”.
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Dual-Array Tracking Algorithm

for Underwater Bearing-Only Target

Tracking Based on EKF

Xiaohua Li, Ya’an Li, Wangsheng Liu, and Xiaojuan Bai

Abstract In this paper, according to the characteristics of underwater target

tracking, extended Kalman filter (EKF) algorithm was applied to address underwa-

ter bearing-only non-maneuverable target tracking problem. To ensure the observ-

ability in bearing-only passive target tracking, we use two sensor arrays in uniform

rectilinear motion to track the single target. EKF is recursive Bayesian filter

algorithm based on the linearization of the nonlinearities in the state and the

measurement system. And the simulation experiment shows that, to the constant

velocity single target, the bearings-only EKF algorithm with dual-array has good

results, also the EKF has lower computation complexity than unscented Kalman

filter and particle filter. It confirms the effectiveness of the EKF algorithm in

solving the underwater bearing-only target tracking problem.

Keywords Bearing-only targets tracking • Extended Kalman filter • Dual-array

• Underwater target

1 Introduction

Because of the extensive application on military and civil industries, target tracking

has gained more and more attention by many experts and scholars all over the world

[1, 2]. In a variety of radar and sonar applications, the bearings-only tracking

problems, in other words, passive localization and tracking problems, has been

broadly welcomed by researchers [3]. Two-dimensional bearings-only target
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tracking technical were generally used in the underwater environment [4, 5]. And

there are numerous solutions have been proposed until recently. One of the most

important parts in target tracking is the filtering algorithm. The typical Kalman filter

can get the recursive minimum mean-square estimation (MMSE) under the linear

and write Gaussian noise circumstance. However, usually the systems are nonlinear

and non-Gaussian in practice for which Kalman filter may not be suitable and

cannot track the targets with effect, especially in highly nonlinear non-Gaussian

conditions when the target and sensor are close [6]. Therefore, the nonlinear

filtering becomes a very hotspot research in target tracking. The method extended

Kalman filter (EKF) has shown promise outperforming.

It is well known that the difficult problem for bearings-only tracking is that only

using bearings measurements, a single sensor cannot track targets, particularly

when the sensor is static. There are two main issues which contribute to making

this problem hard. The first is that the measurement process is high degree of

nonlinearity [7]. The second is that we cannot observe the target state fully, that is

the sensor cannot have accurate information about the targets’ range unless the

sensor platform exerts to out maneuver the target [8, 9].

The observability issue can be solved by using two or more sensors (static or

maneuver) [10, 11]. In this paper, we consider a scenario with two sensors tracking

one target. The applied methodology for tracking is extended Kalman filter, which

is a linearization technique using linear transformation of first order Taylor series

expansion to approximate the nonlinear system.

In Sect. 2, we introduce the problem of bearings-only process model. Section 3

explains the bearings-only tracking problem based on EKF. Finally, we provide the

simulation results and analysis in Sect. 4 and conclusions are outlined in Sect. 5.

2 Bearings-Only Process Model

The bearing-only target tracking problem can be expressed by a linear state model

and a nonlinear scalar measurement equation of the form. Consider the

two-dimensional (2D) dual-array tracking problem depicted in Fig. 1.

We assume the single target located at the coordinates system (rTx rTy ) with
constant velocities (vTx vTy) and is defined to have the state vector

XT ¼ rTx rTy vTx vTy
� �T

(1)

The observer state measurement equation is similarly defined as

XO ¼ rox roy vox voy
� �T

(2)

where the velocity may be varied. And the relative state vector can be defined by

X ¼ XT � XO ¼ rx ry vx vy
� �T

(3)
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As we known, targets have only one dynamic motion models at a time. Typically

for a non-maneuvering period target, the constant velocity model is appropriate under

underwater target tracking scenarios. For maneuvering targets period, we can use the

coordinate turn models or coordinate uncoupled models [12]. We only consider the

linear dynamic constant velocity models with process noise in this paper.

Consider the target is moving parallel in constant velocity in the horizontal

plane, the discrete-time state equation is

X tkð Þ ¼ Φ tk; tk�1ð ÞX tk�1ð Þ þ Γ tk; tk�1ð Þw tk�1ð Þ (4)

where tk is the time at the kth sample, and the w tk�1ð Þ is zero mean white process

noise with variance Q, and Φ tk; tk�1ð Þ is a 4 � 4 deterministic transition matrix,

Φ tk; tk�1ð Þ ¼ I tk � tk�1ð ÞI
0 I

� �

Γ tk; tk�1ð Þ ¼
1
2
tk � tk�1ð Þ2I
tk � tk�1ð ÞI

" #
; I ¼ 1 0

0 1

� � (5)

It should be noted that the state vector’s initial state estimates and associated

error covariance matrix are assumed to be known.

The available measurement is the angle between the observer’s sensor and the

target, referenced clockwise-positive to the y-axis, and is defined by

ZðkÞ ¼ β1ðkÞ
β2ðkÞ

� �
¼ h X k½ �½ � þ VðkÞ ¼ HðkÞXðkÞ þ vðkÞ (6)

1β
2β

Km

X(East)

Y(North)

Track of target

Vm

o

T (x,y)

Observer 1 Observer 2

Fig. 1 Typical

two-dimensional (2D) dual-

array tracking problem
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where vðkÞ is zero-mean independent Gaussian noise with variance R, and β1ðkÞ,
β2ðkÞ are the noise-free bearings between the sensor and the target,

β1ðkÞ ¼ tan�1 rx1=ry1
� �

; β2ðkÞ ¼ tan�1 rx2=ry2
� �

(7)

We assume the sensor noise is independent to the perturbations of sensor

platform.

The bearings-only target tracking analysis problem are defined by the four-

dimensional state Eq. 4 and the nonlinear measurement of Eqs. 6 and 7.

Especially for EKF,

HðkÞ ¼ @h Xkð Þ
@Xk

¼

@β1
@rx

@β1
@ry

@β1
@vx

@β1
@vy

@β2
@rx

@β2
@ry

@β2
@vx

@β2
@vy

2
6664

3
7775 (8)

3 Basic Principle of Extended Kalman Filter Algorithm

Based on the principle of Bayesian filtering method, Kalman filtering algorithm

proposed by Kalman in 1960 [13] is one of the most well-known and often-used

tools for stochastic estimation from noisy sensor measurements. It is one of the

common recursive target state filtering algorithms, and is the theoretically best

stationary targets’ state estimation under the minimum mean square error.

However, it is not possible to direct apply the conventional Kalman filter to

nonlinear system. To deal with nonlinear problems, we usually use the classic

approximate algorithms, such as the extended Kalman filter [14] and unscented

Kalman filter (UKF).

The EKF algorithm is simply a publicly used state estimator which linearizes the

nonlinear system (the current mean and covariance). It is well to known that EKF

algorithm only approximates the Bayesian statistics by linearization the nonlinear

state equation and measured equation, and remains the linear items and omit the

more than two orders’ parts.

To the bearing-only problem in the present case, the target states are linear in

Cartesian coordinates, while the measurements are modeled in polar coordinates.

So the EKF is implemented in mixed coordinates: the Cartesian coordinates for

target’s states, and polar coordinate for the measurements.

For the problem under consideration, we summarize the implementation of EKF

in the following equations.

Lets define the initial estimate of the state vector as X(0j0), and initial estimate

of the state vector error covariance matrix P(0j0).
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State prediction:

X̂ k þ 1jkð Þ ¼ ΦðkÞX̂ kjkð Þ (9)

Covariance matrix of state prediction:

P k þ 1jkð Þ ¼ ΦðkÞP kjkð ÞΦTðkÞ þ QðkÞ (10)

Measurement matrix (linearized):

H k þ 1ð Þ ¼ @h

@XjX¼X̂ kþ1jkð Þ
(11)

Measurement residual:

ε k þ 1ð Þ ¼ βðkÞ � h X k þ 1jkð Þ½ � (12)

Predicted measurement covariance:

S k þ 1jkð Þ ¼ H k þ 1ð ÞP k þ 1jkð ÞHT k þ 1ð Þ þ R k þ 1ð Þ (13)

Gain matrix computation:

G k þ 1ð Þ ¼ P k þ 1jkð ÞHT k þ 1ð ÞS k þ 1ð Þ�1
(14)

Updated state:

X k þ 1jk þ 1ð Þ ¼ X k þ 1jkð Þ þ G k þ 1ð Þε k þ 1ð Þ (15)

Updated state covariance matrix:

P k þ 1jk þ 1ð Þ ¼ P k þ 1jkð Þ � G k þ 1ð ÞH k þ 1ð ÞP k þ 1jkð Þ (16)

where the “prime” symbol (T) denotes matrix transposition.

4 Simulation and Analysis

To demonstrate the effectiveness of the EKF algorithm in underwater bearings-only

target tracking using two observers sensors, we set the conditions of simulation as

follows.

The initial distance from target to origin of coordinate is 1,000 m with the origin

of target bearing 30�, and the origin of target speed and target course are 40 kn
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and 140�, respectively. The locations of two arrays are (1600, �1000)m and

(1000, �1000)m with the velocity (10, 0 kn).

Themeasurement noise and process noise weremodeled as Gaussian distributions.

The measurement noise covariance matrix is:

R ¼ 0:1 0

0 0:1

� �

Process noise covariance matrix is:

Q ¼ 0:01 0

0 0:01

� �

Initial estimate of the state vector error covariance matrix is:

P ¼
10 0 0 0

0 10 0 0

0 0 1 0

0 0 0 1

2
664

3
775

In the simulation, we set the period of the system 1,800 s, the measurement

interval 2 s, and the Monte-Carlo simulation100 times. Here all angles are clock-

wise positive with respect to True North 0–360�. The simulation results are as

follows:

As is shown from Figs. 2, 3, 4, and 5, we can see clearly that the relative error

of range and velocity are less than 10 %, the RMS error of x axis and y axis are

approximate to 300 m and the RMS error of x axis velocity and y axis velocity are
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x 104
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target and observer movements

target

EKF estimated
observer 1

observer 2

Fig. 2 Observers and target

moments
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approximate to 0.07m/s. It reveals that over the simulation period, the EKF algorithm

has good tracking performance on the condition of underwater bearing-only

dual-array target tracking, and sensor platform propagation conditions are satisfactory

during this target tracking period. This means that EKF estimated moments can track

the target moments accurately.

In addition, the whole simulation time is 5.5457 s, it means that the computa-

tional load of the EKF algorithm is small. EKF algorithm is the best choice if when

the initial estimation errors are not very large.

5 Conclusion

To ensure the observability in bearing-only target tracking, in this paper, we

proposed the dual-array algorithm for solving the underwater bearings-only target

tracking problem, and extended Kalman filter algorithm was used for this problem.

The computer simulations revealed that the EKF estimate yields good results and

confirmed the effectiveness of the EKF in the tracking of underwater target under

two sensors scenarios. Also the extended Kalman filter has lower computation

complexity than other nonlinear and non-Gaussian filter algorithms, such as

unscented Kalman filter (UKF), particle filter (PF) and other improved PF, so it is

more suitable for addressing bearing-only target tracking problem and has high

theoretical value and broad application prospects in practice.
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Online Voltage Stability Prediction Based

on Wide Area Measurement System

Qian Miao, Dun-wen Song, Feng Yan, Ya-nan Liu, and Shi-ying Ma

Abstract In order to do online voltage monitoring and stability margin judgment, a

second exponential smoothing method is used in this paper to predict the node

voltage amplitude. By using improved second exponential smoothing method and

introducing the method of accumulated generating operation (AGO) to deal the

date, to get a more accurate prediction result. For illustration, three disturbance

examples in IEEE9 system are used to show the feasibility of the method. Empirical

results show that the improved model with AGO can get a more accurate prediction

result and can be used in the voltage amplitude prediction. And by introducing the

prediction error feedback part make it correspond to the engineering application.

Second exponential smoothing method using the wide area measurement system

(WAMS) data can effectively predict the node voltage amplitude to help online

voltage monitoring and stability margin judgment.

Keywords WAMS • Voltage amplitude prediction • Second exponential

smoothing method • AGO. prediction feedback

1 Introduction

The expanding scale of the power grid and the increasing load brought a lot of

problems, some of them imperil the security of power system. One of the most

prominent one was the large area black out caused by voltage instability [1].
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Because of the large amount of calculation and analysis and gradually not adapt to

the development trend of modern power system, we should consider the online

voltage stability control from the whole system. There were more scholars paid

attention to online voltage stability monitoring after the year 2000 because of the

several large area black out global happened. Online voltage stability index based on

WAMS would gradually replace offline calculation and become the main method of

power system dynamic monitoring. Under the electric power market mechanism,

users put forward high demand of power quality also made it a must effectively

solved problem [2].

In order to improve safety, reliability and flexibility, it is necessary to give online

voltage monitoring and stability margin judgment. This paper used improved

second exponential smoothing to give real-time online prediction of node voltage

amplitude, adding the feedback part in the prediction process, make it correspond to

the engineering application. It testified the precision of the reliable and practical

value through the simulation in IEEE9 system.

2 The Application of WAMS in Voltage Stability Control

With the development of the extra-high voltage and national network interconnec-

tion project in China, the network of power system becoming larger and complex

which make it more necessary to reinforce the reliability of power system, the

dispatching institutions urgently need a way of reflecting dynamic behaviours of

the large power grid.

WAMS was matching of available technology to dynamic information needs.

It was a template for dynamic information, which provided a framework and

testbed for associated efforts in which the WAMS participants drew together and

refined a suite of information tools which meet the need to reinforce the reliability

of power system.

2.1 Online Voltage Stability Monitoring
and Prediction Based on WAMS

The voltage stability analysis method could be divided into two methods: static

analysis method based on flow equation and dynamic analysis method based on

state equation. At present, many scholars have focused on the commonly used

method improved with synchronous phasor measuring unit, using the simplified

two nodes equivalent system to estimate voltage stability [3]. It used π equivalent

model and set the online voltage stability index and bus bar voltage stability

monitoring index [4].
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There were still not many references that did voltage stability prediction so far.

It put forward to give the key node voltage surveillance, it was based on prior

knowledge and experience, worth attention [5]. It deduced the voltage correlation

form between the nodes through PQ decomposition method, so as to estimate the

whole system node voltage based on the nodes installed PMU but the system was

not completely observable [6].

2.2 Node Voltage Amplitude Prediction Ideas

If we could promptly forecast the development situation by using the real-time

measurement information provided via WAMS and foresee potential risk, we could

bring forward prevention and online control to prevent power system development

deteriorating effectively [7]. Send the real-time data to computer center recorded by

PMU, and then input data to a fixed width time window after the pre-treatment. Use

data in the time window to do T steps voltage amplitude prediction. Add the

feedback part in the prediction process, and give a error analysis between the

prediction results and the new collected data before the T step time. When the

prediction error met the accuracy requirement, outputting prediction results and

considered that the prediction result is credible and could provide support for the

voltage stability control, or shutting prediction results output link, then switching to

the conventional voltage control process without the prediction. Here shutting

prediction results output link was not mean to stop predict but still carry on the

prediction, when prediction error reach the requirement unlocking the output

function, provided prediction results. The premise of using feedback part was that

the error analysis result output time must before the T step time points, otherwise

the prediction lost its significance. The application of node voltage amplitude

prediction process was shown in Fig. 1.

PMU data
Control center for

time series
pretreatment

Error analysis
whether meets
the prediction

accuracy

Output 
prediction

results

Time series input to
a fixed width time

window and make a
prediction

Shutting prediction
results output link and

carrying on the prediction

WAMS Y

N

Fig. 1 The application process of node voltage amplitude prediction
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3 Improved Exponential Smoothing Model

Second exponential smoothing method was appropriate for time series data that had

the linear trend, its smoothing formula were [8]

S
ð1Þ
t ¼ αyt þ ð1� αÞSð1Þt�1 (1)

S
ð2Þ
t ¼ αSð1Þt þ ð1� αÞSð2Þt�1 (2)

Here S
ð1Þ
t was the first exponential smoothing value at the t time point; S

ð2Þ
t was the

second exponential smoothing value; S
ð2Þ
t�1 was the second exponential smoothing

value at the t-1 time point; α was exponential smoothing coefficient; yt was time

series.

Its prediction expression was

ŶtþT ¼ at þ btT ðT ¼ 1; 2; . . .Þ (3)

at ¼ 2S
ð1Þ
t � S

ð2Þ
t (4)

bt ¼ α

1� α
ðSð1Þt � S

ð2Þ
t Þ (5)

Here ŶtþT was the prediction value at the t + T time point.

In the traditional exponential smoothing method α was static. It put forward the

exponential smoothing considered lag deviation and had the dynamic

characteristics and could predict many steps [9]. This paper used this method and

introduce the method of AGO to improve the prediction accuracy. Recursive

expanding the exponential smoothing model [10].

St ¼ αyt þ ð1� αÞSt�1

¼ αyt þ ð1� αÞ½αyt�1 þ ð1� αÞSt�2�
¼ αyt þ αð1� αÞyt�1

þ ð1� αÞ2½αyt�2 þ ð1� αÞSt�3�
¼ � � �

¼
Xt
i¼1

αð1� αÞt�iyiþð1� αÞtS0 (6)

Supposing the time series had linear characteristics yt ¼ aþ bt , substituted
Eq. 6, could get

S
ð1Þ
t ¼ aþ bt� 1� α

α
bþ ð1� αÞtþ1

α
b (7)
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S
ð2Þ
t ¼ aþ bt� 2

1� α

α
bþ 2

ð1� αÞtþ1

α
þ btð1� αÞtþ1

(8)

Then put them into at, bt,

at ¼ aþ bt� btð1� αÞtþ1
(9)

bt ¼ b� bð1� αÞtð1þ αtÞ (10)

So the prediction expression was Eq. 11

ŶtþT ¼ aþ bðtþ TÞ � bð1� αÞt½ðtþ TÞ þ ðT � 1Þαt� (11)

4 Accumulated Generating Operation

The AGO came from the grey system theory was a basic method of data processing.

It used “generation method” to get a new data sequence with randomness weakened

and regularity enhanced characteristics.

Supposing yð0Þ was the original time series

yð0Þ ¼ fyð0Þð1Þ; yð0Þð2Þ; . . . ; yð0ÞðnÞg; 8yð0ÞðiÞ 2 Rþ i 2 ½1; n� n 2 N

Its first accumulated generating operation could be expressed as

yð1Þ ¼ fyð1Þð1Þ; yð1Þð2Þ; . . . ; yð1ÞðnÞg; yð1ÞðkÞ ¼
Xk
i¼1

yð0ÞðiÞ

Here k ¼ 1,2,. . .,n, yð1Þð1Þ ¼ yð0Þð1Þ.
The output data used AGOwere not the true prediction results, we need a inverse

accumulated generating operation to get the true results.

5 Simulation Analysis

Using IEEE9 to simulate voltage amplitude prediction, building the simulation

model with PSD-BPA, using BPA simulation data instead of the data collected from

WAMS, the simulation step was one cycle and simulation time length was

300 cycle.
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5.1 Case 1

Simulating in stable state (case 1), predicted results curve and the observation value

curve is shown in Fig. 2. Due to the two curves almost overlap, here (a) had given

the partial enlargement figure.

Figure 2b shows that the relative error is very small, the orders of magnitude in

10�4, so prediction result was accurate.

5.2 Case 2

Assume that the load of bus bar A increased (case 2), constant impedance active

change the volume for A 25MW, constant impedance load reactive change 14MW,

the operation time in the fifth cycle, output the bus bar 1 voltage amplitude

prediction.
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Fig. 2 Predicted values and observed value curve (a) and relative error curve (b)
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From Fig. 3d we could find the two tip relative errors were bigger than middle

period, so it was necessary to shut prediction results output link and output voltage

stability control only when the prediction error met the accuracy requirement.

Under this occurs the largest relative error is 0.11 % and was a higher accuracy,

so output the prediction results. When the system occurred serious fault, supposing

there was a three-phase short-circuit (case 3) near bus bar A between bus bar A and

bus bar 1, fault time at the fifth cycle, fault eliminated time at the tenth cycle, output

the bus bar 1 voltage amplitude prediction as shown in Fig. 4e.

Because of bus bar 1 close to bus bar A, its voltage sharply fluctuated and made

the prediction accuracy low. We could see the relative error curve in Fig. 4f that the

lowest point reached 2.6 %, at this time shutting prediction results output link, then

switching to the conventional voltage control process without the prediction.

In addition, simulating two phase short-circuit (case 4), single phase miss trip in

three phase short-circuit (case 5), Single phase short-circuit permanent fault (case

6), three phase short-circuit temporary fault (case 7). Due to the limited of the

article length did not show every fault curve and relative error curve, only listing

the prediction results Analysis in Table.1. We could find that its various indexes

were excellent.
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Fig. 4 Predicted values and observed value curve (e) and relative error curve (f)

Table 1 Prediction results analysis

Index ME MAD MPE MAPE MSE SDE

case 1*10-5 �0.0712 0.1025 �0.0685 0.0987 0.0000 0.1613

case 2*10-3 0.0260 0.5744 0.0252 0.0004 0.5607 0.6381

case 3 0.0054 0.0088 0.0050 0.0082 0.0001 0.0113

case 4 0.0021 0.0021 0.0020 0.0020 0.0000 0.0026

case 5 0.0034 0.0052 0.0034 0.0051 0.0001 0.0072

case 6 0.0032 0.0048 0.0032 0.0048 0.0000 0.0063

case 7*10-3 0.2574 0.2574 0.2474 0.2474 0.0001 0.2984
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6 Conclusion

This paper uses the improved second exponential smoothing method and introduces

the method of AGO to deal the date. The improved exponential smoothing consid-

ered lag deviation, it had the dynamic characteristics and could predict many steps,

improved forecasting precision. The AGO method can make the irregular sequence

have a monotone trend, it increased the smoothness of the sequence, which made

the prediction results more accurate.

The combination of the two methods made prediction accuracy greatly

improved. Beside, considering the prediction failure, in order to avoid the error

guidance to voltage control adding the feedback part in the prediction process,

make it correspond to the engineering application.
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AMulti-sensor Data Fusion Algorithm Based

on Improved Kalman Filter

Changchun Tang, Zhigang Ao, Kangyi Zhang, and Youcheng Wang

Abstract Aiming to the handling issue of the multi-source information of joint

training, a multi-sensor data fusion algorithm applicable for monitoring joint

training is designed. On the basis of Kalman filter, this paper proposed an improved

filtering algorithm which takes the quality of measurement data into consideration,

a framework of data fusion system is provided based on the needs of algorithm, and

this paper also improves the strategy of getting the weights for data fusion. The

result of simulation shows that more accurate data can be achieved than any other

single sensor measurements after fusing the multi-sensor data through this method.

Keywords Dada fusion • Oint training • Kalman filter • Correction coefficient

1 Introduction

During the joint training, sensor and any other monitoring equipment track and

monitor the training process at the same time so as to obtain the multidimensional

and panoramic situation data. These data are transferred to guidance and control

centre of joint training for analysis and integration to form consistent description

about target, thus providing strategic bases for guidance and control of situation

analysis and training process. The process of conducting automatic detection,

association, relevance, estimation and combination is called data fusion (DF) [1].

Kalman filter (KF) is one of the most widely applied methods for data fusion,

which is minimum variance estimation, adopting state space to describe the system

and recursive form to simplify calculation, while the data storage is small
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[2, 3]. Classic KF algorithm cannot adjust the affection degree of relevant

information based on the quality of measurement data, as it does not consider the

impact of time varying factors such as environment and technical conditions on

the measurement accuracy of sensor, which influences the fidelity of data fusion to a

certain degree. In the same time, adopting classic KF algorithm can easily get

divergent because of the inaccurate system model, accumulation of round-off error,

the deviation of interfering noise from white Gaussian noise, etc. This paper

proposed an improved KF algorithm that is similar to attenuated memory filter by

adding correction coefficient to filter gain, which is called SMAKF. Although

SMAKF algorithm may reduce the optimal of filtering estimation, it makes the

result of data fusion more close to the real value and restrains the divergence

effectively. By combining the characteristics and needs of algorithm, this paper

designs a system structure of multi-sensor data fusion based on SMAKF filter, and it

also gives a formula to strike the weight of local estimation in the data fusion

procedure, thus increasing the accuracy of data fusion.

2 System Model

As to the joint training of information system, it needs to conduct real-time

monitoring on the state of trained objects, such as the precise location of personnel

and equipment. The state of certain equipment at time k can be expressed as

Xk¼ ðx1ðkÞ; x2ðkÞ; ::::::; xmðkÞÞT ; during which each component represents the

state information at the time of k , such as location, velocity and fault conditions

and so on. The state of equipment involved in joint training can be controlled under

the command of guidance and control centre, therefore the state transition process

of equipment can be considered as a discrete system, where a deterministic control

input exists. In brief, this paper assumes that this system is linear and expanded

Karman Filter can be adopted for nonlinear system, and the system model is as

follows [3]:

Xk ¼ Φk jk�1Xk�1 þ Ψk jk�1Uk�1 þ Γk jk�1Wk�1 (1)

Where Φk jk�1 is m� m dimensional state transition matrix of the system, Wk is a

p-dimensional systematic procedure noise sequence, Ukf g is known non-random

sequence,Ψk jk�1 andΓk jk�1 are respectively input matrixes of deterministic control

and noise.

Assuming that n sensors or other monitoring equipments conduct monitor to

certain equipment in joint training simultaneously and that all the sensors are

controlled under the guidance and control centre of joint training. The measurement

equation of sensor i can be expressed as:

ZðiÞ
k ¼ HðiÞ

kXk þMðiÞ
k þ VðiÞ

k (2)
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Where ZðiÞ
k is n dimensional observation sequence of sensor i to system, HðiÞ

k is

n� m dimensional observation matrix of sensor i , VðiÞ
k is a n dimensional

measurement noise sequence and MðiÞ
k

� �
is known non-random sequence.

Assuming that both Wk and VðiÞ
k are noise sequences which possessing the

distribution characteristics of white Gaussian noise and they satisfy the following

relations:

E½Wk� ¼ 0; E½WkWi
T � ¼ Qkδkj; E½VðiÞ

k� ¼ 0;

E½VðiÞ
kðVðiÞ

jÞT � ¼ RðiÞ
kδkj; E½WkðVðiÞ

jÞT � ¼ 0:

During which δkj is the function of Kronec ker�δ, Qk is non-negative variance

matrix of Wk and RðiÞ
k is positive definite variance matrix of VðiÞ

k.

3 The SMAKF Algorithm

The measuring accuracy of sensors may be affected by the environmental factors

such as weather condition and terrain and human factors like technical conditions;

accordingly, the contribution degree of measurement data to equipment state shall

be adjusted. Meanwhile, in order to restrain the accumulation of round-off error,

deviation of statistic property of noise and inaccurate model when using the filtering

diffuse phenomenon by the use of classic KF algorithm, which draws on the

algorithm property of attenuated memory filter and adjust the function of present

measurement during the filtering process. This paper proposed an improved KF

algorithm that is similar to attenuated memory filter by adding correction coeffi-

cient to filter gain (namely weighting of information) and taking overall consider-

ation of relevant time varying factors on measurement accuracy of sensors, thus

inhibiting the filtering divergence effectively [4, 5].

3.1 The Solution Process of SMAKF

With regard to linear discrete system with determinate control input described in

the formula (1) and (2), the iteration solution procedure of SMAKF algorithm can

be expressed as follows [6]:

Time update equations (prediction):

Project the state ahead:

X̂
ðiÞ

k jk�1 ¼ Φk jk�1X̂k�1 jk�1 þ Ψk jk�1Uk�1 (3a)
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Project the error covariance ahead:

PðiÞ
k jk�1 ¼ Φk jk�1Pk�1 jk�1ΦT

kjk�1 þ Γk jk�1Qk�1ΓT
k jk�1 (3b)

Measurement update equations (correction):

Compute the innovation sequence:

~Z
ðiÞ

kjk�1 ¼ ZðiÞ
k �MðiÞ

K � HðiÞ
KX̂

ðiÞ
k jk�1 (3c)

Compute the filtering gain:

GðiÞ
k ¼ SðiÞkPðiÞ

k jk�1ðHðiÞ
kÞT ½HðiÞ

kP
ðiÞ

k jk�1ðHðiÞ
kÞT þ RðiÞ

k�
�1

(3d)

Update estimate with ~Z
ðiÞ

kjk�1:

XðiÞ
k jk ¼ X̂

ðiÞ
k jk�1 þ GðiÞ

k
~Z
ðiÞ

k jk�1 (3e)

Update the error covariance:

PðiÞ
k jk ¼ ½I � ½SðiÞk��1

GðiÞ
kH

ðiÞ
k�PðiÞ

k jk�1 þ ½I þ HðiÞ
kP

ðiÞ
k jk�1ðHðiÞ

kÞT

þ RðiÞ
k�GðiÞ

k½I � ½SðiÞk��1� (3f)

In the equation group (3a, 3b, 3c, 3d, 3e, and 3f), those symbols with super-

script (i) refer to the local parameters of sensor i, and the others that without

superscript (i) are overall parameters of the system. It can be observed that the

major difference between classic KF algorithm and SMAKF algorithm is the way

to strike the filtering gain. As shown in Eq. 3d, SMAKF give the gain (GðiÞ
k )

a correction coefficient SðiÞk ,it forwardly take the cost of increasing the filtering

variance compare to classic KF, to restrain the filtering divergence and

obtain the overall estimation that most close to the real value. When SðiÞk
equate to I, the SMAKF algorithm degenerate into KF algorithm, and the error

covariance become:

PðiÞ�
k jk ¼ ½I � GðiÞ

kH
ðiÞ

k�PðiÞ
k jk�1 (4)
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3.2 The Correction Coefficient SðiÞk

The role of correction factor SðiÞk is similar to the attenuation factor in attenuated

memory KF, and the distinction between them is that attenuation factor refrain the

filtering diffusion by artificially reducing the function of previous data, while the

correction factor SðiÞk is amending the filter gain based on the advantages of present

measurement value so as to increase the accuracy of data. In the existing related

literature, the major method to strike the attenuation factor is from the perspective

of restraining filtering diffusion and decreasing filter estimation variance, which

lacks too much consideration on the actual and physical significance of filter

estimation. This paper will strike SðiÞk based on the advantages and disadvantages

of sensor measurement value and history of filtering process.

It only takes monitoring value of one single state (e.g. location) of the equipment

through sensor for convenient narration. Providing Zk ¼ ðzð1Þk; zð2Þk; . . . ; zðnÞkÞ is

the set of measurement value under n sensors to one equipment at the time k, the

expectation of Zk (EðZkÞ is the average of n measurement values, and the variance

varðZkÞ can be obtained from formula (5):

varðZkÞ ¼ 1

n

Xn
i¼1

½zðiÞk � EðZkÞ�2 (5)

The value of varðZkÞ differs from each other under different sampling times,

depending on environment condition and other time-varying factors. varðZkÞ
reflects the advantages of overall measurement value of n sensors, meanwhile, the

larger the value, the more difficult to determine the accuracy of each sensor and

achieve the consistent description of target state through Zk. Therefore, in order to

increase the accuracy of data fusion result, the weight of measurement value in

filtering process shall be adjusted accordingly through varðZkÞ, namely amending

the filter gain. Obviously, correction filterSðiÞk has negative correlation withvarðZkÞ,
and the complex mapping relation can be established as follows:

SðiÞk � FðvarðZkÞ; fkðiÞð�Þ; kÞ (6)

The composite mapping of formula (6) includes an unknown mapping fk
ðiÞð�Þ,

which can be analyzed from various angles, if it is given by:

fk
ðiÞðZðiÞ; X̂Þ ¼ 1

k � 1

Xk�1

t¼1

½zðiÞt � X̂t jt�2 (7a)

f1
ðiÞðZðiÞ; X̂Þ ¼ ½zðiÞ1 � X̂0�2 (7b)
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Where X̂ ¼ fX̂t jtjt ¼ 1; 2; . . . ; k � 1g shows the overall filtering estimation of

multi-sensors under the k situation, and the calculation method will be given

below, and X̂0 is given initial filtering value; ZðiÞ ¼ fzðiÞtjt ¼ 1; 2; . . . ; k � 1g refers
to the collection of measurement data of sensor i under the k situation. Therefore,

the value of fk
ðiÞðZðiÞ; X̂Þ represents the measurement accuracy of sensor i, and the

smaller the fk
ðiÞðZðiÞ; X̂Þ, the more accurate of measurement value will be. It is easy

to understand that the measurement value with higher accuracy should be given a

greater weight value in the filtering process, namely that the filter gain shall be

increased though correction factor.

In order to keep the optimality of filtering estimation, the value of SðiÞk shall be
close to1 under the satisfied conditions. To sum up, the formula (6) can be adapted

as follows:

SðiÞk � FðvarðZkÞ; fkðiÞðZðiÞ; X̂Þ; kÞ
¼ 1þ λ exp ½varðZkÞ�fkðiÞðZðiÞ; X̂Þ��1 (8)

Where λ is characteristic parameter related with the value of varðZkÞ � fkðiÞðZðiÞ; X̂Þ.

4 The Multi-sensor Data Fusion Algorithm Based

on SMAKF

SMAKF is an improved KF algorithm, which is designed for handling with the

multi-sensor data fusion [7], and the measurement data of each sensor is filtered by

the use of this algorithm, thus the local optimal estimation of target is obtained.

Meanwhile, the optimal consistent description of overall information can be formed

by using certain regulation to fuse it.

4.1 Architecture for Multi-sensor Data Fusion System
Based on SMAKF

The measurement data of each sensor is filtered through SMAKF algorithm, which

requires the overall parameters of multi-sensor data fusion system. In order to solve

the information exchange matter during the algorithm implementation process, this

paper designs one new multi-sensor data fusion architecture (as shown Fig. 1) based

on SMAKF filtering, which lays foundation on the study of literature 6 and 7. This

architecture is divided into three layers: perception layer, filter layer and fusion

centre layer. In the perception layer, the original monitoring data collected through

multi-sensors deliver to filter layer as well as data fusion centre. In the filter layer,

224 C. Tang et al.



each sensor has a local SMAKF sub-filter and the measurement data of every sensor

is parallel processed to obtain a series of local optimal estimation. In the data fusion

centre, the overall optimal estimation of measured object can be obtained based on

certain rules and algorithm. In the mean time, fusion centre sends the global

processing parameters to filter layer and provides necessary information parameter

to SMAKF filter. This multi-sensor data fusion architecture with feedback makes

full use of the information in each link and layer, and increases the accuracy of data

fusion.

4.2 The Fusion Algorithm

The measurement data of each sensor is processed through local SMAKF filter, thus

obtaining the local optimal estimation of measured target situation X̂
ðiÞ

k jk , and the

error variance is PðiÞ
k jk, the global estimation X̂

ðiÞ
k jk is the result of weighted fusion

for the local optimal estimation by giving each X̂
ðiÞ

k jk a weight valuewðiÞ
k. Providing

PmaxðkÞ ¼ maxfPðiÞ
k jk ji ¼ 1; 2 . . . ng, PminðkÞ ¼ min fPðiÞ

k jk ji ¼ 1; 2 . . . ng, and
define the formula (9) as follows [8]:

tkðiÞ ¼ ½1þ PðiÞ
k jk � PminðkÞ��1

PminðkÞ (9a)

hkðiÞ ¼ ½1þ PmaxðkÞ � PðiÞ
k jk��1

PmaxðkÞ (9b)

It is known that tkðiÞ; hkðiÞ 2 ð0; 1� refers to the error variance of sensor i filtering
estimation, which is the appropriation degree between PminðkÞ and PmaxðkÞ:
Error variance reflects the accuracy of filtering estimation, and obviously the
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Fig. 1 Architecture for multi-sensor data fusion system based on SMAKF
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filtering estimated value with higher accuracy can be offered with larger weight.

Therefore, the value ofwðiÞ
k shall increase with the value of tkðiÞ and decreases with

the value of hkðiÞ. Using the formula (10) to combine tkðiÞ with hkðiÞ 8 to obtain

the weight value from the normalization of γðiÞk:

γðiÞk ¼ ðtkðiÞ þ 1� hkðiÞÞ=2 (10)

The weight value wðiÞ
k of weight fusion of X̂

ðiÞ
k jk can be obtained from the

normalization of γðiÞk:

wðiÞ
k ¼ γðiÞk=

�Xn
j¼1

γðjÞk

�
(11)

The global estimation value of multi-sensor data fusion system can be described

as follows:

X̂k jk ¼
Xn
i¼1

wðiÞ
kX̂

ðiÞ
k jk (12)

Providing the true value of measured target situation asXk, and the error of global

estimation is as follows [9]:

~Xk ¼ Xk � X̂k jk ¼ Xk �
Xn
i¼1

wðiÞ
kX̂

ðiÞ
k jk

¼
Xn
i¼1

wðiÞ
kðXk � X̂

ðiÞ
k jkÞ þ 1�

Xn
i¼1

wðiÞ
k

 !
Xk (13)

Providing
Pn
i¼1

wðiÞ
k ¼ 1, and then ~Xk ¼

Pn
i¼1

wðiÞ
kðXk � X̂

ðiÞ
k jkÞ. In general, ~X

ðiÞ
k

¼ Xk � X̂
ðiÞ

k jk complies with normal distribution during several measurements

or testing, the error is PðiÞ
k jk, thus the error variance of global estimation is:

Pk jk ¼
Xn
i¼1

½ðwðiÞ
kÞ2PðiÞ

k jk� (14)
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5 Simulation and Analysis

The joint training is usually developed based on the fixed scheme, and the

equipment situation shall be controlled by the previewed scheme and command

centre, while the changing process is similar to the system mode of formula (1).

Given the difficulty of collecting data, this paper simulates the conversion process

of situation and measurement data of several sensors by the use of MATLAB

process simulation. In order to simplify the procedure, the velocity change of

equipment is only selected as object of study. Assuming that the equipment is on

the complex terrain and designed with constant power control, and the initial

velocity is 0; meanwhile assuming that ten sensors track and monitor the equip-

ment, and that the data collection time is 10 min and sample interval is 6 s. Figure 2

shows the velocity changing process of simulated equipment, the original measure-

ment data of sensor 2 and sensor 6, and it can be observed that the measurement

error between these two sensors is large. Figure 3 reflects the result of data fusion by

using KF and SMAKF filtering method respectively.

The simulation result shows that the measurement data is more accurate with the

use ofmulti-sensor fusion data than adopting any other kinds of sensors. Considering

the influence of relevant factors on measuring property of sensors, SMAKF can

amend the filtering gain adaptively, thus the accuracy of handling data is higher than

KF filtering algorithm. The Fig. 4 makes a comparison for the error of data fusion,

reflecting that the average error is lower by using the method adopted by this paper.
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6 Conclusion

With the development of Beidou navigation system and various sensor

technologies, the monitoring devices of joint training also increase. In order to

apply the collected multi-source situation information accurately, this paper

proposes a set of multi-sensor data fusion algorithm that is suitable for monitoring

joint training. This is an improved filtering algorithm based on KF algorithm, which

is called SMAKF. In order to solve the matter of information exchange during the

implementation of algorithm, a multi-sensor data fusion architecture based on

SMAKF filter is designed. Besides, it also provides a formula to strike the weight

value of local filtering estimation. The methods that this paper adopts can adjust the

function of relevant information in the filtering estimation based on the quality of

measurement data, make full use of the information in each link and increase the

accuracy of data fusion. However, it is observed that this methods is not extremely

stable mainly because the measuring way of correction factor is not accurate

enough, which needs to be studied more deeply in the next step.
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Heuristic Algorithm for the Ribonucleic

Acid Pseudoknotted Structure Prediction

Zhendong Liu, Xuemei Hu, Zhipeng Zhang, Yuejun Li, and Hongluan Zhao

Abstract The paper further investigates the computational problem and

complexity of predicting Ribonucleic Acid structure in order to find a way to

optimize the Ribonucleic Acid pseudoknotted structure in electronics engineer-

ing. We investigate the Ribonucleic Acid pseudoknotted structure based on

thermal dynamic model, computational methods and models with minimum

free energy are adopted to predict Ribonucleic Acid structure. The contribution

of this paper is to obtain an efficient algorithm for finding RNA pseudoknotted

structure. Compared with other algorithms, the heuristic algorithm takes O(n3)

time and O(n2) space. The experimental test in PseudoBase shows that the

algorithm is more effective and exact than other algorithms, and the algorithm

can predict arbitrary pseudoknots.

Keywords Pseudoknotted structure • Minimum free energy • Stem • Heuristic

algorithm

1 Introduction

Molecular computing can be designed in integrated circuit. Ribonucleic Acid

(RNA) is an important biomacromolecule which performs a wide range of

function in biological system. RNAs are three-dimensional molecules, an RNA

folds into a three-dimensional structure by forming pairs of bases, pseudoknots
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are known to exist in some RNAs. For predicting secondary structures with

pseudoknots, Nussinov et al. (1978) have studied the case where the energy

function is minimized when the number of basepairs is maximized and have

obtained an O(n3) time algorithm for predicting RNA secondary structures [1],

but Nussinov algorithm cannot predict pseudoknotted structure. Algebraic

dynamic programming algorithm for finding RNA pseudoknotted structure with

simple planar pseudoknots was proposed by Jens and Robert, the algorithm takes O

(n4) time and O(n2) space [2]. Efficient algorithms for finding optimal foldings of

an RNA structure have been known first by Michael Zuker [3]. Pknots algorithm

for RNA pseudoknotted structure of predigesting model based on minimum free

energy have presented by Rivas and Eddy, whose time complexity and space

complexity are O(n6) and O(n4) respectively [4]. The problem for predicting

RNA secondary structure including pseudoknots is NP-complete [5], and pre-

dicting RNA pseudoknotted structure with arbitrary pseudoknots is a NP-hard

problem [6].in mimic RNA structure, pseudoknots are apparently exist [7].

A heuristic algorithm including pseudoknots for finding RNA pseudoknotted

structures Jihong Ren [8].

The paper presents a new efficient algorithm including pseudoknots with thermal

dynamic model and stable stems, and implement the algorithm in VC++ to com-

plete the computation.

2 Heuristic Algorithm

2.1 Terminology

1. RNA: Ribonucleic Acid.

2. Let S ¼ s1s2. . .si. . .sn be an RNA sequence, base si∈{A, U, C, G}, 1 � i � n. The
subsequence si, j ¼ si si+1. . .sj is a segment of S, 1 � i � j � n.

3. MFE: Minimum Free Energy.

4. Stem: the RNA structure closed by base pairs (i, j) and (k, l)∈S, (i, j), (i + 1, j-1),

. . ., (k, l) are base pairs, i�k < l�j.

2.2 The Dynamic Programming Algorithm

1. Given s ¼ s1s2. . .sn, sij ¼ si. . .sj, V(i,j) andW(i,j) can be computed,1 � i<j � n

(Fig. 1).
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V i; jð Þ ¼ min

E1 i; jð Þ
min E2 i; k : ljð Þ þ V k:lð Þf g; i < k < l < j; u ¼ k � iþ j� lð Þ � 2 < U

min WM iþ 1; hð Þ þWM hþ 1j� 1ð Þ þM þ Pf g; i < h < j < �1

8>>>>><
>>>>>:

WM i; jð Þ ¼ min

V ijð Þ þ P;W iþ 1jð Þ þ Q;W ij� 1ð Þ þ Q

min
i<k<j�1

fWM i; kð Þ þ j� kð ÞQ; k � iþ 1ð ÞQþWM k þ 1; jð Þ;WMði; kÞ

þWM k þ 1; jð Þg

8>>><
>>>:

W i; jð Þ ¼ min V i; jð Þ;W iþ 1; jð Þ;W i; j� 1ð Þ; min
i<k<j�1

W i; kð Þ þW k þ 1; jð Þð Þ
� �

Based on method of minimum free energy use the thermodynamic parameters of

Turner, the algorithm can output the pseudoknotted structure.

3 Heuristic Algorithm

3.1 Algorithmic Design

1. Definition

Ep ¼ M1 Sb + M2 Pb + M3 Nb + M4 + M5

Ep is the total energy of an RNA pseudoknotted sequences. Sb is the total

number of RNA pseudoknots, Pb is the total number of bases for RNA

pseudoknotted sequences, Nb is the no base number of RNA pseudoknotted

sequences, M1 is the weight of RNA pseudoknots, M2 is the weight of Pb, M3 is

the weight of Nb, M4 is the weight of coaxial stack, M5 is the weight of dangles

bases (Figs. 2 and 3).

1 2 3 4 10
= =

i W(i,j) ij i iii

k lllll

kj-1 j i+1 j

jjjjj

jjj V(i,j) i j

5 6 7 8 9 11 12

i k i k i i k i k l lj ii kk j

Fig. 1 The representation of W and V
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2. Heuristic Algorithm

Step 1 Calculate energy E of RNA sequence, E ¼ En + Ep. En is the energy

value of RNA nest structure, Ep is the energy of RNA pseudoknotted folding

sequence.

Fill entry of A[i, j] to save energy value E and stems.

Step 2 S ϕ, Va ϕ, Pe  0.

Define S as the m-stems which is finded in RNA structure, Define Va as the

energy value in m-stems structure, structure Pe as the amount of RNA

pseudoknots of Epseu.

Step 3.1 For (i¼ 1; i < ¼ m;i++) (m ¼ 36)

Find the prefix of i-stem.

For (j¼ 1; j < ¼ m;j++)

Find the suffix of j-stem.

Seek i-stem si which is relative maximum in RNA molecule according to

the MFE.

Step 3.2 vi ¼ min {v0, v1, v2, . . ., vn-1}, the i-stem which is relative maximum is

si, S  S[{si}, Va  Va[{vi}.
Step 3.3 while (fd ¼ 1) do

Mark the i-stem si which is relative maximum in RNA structure Seq, Seq  
Seq -{si}.

Step 3.4 To search the stem sj which is hypo-maximum in RNA structure Seq

except the marked i-stem si which is relative maximum, S  S[{sj}, Va  
Va[{vj}, until without i-stem in Seq.

Step 4 S ¼ {s0, s1, s2, . . ., sn-1},Va ¼ {v0, v1, v2, . . .,vn�1}.
Step 5 Calculate the number Pn of pseudoknots in Seq.
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Fig. 2 Examples of pseudoknots
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Fig. 3 The representation of dangle bases and coaxial stack
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Step 6 Calculate the energy value En and Ep

Step 7 Calculate the energy E according to Enest and Epseu.

Step 8 Save and Output S, E and Pn.

3.2 Experimental Analysis

In the experiment, we compute and analysis the energy value of i-stem with

pseudoknots, refers to the energy parameters [9, 10]. Our algorithm can compute

RNA pseudoknotted structure and stems in RNA sequences; we use the RNA

sub-sequence in the PseudoBase and Rfam10.1 to compute experiment

[11–13]. A much larger number of experiments on RNA pseudoknotted structure,

our algorithm has above 88.5 % predicting accuracy. The heuristic algorithm may

predict more than 1,700 nucleotides of RNA sequences. Possible effective ways to

improve the prediction accuracy for long sequences are to be design, The prediction

accuracy for long sequences descends with the increasing of the RNA bases (Tables

1 and 2).

We also performed experiments on reconstruction. Four RNA molecule

experiments can be computed less than 50 s. accuracy of experiments is valuable,

the prediction accuracy outperforms other algorithms, such as ILM algorithm [14],

Table 1 The comparison of HeuSearch algorithm and Pknots algorithm

Sequence

HeuSearch algorithm Pknots algorithm

Specificity Sensitivity Specificity Sensitivity

Mottle virus 98 % 100 % 95 % 100 %

Mosaic virus 97 % 89 % 96 % 90 %

Ringspot virus 93 % 91 % 88 % 86 %

Sapiens mRNA 76 % 71 % 67 % 63 %

Time complexity O(n3) O(n6)

Space complexity O(n2) O(n4)

The algorithm is called HeurSearch algorithm

Table 2 The comparison of algorithm HeuSearch and Pknots, MWM, ILM

Sequence

ILM MWM Pknots HeuSearch

SN % SP % SN % SP % SN % SP % SN % SP %

TYMV 100 82.9 100 63.3 100 96 97.9 98.6

DR7741 94.5 96.8 91.2 84.5 100 100 98.2 97.9

HIV-1-RT 100 100 100 92.7 100 95.5 100 96.7

BMV1 85.4 84.6 87.8 85.4 84.2 80.4 95.3 96.5

TMV-30-up 81.3 83.9 68.1 41.6 52.1 59.2 87.6 88.3

TMV-30-down 76.6 68.5 73.6 51.1 97.1 97.1 90.8 89.6

HDV 100 82.5 67.9 45.3 85.8 75.0 96.8 92.5

Anti-HDV 100 66.8 70.9 38.5 95.9 69.8 98.3 84.3

Average 93.8 82.5 83.2 53.6 87.1 84.6 95.2 90.1
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MWM algorithm and PKNOTS algorithm etc. The RNA structural alignment is

proved to be an efficient technique [15, 16] in the experiments.

The result of research in the paper has the engineering significance in biological

pharmaceutical field. The stability of your algorithm is better than the related

algorithm.

4 Conclusion

In order to realize the algorithm in the electronic circuit, the algorithm should

reduce the time complexity and space complexity. HeurSearch algorithm can be

completed with O(n3) time and O(n2) space. O(n4) time and O(n2) space are

required in ILM Algorithm, with RNA pseudoknotted structure. The heuristic

algorithm outperforms existing algorithms in sensitivity and specificity. The algo-

rithm can compute arbitrary nested pseudoknots, and it can also compute crossed

pseudoknots. The algorithm can compute nested structures and more complex

pseudoknotted structures.
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An Advanced Method to Calculate

Parameters of PSS Using the State Model

Wei Wang, Chongru Liu, Pengfei Tian, Zuowei Chen, and Haifeng Li

Abstract Low Frequency Oscillation (LFO) problems are caused by the lack of

sufficient damping torque. Power System Stabilizer (PSS) is recognized as a

practical and economical solution to eliminate the LFO. The phase compensation

characteristics of the PSS are necessary to design the parameters of PSS properly.

A method to obtain the parameters of PSS by using the information of the

state-space matrix is proposed in this paper. The small signal model is used to

provide the information to design the parameters of PSS. By using the left and right

eigenvectors as well as the participation factors, the parameters of PSS can be

calculated easily and fast. In this way, the parameters of PSS are calculated by

linearization of the state model of power system. Simulation results show that the

method provided in this paper is effective.

Keywords PSS • Low frequency oscillation • State model

1 Introduction

Recently, the fast controllable exciter is widely used in modern power plants.

Therefore, time constants of its regulator decreases from tens of second to tens of

millisecond. The responses of fast exciters to a disturbance are rapid to keep the

generator voltage stable. However, the fast exciters weaken the small signal stability

of power systems, especially the LFO problems. Practically, the oscillations

always divide an inter-connected system into several independent parts, even with
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the blackouts of the large-scale systems. The PSS has been widely used to solve the

LFO problems by enhancing damping torque of the system [1–3]. The classic

approach to design the parameters of PSS is a two-step procedure. At the first step,

the value of the compensation phase is calculated; at the second step, parameters of

each block of PSS are determined by using the method of modern control theory.

There are many achievements on the determination of the parameters. A functional

index considering the non-linearity of the power system is presented to optimize the

parameters of PSS [4]. The PSS designed by this way can not only enhance

the damping ratio under small-signal disturbance but also increase the stability

under large disturbance. An approach to optimize parameters of PSS [5, 6] is

introduced, which requires real-time data of generators. In another aspect, the

prediction of the compensation phase is useful for the detection of the parameters

of PSS. However, the research on the calculation of the value of the phase compen-

sation is not sufficient yet.

An effective and fast calculation method to calculate the value of the compensa-

tion phase is proposed in this paper. Based on the linear state-space equations at the

operating point, the value of the compensation phase could be calculated fast by

using a basis of the eigenvector space. It is unnecessary to design an accurate value

at each frequency point. PSS is only needed to work well at the specified frequency

which associates with the LFO problem.

2 General Description of the State Model

The differential equations to represent the dynamic behaviour of the power system

are highly nonlinear. The problem is very hard to solve. In order to represent the

power system in linear state model form, it is necessary to establish the linear

differential algebraic equations (DAE). After linearization, the linear DAE of the

power system could be written as the following form,

dx

dt
¼ Axþ Bu

y ¼ Cxþ Du

(
(1)

where x is the vector of state variables, u is the vector of input variables and y is the
vector of the output. The output in Eq. 1 is represented from the dynamic device

side. In another hand, the output can also expressed by x and u from the network

side, without considering its dynamic behaviors [7]. Linear algebraic equations for

the network would be,

y ¼ Exþ Fu (2)
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Submitting Eqs. 1 with 2, we have,

dx

dt
¼ Axþ Bu

0 ¼ C0xþ D0u

8<
: (3)

where, C0 ¼ C�E andD0 ¼ D�F. If the square matrix D0 is invertible, vector x can
be expressed by vector u, and the dynamic equations in Eq. 2 become,

dx

dt
¼ A� B D0�1

� �
C0

h i
x ¼ A0x (4)

where A0 is the linear system matrix which reflects the interactions between

elements in vector x.
According to the Lyapunov’s law and the practical requirements of power

system, the criterion to judge the small signal stability by eigenvalues of A0 is:

(a) If all the eigenvalues have negative real parts (positive damping), the related

system is stable under small disturbance;

(b) If there are more than one eigenvalues with positive real parts (negative

damping), the related system is unstable under small disturbance;

3 The Relationship Between the Transfer Functions

and the Eigenvectors

Define z as,

x ¼ Φz (5)

where Φ ¼ [φ1, φ2,. . ., φn]
T is the right eigenvector matrix of the system and φ1,

φ2,. . ., φn are the right eigenvectors corresponding to each eigenvalues. Assuming

Λ ¼ Φ�1A0Φ, Λ is a diagonal matrix.

For a nth order system, the s-domain block diagram, which is one of the

implementations of the nth state model described by Eq. 4, is shown in Fig. 1.

Assuming Tik(s) is the transfer function with xk as motivation and xi as response,
the value of Tik(s) can be calculated by Eq. 6,

TikðsÞ ¼ XiðsÞ XkðsÞ= (6)

Assuming λl is the lth eigenvalue of the state mode; ϕil and ϕkl are the lth
components of eigenvector φi and φk. Tik(λl) can be figured out by,

TikðλlÞ ¼ ϕil ϕkl= (7)
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4 The Calculation of Compensation Phase

Deficient damping usually causes LFO problems and PSS is an effective way to

enhance the damping torque of the system. The measurements, representing the

motion of rotors, are used as the input of the PSS. However, the PSS could not

provide the damping torque itself, for it does not connect with rotor directly.

Practically, an auxiliary input signal is added to the exciter by PSS to enhance the

damping torque. According to the characteristics of generators, a phase shift

between the output of exciter and the damping torque is caused because of the

compensation of the PSS. To keep the damping torque provided by PSS and the

speed of the generator in phase, a phase compensation block has to be included in

PSS [8]. Figure 2 draws the structure of a typical excitation system with PSS,

According to the input signal of the PSS, there are several types of PSS with the

input as the angular speed of rotors, the system frequency measured at the power

plants and the electric magnetic power measured at the joint bus [9]. Figure 3 shows

a transfer function block diagram of the PSS1A type, in which the input is the speed

of generators.

In order to avoid the effects on the electric magnetic transient features of PSS,

only the time constant of the phase compensation block is regulated to produce a

desired compensation phase.

Assuming there are n generators in a power system, and the mth generator is

related greatly to a LFO problem, which can be identified by lth eigenvalue λl. The
mth generator is presented by a 4th state model. The electric magnetic torque Tme
can be calculated by Eq. 8.

Tm
e ¼ Pm

e ¼ Um
d I

m
d þ Um

q I
m
q

¼ Em
d
0Imd þ Em

q
0Imq � ðXm

d
0 � Xm

q
0ÞImd Imq (8)

where Pm
e is the electric magnetic power. By using Taylor expansion method, we

know,

Tm
e Em

q
0

.
¼ Km (9)

x1 F1(s) Fi(s) Fk(s) Fn–1(s)

G2( )sG1( )s G ( )s1 G ( )sk n–1G ( )sk+1G ( )si+1G ( )s

x2 xi xi+1 xk xn-1 xnxk+1•  •  • •  •  • •  •  •

Fig. 1 Block diagram of nth system
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Since there is no phase shift between Tme and Em
q’, a damping torque can be

introduced by components of Em
q’. It is learned from the 4th state model of

generator that Em
q’ can be affected by the output of the exciter Em

f. The transfer

function Mm
q-fd can be defined by,

Mm
q�fdðsÞ ¼ Em

q
0 Em

f
0

.
(10)

Assuming αmex is the phase shift that the output of exciter leads the input, α
m
PSS

is the phase shift that the output of PSS leads the input, and αmtorque is the phase shift
that Tme leads E

m
f. If Eq. 11 satisfied, PSS can provide a pure damping torque at the

complex frequency identified by the eigenvalue λl.

αmexðλiÞ þ αmPSSðλiÞ þ αmtorqueðλiÞ ¼ 0 (11)

The value of a transfer function Tik(λl) between two arbitrary state variables can

be calculated by Eq. 12. The αmtorque of mth generator would be,

αtorqueðλiÞ ¼ angle ϕE0
q;i λið Þ ϕEf ;i λið Þ

.� �
(12)

where ϕE
m
q’,i and ϕE

m
fd,i represent the components of the eigenvector responding to

eigenvalue λl, and angle(X) is a function to find the phase of a complex number X.
Therefore, the ideal compensation phase can be calculated by Eq. 14,

αPSS ¼ �αtorqueðλiÞ � αexðλiÞ (13)

V
re
f

V
s

Vt

PSS

Exciter Efd-
+

+

Fig. 2 Excitation system

with PSS
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Fig. 3 Transfer functions of PSS1A
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5 Applications and Validation

A single machine infinite bus system in PSCAD, shown in Fig. 4, is used to verify

the effectiveness of the approach. The Timed Breaker Logic is used to implement a

small disturbance at t ¼ 1.0 s (parts of load cut from the system) in the model.

Parameters of the system are:

Generator:

Xd ¼ 1.81 pu, Xq ¼ 1.76 pu, X0
d ¼ 0.3 pu, X0

q ¼ 0.3 pu, T0d ¼ 6 s, T0q ¼ 6 s

Exciter (AC exciter with silicon controlled) (Fig. 5):

where Ka ¼ 200 pu, Ta ¼ 0.02 s, TB ¼ 0 s, TC ¼ 0 s

Network:

XT1 ¼ 0.1 pu, XT2 ¼ 0.25 pu, Xline ¼ 0.3 pu

Operating condition:

Vt ¼ 1.00(36 �), PG ¼ 0.86 pu, QG ¼ 0.35 pu

Generator

T1bus T2busL1bus L2bus

A
V

#1 #2 #1 #2

B
R

K

BRK

P+jQ

0.9244 [H]

0.9244 [H]

Timed
Breaker
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Closed@t0

A
V R=0

Simple Power System

γ γ γ γ

Fig. 4 The single machine infinite bus system
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Fig. 5 The AC exciter model
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Base MVA:

Sbase ¼ 100 MVA

In order to form the state model, the vector x is chosen to be [δ ω Eq
0 Ed

0 Efd]
T, in

which δ is the angular position of the rotor, ω is the angular speed of the rotor, Eq’
and Ed’ are electromotive force associated with q- and d-axes and Efd is the

excitation voltage.

The result of the eigenvalues figures out that there exist two oscillation modes

listed in Table 1. The frequencies of the two modes are 1.1501 and 2.4487 Hz,

respectively. Further information about the small signal stability can be found by

calculating the right and left eigenvectors, and participation factors, listed in

Table 2.

The participation factors of δ and ω are much greater than others for mode 1.

That is, only the mode 1 has strong relationship with the angle and velocity of

generators. Hence, the mode 1 is related with LFO, while mode 2 does not. The

damping ratio of mode 1 is negative. Therefore, the amplitude of the oscillation will

increase, which will leads to the instability. Figure 6 proves the conclusion in

PSCAD simulation.

According to Eq. 13, the αmtorque is calculated when s ¼ 0.547451 + j7.22642,

αtorqueð0:547451þ j7:22642Þ ¼
ϕE0

q;i
ð0:547451þ j7:22642Þ

ϕEfd ;ið0:547451þ j7:22642Þ

¼ 0:0047� 0:0210i

0:9974
¼ 0:0216ff � 77:3846� (14)

The αex is calculated by parameters of the exciter, depicted by Fig. 5,

αexð0:547451þ j7:22642Þ ¼ 7:25ff8:22� (15)

Finally, the compensation phase of PSS is calculated below,

αPSSð0:547451þ j7:22642Þ ¼ 77:3846� � 8:22� ¼ 69:1646� (16)

The remaining work is to set the parameter of each part in Fig. 3. The design can

be done with the method proposed. Hence, the parameters of the PSS1A are listed

as follow:

Table 1 The eigenvalues associated with oscillation mode

Num Eigenvalue Mode Damping ratio Frequency (Hz)

1 0.547451 + j7.22642 1 �0.0755 1.1501

2 0.547451�j7.22642

3 �25.1554 + j15.3856 2 0.8531 2.4487

4 �25.1554�j15.3856
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T1 ¼ 0.05 s, T2 ¼ 0.01 s, T3 ¼ 0.3 s, T4 ¼ 0.01 s, T5 ¼ 10 s, T6 ¼ 2 s,

Ks ¼ 5 pu, A1 ¼ A2 ¼ 0 s

Figure 7 shows the PSS obviously increases damping torque of the system and

the maximum amplitude of the oscillation is halved.

6 Conclusion

An approach to calculate the compensation phase of PSS was proposed in the paper.

The information of the power system at an operating point is necessary, which can

be obtained from the linear system matrix. Generally, the LFO is always detected

by using small signal analysis. Therefore, the method provided in this paper to

calculate the compensation phase can be very convenient and efficient with linear

system matrix of small signal analysis. The value of the compensation phase could

be given directly by following the small signal analysis. A single machine infinite

bus system is used to validate the approach. The time-domain simulation results

showed that the PSS can damp the unstable oscillation mode well.
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Influence of Photovoltaic Random Output

on Distribution Networks Node Voltage

Zhiqiang Li, Jianbing Meng, Shuqiang Li, Yazhou Zhang,

and Zhenhua Kang

Abstract The output of photovoltaic power generator is constrained by the

illumination time and intensity. According to the photovoltaic grid model, the PI

and Photovoltaic system of photovoltaic power were handled by negative injection

current law and the superposition of the compensation current law, at last using

forward/backward substitution method to simulate the impact of photovoltaic

power grid under different weather conditions on the system node’s voltage. The

algorithm can provide a basis for improving the quality of distribution network

voltage, an effective reference and guidance in the actual running of the photovol-

taic power system. Using IEEE 33 node system to build a simulation model, and

analyzing simulation results, and results demonstrates the effectiveness and

practicality.

Keywords Photovoltaic • Distributed generation • Back/forward sweep algorithm
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1 Introduction

For the contradiction between energy development and environmental protection

has become increasingly prominent, the PV (Photovoltaic) system which can take

into account as a strategic emerging industries of energy demand while avoiding

environmental pollution has obtained a rapid development. After a mass of PV

power or PV power with larger capacity were installed to the distribution network,

the topology of the distribution network will change, and this leads to the traditional

“passive” network to become an “active” network. Power flow is not necessarily

only from the substation bus flow to the load, there may be against the tide and

complexity of change in voltage. Besides the output power of photovoltaic power

generation system is constrained by the light irradiation intensity and irradiation

time, and this will impact distribution network node voltages further [1].

A paper described using numerical simulation techniques and modular design a

numerical simulation system, which links the PV power to the distribution network,

and refers the PV power to PQ node, and last it simulates the influence of the

photovoltaic power to the distribution network’s voltage under sunny condition,

and makes corresponding analysis. But in the actual grid, node which connects

photovoltaic power types need to be considered [2]. Another described the influ-

ence of distributed photovoltaic power on network, but it did not carry out the

simulation analysis, and its conclusion can’t be effective [3].

According to the random variation of characteristics of the photovoltaic power,

this paper consider the photovoltaic power nodes as PV (constant active and

voltage) or PI (constant active and current), and build the power flow calculation

program of the weakly meshed distribution network containing photovoltaic

powers, at last simulate the influence of PV power to system node under different

weather conditions. Through the study of these new problems, it has important

significance to improve the construction of photovoltaic power generation system,

and expand its application in distribution network, and the study of the reliability of

the entire distribution network.

2 The Influence of Light Intensity on the Photovoltaic

The photovoltaic cells are subject to the natural conditions [4], and the light

condition affects the power output of photovoltaic cells directly. While light

intensity due to rain, clouds, dust and other factors’ influence, the power output

has a certain random variation. Stochastic model of a photovoltaic cell can be

established: in a period of time, light intensity is meet the Beta distribution, and the

output of the photovoltaic cells is directly proportional to the light intensity,

therefore, the output power of photovoltaic cells is meet the Beta distribution:
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f ðPMÞ ¼ Γðαþ βÞ
ΓðαÞΓðβÞ

PM

RM

� �α�1

1� PM

RM

� �β�1

(1)

Where PM and RM are the actual output power and maximum output power, Γ is

the Gamma function, α and β are Beta-distributed shape parameter, which can

derivate from the average intensity μ and variance σ:

α ¼ μ�
μ�ð1� μÞ

σ2
� 1

� �
(2)

β ¼ ð1� μÞ μ�ð1� μÞ
σ2

� 1

� �
(3)

The Volt-watt characteristic of typical photovoltaic is shown in Fig. 1.

From Fig. 1, we can get a conclusion that light intensity and temperature have a

huge impact on photovoltaic cells’ output, and the relation between of them is

non-linear. The power generation is almost totally dependent on weather

conditions, so the photovoltaic power’s injection power is uncertainty. And the

weather condition is the main reason of the distribution system voltage fluctuations.

3 Power Flow’s Calculation with Photovoltaic Power

3.1 Equivalent Model of the Photovoltaic Power

When connects the Photovoltaic cells to the network, it can always run in the case

of a power factor of 1[5], and can run in loss of part of the active power in

distribution network, which is used to reactive power compensation by controlling
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Fig. 1 Photovoltaic battery output performance (Under different temperature with same sunshine,

Under normal temperature with different sunshine)
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the inverter, to make the grid more stable and economic. So, the photovoltaic cells

can be modeled by the inverter with a limited output. According to difference of

control type, the inverter is divided into the current control and voltage control.

1. If the inverter is the current control type, the node is PI node with constant active

power and constant current. In this condition, the injection power is:

Q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jI2jðe2 þ f 2Þ � P2

p
(4)

Thus, photovoltaic power can be taken as PQ node, which can be handled by

the distribution network, by the formula (4). During flow calculation it is

considered as load with the same power level and opposite direction, so its

apparent power is S ¼ �P� jQ, we get the injected current:

_I ¼ ð�P� jQÞ=ðeþ jf Þ½ �� (5)

In formula (4) and (5), e and f are the real and imaginary part of the

photovoltaic power supply voltage respectively.

2. For voltage-controlled inverter, the node is PV node with constant active power

and voltage, the treatment of constant PV system is:

In order to ensure that the PV node voltage amplitude and the active power of

PV node unchanged during iteration, a voltage source could be added to PV

nodes by injecting a certain current to make sure the value of PV node voltage

amplitude equal to the set voltage amplitude, as shown in Fig. 2, if the node i is

PV node, the calculations are as follows:

Δ _IiPV ¼ Z�1
ii � ΔVPV (6)

ΔVPV ¼ V0
PV � VPVj j . Zii ¼ Rii þ jXii . Where Δ _IiPV is injected compensating

current vector of PV node, ΔVPV is the change of voltage amplitude of PV node,

V0
PV is set value of voltage amplitude of PV node,VPV is voltage vector of PV node,

and Zii is the self-impedance of PV node. When the network has more than one PV

node, Zii is an impedance matrix, the diagonal elements are the self-impedance of

PV nodes, non-diagonal elements are the mutual impedance of PV nodes.

+ -

-

+
Zii ΔVPV

VPV

VPV of PV node′Fig. 2 Calculating IPV
equivalent circuit diagram
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3.2 Distribution Power Flow Calculation Method
with PV System

Forward and backward substitution method is very useful in distribution network

power flow calculation. This algorithm assumes that each node voltage is the root

node voltage firstly, and then calculating the current or the beginning power of each

branch in the radiation network, according to load power and the node voltage as

known, from the end node. Then according to the root node voltage and obtained

current or the beginning power to calculate the each branch’s voltage form the first

node to the end, the process is repeated until the iteration is convergence. Figure 3 is

schematic with PV system by forward and backward substitution algorithm.

The specific process of distribution power flow with PV system using forward

and backward substitution method is as follows:

1. Calculate the projected current

_Ii ¼ Si= _Vi

� ��
(7)

In the formula, _Ii is projected current of the i node,Si is projected power, and _Vi

is node voltage.

If this node is a photovoltaic power, the injection current is calculated as

follows:

If the node’s P and I is constant, then according to the formula (5) to solve the

injection current; If the node’s P and V is constant, then according to the formula

(6) to solve the compensation current;

2. Calculate the current of each branch

Update the branch current using injection current: advancing to the root from the

main trunk or branch lines, by assuming that the current is from the substation to

the load, the branch current is just the simple sum of the branch current behind,

as in Fig. 2, the current slip I:

_Il ¼ _Ilþ1 þ _Ir þ _IPV (8)

In the formula, _Il is the current of brunch l, _Ilþ1 is the current of brunch lþ 1, _Ir
is the injected current of the r-node, and _IPV is the injected current of PV system.

V0 Vs Vr Vn
Il+1IlI1

Is Ir IPV
Photovoltaic

Fig. 3 Backward and forward sweep power flow calculation
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3. Update the node’s voltage with forward method

When branch current calculation is finished, the forward method is to calculate

the node’s voltages. Starting from the root node, forward to the end of the main

trunk and branch lines, and the voltage of substation power-saving is known, in

Fig. 2, the voltage of the node r is:

_Vr ¼ _Vs � Zl _Il (9)

In the formula, _Vr is the voltage of the node r, _Vs is the voltage of node s, andZl
is the impedance of branch l.

4 The Influence of PV System on Distributed Network

After the PV system being connected to distribution network, the weather condition

is an important factor that affects the distribution network node voltage. If a sudden

decrease in proportion to the total load of photovoltaic generating capacity, the grid

will appear power shortfall. If the shortfall exceeds a certain limit, it will have an

adverse impact on voltage stability. When it is cloudy, the PV power output can be

affected greatly, and generating power will appear rapid and dramatic changes. To

illustrate the impact of random output of photovoltaic power systems to distributed

network, the IEEE 33 node distribution system was tested. And the system network

is as shown in Fig. 4; it contains 37 branches and five loops in total [6].

4.1 Verify the Correctness of the Algorithm

Program was developed by MATLAB to calculate the IEEE 33 node system, and its

convergence precision is ε ¼ 10�6: The value of voltage reference is taken as

12.66 kV and power reference value is taken as 10 MVA. Figure 5 shows the

simulation results of voltage. After comparing the value of each node voltage of

the final iteration of the algorithm to other algorithm, it verifies that the proposed

algorithm is correct.

4.2 Analysis of Flow Calculation Results

In order to simulate the randomness of the photovoltaic output influence on the

distribution network, this article assumes that the network structure is fixed; the

load size is also constant. Photovoltaic power capacity and type are shown in

Table 1.
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Table 1 The capacity and type of the photovoltaic

Case Location Weather Parameter of photovoltaic power Type

1. 9 Sunny P ¼ 100 kW, I ¼ 50A PI

2. 9 Cloudy P ¼ 100 kW, I ¼ 50A PI

3. 9 The night P ¼ 100 kW, I ¼ 50A PI

4. 9 Sunny P ¼ 100 kW, V ¼ 12.66 kV PV

5. 9 Cloudy P ¼ 100 kW, V ¼ 12.66 kV PV

6. 9 The night P ¼ 100 kW, V ¼ 12.66 kV PV
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Situation 1: the impact on the voltage of grid nodes in different weather conditions

when photovoltaic power’s P and I are constant

Figure 6 shows the simulation result of case1, case2, and case3. The voltage of the

access point in case1 is 0.9586, and the lowest node voltage is 0.92816; the

voltage of the access point in case2 is 0.9441, and the lowest node voltage is

0.9223; the voltage of the access point in case3 is 0.9292, and the lowest node

voltage is 0.913.

Situation 2: the impact on the voltage of grid nodes in different weather conditions

when photovoltaic power’s P and U is constant

Figure 7 shows the simulation result of case4, case5, and case6. The voltage of the

access point in case4 is 1.0014, and the lowest node voltage is 0.9645; the

voltage of the access point in case5 is 0.9317, and the lowest node voltage is

0.92533; the voltage of the access point in case6 is 0.9292, and the lowest node

voltage is 0.91.

5 Conclusion

This paper analyzes and builds the PI and PV mathematical models of photovoltaic

power supply, at the same time, applies back/forward sweep algorithm with IEEE

33 test system to calculate power flow. The main conclusions are:
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1. Both PI type and PV type of photovoltaic power supply connection with grid will

push up the Node voltage of access point and improve power supply quality of

the whole network.

2. Different weather situation has different influence on photovoltaic power supply

network. When the sun is enough, Photovoltaic power output is the largest; it

will obviously improve the access point voltage. In the cloudy or sunshine

mutations, Photovoltaic power output usually can only achieve the half of its

rated output to support access point voltage. At night, photovoltaic power supply

usually has no output and influence on the system.

3. Comparing Case 1 and Case 2, PV type is obviously better than the PI type in

promoting node voltage effect, and the further the distance to the access point,

the little influence to the node voltage.
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Cubature Particle Filter Algorithm Base

on Integrated Navigation System

Qiurong Li and Feng Sun

Abstract In this research work, we study on the Cubature Particle filter (CPF)

algorithm to calculate the estimate value of GPS/INS integrated navigation system.

The error model of the GPS/INS integrated navigation system is nonlinear. CPF is

the algorithm built on Cubature Kalman filter (CKF) and Particle filter (PF), which

has the advantages of both. CPF may therefore provide a systematic solution for

high-dimensional nonlinear filter problems. CPF is presented for simulation. Simu-

lation results show the superior performance of this approach when compared with

suboptimal techniques such as Cubature Kalman filter (CKF) in cases of large

initial misalignment. The results of simulation demonstrate the improved perfor-

mance of the CPF over conventional nonlinear filters. The research provides

theoretical support for engineering design and modification.

Keywords Cubature rule • Cubature Kalman Filter(CKF) • Cubature Particle filter

(CPF) • Integrated navigation

1 Introduction

Filter plays a very important role in the actual systems. In the real world, almost all

systems have nonlinear characteristics. Deeply understand the essence of the

nonlinear system, reasonably establishes the system model, the nonlinear filtering

method effectively helps to analyze and solve all kinds of problems encountered in

engineering practice.
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Kalman filter (KF) is the optimal filter used to estimate linear system [1]. The

GPS/INS navigation system usually uses the Kalman filter to estimate the state of

the system [2, 3]. The simple calculation, recursive structure, and mathematical

rigour of the derivation of the Kalman filter make it suitable and attractive for use in

plenty of practical applications. However, lots of real-world systems are nonlinear

in nature. The extended Kalman filter (EKF) is developed to help account for these

nonlinearities. But EKF is a suboptimal nonlinear filter due to the truncation of the

higher-order terms when linearizing the system [4, 5]. The computational time of

the EKF is similar to that of the Kalman filter [6].

Cubature Kalman filter (CKF) is a nonlinear filtering method without linear-

ization of nonlinear model [7]. The CKF algorithm is unbiased and minimum

variance, which is better than the EKF method in GPS/INS dynamic system

[8]. The CKF is suggested for debasing lineariation bias for the nonlinear

measurement eqziations [9]. Physical systems are often subjected to unexpected

deviations or failures [10]. As a result, it is important to have a method in order

to maintain an accurate and reliable solution [11]. Cubature Kalman

Filter (CKF) algorithm is introduced into the particle filter (PF) framework in

papers [12].

Inertial navigation system (INS) is one kind of autonomous navigation system.

It can supply not only continuous vehicle position and velocity information but also

three axes attitude. Global Position System (GPS), which was developed in 1980s,

can supply accurate position and velocity information at any time in any place. Its

characters lead itself to be more and more widely used for vehicles navigation in air,

sea and land. By integrating the merits of GPS and INS, the GPS/INS integration

system will improve navigation accuracy and reliability.

2 Cubature Particle Filter

The dynamic state space model of discrete form can be expressed as [7]:

Process equation:

xkþ1 ¼ f k xk; ukð Þ þ wk (1)

Measurement equation:

zk ¼ hk xkð Þ þ vk (2)

Where xk is the state of the dynamic system at discrete time k; f kð�Þ andhkð�Þ are
some known functions; uk is the known control input; zk is the measurement;wk and

vk are independent process and measurement Gaussian noise sequences with zero

rueans and covariances, respectively.
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In the Bayesian filtering paradigm, the posterior density of the state provides a

complete statistical description of the state at that time. On the receipt of a new

measurement at timek, we update the old posterior density of the state at time (k � 1)

in two basic steps: time update and measurement update.

Consider a multiple integral of the following form

Iðf Þ ¼
Z
Rn

f ðxÞwðxÞdx (3)

Where f ð�Þ is arbitrary function, wðxÞ � 0 (x 2 Rn). Usually the analytical value

of above integral cannot be obtained and need to get the approximate value by

numerical integration. We can select a set of points with weights ðξi;ωiÞ to

approximate the integral Iðf Þ

Iðf Þ �
Xm
i¼1

ωif ðξiÞ (4)

Recently, Canadian scholars [7] proposed CKF based on spherical-radial crite-

rion to choose the above point set, the specific derivation process can be reference

[7]. CPF choose 2n (n stands for state dimension) cubature points with the same

weights through spherical-radial criterion.

ξi ¼
ffiffiffiffiffi
2n

2

r
½1�i (5)

ωi ¼ 1

2n
; i ¼ 1; 2; . . . ; 2n (6)

Where ½1�i shows the i column of set ½1�. For the two dimensional, namely n ¼ 2:

½1� ¼ ½1; 0�T ;
n

½�1:0�T ; ½0;�1�T ½0; 1�T
o

(7)

After calculating point set ðξi;ωiÞ, CPF algorithm can be acquired through time

updating and measurement updating.

The pseudo-code for the CPF is summarized as follows:

1. Initialization:

x̂0 ¼ E x0ð Þ
P0 ¼ Cov x0; x

T
0

� � ¼ E x0 � x̂0ð Þ x0 � x̂0ð ÞT
h i :

(
(8)
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2. Time Update:

Pk�1 ¼ Sk�1S
T
k�1 k ¼ 1; 2; . . . ;1ð Þ (9)

χi;k�1 ¼ Sk�1ξi þ x̂k�1 (10)

χi;kjk�1 ¼ f χi;k�1

� �
(11)

x̂kjk�1 ¼
Xm
i¼1

χi;kjk�1=m (12)

Pkjk�1 ¼
Xm
i¼1

χi;kjk�1χ
T
i;kjk�1=m� x̂kjk�1x̂

T
kjk�1 þ Qk�1 (13)

3. Measurement Update:

Pkjk�1 ¼ Skjk�1S
T
kjk�1 (14)

χ�i;kjk�1 ¼ Skjk�1ξi þ x̂kjk�1 (15)

Zi;k ¼ h χ�i;kjk�1

� �
(16)

ẑk ¼
Xm
i¼1

Zi;k=m (17)

Pzz ¼
Xm
i¼1

Zi;kZ
T
i;k=m� ẑk ẑ

T
k þ Rk (18)

Pxz ¼
Xm
i¼1

χ�i;kjk�1Z
T
i;k=m� x̂kjk�1ẑ

T
k (19)

Wk ¼ PxzP
�1

zz (20)

x̂k ¼ x̂kjk�1 þWkðzk � ẑkÞ (21)
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4. Filter Update:

x̂kþ1 ¼ x̂kþ1jk þ Kkþ1 zkþ1 � ẑkþ1jk
� �

Kkþ1 ¼ P~xkþ1~zkþ1
P�1
~zkþ1

Pkþ1 ¼ Pkþ1jk � Kkþ1P~zkþ1
KT
kþ1

:

8><
>: (22)

3 System Model

In the east-north-up navigation reference frame,

xðtÞ ¼½φE φN φU δVE δVN δVU δL δλ δH

εx εy εz Δx Δy Δz�T

wherex tð Þ is an 15-dimensional system state vector;φE,φN,φU are vehicle’s attitude

rotation vector errors; δVE, δVN, δVU are velocity errors; δL, δλ, δH are latitude error,

longitude error and height error separately; εx, εy, εz are gyro constant drifts; andΔx,

Δy, Δz are accelerometer zero errors .

The system state error model can be described as follows.

(a) Attitude error equations can be determined by

_φ ¼ δωt
ie þ δωt

et þ ðI � Cp
t Þðωt

ie þ ωt
etÞ þ Ĉt

bε
b (23)

(b) Velocity error equations can be described as

δ _V
t ¼ Cp

t f̂
b � ð2δωt

ie þ δωt
etÞ � Vt � ð2ωt

ie þ ωt
etÞ � δVt þ Ct

pĈ
t
bΔ

b (24)

(c) Position elTor equations can be described as

δ _L ¼ � δVN

RM þ H

δ _λ ¼ δVE

RN þ H
sec L� VE sec L

R
N
þ H

tanLδL

δ _H ¼ δVU

:

8>>>>>>><
>>>>>>>:

(25)

(d) Error equations can be described as

εb ¼ εþ ωε

Δb ¼ Δþ ωΔ

:

�
(26)
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where ωε and ωΔ are zero-mean Gauss white noises.

(e) Velocity measurement equations are determined by

ZvðtÞ ¼
Vc SINS
E � Vc GPS

E

Vc SINS
N � Vc GPS

N

Vc SINS
U � Vc GPS

U

2
64

3
75 ¼

δVx þMx

δVy þMy

δVz þMz

2
64

3
75 (27)

(f) Position measurement equations are determined by

ZpðtÞ ¼
Lc SINS � Lc GPS

λc SINS � λc GPS

hc SINS � hc GPS

2
64

3
75 ¼

δLþ Nx

δλþ Ny

δhþ Nz

2
64

3
75 (28)

whereMx,My,Mz are the velocity errors of GPS receiver; and Nx, Ny, Nz are the

position errors of GPS receiver.

4 Simulation

Conditions as follows.

Initial position: Latitude is 34.1 deg, longitude is 108.7 deg and height is 378.0 m.

Both initial velocity and attitude are 0. Gyro constant drift is 10.0 deg/h. Random

drift is 1.0 deg/h. Accelerometer constant bias is 1,000.0ug. Random bias is

100.0 ug. GPS horizontal position error is 10.0 m. Height error is 10.0 m. Velocity

error is 0.01 m/s. Initial attitude error: 1.5, 1.5, 10.0 deg.

Simulation time is 500 s, the figure consists of the east velocity estimation error,

the north velocity estimation error and the vertical velocity estimation error.

In simulation, we use CPF and CKF on vehicle navigation error estimation,

output after correction of velocity error simulation of Fig. 1 is shown as follows.

As seen in the Fig. 1, the estimation errors of CPF is less than that of CKF about

the estimation of speed errors in the GPS/INS. The error of the east velocity from

0.207 to 0.155 m/s, the error of the north velocity from 0.248 to 0.186 m/s, and the

error of the vertical velocity from 0.373 to 0.364 m/s. Thus, CPF improves the

performance of the filter and the estimation accuracy of the navigation parameters.

It can be seen from the above figures that CPF is more accurate than CKF. CPF

precision is slightly higher than that of CKF, and CPF curve relative to the CKF

smoother.

CPF positioning accuracy is higher than that of CKF, this is because when the

azimuth error is large INS/GPS integrated navigation system for strong nonlinear,

nonlinear state UT to the posterior distribution of the approximation precision is

higher than that of CKF in first-order linear approximation.
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5 Conclusion

This paper presented a method (Cubature Particle filter) for GPS/INS integrated

navigation system based on CKF and PF. The simulation results showed the

performance of the CPF is slightly better than that of the CKF, and the computa-

tional time of the CPF is less than that of the CKF. The CPF can provide superior

performance over the CKF, by better accounting for nonlinearities. The computa-

tional complexity of the CPF is equivalent to that of the EKF. This study might

provide theoretical support for engineering design and modification.
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Unequal Clustering Algorithm for WSNs

Using Particle Swarm Optimization

Ruihua Zhang, Heyou Cheng, and Zhiping Jia

Abstract An important issue in wireless sensor networks (WSNs) is how to

balance the entire network energy consumption and prolong its lifetime. To address

the problem, this paper proposes an Unequal Clustering Algorithm (UCA-PSO)

using Particle Swarm Optimization (PSO) for wireless sensor networks, which

considers nodes’ residual energy and position by grouping them into clusters

of unequal sizes. First, the sink selects a set of cluster heads and groups all

nodes into initial clusters according to clustering radius. Second, PSO algorithm

selects the optimal cluster-head in each initial cluster. Simulation results show that

the UCA-PSO well balanced nodes’ energy consumption and improved the

network lifetime.

Keywords WSNs • Unequal clustering • PSO

1 Introduction

In recent years, the application and demand of wireless sensor networks are more

and more, but nodes’ energy makes its application is restricted. How to balance

nodes’ energy consumption and prolong its lifetime has an important application

foreground.

Clustering and multi-hop routing can reduce energy consumption. Therefore,

many cluster-based routing algorithms have been proposed [1]. EEUC [2] proposes

an energy efficient unequal clustering algorithm for wireless sensor networks. This
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algorithm selects the optimal cluster head by localized competition among tentative

cluster heads. EEUC takes into account the energy balance of intra-clusters and

cluster heads, but it has great randomness.

PSO is an iteration-based optimization algorithm. A set of random solutions are

initialized, then find the optimal solution through many iterations. The best evalua-

tion of a given fitness function is this optimal solution. In the process of iterations,

each particle adjusts its position using previous best individual position and global

best position information, so as to find the optimal solution [3]. When both the

optimal value are find, the particle update its velocity and position according to the

following equations:

VidðtÞ ¼ WVidðt� 1Þ þ c1αðPid � Xidðt� 1ÞÞ þ c2βðPgd � Xidðt� 1ÞÞ (1)

XidðtÞ ¼ Xidðt� 1Þ þ VidðtÞ (2)

Where, Vid and Xid are the velocity and position vector for particle i respectively,
t is the number of iterations. c1 and c2 are learning factors, α and β are random

numbers uniformly distributed in 0 and 1, Pid and Pgd are the best position of

particle i and the global best position respectively, and W is the inertia weight.

Based on EEUC, this paper proposes an unequal clustering algorithm

(UCA-PSO) using PSO. In this algorithm, the sink first initializes a set of the

cluster heads, and forms clusters. In each cluster, the optimal cluster head is

found using PSO. Then, each cluster-head receives and aggregates its members

data, and transmit them to the sink by multi-hop communication.

2 System Model

A sink and many nodes are uniformly distributed in monitoring area, and they are

static after deployment. It is assumed that all node knows its own position by

localization techniques [4].

Following a free space model [5], energy ETx(k,d) is for transmitting a l-bit
packet over distance d,

ETxðl; dÞ ¼ lete þ letad
2 (3)

Where, ete is the energy dissipated per bit to operate the transmitter circuit, eta is
the energy dissipated by transmitter amplification. To receive this message, the

radio expends energy is:

ERxðlÞ ¼ l � erx (4)
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3 The UCA-PSO Mechanism

The UCA-PSO consists of four parts: clustering initialization, unequal clustering

radius, fitness function, and PSO algorithm.

3.1 Clustering Initialization

After the nodes are deployed, each node sends its position and energy information

to the sink. The sink receives this information and selects a set of initial cluster

heads using the simulated annealing algorithm [6]. During the choice of cluster

heads, the sink considers their energy and location.

The sink calculates the distance to each node according to their position, and

broadcasts a message to all sensor nodes. The message includes the parameter dmax,
dmin, and the position of cluster heads and sink. dmax and dmin are the maximum and

minimum distance between sensor nodes to the sink, respectively.

3.2 Unequal Clustering Radius

In WSNs, many-to-one communication pattern makes cluster heads nearer the sink

relay more data pockets. So cluster heads nearer the sink have smaller cluster sizes,

and its clustering radius is smaller. Suppose predefined constant Rmax is the maxi-

mum clustering radius. Clustering radius Ri of node i is the following equations [2]:

Ri ¼ 1� c� dmax � dði; sinkÞ
dmax � dmin

� �
Rmax (5)

Where, dði; sinkÞ is the distance of node i and the sink, c is a constant coefficient
in [0,1].

3.3 Fitness Function

In PSO, fitness function definition is a major issue. Cluster-head selection in WSNs

should consider its energy and location. The optimal cluster-head selection uses

PSO algorithm. So the fitness function f is defined:

f ðkÞ ¼ ε� f1ðkÞ þ ð1� εÞf2ðkÞ (6)
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f1ðkÞ ¼ EðkÞ�Xm
i¼1

EðiÞ (7)

f2ðkÞ ¼ ðm� 1Þ�Xm
i¼1

dði; kÞ (8)

During each generation, EðiÞ is the energy of particle i, and EðkÞ is the energy of
the particle k, and m is the number of nodes in the initial cluster, and dði; kÞ is the
distance of particle i and k, and ε is a predefined constant between 0 and 1. So each

iteration chooses the particle with the maximum fitness value of f as global best
position. Function f1 optimizes the network energy efficiency, and f2 minimizes the

intra-cluster distance of nodes and their candidate cluster-head.

3.4 PSO Algorithm

PSO algorithm needs to group the network into initial clusters, and chooses the

optimal cluster-head using PSO for each cluster. Process of this specific steps is as

follows:

1. According to clustering initialization, the sink selects a set of cluster heads. Each

cluster-head broadcast a message to its neighbor nodes in clustering radius, and

ordinary nodes join the nearest cluster-head by sending a message. This message

contains its current energy and position. So the network set up initial clusters.

2. For each initial cluster, PSO selects the optimal cluster head.

Step1: Initialize m particles, and m is the number of nodes in the initial cluster.

Step2: For each particle i, initial operation is as follows:

1. Randomly initialize each particle’s position and velocity, and correct its

position to map the nearest node.

2. Calculate each particle’s fitness value using formula (6, 7, and 8), and

Pid ¼ f ðiÞ; Pgd ¼ max f ðiÞ|fflfflfflffl{zfflfflfflffl}
i¼1;2;...;m

Step3: Repeat the following steps until the maximum number of iterations or the

specific conditions are reached.

1. Update the position of each particle using formula (1) and (2), and correct its

position to map the nearest node. So each particle identifies a node in the

initial cluster.

2. Calculate each particle’s fitness value using formula (6, 7, and 8), and

Pid ¼ f ðiÞ; Pgd ¼ max f ðiÞ|fflfflfflffl{zfflfflfflffl}
i¼1;2;...;m
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Step4: Select the particle with the maximum fitness value as the cluster-head,

and it is the optimal cluster head. Cluster head broadcast a message across the

cluster.

3. Set up the optimal clusters in WSNs.

4 Simulations

In this section, several simulations are carried out to evaluate the performance of

the proposed UCA-PSO using network simulator OMNET++. For simulation

environment, 100 static nodes are uniformly distributed in a 200 m � 200 m

monitoring area, and sink is located at position (100,250). In implementing PSO,

the search is terminated within 40 iterations. Table 1 is the simulation parameters

[5]. The average of 200 independent experiments is each simulation result.

4.1 Clustering Characteristics

According to data transmission in the hierarchical WSNs, cluster-head consumes

more energy relative to member node, and number of cluster heads directly affects

network lifetime. So we analyze the performance of clustering characteristics about

UCA-PSO, and the UCA-PSO and EEUC in different scenarios are run.

Figure 1 shows the average clusters number trends based on Rmaxwhen c in Eq. 5
is difference. Their change trend for UCA-PSO and EEUC is the same. This is

because they all are unequal clustering and clustering radius function Eq. 5 is the

same. When Rmax and c is fixed, UCA-PSO generate less clusters than EEUC. This

is due to the difference in cluster-head selection strategy for two algorithms. In

UCA-PSO, cluster-head selection considers nodes’ residual energy and position

within its clustering radius. In EEUC, final cluster head selection considers their

residual energy within tentative cluster-heads that are randomly selected according

to a constant T.

Table 1 Parameters

Parameter Value Parameter Value

Monitoring area 200 m � 200 m c 0.4

Sink position (100, 250)m N 100

Rmax 50 m Data packet 128 bytes

Transmitter circuitry, ete 50nЈ/bit Control packet 10 bytes

Receiver circuitry, erx 50nЈ/bit TD_MAX 70 m

eta 10 pЈ/bit/m2 c1 and c2 2

Initial energy 0.5 J
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The clustering algorithm stability is studied in the section. Figure 2 illuminates

the distribution of the clustering for UCA-PSO and EEUC. It is statistics from

randomly selected 100 experiments. Clustering number for UCA-PSO is more

steadier than that for EEUC. This is because EEUC randomly selects a set of

tentative cluster-heads, and they rely on the constant T. In UCA-PSO, position

and residual energy become the two primary factors in selecting cluster-heads. So

UCA-PSO gets a steady clustering.

4.2 Network Lifetime

In this section, the network lifetime for both UCA-PSO and EEUC algorithms is

compared. The network lifetime is defined as rounds until the first node dies.

Fig. 1 The average number of clusters generated by unequal clustering

a b

Fig. 2 Distribution of clustering in 100 round (a) UCA-PSO (b) EEUC
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Figure 3 shows the network lifetime for both UCA-PSO and EEUC based on the

number of nodes when Rmax is 50 m. As seen in Fig. 3, the network lifetime for

EEUC algorithm is shorter than that for UCA-PSO algorithm. This is because of the

generated more clusters and its instability of the clustering mechanism for EEUC

algorithm. It shows UCA-PSO achieves 11.8 % improvement over EEUC in the

network lifetime.

5 Conclusion

This paper proposed an unequal clustering algorithm (UCA-PSO) for WSNs using

PSO to improve the network lifetime. The clustering radius was given that should

decrease as the distance to the sink decreases. The sink selected a set of cluster

heads and set up initial unequal clusters according to clustering radius. A new

fitness function was defined that considers nodes’ energy and location. The optimal

cluster-head was selected by PSO algorithm in each initial cluster. Simulation

results showed that UCA-PSO achieves 11.8 % improvement over EEUC in the

network lifetime, and clearly improved the network lifetime.
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A New Protection Algorithm for Distribution

Network with Distributed Generation Based

on Intelligent Electronic Device Information

Wentao Ruan and Hongxia Zhan

Abstract With multiple distributed generation (DG) connected to the distribution

network, the original protection of the distribution network is no longer adaptable.

A new protection algorithm based on intelligent electronic (IED) information is

presented. The algorithm firstly determines which feeder the fault is located by

comparing with the fault current size of the relative IED department, then it finds

out the fault area by simple vector operations and synthetic analysis. At the same

time, it forms fault trip information vector and sends trip instruction for fault

isolation. This algorithm is clear and its vector operations and processing are simple

and small. It can find out the fault section exactly. Through some case analysis of

different faults, the validity of the algorithm was verified.

Keywords Distributed generation • Distribution network • Intelligent electric

device • Protection algorithm • Vector

1 Introduction

With the rapid development of distributed power generation technology, DG

penetration levels increase in the distribution network. The traditional power

distribution system of radiation is from a single supply network into multiple

power supply network, and the environment of protection has undergone great

changes [1]. The current protection based on radiation network is difficult to meet

changing requirements of distribution networks with DG. In order to meet the

compatibility of smart grid, ensuring safe and stable operation for the new distribu-

tion network, the new protection strategy must be developed. A paper proposed a

simple fault location algorithm of multiple power [2], but it ignored the issue of the
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fault location of the end. A paper proposed a fault location algorithm, which

determined the fault section by network structure matrix and fault information

matrix [3]. But the fault section is divided into “between the FTU” and “between

nodes”, increasing the complexity of this algorithm and is not adaptive to changes

in the structure of the network. A algorithm in a paper solved the problem of the

protection selection [4], but it needs to install PT for solving the problem of

direction distinguishing. As PT is not installed on the feeder, its application field

is limited. Another paper has proposed a fault location algorithm without PT

channel [5], but all nodes information of the network needs to be collected, so the

amount of information processing and computing is too large. With the develop-

ment of modern measurement technology and communications technology, a wide

area protection is appearing. It can attain much information of the power system

and make use of the information for developing protection strategy [6]. Based on

this thought, the paper proposed a protection algorithm based on IED information:

First, it determines which feeder the fault is located by comparing with the fault

current size of the beginning’s IED of the feeders. Then it forms power path vector

and fault information vector according to the network structure and IED’s fault

direction information of the fault feeder, finding out the fault area by simple vector

operations and analysis. At the same time, it forms fault trip information vector and

sends trip instructions to related IED for fault isolation.

2 Implementation of the Protection Algorithm

This algorithm is implemented in two steps. The first step is to distinguish fault

feeder, that is, it determines which feeder the fault is located. The second step is to

distinguish fault zone, that is, it determines the specific fault area from the fault

feeder.

2.1 System Structure and Configuration of Protection

Figure 1 is a distribution network with DGs. In order to take full advantage of DG

and ensure island or micro-grid operation in the fault event, each DG is accessible

to the system from section bus. Both ends of the line and the access port of DG are

equipped with circuit breaker or switch. Additionally, each breaker has a

corresponding IED. The protection system consists of the main station of protec-

tion, the breakers, their corresponding IEDs and communication network. IED is

responsible for collecting and processing information(size, direction of the fault

current) of its installation point. In addition the IED has the ability to communicate

with the station of distribution network automation and perform action commands

[7]. When a failure occurs, related IEDs send fault information to main station

through communication network, then the main station calls protection algorithm
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for comprehensive judgment to find fault area and sends tripping commands to

relevant IED for fault isolation. As the DGs access to system, the fault current is no

longer just provided by the system power. Therefore, the protection algorithm

regulates that the positive direction is from the system power to the load or DG.

2.2 Fault Feeder Detection

As we know, the fault current is provided by the system power and DGs in the

distribution network with DGs. If a fault occurs in the feeder 2 as shown in Fig. 1,

the following equation can be obtained by the KCL:

Id2 ¼ Is þ
X

Idn (1)

Here,“Id2” is the current detected by the IED of feed2. “Is” is the fault current

provided by system power. “
P

Idn” is the current flowing through beginning’s IEDs
of the other feeders and provided by DGs.

In the current distribution network, the capacity of DG connected to the user side

is between KW and MW, but the capacity of main transformer in the substation is

relatively large. We can approximatively take the short-circuit capacity of system

power as the main transformer’s [8]. Because there is a huge difference in the short-

circuit capacity, the size of fault current provided by system power is much larger

than the one provided by DG on the other feeders and they are not an order of

magnitude. That is, Is >>
P

Idn , thereby, Id2 >>
P

Idn . That is to say, the fault

current detected by the beginning’s IED on the fault feeder is much larger than any

one on non-fault feeder. (We can attain the result by transient simulation in

MATLAB software).

Fig. 1 The structure of distribution network with DGs
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Therefore, the searching criterion of fault feeder is:

Id ¼ max Idnf g (2)

After the fault, the system station will compare with the size of “Idn” to find out

the maximal one, which is on the fault feeder.

2.3 Location and Isolation of Fault Section

After detecting which feeder the fault is in, protection algorithm will be further

carried out in the fault feeder.

2.3.1 Network Path Vector and Fault Direction Vector

The topology of feeder2 is shown in Fig. 2 according to positive direction. It takes

each IED on the feeder as a node and it gives each node a number. Additionally, the

sections between the adjacent nodes are also numbered and each section number is

the same as the node number of the upstream which is directly connected to. Assume

that the system network is in normal state and all circuit breakers are in the closed

state. According to the circulation path of the current in the feeder, we can identify

all of the power supply path in the feeder. There are three power supply paths in the

feeder2. If each path is represented by the nodes which contains, the paths are as

follows: L1 1 ! 2 ! 6ð Þ , L2 1 ! 2 ! 3 ! 4 ! 7ð Þ , L3 1 ! 2 ! 3 ! 4 ! 5ð Þ .
The power supply path of one feeder can also be represented by the vector of L,

L ¼ L1; L2 . . . Li . . . Lnð Þ (3)

(i ¼ 1,2. . .n, “n” is the number of power supply path, Li is the corresponding row

vector of a path).

This article provides that if a node belongs to the path, it is marked with “1”, if

not, it is marked with “0”. Therefore, the corresponding vectors of three paths in the

feeder2 are as follows: L1 ¼ 1 1 0 0 0 1 0ð Þ ; L2 ¼ 1 1 1 1 0 0 1ð Þ ; L3 ¼
1 1 1 1 1 0 0ð Þ. That is, L ¼ L1; L2; L3ð Þ. When a fault occurs, each IED on the

feeder detects its direction and uploads the information to the master side. Thus a

fault direction vector is formed, which is represented by “F”. Element in F is the

fault direction information of each node. Its elements are defined as follows:

2
1

3 54

7

K2K1 K3

IED

6

Fig. 2 The topology of

feeder 2
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fj ¼
1 fault current flowing through ‘‘j’’ and it’s positive

0 ‘‘j’’ is negative fault current or no fault current flowing

8><
>: (4)

Suppose a fault occurred in region“②”, only node “1”and “2” are flowed

through the positive fault current. Thus the direction vector of fault current was “

F ¼ 1 1 0 0 0 0 0ð Þ”.

2.3.2 The Steps of Location and Isolation

① The first step is to determine which path the fault section belongs to. if path

vector “L”and vector “digF” meet the flowing condition:

L � digF ¼ M1;M2 � � �Mi � � �Mnð ÞT ¼ M and Mi ¼ Li (5)

the fault is located in the path of Li.
② The second step is to find out the out-point of the fault section and determine the

fault section. (the “out-point” is a node directly connected to the fault section and

the fault current flow out of it). “Pi” is the judging vector, which is equal to “F”
minus “Li”, that is, “Pi ¼ Li � F” . Then it begins to query (from the left to the right)

the first element in “Pi”whose value is “1”. If “Pi” is not “0”, the corresponding node

of that element is the out-point, the section in the upstream of the out-point and

which is directly connected to is the fault section. If “Pi” is “0”, the fault section is at

the end of path“Li”.
③ The third step is fault isolation. After finding the fault section, tripping vector “T
”is formed. The element “tj” in “T”is defined as follows:

tj ¼
1 node ‘‘j’’ is the out� point or its number is the same

as fault sec tion’s

0 other cases

8><
>: (6)

The main station will send tripping commands to the nodes in “T” whose value is
“1” for fault isolation.

3 Analysis of Fault Example

Take the fault in feeder2 for example. After the fault, the protection algorithm starts

to search fault feeder. According to the searching criterion of fault feeder, “Id2” is
maximum in “Idn”, so feeder 2 is the fault feeder. Now We analyze the fault in

sectionalized busbars, middle of the feeder and end of the feeder.
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① A fault of “ K1 ” is in sectionalized busbars. At this moment,

F ¼ 1 1 0 0 0 0 0ð Þ . According to the step “①” above, we make a simple

multiplication. We can get the result that the path vector L1、 L2 and L3 meet the

condition, then they respectively make subtraction with “ F ”. We can get the

judging vector: P1 ¼ 0 0 0 0 0 1 0ð Þ , P2 ¼ 0 0 1 1 0 0 1ð Þ , P3 ¼
0 0 1 1 1 0 0ð Þ . The first element in “P1 ” whose value is “1” is node “6”.

Similarly, node “3” is the first element in “P2” and “P3” . So the node “6”and node

“3”are the out-points. Obviously, the fault section is “②” . According to step “③”,

we can get the results: t2 ¼ 1; t3 ¼ 1; t6 ¼ 1. Then the tripping vector is formed :

T ¼ 0 1 1 0 0 1 0ð Þ.Finally the main station would send tripping commands to

the breaker of node “2”, node “3” and node “6” for fault isolation.

② A fault of “K2 ” is in the middle of feeder. According to the steps of the

protection algorithm, we can get the flowing vector: F ¼ 1 1 1 0 0 0 0ð Þ;
P2¼ 0 0 0 1 0 0 1ð Þ , P3 ¼ 0 0 0 1 1 0 0ð Þ , T ¼ 0 0 1 1 0 0 0ð Þ . So
the fault section is “③” and tripping commands would be sent to the node “2”,

node “3” for isolation.

③ A fault of “K3 ” is in the end of feeder. Similarly, we can get the result:

F¼ 1 1 1 1 1 0 0ð Þ , P3 ¼ 0 , T ¼ 0 0 0 0 1 0 0ð Þ . The fault section is

“⑤”. Then the main station would send tripping command to the node “5” for

isolation.

4 The Instructions of the Protection Algorithm

From Sect. 3, we can know that the faults were all found out exactly. The fault

examples verified the validity of the protection algorithm. Simultaneously, it didn’t

need PT to collect voltage information and only some relevant nodes information of

fault current should be collected. The algorithm reduced the amount of processing

information and computation. In the distribution network, the DG switching is

determined by the operator of the DG, it has the characteristics of random

variability. But the DG switching would inevitably lead to the changes of feeder

network topology and the network power supply path and the node on feeder will

change. Therefore, once the DG in operation or decommissioning, the master side

amended the power supply path vector accordingly (only operational DG

corresponding to the IED as a node).

The details discussed above shows that the fault current information is the basis

of the protection algorithm. The algorithm detects the size of fault current by

installing CT on corresponding IED. The detection of the fault direction can use

the method which makes use of the phase changes of positive sequence current to

detect the direction [9]. In addition, we must rely on a strong and reliable commu-

nication network to ensure the accuracy and rapidity of information transmission.

The standard of IEC61850 made hierarchical and distributed standardized modeling

and configuration for power system. It can achieve seamless connectivity between
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different systems and achieve interoperability between different devices. According

to the standard’s definition, when several data upload to a server platform,

it can guarantee that the operating time of the protection is about 4 ms [10].

Therefore, we can apply the IEC61850 technology to the protection algorithm.

Flowchart of the protection algorithm is as follows (Fig. 3):

5 Conclusion

①According to the characteristics of fault current and network structure, this paper

proposed a protection algorithm based on IED information. This algorithm was

implemented following two steps, which are detection of fault feeder, location and

isolation of fault section. The algorithm can be deemed as clear and reliable.

② The protection algorithm narrows the fault scope to a specific feeder, simplifying

the network structure and excluding a lot of unrelated nodes. Thereby, it can reduce

the amount of processing information and computation. In the computing process,

there are only vector multiplication and addition operations, which are much

simpler than the matrix algorithm of the past. So it can greatly accelerate the

processing speed of the computer program.

Start

Search fault feeder by criteria : Id = max {Idn}

form power path vector “L” and fault information vector “F ”

Is“ Pi = Li − F ”
“0” or not

The first node whose value is “1”
in “Pi” is the fault out-node

Fault area is at the end of path “Li”

Form trip vector “T”,then
trip the relative IED’s protection

Fault removed and algorithm
ended

Perform the operation “L⋅ diagF ” to find out the fault power supply

Y

N

Fig. 3 Flowchart of the protection algorithm
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③ The protection algorithm can clearly distinguish the fault of each section. In

addition, it is adaptable to the changes of network structure and it can be amended

accordingly.

④ The protection algorithm does not require collecting the information of voltage,

so it needn’t to install PT device. Thus the configuration of protection and invest-

ment costs can be reduced.
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The Day-Ahead Neural NetworkWind Power

Prediction Method in Wind Farms

Wen-hui Zhao, Jin Ma, and Zheng-zhong Zhang

Abstract When the proportion of the wind energy is more and more in the word

energy, the large scale of wind power grid has great influence on the power system

scheduling and the safe operation. Because the day-ahead wind power prediction

can help the scheduling department make electricity generation plan, it is very

necessary for the wind farms. Now the wind power prediction method is mainly

based on the short-term prediction. The prediction method expounded by this paper,

is the application of the BP network to forecast the wind power in the wind farms,

and improves the forecast model and day-ahead the prediction results.

Keywords Wind power • Prediction method • Day-ahead forecast • Neural

network

1 Introduction

Since the global oil, coal and other fossil resources become increasingly scarce,

wind and other renewable energy development and application has been paid great

attention all over the world. After the large scale wind power connection with

power grid, lots of experts devote to studying the wind power forecast method all

over the world.

At present most mature wind power forecast system is mainly developed by

Europe, the United States and other developed countries. For example, the Predic-

tion system which is developed by Danish national laboratory uses the physical

model [1];The Prediction system which is developed by German Walden university

uses the combination forecast method, and can give 2 days of wind power predic-

tion on large area [2];The ANMOS project, which is jointly developed by France,
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Ireland, Spain, German, Greece, Denmark and England, uses the combination

forecast model and can be applied to both land and sea wind farms; In addition,

there are also the EWind system which is developed by the United States TrueWind

company and the GH-FORECASTER system which is developed by Garrad Hassan

company. The forecast system which is designed by china electrical science

institute has been put into application; its RMS error is about 15 % [3].

2 Wind Power Prediction Principle

According to different time scale [4], the wind power prediction can be divided into

three kinds: one is the short-term prediction (a few minutes), mainly applied in the

wind generator control; Another is medium-term prediction (hours to days), mainly

used in wind power grid-connected and grid dispatching; The last one is long-term

prediction (weeks and months), mainly used in wind farms and grid maintenance

plan. According to the different needs for operation mode of the power system

scheduling department arrangement, the wind power prediction can be divided into

day-ahead prediction and real-time prediction, day-ahead prediction is the forecast

ahead 24 h. Real-time prediction is the rolling forecast to each point. According to

the different prediction model, the wind power prediction method can generally be

divided into physical method and statistics method.

2.1 Physical Method

The physical methods essence is that using the wind speed, wind direction, temper-

ature, humidity and other weather information to forecast. According to the wind

farms geographic information and physical information to calculate the wind speed,

wind direction, temperature, pressure and so on. The physical method does not

require a lot of long measure data and applies to the complex terrain, but the

researchers must have abundant weather knowledge to build an accurate model.

When the model is rough, the prediction accuracy is poor. Figure 1 shows the

physical prediction method.

2.2 Statistical Method

The statistical methods essence is that, building a mapping relationship between the

system input (NWP, historical data, and the measured data) and wind power. The

commonly used methods have duration method, stochastic time series method [5],

support vector machine (SVM) method [6], artificial neural network method [7] and

so on. In the wind power prediction, the input of the model is usually several
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historical data, the real-time data SCADA (supervisory control and data acquisi-

tion) system and digital meteorological forecast (NWP) data.

3 Neural Network Methods

Using the traditional statistics methods to predict the wind power has the

characteristics of the model simple and speed fast, but in the face of complex

nonlinear wind speed and wind power the prediction accuracy certainly will be

affected. The advantage of Neural network is not needed to ensure the accurate

mathematical model.

3.1 BP Neural Network

The BP neural network is a kind of the most commonly used neural network

method, based on the error back propagation algorithm of artificial neural network

includes the input layer, interface layer (hidden) and output layer. The BP neural

network learning process is divided into positive spread and back propagation,

namely the information positive dissemination and the error back propagation two

processes are made up. In the process of positive transmission, the neurons of the

NWP
(wind speed, wind direction, air pressure, 

temperature, etc)

Convert to the height of wheel hub
(contour line, roughness, barrier, etc)

Wind power curve
(wake flow, unit situation, etc)

Wind power prediction

Fig. 1 Prediction flowchart

of the physical method
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input layer is responsible for receiving the information from outside, and pass the

information to the neurons of the interface layer; Interface layer is the internal

information processing layer, which is responsible for information transformation,

according to the demand for information change capacity, interface layer can also

be designed to single hidden layer or more hidden layer structure; Finally the

hidden layer transfer the each neuron information to output layer, after the further

processing completing a learning process is spread. Then the output layer output

information processing results to the outside world. When output does not agree

with output, it is time to turn into the error back propagation process. Through the

network will return the error signal through the original connecting path, mean-

while modifying every layer neurons weights until it reaches the desired objective.

In constant positive spread and error back propagation process, the model adjusts

the weights of each layer, until the network error output reduced to the desired

value, or the pre-set number of learning. Figure 2 shows the learning process.

Initialization

Giving the input value and the target

Solving each node output for hidden
and output layer

Solving deviation between the target
and the actual value

Calculating backward error

Adjusting relevance weights

Training over

Deny

Fig. 2 Flow chart of BP

network learning
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3.2 Used for the Wind Power Prediction
and the BP Neural Network Model

This paper uses the BP neural network model with the wind speed, wind direction

sine, wind direction cosine, temperature as input parameters, and the wind power as

the output.

In order to improve the prediction precision, firstly needing to input data

optimized.

1. To calibrate the data of the numerical weather prediction system

Using linear regression method. The correction model is that:

vrNMP:t ¼ vNMP:t � eNMP:t (1)

Where vNMP:t is the wind speed of numerical weather prediction system at time

t before the correction vrNMP:t is the wind speed at time t after the correction.

eNMP:t ¼ aþ b � vNMP:t (2)

a ¼ eNMP � bNMP (3)

b ¼
Nc

PNc

i¼1

eNMP;i vNMP;t �
PNc

i¼1

eNMP;i

PNc

i¼1

eNMP;i

PNc

i¼1

vNMP;i

Nc

PNC

i¼1

v2NMP;i �ðPNc

i¼1

vNMP;iÞ
2

(4)

eNMP;i ¼ vNMP;i � vmeans;i (5)

Where the number of samples is Nc , vmeans;i is wind electric field measured wind

speed.

2. Data normalization

In order to be beneficial to the neural network training for the local minimum and

as far as possible to train converge, the data initial selection cannot be ignored. In

this paper, each input individually normalized in the interval [�1, 1], the

normalization formula is that:

yi ¼
xi �minfxig

maxfxig �minfxig (6)

Where fxig is the sequence normalized before, fyig is the sequence after

normalized. The other input parameters are the same normalization method.
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3. BP neural network parameters

According to the literature [8], the hidden layer node is selected as

9, transfer function uses the sigmoid function and linear function, hidden

layer transfer function uses the tansig function, the output layer uses the purelin

transfer function, training algorithm uses L-M algorithm. Figure 3 shows the BP

neural network model.

4 Forecast Instance and Analysis

Figure 4 is the results of wind power prediction 24 h before, the abscissa has 96 time

points and each point represents the interval of 15 min. Figure 5 is the results of

wind power prediction 48 h before, the abscissa has 192 time points. Figure 6 is the

results of wind power prediction 72 h before; the abscissa has 288 time points. In all

figures the blue solid line is the real value which is collected by the wind farm

SCADA system, the red dotted line is the forecast value of the BP neural network.

In the common, using two prediction errors of the common international

indicators to analysis the predict results: one is the mean absolute error (MAE);

the other is the normalized root mean square error (NRMSE). The mean absolute

error is defined as:

MAE ¼ 1

N

XN
n¼1

Pmeasure �Pforecast

�� �� (7)

Input layer Hidden layer Output layer

……

Wind speed

Wind direction
sine

Wind direction
cosine

Output power

Fig. 3 Structure chart

of BP neural network
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The normalized root mean square error is defined as:

NRMSE ¼ 1

N

XN
n¼1

ðPmeasure �Pforecast

Prated
Þ
2

(8)

Where Pmeasure; Pforecast; Prated represent the real wind power value, BP neural

network forecast value and the rated power of prediction wind generator, N is the

number of forecast data.

50

45

35

25

15

5

10

0
0 10 20 30 40 50 60 70 80 90 100

40

30

20

time/15min

b- real value, r-- forecast value

fo
re

ca
st

 p
ow

er
/M

W
)

Fig. 4 Wind power prediction results of 24 h before
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Fig. 5 Wind power prediction results of 48 h before
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Shown in Figs. 4, 5, 6 and Table 1, BP neural network is more accurate

prediction of wind power results in 24 h before. More than 24 h after 48 h in

advance and 72 h in advance of regularization of the root mean square error

(NRMSE), but the average absolute error (MAE) changes in the rate of change of

more than 30 % 48 h in advance and 72 h in advance, the average absolute error

(MAE) rate of change of 5.36 %. This study shows that the BP neural network more

accurate results in 24 h in advance of the wind power forecast from the formal rms

error of about 12 %, more than 24 h after the prediction error will increase

significantly, and the average absolute error changes, indicating that neural network

on the recently predicted that the results were quite good, more than 24 h in advance

accuracy will be significantly decreased. MAE and NRMSE of 48 h in advance and

72 h in advance or less, explain or less 48 h in advance and 72 h in advance of

forecast accuracy.

5 Conclusion

By analyzing the result from the wind farm which is 49.5 MW rate power in

6 months, it is shown that the BP neural network can be very good at predicting

the day-ahead forecast wind farm output power. Using wind speeds, wind direction
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Fig. 6 Wind power prediction results of 72 h before

Table 1 The contrast of

different time neural

network prediction results

Predict ahead of time MAE/MW NRMSE/%

24 h 4.1690 12.26

48 h 5.4414 16.75

72 h 5.7333 18.15
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sine, wind direction cosine and temperature as input variables and the network

structure 4-9-1, the mean absolute error of 24 h in advance day-ahead prediction is

4.169 MW; its numerical root mean square error is 12.26 %. In this paper using the

linear regression calibration to calibrate the numerical weather prediction system

data and optimize the input parameters, thus improving the day-ahead wind power

prediction accuracy of the BP neural network. It provides the scheduling depart-

ment to design a power generation plan, improving the impact of wind power grid-

connected.
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Blind Single-Image Super Resolution

Reconstruction with Gaussian Blur

Fengqing Qin

Abstract To enhance the resolution of image, a framework of a blind single-image

super resolution reconstruction method with Gaussian blur is proposed. In the low

resolution imaging model, the processes of Gaussian blur, down-sampling and

noise are considered. Through an error-parameter analyzing method, Gaussian

point spread function is estimated automatically. Super resolution image is

reconstructed through iterative back projection algorithm. Experiment is performed

on a simulated low resolution image. The results show that the parameters of

Gaussian point spread function are accurately estimated. The influence of Gaussian

blur estimation on blind single-image super resolution reconstruction is also

justified in an experimental way. The more accurate the Gaussian blur is estimated,

the better quality of the SR image will be achieved.

Keywords Gaussian blur • Super resolution • Single-image • Low resolution

• Iterative back projection

1 Introduction

High resolution (HR) image is required in many areas, such as medical imaging,

satellite imaging, and video surveillance [1]. Due to the limitations of imaging system

and imaging process, the commonly acquired image is low resolution. To resolve this

problem, hardware method is a direct way by enhancing the precision with expensive

cost and some limitations. Software method is considered and researched with lower

cost. Among them, super resolution (SR) reconstruction method is an efficient way to

produce a HR image from one or multiple low resolution (LR) images.
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According to the used LR images, image SR mainly includes multi-image SR

and single-image SR [2]. Multi-image SR is commonly researched, in which the

movement with sub-pixel precision is estimated and utilized to reconstruct a HR

image. Image registration is very important in this multi-image SR. If the move-

ment between the LR images is estimated with low accuracy, the misregistration

phenomenon will be very obvious, and the SR reconstruction quality will degrade

greatly [3]. However, in some cases, multiple image of the same scene cannot be

acquired. HR image should be reconstructed from a single LR image. Thus, single-

image SR is proposed naturally [4].

As the second generation of image restoration technology, image SR reconstruc-

tion is also a blind problem, which means the blur process of the imaging system

should be estimated to obtain the HR image. However, the estimation of blur

function has always been the difficult problem in image processing area, which

has not been well resolved yet. Thus, in many papers, the blur function is given with

a supposed Gaussian PSF or not considered at all, which does not conform to the

true imaging process of optical devices and limits the SR reconstruction quality.

Blind image SR reconstruction is still a difficult and hot discussed issue in image

processing [5].

A framework of blind sing-image SR reconstruction method with is researched.

In the LR imaging model, the processes of Gaussian blur, down-sampling, as well

as noise are considered. The Gaussian PSF is estimated automatically and its role on

SR blind single-image SR reconstruction is justified.

2 The Framework of Blind Single-Image SR

Reconstruction

2.1 LR Imaging Model

In the LR imaging model, the degrading processes of blurring, down-sampling and

noise are all considered, as shown in Fig. 1. Firstly, the real scene is blurred. The

blurring process (B) may be denoted by point spread function (PSF). The blurred

image is gained by the convolution of HR image (F) and PSF. The blur mainly
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Fig. 1 Framework of

single-image SR
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includes the Gaussian blur induced by the optical devices of the imaging system, the

motion blur caused by the movement of the scene or the camera, as well as the

defocus blur bringing by the false focus while imaging, etc. Among them, Gaussian

blur is the most common, and the support of PSF is larger than the LR pixel size [6, 7].

Secondly, the down-sampling process (D) is performed on the blurred image.

Here, the down-sampling factor is taken as an integer value. The down-sampled

image is gained by taking the neighborhood averaging of the blurred image.

Thirdly, the final LR image (Y) is generated by adding noise (N) to the down-

sampled image. Here, the noise is assumed to be the white noise with zero means.

According to the above analysis, the mathematical description of LR imaging

model of single-image SR can be expressed as follows:

Y ¼ DBFþ N (1)

Where, Y represents the LR image, which is gained by the following steps. The

HR image (F) is convolved with a blurring function (B). Then, the blurred image is

down-sampled (D) with a given factor. Finally, noise is added to the down-sampled

image.

2.2 Framework of the Single-Image SR Reconstruction

Among the current SR reconstruction approaches, iterative back projection (IBP)

method has the advantages of small computation, fast convergence rate, good

reconstruction effect, etc. The estimated information about the LR imaging model

can be well utilized in the IBP algorithm. If the LR imaging model is estimated

accurately, the SR reconstructed image will achieve quality.

In IBP algorithm, by back projecting the error of the estimated LR image and the

original image onto the HR image grid, the estimation error is gained to modify to

estimated HR image. Repeating the above process until the iteration time is greater

than a given number or the estimation error is less than a threshold, the SR image

will be gained.

According to the LR imaging model proposed in this paper and the idea of IBP

algorithm, the framework of the single-image SR reconstruction method is shown

in Fig. 1. Here, k is the iteration time; f̂ is the estimated SR image; y is the observed

LR image; ŷ is the simulated LR images of f̂ passed through the LR imaging model;

B and D are the matrix forms of the motion blur and down-sampling respectively;

B�1 and D�1 denote the inverse operation of B and D; n is the system noise; HBP is

the back projection operation; ŷ� y is the difference of simulated LR image and the

practical LR image; λ is the gradient step.
The IBP algorithm may be expressed as follows:

f̂ kþ1 ¼ f̂ k � λHBPðŷk � yÞ: (2)
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Here, the initial value of the estimated HR image is the Bilinear interpolated

image of the LR image. In some cases, the gray levels at some pixels in the

estimated image may be beyond the boundary. In to make sure that the gray levels

at each pixel are in the range of [0, 255], gray level correction is performed on the

estimated SR image. Namely, the gray levels beyond 255 are taken as 255, and

the gray levels below 0 are taken as 0. In this way, the artifact caused by excessively

iterating may be decreased.

3 Gaussian Blur Estimation Method

Gaussian blur is very common in imaging systems, which may be expressed by the

Gaussian PSF as follows:

hðm; nÞ ¼
1ffiffiffiffiffi
2π

p
σ
expf� 1

2σ2
ðm2 þ n2Þg

0

8<
: ðm; nÞ 2 R

others
: (3)

Here, σ and R are the standard deviation and the supporting region of Gaussian

PSF respectively. R is often indicated by a K � K matrix, and K is taken as an odd

number. Thus, K and σ should be estimated for the Gaussian PSF.

In order to estimate these two parameters of Gaussian PSF, error-parameter

analysis algorithm is used [8]. For a given size (Ki) and standard deviation (σi),
according to equation (3), a Gaussian PSF (hi) is gained. Using Wiener filter

algorithm, a restoration error (Ei) is generated. Here, the range of K is [3, 11]

with an increment of 2, and the range of σ is [0.5, 2] with and increment of 0.1. In

this way, one error-parameter curve will be gained for a given K and differentσ, and
multiple error-parameter curves will be generated at different K and differentσ. By
analyzing the relationship between these curves, the size and the standard deviation

of Gaussian PSF will be estimated.

In addition, to estimate the Gaussian PSF automatically, distance threshold (T1)
and slop threshold (T2) are set. For and given estimation error, with the increasing

of K, the size where once the distance between the curves is less than T1 is the

estimated size (K̂ ). In this estimated curve, with the increasing ofσ, the standard

deviation where once the slop is greater than T2 is the estimated deviation (σ̂).

4 Experiments

4.1 Generation of Simulated LR Image

Experiments are performed on simulated LR image to test the algorithm objectively

and subjectively. The HR image ‘lena.bmp’ with size 256 � 256 as shown in Fig. 2

is passed through the LR imaging model as shown in Fig. 1. Firstly, the HR image is
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convolved with a Gaussian PSF. Here, the original size (K0) and standard deviation

(σ0) are taken as 7 and 1respectively. Secondly, the blurred image is down-sampled

by 2 times. Finally, white Gaussian noise is added, and the standard deviation is

taken as 1. The generated LR image with size 128 � 128 is shown in Fig. 3.

Namely, the LR image in Fig. 3 is the blurred, down-sampled and noised image

of the HR image in Fig. 2.

4.2 Gaussian PSF Estimation

The size (K ) is taken from 3 to 11 with an increment of 2, and the standard deviation

(σ) is taken from 0.5 to 2 with and increment of 0.1. The researching time is 50.

The distance threshold (T1) is 3, and the slop threshold (T2) is 0.5. The generated

error-parameter curves are drawn in Fig. 4.

Fig. 2 The HR image

Fig. 3 The LR image
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Using the error parameter analysis method, the estimated parameters of Gaussian

PSF are K̂¼ 7 and σ̂¼1.07. The relative estimation errors are as follows respectively:

K0 � K̂
�� ��=K0 ¼ 7� 7j j=7 ¼ 0; σ0 � σ̂j j=σ0 ¼ 1� 1:07j j=1 ¼ 0:07 (4)

4.3 Blind Single-Image SR Reconstruction

Utilizing the estimated Gaussian PSF, when the up-sampling factor is taken as 2, SR

image is reconstructed through the proposed framework. Here, in IBP algorithm, the

maximum iteration time is 30, and the relative iteration error is 10�6. The SR

reconstructed image is shown in Fig. 5a, and PSNR ¼ 35.4693 dB. The Bilinear

interpolated image is shown in Fig. 5b, and PSNR ¼ 33.5442 dB. From the experi-

mental results, we can see that the SR image has higher PSNR and better quality.

4.4 Impact of Blur Estimation on SR Reconstructed Image

In order to justify the impact of Gaussian PSF estimation on blind single-image SR

reconstruction, when the estimated size (K̂) of Gaussian PSF is 7, and the estimated

standard deviation (σ̂ ) is from 0.5 to 3 with an increment of 0.1, SR images are
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reconstructed. The corresponding PSNRs at different σ̂ is shown in Fig. 6. The SR

images when σ̂ are taken as 0.5 and 2 are shown in Fig. 7.

Comparing the experimental results, we can see that when the estimated

Gaussian PSF is close to the actual value, the SR image has higher PSNR and

Fig. 5 The SR image and the Bilinear interpolated image. (a) SR image ( σ̂ ¼1.07) (PSNR

¼ 35.4693 dB) (b) Bilinear interpolated image (PSNR ¼ 33.5442 dB)

35.6

35.4

35.2

34.8

34.6

34.4

34.2

33.8
0 1 2 30.5 1.5 2.5

35

34

Estimation of standard deviation

P
ea

k 
S

ig
na

l-t
o-

N
oi

se
 R

at
io

(in
 d

B
)

Fig. 6 The PSNRs of SR images at different σ̂
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better resolution ability. If the Gaussian PSF is far away from the actual value,

the PSNR decreases, and ringing effect appears in the SR reconstructed image.

5 Conclusion

Blind single-image SR reconstruction is a difficult and hot problem in image

processing. A framework of blind single-image SR reconstruction was proposed.

The processes in LR imaging model were sufficiently considered. Utilizing error-

parameter analyzing method, the Gaussian PSF was accurately estimated. The SR

image was reconstructed though IBP algorithm. The experimental results showed

that Gaussian PSF estimation can play an important role in blind single-image SR

reconstruction. The proposed method may be applied to restore the Gaussian

blurred and slightly noised image. In future work, how to restore the degraded

image with low SNR is a challenge problem. The de-noise process should be added.
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Fig. 7 The SR images when σ̂ are 0.5 and 2 respectively (a) SR image ( σ̂ ¼ 0.5) (PSNR

¼ 34.7696 dB) (b) SR image (σ̂ ¼ 2) (PSNR ¼ 34.4112 dB)
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Research on the Detection Method of Power

Quality Based on Phase-Locked Loop

Zhixia Zhang and Xin Zhang

Abstract This paper uses a power quality disturbance detection method based on

improved phase-locked loop (IPLL) system. The IPLL is a closed-loop phase

feedback control system, which can track the instantaneous phase and instanta-

neous amplitude of the input fundamental in real-time. The generated output signal

can be used for the detection of a variety of power quality disturbances. Moreover,

the internal parameters of the detection system and the change of power system’s

frequency are robust. The use of the MATLAB/Simulink can study power quality

problems, such as harmonics, frequency deviation, voltage swells, voltage

interruptions, transient pulse, transient oscillation and voltage gap. Simulation

results showed that the detection method had better accuracy and instantaneity.

Keywords Power quality • The improved phase-locked loop • MATLAB

1 Introduction

In recent years, with the extensive use of nonlinear, the impact load in the grid and

the promote use of sensitive electronic equipment; power quality issues have

become increasingly prominent. In order to ensure the normal operation of various

equipments, measures must be taken to improve the power quality. Effective way to

maintain high-quality electricity is that rapid detection for power quality; therefore

power quality disturbance detection is very important [1–3].
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2 The Basic Principles of Detection Based on IPLL

In this paper, power quality detection method is carried out on the basis of

improving PLL system [4, 5]. The IPLL system structure is shown in Fig. 1. Such

as the traditional PLL, it consists of three basic components: phase detection (PD),

loop filter (LF), and voltage controlled oscillator (VCO). The three parts form a

closed loop phase feedback control system. The different between IPLL and

traditional PLL are: the PD of traditional PLL is generally a multiplier, but the

PD of IPLL consists of three multipliers, an integrator, a 90� phase shifter and a

subtractor; IPLL has a number of useful output signals, including the fundamental

component of output signal y (t), fundamental component of the amplitude A (t),

phase U (t), instantaneous angular frequency ω (t) and the error signal e (t). Its

biggest feature is y (t) and u (t) consistent. And both are synchronized, there is no

phase difference between them. Using this feature, the ideal sinusoidal and inter-

ference components in the signal can be detected. In addition, using A (t) and ω (t),

the disturbance of the fundamental amplitude and frequency of detection signal can

be obtained respectively. This is the basic principle of the IPLL system which can

detect power quality disturbances. The IPLL system is also characterized by the

detection system of internal parameters and the input signal frequency changes is

robust. And the IPLL system is stable. Therefore it is ideally suited for a wide range

of power quality disturbances detection.

3 Simulations

We use the Matlab/Simulink simulation for a variety of power quality disturbances

detection of IPLL system. The system simulation diagram is shown in Fig. 2. Input

signal used in the paper is written in the M-file. To make the simulation results

graphics visualization, a number of power quality disturbances are made by a

certain degree of amplification. This may larger than the actual power quality

disturbance amplitude in power system operation process. But these do not affect

sinKp KV ∫
0ω

ω φ

90˚Phase
shift

K ∫
A

y

eu

PD LF VCO

*

−

+ +

+

Fig. 1 Improved phase-locked loop system block diagram
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the IPLL system is also suitable for the actual existence of power quality distur-

bance detection. The simulation results can estimate to the detection performance

of the IPLL system on a variety of power quality disturbances.

3.1 Harmonic Detections

1. Square Wave Detection

M-file
clear all; t¼(0:0.005:50)’;
for c¼1:50

for m¼(200*(c-1)+1):(200*c-100)
u1(m)¼1;

end;
for m¼(200*(c-1)+1+100):(200*c)

u1(m)¼-1;
end;

end;
u1(10001)¼1; u¼u1’; plot(t’,u’); axis([0 55 -1.5 1.5])

grid on;

2. Dynamic Harmonic Detection

M-file
clear all;t¼(0:0.005:50)’;
for m¼1:10001

u2(m)¼sin(2*pi*(m-1)*0.005);
end;

[t u]
1

s+1
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2.0*pi

1

s

Sin(u)

Cos(u)

du/dt
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-1

K-Scope Scope1

Scope2

Scope3

Scope4

−
+
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Fig. 2 IPLL system simulation diagram
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for m¼1:10001
u3(m)¼(0.1*sin(pi*(m-1)*0.005)+0.2+0.05*rand(1))
*sin(3*2*pi*(m-1)*0.005);

end;
u¼(u2+u3)’; %plot(t’,u3’); plot(t’,u’); axis([7 16
-1.5 1.5]) grid on;

Figures 3 and 4 simulation results indicate that for two kinds of typical contain

harmonics of the input signal on the above, IPLL system can effectively detect

isolated from its fundamental components and total harmonic distortion compo-

nent. And it can output its value in five cycles.
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3.2 Frequency Deviation Detections

Using the output of the instantaneous angular frequency of the fundamental

component to IPLL system ω(t), after transformation (/2π), can detect the

fundamental frequency of the power system, then get the system frequency devia-

tion. Set the input signal:u(t) ¼ 1*sin(a*2πt) + 0.3*sin(a*6πt),where a ¼ 0.95.

M-file
clear all; t¼(0:0.005:50)’;
for m¼1:10001

u2(m)¼sin(0.95*2*pi*(m-1)*0.005)+0.3*sin(0.95*6*pi*
(m-1)*0.005);

end;
u¼u2’; plot(t’,u’); axis([0 20 -1.5 1.5]) grid on;

Detection of the simulation results shown in Fig. 5, according to the fundamental

frequency of the output of the system, the system frequency deviation is 5 %. The

simulation results show that the IPLL systems can more accurate real-time detec-

tion system frequency deviation.

3.3 Detections of Voltage Swells and Voltage Interruptions

Using the amplitude of the output of the fundamental component, we get amplitude

of the disturbance of the detected signal fundamental. It not only can detect the

voltage fluctuation also can detect the voltage drop, the voltage rise and voltage

interruptions disturbance [6, 7].

In which take the voltage swells disturbance signal is normal when 0–25 cycles;

there is a 30 % voltage swells when 25–40 cycles; finally the voltage is restored to

normal. M-file is as follows (Fig. 6).
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clear all; t¼(0:0.005:50)’;
for m¼1:5000

u2(m)¼sin(2*pi*(m-1)*0.005);
end;
for m¼5001:8000

u2(m)¼1.3*sin(2*pi*(m-1)*0.005);
end;
for m¼8001:10001

u2(m)¼sin(2*pi*(m-1)*0.005);
end;
u¼u2’; plot(t’,u’); axis([0 50 -1.5 1.5]) grid on;

In which take the voltage interruption disturbance signal is normal when 0–25

cycles; there is a voltage interruption when 25–40 cycles; Finally the voltage is

restored to normal.

The m-file of voltage interruption is similar to voltage swells (Fig. 7).

Simulation results show that IPLL system can instantaneous detect voltage

swells and voltage interruptions disturbance. It can output its value in five cycles.
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Fig. 6 Detection of voltage swells (a) a 30 % voltage swells (b) the detected voltage swells
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3.4 Transient Pulse Detections

Transient pulse is the natural frequency of the power grid incentives arising from

the oscillation transient phenomena. It is caused by the line being struck by

lightning or inductive circuit division. There is a pulse in the 10th cycle. M-file

as follows [8–10] (Fig. 8).

clear all; t¼(0:0.005:50)’;
for m¼1:2000

u2(m)¼sin(2*pi*(m-1)*0.005);
end;
for m¼2001:2002

u2(m)¼2;
end;
for m¼2003:10001

u2(m)¼sin(2*pi*(m-1)*0.005);
end;
u¼(u2)’; plot(t’,u’); axis([0 50 -1.5 3]) grid on;

Simulation results show that IPLL system can effectively detect the fundamental

component and the total disturbance composition of the transient pulse signal.

4 Conclusion

Power quality disturbances detection methods based on IPLL system is an ideal

method. It can more accurately detect a variety of power quality disturbances. It has

strong robustness for the internal parameters of the detection system and the power

system frequency changes. The method also has good instantaneity and stability,

which is unmatched by many other detection methods. In addition, the output signal
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Fig. 8 Detection of transient pulse (a) input signal with transient pulse (b) the detected transient

pulse
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of the IPLL system can track of the fundamental component of the external input

signal in real-time.

The next task is to improve specific performance of the IPLL system based on

disturbance characteristics of the detected signal and to make a more accurate

simulation model, thus further improving the system so that it can accurately detect

disturbance signal.
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A Discriminant Analysis Method for Power

System Small Signal Based on Matrix Norm

Qi-rong Qiu, Jianlei Shi, and Mengdi Wang

Abstract As we all know, the analysis of small signal stability plays an important

role in power system stability. This paper presents a new discriminant analysis

method for power system small signal based on the norm of matrix, that is, estimate

the system stability according to the norm of matrix S. Comparing with traditional

methods, there is no need to compute the eigenvalue of the matrix and the choice of

the parameters has little effect on the problem. The analysis of typical problems

showed that the proposed method solve perfectly the slow convergence problem of

power method, which is used to calculate the principal eigenvalue, when the

separated eigenvalue became a “cluster”.

Keywords Small perturbation • Stability • S-matrix • Norm • Eigenvalue

1 Introduction

With the construction of the large-capacity long-distance transmission system and

the interconnection of large power systems [1, 2], whose purpose is to improve the

economy and reliability of generation and transmission, the size of the power

system is constantly expanding. However, multiple interconnections between dif-

ferent grids induce much new problem on power system stability, which make the
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power system easier to loss stability. At the same time, the problems such as the fast

excitation system, high voltage direct current (HVDC) [3], A Nonlinear thyristor

controlled series compensation (TCSC) [4], as well as the adoption of new technol-

ogy in new energy generation make the power system more random and complex.

Therefore, the study of small signal stability has been brought to the forefront in

power system stability.

Small signal stability analysis method is based on state equation, which is a

nonlinear differential equations and algebraic equations of power system. And the

equation described the dynamic behavior of power system and was linearized at the

operating point. Discriminant of system stability depends on the positions of

eigenvalues of the state-describing matrix in the complex plane (i.e., the real part

of characteristic root is less than zero).

Quick Response(QR) method-calculation of all the matrix eigenvalues used to

be a very effective method to study power system small signal stability. However,

as the increase of dimension of the system, its limitations become increasingly

apparent. As for the small signal stability, QR method has inadequacies in unac-

ceptable computation time needed by the large-scale systems. In addition, while the

dimension is very high, “forward instability” may occur sometimes [5], namely the

so-called “pathological” problem, which can’t obtain the characteristic value.

Since the 1980s, many of the partial eigenvalue analysis methods began to be

used in power system small signal stability analysis. These methods computed a

part of the principle eigenvalue-the largest eigenvalues of the real part, in order to

reduce calculation amount. An Evolutionary System for Online Processing

(AESOP) algorithm, which is proposed by Byerly [6] and similar to frequency

response method, transformed the eigenvalue problem into the problem of finding

roots of nonlinear equations. However, it is difficult to the chose initial value.

What’s more, the method couldn’t predict which eigenvalue can be converged.

Angelidis [7] proposed a two-step method based on fractional transformer, which

use the simultaneous iteration method to calculate the estimated eigenvalue near

the displacement point, then use these estimates values as the initial ones to

calculate the exact values with Newton method. However, in order to guarantee

not to lose principal eigenvalues, this approach must select multiple displacement

points, and thus to conduct several fractional transformations and several rounds of

iterations. Uchida [8] proposed S-matrix method-calculating the some of the

principal eigenvalue of the original system with matrix transformation, which

estimate the system stability through the principal eigenvalue of the S matrix.

However, with S-matrix method, the parameters selected from the matrix

transformations have large effect on the convergence speed, and may converge

to a non-main eigenvalue. Xiaopeng [9] proposed a triple Cayley transformation

method, and make the parameters d ¼ 7 + j10 and h ¼ 6, to avoid the difficulty in

choosing parameters with S-matrix. However, this method using a triple Cayley

transformation, which the computing amount of each Diegothe generation is about

five times as the S-matrix method.
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Set λs;1, λs;2,. . ., λs;n is eigenvalues of matrix S and λs;1
�� �� � λs;2

�� �� � � � � λs;n
�� ��. To

calculate λs;1
�� �� by power method, the convergence speed depends on λs;2=λs;1. Set λA

is the eigenvalue of matrix A. If the real part of λA is not only less than 0 but also

quite large, the mode of the corresponding eigenvalue of conversed S closes to 1. In

order to find the principle eigenvalue as soon as possible, Zhengchun [10] presented

an explicit restarted Arnodli-Chebyshev algorithm to calculate directly the real-

part-diminished feature subset of large scale power system. The method constructed

Low dimensional Krylov subspace by Arnoldi decomposition so that the subspace

contains the information of real-part-diminished feature subset. Chebyshev accel-

eration technology speeded up the convergence of the method. However the

technology is not good at solving the problem of clustered principle eigenvalues

of matrix s.

This paper presents a new estimate method of the small signal stability based

on the norm of matrix. It estimates the system stability by spectral radius of matrix

S according to the norm of matrix S. It means to compare S2m
�� ��

1
with 1. As A2m

�� ��
1

�ðρðAÞÞ2m , the speed of drop (growth) is fast and there’s almost no difference to

solve the original problem by different parameter s. The proposed method solved

the slow convergence problem of power method perfectly, which is used to

calculate the principal eigenvalue, when the separated eigenvalue became a

“cluster”. The analysis of some typical problems showed that the proposed method

is able to estimate the stability of power systems by small signal.

2 The Mathematical Model of Small Signal Stability

Analysis

The mathematical model of small signal stability analysis for electric power system

can be described by Equation (1) which is linear differential-algebraic

equations [11].

Δ _x
0

� �
¼ ~A ~B

~C ~D

� �
Δx
Δy

� �
(1)

Set m equal to the amount of network nodes, n equal to the amount of state

variables. Then, there are ~A 2 Rn�n, ~B 2 Rn�2m, ~C 2 R2m�n, ~D 2 R2m�2m. Cancelling

the parameter vector Δy, we obtain Eq. 2

Δ _x ¼ AΔx (2)

where

A ¼ ~A� ~B ~D
�1 ~C (3)
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3 The Criterion of Stability Based on the Norm of Matrix

The matrix transform is described by Eq. 4:

S ¼ ðsEþ AÞðsE� AÞ�1
(4)

Theorem 1 could be testified according to the matrix theory [12]:

Theorem 1 f ðAÞ is the matrix function, where A 2 Cn�n. If λ is the eigenvalue of
matrix A and v is the eigenvector corresponding to λ, f ðλÞ is the eigenvalue of f ðAÞ
and v is the eigenvector of f ðAÞ corresponding to f ðλÞ.
Corollary 1 λ is the eigenvalue of matrix A, where S ¼ ðsEþ AÞðsE� AÞ�1 and
A 2 Cn�n, then

(a) λþs
s�λ is the eigenvalue of matrix S;

(b) The real part ofλ equals to one. , The spectral radius of thematrix S equals to 1.
(c) 0 is the eigenvalue of matrix A , 1 is the eigenvalue of matrix S .

Corollary 2 If λ is the eigenvalue of matrix A, λk is the eigenvalue of matrix Ak.

Theorem 2 The necessary and sufficient condition of the real part of eigenvector
of matrix A is negative is that sE� A is nonsingular and the spectral radius of S is

less than 1 for any s > 0, where S ¼ ðsE� AÞ�1ðsEþ AÞ.
Based on theorem 2, in order to estimate the ability of the system, we only need

to prove whether the spectral radius of S is less than 1 or not. If the spectral radius
of the matrix S is less than 1, the system is stability. If the spectral radius of the
matrix S equals to 1, the system is in critical condition. If the spectral radius of the
matrix S is larger than 1, the system is not stability.

According to the matrix theory[12], get the theorem 3.

Theorem 3 If λ is the eigenvalue of matrix A, λj j � Ak k is true for any �k k; Any two
matrix norms are equivalent; For any ε > 0, there exists �k k�, such that Ak k� � ρ
ðAÞ þ ε;

By theorem 3, we can conduct theorem 4 easily.

Theorem 4 μ is a positive constant which is independent with the matrix S, then
ρðSÞ μ= � Sk k � μρðSÞ, where ρðSÞ is the spectral radius of the matrix S.

We know that if S 2 Cn�n; then Sk k1 ¼ max
1�j�1

Pn
i¼1

Sij
�� ��: Noticing ρðS2mÞ ¼

ðρðSÞÞ2m; we can conclude that S2m
�� ��

1
will quickly tend to be 0 when ρðSÞ < 1;

while it will quickly tend to be þ1when ρðSÞ > 1. So this paper proposed the new
estimate method of the small signal stability based on the norm of matrix, algorithm
steps are shown as following:
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(a) Get a number M which is large enough, set m equal to 0 and S0 equal to S;
(b) Calculate Smþ1 and Smþ1k k 1, where Smþ1 ¼ Sm � Sm;
(c) If Smþ1k k1 < 1, then the system is stability, and the calculation ends. Otherwise

turn to step 4

(d) If Smþ1k k1 ¼ 1, then the system is in critical condition, and the calculation ends.

Otherwise turn to step 5

(e) If Smþ1k k1 then the system is not stability, and the calculation ends. Otherwise

turn to step 2 after m ¼ mþ 1.

4 The Analysis of Typical Problems

In order to test the effect of the proposed discriminant analysis method, this paper

analyzed three typical problems.

4.1 Two Area and Four Machine System

Figure 1 showed the typical two-area and four-machine system [13]. Power system

simulation software PSS/E is used to calculate the state matrix of power systems in

a certain operating condition. Set S equal to the state matrix of the two areas and

four-machine system.

SetM ¼ 10000 Sk k1, get S2
18

��� ��� > M after calculation, that is to estimate that the

power systems is not stability by small signal.

4.2 Network for Subsynchronous Resonance Studies

Figures 2 and 3 is the first benchmark model for computer simulation of

subsynchronous resonance [14]. Figure 2 shows the network for subsynchronous

resonance studies. Figure 3 shows rotor model for transient studies. The shaft of

the generator is composed by HP,IP,LPA,LPB,GEN and EXC [15]. The active

G1 1 5 6

2

L7

C7 C9

L9

7 8 9 10 11

4

G2

3

G4

G3
25km 10km 110km 110km 10km 25km

Area 1 Area 2

Fig. 1 Test system of four-machine eleven-bus
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power is 0.8, and power factor is 0.9, system voltage is 1 (per-unit value). Set S

equal to the state matrix of the first benchmark model for computer simulation of

subsynchronous resonance of IEEE.

Set M ¼ 10000 Sk k1 , get S2
3

��� ��� > M after calculation of three steps, that is to

estimate that the power systems is stability by small signal based on S3k k.

4.3 IEEE 3 Generators and 9 Nodes

Figure 4 showed IEEE 3 generators and 9 nodes [13] including 3 generators,

9 nodes and 3 loads. Kundur [13] shows detailed data, parameters and the matrix

S. The parameter s in Eq. 4 is equal to 1. SetM ¼ 10000 Sk k1, get S2
11

��� ��� < 1, that is

to estimate that the power systems is stability by small signal based on S11k k.

4.4 The Effect of Parameter Selection on the Algorithm
Efficiency

There is little effect of parameter M on the algorithm efficiency, because Smþ1k k1
¼ Oð Smk k2Þ. Set m be the calculation steps. Table 1 showed the value of m in the

three typical problems when parameter s is diverse after estimating the stability of

systems.

GENERATOR

UNITY
VOLTAGE

INFINITE
BUS

X1 = j.14
Po

PF

X1 = j.50

Xo = j1.56

R1 = .02

Ro = .50 XC

GAP

X1 = j.60

X0 = j.60

Fig. 2 Network for subsynchronous resonance studies

HP IP LAP LBP GEN EXC

TE ω

ELECTRICAL TORQUE: TE(pu) = (Xad iad iq − xaq iaq id)

Fig. 3 Rotor model for transient studies
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5 Conclusion

It is necessary to estimate matrix eigenvalues of the system state in small signal

stability analysis. The traditional QR method fails when the system size is large.

Because the separated eigenvalue may become a “cluster”, the convergence speed

Cayley converter technique is slow when calculate the principle eigenvalue by

power method, furthermore, the choice of the parameter s has big effect on the

problem. This paper presents a new estimate method of the small signal stability

based on the norm of matrix, that is, estimate the system stability according to

S2
m�� ��

1
. The analysis of typical problems showed that the proposed method solve

perfectly the slow convergence problem of power method, which is used to

calculate the principal eigenvalue, when the separated eigenvalue became a

“cluster”. When the system is not stable, λS;max

�� �� can be estimated by
ffiffi½p
2m	

Smþ1k k1= Smk k1 . However, there should be another way to calculate the specific

eigenvalue. And this is the disadvantage of the method.

G

G

G

2 87 9 3

1

4

65

Fig. 4 IEEE 3 generators

and 9 nodes

Table 1 Number of calculation steps

s 0.01 0.1 0.5 1 1.5 2 4 0

Two area and four machine system 5 4 4 3 3 3 4 6

First benchmark model for computer simulation

of subsynchronous resonace

24 21 19 18 17 7 6 5

IEEE 3 generators and 9 nodes 17 14 12 11 11 10 11 12
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Bandwidth Enhancement for Planar

Inverted F Antenna

Eng Gee Lim, Zhao Wang, Xiang Li, Ka Lok Man, Nan Zhang,

and Kaiyu Wan

Abstract Planar Inverted F Antenna (PIFA) is popular and widely used in hand-

held wireless devices because of several significant advantages. However, PIFA

also has many shortages that become big limitations for its commercial application,

such as narrow bandwidth. Therefore, it is a great challenge to design a PIFA with

good performance. In this paper, a conventional PIFA working on GSM dual-band

system (GSM 900: 900 MHz and GSM 1800: 1800 MHz) was investigated first.

Then, by adding a stub on the feed line, the narrow bandwidth problem of this PIFA

was well solved. By this method, no additional cost is needed, and also it is easy to

manufacture.

Keywords Planar inverted F antenna • Dual-band • Bandwidth

1 Introduction

Planar Inverted F Antenna (PIFA) is very popular and widely used in portable

wireless devices because of several significant advantages. The first one is that

PIFA has a small size and can be fitted into the housing of a mobile phone compared

to other types of antenna. Second, PIFA can reduce backward radiation toward to

the user’s body, which minimized the electromagnetic power absorption and

maximized the antenna performances. Third advantage is that PIFA performs

moderate to high gain in both horizontal and vertical states of polarization (near

omnidirectional), which is very useful in some particular wireless communications

where the antenna orientation is random and the reflections are present from the

E.G. Lim (*) • Z. Wang • X. Li • K.L. Man • N. Zhang • K. Wan

Xi’an Jiaotong-Liverpool University, Suzhou, China

e-mail: enggee.lim@xjtlu.edu.cn

W. Wang (ed.), Mechatronics and Automatic Control Systems, Lecture Notes
in Electrical Engineering 237, DOI 10.1007/978-3-319-01273-5_35,

© Springer International Publishing Switzerland 2014

319

mailto:enggee.lim@xjtlu.edu.cn


different directions of the environment [1]. The other advantages are its low profile,

easy fabrication, low cost for manufacturing and simple structure [2]. Also, PIFA is

embedded into the phone circuitry and the space within the mobile phone can be

reused for other needs [3].

Narrow-bandwidth characteristic of PIFA is one of the limitations for its com-

mercial application for mobile phone. The shorting pin near the feed probe location

of usual PIFA types is good technique for reducing the antenna size, but conse-

quently this will cause narrow impedance bandwidth [1].

A basic PIFA contains a top plate element, a feed tab feeding the resonating top

plate, a ground plane and a DC-shorting tab which connects the ground plane with

the top plate. Figure 1 shows a basic PIFA [4]. The top patch is attached above the

ground plane the supports of the shorting pin and feeding pin, which is connected to

the top patch at designed positions, have the same length as the distance between

the top patch and the bottom ground.

There are some basic rules for design PIFA. For an inverted F antenna, the total

length of the antenna should be approximately close to a quarter-wavelength.

Figure 2 shows an Embedded PIFA designed for mobile phone [4]. From the figure,

there are two branch slit on the top patch, which are designed for two working band

of the antenna (900 and 1800 MHz). Therefore, this is a dual-band PIFA.

In this paper, a brief introduction of PIFA and the investigation of a conventional

PIFA that works on dual-band (GSM 900: 900 MHz and GSM 1800: 1800 MHz)

system will be introduced first. In addition, the optimization of this conventional

PIFA and final discussion of the results will be given based on the simulation.

Conventional PIFA with Feed Stub is added to enhance the operating bandwidth.

top patch

ground plane

feeding pinshorting pin

Fig. 1 A basic PIFA

shorting plate

feed

6.2

branch slit 2

branch slit 1

30 mm
main slit

0.8-mm FR4 substrate

10

Fig. 2 Embedded PIFA

designed for mobile phone
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2 Antenna Designs

2.1 Conventional PIFA

Figure 3 shows the layout of a conventional PIFA (dimensions in mm) [5]. The

antenna is designed on a 100 � 40 � 0.8 mm GETEKML200M with a permittivity

of 3.8. It is connected through a microstrip line that runs from the center of the

ground plane connecting to a typical 50 Ω coaxial cable at the back of the ground

plane, as shown in Fig. 3. The width of the microstrip line is set to 2.02 mm to

match the antenna to the 50 Ω coaxial cable. This dual-band PIFA is designed to

work on GSM 900: 880–960 MHz and GSM 1800: 1710–1880 MHz.

2.2 Conventional PIFA with Feed Stub

To solve the narrow band problem of PIFA, changes need to be done to the antenna.

Many researches have been done on PIFA broad banding, such as [5] and [6]. How-

ever, in these researches, capacitors, dual feed or even integrated match circuit are

used. In this proposed paper, a very simple method, adding feed stub has been used

to extend the narrow band of PIFA to achieve the bandwidth requirement of both

GSM 900 and GSM 1800. In Fig. 4a stub (in the red circle) is added on the feed line

of the conventional design. It has a length of 3.5 mm and a width of 3.125 mm. It is

5 mm away from the centerline.

Feed
tab

Shorting
tab

2.5

3

6.5
1.5

1

20

8

8

23.5

40

10.5

22

PCB
Fig. 3 Conventional PIFA
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3 Results

The return loss of the proposed design is shown in Fig. 5 below. The green line with

dot is the return loss of the conventional PIFA without stub, and the red one with

triangle stands for the return loss with stub added to the feed line.

As is shown in the Fig. 5, there are two resonant bands: one is approximately

resonant at 910 MHz and another is resonant at 1,750 MHz. As mobile phone

antennas are normally designed to give a return loss of 6 dB or better, in this design

-6 dB will be assumed as a satisfactory level. Therefore, the bandwidth of GSM

900is measured as 110.46 MHz (from 885.78 to 996.24 MHz)and for GSM 1800 the

bandwidth is 149.85 MHz (from 1681.4 to 1831.3 MHz). However, compared with

the typical requirement mentioned above, the bandwidth of GSM 1800 is too

narrow (GSM 1800: 1,710–1,880 MHz(170 MHz)). To improve this problem, the

Fig. 4 Conventional PIFA

with added stub

Fig. 5 Return loss of the PIFA
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design in Fig. 2 has used complicated dual-feed system with capacitor [4]. However,

in this proposed design, only a small microstrip stub is added on the feed line as

shown in Fig. 4. Furthermore, in this proposed design no additional cost and no

soldering will be required in manufacturing. By the effect of this stub, the GSM

1800 band is broadened effectively. The detail is shown in Fig. 5. As shown in the

Fig. 5, the band is extended to 219.7 MHz, which is from 1656.4to 1876.1 MHz.

This bandwidth is wide enough to reach the requirement of GSM 1800.

4 Conclusion

In this project, a conventional PIFA working on GSM dual-band system (GSM 900:

880–960 MHz and GSM 1800: 1710–1880 MHz) was investigated, especially on

return loss performance. To solve the narrow bandwidth problem of this PIFA, a

feed stub was added on the feed line. By this optimization, the bandwidth of GSM

1800 of the PIFA was extended greatly. Thus this conventional PIFA can work

properly on GSM dual-band system. Compared with the previous designs that aim

at improving the bandwidth performance of PIFA using capacitors or integrated

match circuit, the method introduced in this project is simpler and easier for

manufacturing by the current printed circuit technique without additional cost. It

is a big advantage of this design.
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The Application of Improved Genetic

Algorithm Optimized by Radial Basis

Function in Electric Power System

Yuhong Zhao, Heguo Hu, and Yunhui Zhang

Abstract This paper is concerned with the short-term load forecasting (STLF) in

power system operations. It provides load prediction for generation scheduling and

unit commitment decisions; therefore precise load forecasting plays an important

role in reducing the generation cost and the spinning reserve capacity. In order to

improve the precision of electric power system load forecasting, the hybrid algo-

rithm which combines improved genetic algorithm with radial basis function (RBF)

neural network is used in short-term load forecasting of electric power system in

this paper. In the model, disruptive selection strategy, adaptive crossover and

mutation probability were adopted to improve population diversity during iterative

process and prevent premature convergence. The improved genetic algorithm and

gradient descent method were mixed for interactive computing, and the hybrid

algorithm was used for RBF learning. The model was applied to the actual system.

The results were compared with traditional RBP algorithm and offered a high

forecasting precision.

Keywords Radial basis function • Genetic algorithm • Electric power system

• Load forecasting
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1 Introduction

STLF is a very important part of power system operation, and it is also an integral

part of the energy management system (EMS). STLF is the basis of optimal

operation for power system. Prediction accuracy has a significant impact on safety,

quality, and economic performance of the power system. Therefore, it is very

important to search more suitable STLF method in order to maximize the prediction

accuracy.

On the one hand, the power system load relates to many complex factors, and it

is non-linear, uncertain and random. On the other hand, RBF neural network has the

abilities of strong self-learning and complex non-linear function fitting, so it is

suitable for load forecasting problems. But studies show that there are still many

problems to be solved on the RBF neural network algorithm, particularly the

parameters identify of RBF network, such as the number of hidden layer nodes,

the center and width value in the RBF activation function for each node, and

connection weights between the hidden layer nodes and output layer node. These

parameters have great impact on the RBF network learning speed and performance.

If improper parameters are selected, network convergence will slow, or even result

in the network does not converge. In this paper, an improved genetic algorithm is

used to optimize the RBF network, and the optimized network is used to forecast

power load. Case analysis and calculation show that the method has high accuracy

and good applicability.

2 Radial Basis Function Neural Network

2.1 RBF Network Structure

Radial basis function network is a local approximation network, generally includ-

ing three layers (n inputs, m hidden node, p output). The structure is shown in Fig. 1.

Basis function of RBF network is commonly used Gaussian function, which can

be expressed as

ϕiðxÞ ¼ exp
�
���X � ci

���2
2σ2i

2
64

3
75; i ¼ 1; 2 � � � ;m (1)

Where: ϕiðxÞ is the output of the i-th hidden layer node; X is the input sample,

x ¼ ðx1; x2; . . . ; xnÞT; ci is the center of the Gaussian kernel function of the i-th

hidden layer node, having the same number of dimensions with X; σi is a variable
for the i-th hidden layer node, called normalization constant or the base width

[1, 2]. RBF network output is a linear combination of the output of hidden layer nodes.
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yk ¼
Xm
i¼1

wikϕiðxÞ; k ¼ 1; 2; � � � ; p (2)

2.2 The Learning Algorithm of Network Parameters

In the section, Gradient descent method is used to study the center ci and the width

parameters σi of RBF network. For the convenience of discussion, consider the case

that the output layer has only one node. Substitute Eq. 1 into Eq. 2:

f ðxÞ ¼
Xm
i¼1

wi exp
�
���X � cik

2

2σ2i

2
64

3
75 (3)

Let the network desired output is ydðxÞ , the network energy function can be

expressed as:

E ¼ 1

2

Xn
j¼1

ydðx jÞ � f ðxdÞ� �2
(4)

Let f ðxjÞ substitute into Eq. 4, we can get:

E ¼ 1

2

Xn
j¼1

ydðx jÞ �
Xm
i¼1

wi exp
�
���xj � ci

���2
2σ2i

2
64

3
75

0
B@

1
CA
2

(5)

Let the sample size is L, then

Fig. 1 Radial Gaussian

function network topology

The Application of Improved Genetic Algorithm Optimized by Radial Basis Function 327



E ¼ 1

2

Xn
j¼1

XL
l¼1

ydðx j
l Þ �

Xm
i¼1

wi exp
� x j

l � ci

��� ���2
2σ2i

2
64

3
75

0
B@

1
CA
2

(6)

Remember

ξ x j
l ; ci; σi

� �
¼ 1

2

Xn
j¼1

XL
l¼1

ydðx j
l Þ �

Xm
i¼1

wi exp
� x j

l � ci

��� ���2
2σ2i

2
64

3
75

0
B@

1
CA
2

(7)

Then Eq. 6 becomes

E ¼ 1

2

Xn
j¼1

XL
l¼1

ðξðx j
l ; ci; σiÞÞ2 (8)

wi is consider as a constant when you learn center values and width parameters,

and you can get the central value and width parameter updating formula which can

be represented by:

ciðtþ 1Þ ¼ ciðtÞ � λ
@E

@ci
;

σiðtþ 1Þ ¼ σiðtÞ � β
@E

@ci

(9)

In Eqs. 9 and 10, λ, β are the learning efficiency of the central value and width

parameters. If the formula (8) is substituted into the formula (9) and formula (10),

we can get:

ciðtþ 1Þ ¼ ciðtÞ � λ

2σ2i

Xn
j¼1

XL
l¼1

ξðx j
l ; ci; σiÞ � exp

�
���x j � ci

���2
2σ2i

2
64

3
75ðx j

l � ciÞ (10)

σiðtþ 1Þ ¼ σiðtÞ � λ

2σ3i

Xn
j¼1

XL
l¼1

ξðx j
l ; ci; σiÞ � exp

�
���x j � ci

���2
2σ2i

2
64

3
75ðx j

l � ciÞ2 (11)

According to the input samples, weights of the output layer can be calculated by

using the least squares algorithm of system identification theory. In this paper, the

learning algorithm for connection weights between the hidden layer and output

layer can be expressed as:
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wikðlþ 1Þ ¼ wikðlÞ þ η½ydk � ykðlÞ�ϕiðxÞ (12)

In the formula: yd
k
is the output to expect; l is the number of iterations; η is the

learning rate, general 0 <η <2, to ensure iterative convergence.

3 RBF Network Training Based on Improved

Genetic Algorithm

The core of RBF network design is to determine the number of hidden nodes and

the central values, and other parameters of basis functions. We will design a neural

network to meet the target error as small as possible to ensure that the generaliza-

tion ability of neural networks. Genetic algorithm (GA) is a randomized search

method which simulates biological evolution. This paper presents an improved

genetic algorithm (IGA) [3]; the starting point for the algorithm is described as

follows. First: to maintain population diversity and prevent premature; second: to

improve local search ability of GA; Third: speed up the search; Fourth: to reduce

the chance of getting into local extreme value.

3.1 Encoding and Initial Population Generation

That is to say, the RBF network hidden nodes number m, each hidden node center

parameters ci and the width parameters σi are compiled chromosome, and the

collection of these parameters for the network are treated as an individual. In the

initialization phase, initial population is generated by completely random method.

3.2 Select Options

Based on the deviation degree of this population, this article defines a selection

operator which can bring a diversity of species, which is described as follows:

For a given fitness measure f, so

UðXjÞ ¼
��� f ðXjÞ � f ðXÞ

��� (13)

Among them, �f ðXÞ ¼ 1
N

PN
k¼1

f ðXkÞ is the population average fitness; N is the

population size, f ðXjÞ is the j-th individual’s fitness value in the group, UðXjÞ is the

The Application of Improved Genetic Algorithm Optimized by Radial Basis Function 329



deviation degree between individual j and the group mean fitness. Disruptive

selection chooses each individual according to the following probability formula:

PfYi ¼ Xjg ¼ UðXjÞPN
k¼1

UðXkÞ
; i ¼ 1; 2; � � � ;M (14)

From geometry, this means that the farther away from the average individual

fitness, the higher the chance to be selected, thus corresponding with the fitness of

the individual does not have a monotonic, can bring a greater diversity of species.

3.3 Cross Operating

The algorithm uses real number coding, therefore, the corresponding intersection

operation can be realized by arithmetic crossover. Arithmetic crossover is defined

as a linear combination of two individuals to generate a new breed of individual

operations. We can set:

CðX1;X2Þ ¼ μX1 þ ð1� μÞX2 (15)

Among them, X1;X2 are two different individuals of the populations. We

can take:

μ ¼ ξ > 1; FðX1Þ � FðX2Þ
ξ < 0; FðX1Þ < FðX2Þ

( )
(16)

3.4 Mutation Operating

The adaptive mutation operator is used in this paper, and the specific description

is as follows: First, if we randomly choose a component in the parent body vector

x ¼ ðx1; x2; � � � ; xnÞ, assumption it is the k-th, and then we randomly choose a number

x0k instead of xk in its definition interval ½ak; bk� to get mutated individuals y, That is
y ¼ ðx1; x2; � � � x0k; � � � ; xnÞ, among them,

x
0
k ¼

xk þ ΔðT; bk � xkÞ; if random ð0; 1Þ ¼ 0

xk � ΔðT; bk � xkÞ; if random ð0; 1Þ ¼ 1

( )
(17)

Where randomð0; 1Þ is the random number in the interval (0,1); ΔðT; yÞ 2 ½0; y�
is a random number obeying uniform distribution. As T decreases, the greater the

likelihoodΔðT; yÞ tends to 0. So that the algorithm searches large fitness individual
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in a small range and the small fitness individual in a large range, which makes the

variation according to solution quality adaptively adjust the search area, which can

obviously improve search capabilities [4].

The specific expression of the function ΔðT; yÞ can be taken as:

ΔðT; yÞ ¼ y � ð1� rTλÞ (18)

T ¼ 1� f ðxÞ
fmax

(19)

Where r is random number of the interval [0, 1], λ plays a regulatory role of

the local search area, and its value is generally 2–5. f ðxÞ represents fitness of the
individual x, fmax is the biggest fitness value of problem to be solved; Due to fmax is

difficult to determine in many problems, we can use rough upper or the largest

fitness value of the current population.

3.5 Algorithm Realization

The RBF network structure optimization and parameter learning are carried out in

two phases, namely training and evolution. First, randomly generate N individuals

to form groups, We use a gradient descent to learn the center ci and width

parameters σi corresponding to each individual hidden nodes chromosomes in the

network, and use the least squares to learn linear weight value wi of the network;

Secondly, We use genetic evolutionary algorithm to optimize hidden nodes, by

alternating these two processes to obtain the minimum number of hidden nodes

required to meet the error basis functions and have different width parameter of

RBF network [5].

In order to use genetic algorithms to solve optimization problems for RBF

network structure, Boolean vectorsUT ¼ u1;u2; . . . ; uM;

� �
ui ¼ 0; 1f g is introduced.

ui ¼ 1 represents the corresponding hidden node exists; ui ¼ 0 represents the

corresponding hidden node does not exist. Each Boolean vectors UT generate two

chromosomes: one center parameters chromosomes, one width parameter

chromosomes. Center parameters chromosome UT
c and width parameters chromo-

some UT
σ are coded by real number.

3.6 Example Application

In this paper, to predict the region May 12, 2005 24-point load, we uses 3 months

the historical load data of the region Power Grid in 2005, The prediction results are

shown in Table 1:
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It can be seen from the table, the maximum relative error of the short-term load

forecasting model based algorithm which proposed in this paper is 2.7, and the

minimum relative error of it is 0.13. While the maximum relative error of prediction

model based on RBF algorithm is 4.51, the minimum relative error is 0.87. It can be

seen that the prediction model built in this article can better fit the mapping

relationship between the loads; it has better prediction accuracy.

4 Conclusion

According to the deficiencies of RBF neural network and the premature shortcom-

ing of genetic algorithm, this paper presented a radial basis function (RBF) neural

network short term load forecasting model based on improved genetic algorithm.

The model introduces the real-coded adaptive mechanism for the genetic algorithm.

The selection strategy, adaptive crossover and mutation were improved, and its

interaction with the gradient descent hybrid operation was used as the RBF network

learning algorithm. The experimental results showed that the method can effec-

tively improve the accuracy of load forecasting with good applicability.

Acknowledgements A Project Supported by Scientific Research Fund of Hunan Provincial

Science and Technology Programme, Project Number [2010FJ3157]

Table 1 The result of load forecasting

Time/h Actual value/MW

Algorithm of this paper RBF algorithm

Predictive

value/MW

Relative

error/%

Predictive

value/MW

Relative

error/%

01:00 435.1 428.18 1.59 421.35 3.16

03:00 461.4 448.94 2.7 440.59 4.51

05:00 415.9 414.44 0.35 410.99 1.18

07:00 433.3 429.66 0.84 428.79 1.04

09:00 453.6 442.17 2.52 433.55 4.42

11:00 435.5 431.71 0.87 428.44 1.62

13:00 438.7 432.60 1.39 421.28 3.97

15:00 439.6 435.42 0.95 431.60 1.82

17:00 438.6 436.14 0.56 430.79 1.78

19:00 400.7 400.18 0.13 397.21 0.87

21:00 414.9 410.00 1.18 404.28 2.56

23:00 416.2 413.54 0.64 404.84 2.73
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Anisotropic Nonconforming Mixed Element

Method for Maxwell’s Equations

Lifang Pei and Chao Xu

Abstract In order to get numerical solution of Maxwell’s equations which plays an

important role in the electric-magnetic fields, a new anisotropic nonconforming

mixed finite element method is presented. Based on special construction of the

element pair and some novel techniques, error estimates of electric and magnetic

fields in L2 norm are obtained under anisotropic meshes. The convergence results

demonstrate the validity of the anisotropic nonconforming mixed element method

for solving Maxwell’s equations.

Keywords Maxwell’s equations • Low order nonconforming element • Error

estimates • Anisotropic meshes

1 Introduction

Maxwell’s equations is the most important equations in the electromagnetic fields.

The study on its numerical solution is a hot and difficult topic in both numerical

analysis and engineering calculations. Finite element method is an effective method

to solve this problem. Monk presented a mixed finite element method and provided

convergence analysis [1]. Lin and Yan obtained superconvergence with the integral

identity technique in three dimensions [2]. Brandts and Lin et al. focused on the

transverse electric model, which is the formulation of Maxwell’s equations in two

dimensions [3, 4].

However, it is not difficult to find that almost all results in previous literature

only concentrated on conforming elements and demanded the meshes satisfying the

classical regularity condition [5]. These requires are deficient in applications of
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finite element methods. On one hand, nonconforming elements are more effective

than conforming elements in some aspect. On the other hand, anisotropic meshes

have advantages over regular meshes in narrow domain and solutions with aniso-

tropic behavior [6]. Therefore, employing anisotropic nonconforming element

scheme to approximate Maxwell’s equations is meaningful. Recently, Shi and Pei

discussed some nonconforming finite element methods for Maxwell’s equations in

two and three dimensions, and obtained convergence results under anisotropic

meshes [7, 8].

In this paper, we propose a new anisotropic nonconforming mixed finite element

scheme of Maxwell’s equations in two dimensions. The constrained Q1
rot finite

element space is used in the scheme. The total degrees of freedom is lowest on

rectangular meshes. By use of the special property of the element and some new

approaches, we get error estimates with order O(h) under anisotropic meshes.

2 Nonconforming Mixed Finite Element Scheme

Consider the following Maxwell’s equations:

εEt þ σE� rotH ¼ J; in Ω� ð0; TÞ;
μHt þ curlE ¼ 0; in Ω� ð0; TÞ;
n� E ¼ 0; on @Ω� ð0; TÞ;
Eð0Þ ¼ E0;Hð0Þ ¼ H0;

8>><
>>: (1)

where Ω � R2 is a bounded convex domain, E ¼ ðE1;E2Þ and H are electric and

magnetic fields, ε, σ and μ are the dielectric constant, the conductivity of the

medium and the magnetic permeability, respectively. J ¼ ðJ1; J2Þ, E0 and H0 are

given functions. 0 < εmin � ε, 0 < μmin � μ, where εmin and μmin are constants.

σ is nonnegative and bounded onΩ. rotH ¼ @H

@y
;� @H

@x

� �
, curlE ¼ @E2

@x
� @E1

@y
and

n� E ¼ E1n2 � E2n1, where n ¼ ðn1; n2Þ is the unit outward norm of ∂ Ω.

The variational form of problem (1) is: find ðE;HÞ 2 ðL2ðΩÞÞ2 � Hðcurl;ΩÞ,
such that for all ðQ;Ψ Þ 2 ðL2ðΩÞÞ2 � Hðcurl;ΩÞ

ðεEt;QÞ þ ðσE;QÞ � ðrotH;QÞ ¼ ðJ;QÞ;
ðμHt;Ψ Þ þ ðE; rotΨ Þ ¼ 0;

�
(2)

where Hðcurl;ΩÞ ¼ fv 2 L2ðΩÞ; rotv 2 ðL2ðΩÞÞ2g, (�, �) is the L2(Ω) or (L2(Ω))2

inner product.

Suppose Th is an anisotropic rectangular decomposition of Ω, the edges of

T ∈ Th are parallel to axes of coordinates. Denote the center and edge lengths of

T are (xT, yT), 2hx and 2hy respectively, hT ¼ maxfhx; hyg; h ¼ maxK2Th hT : Let the
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reference element T̂ ¼ ½�1; 1� � ½�1; 1�, d̂i and l̂i ¼ d̂id̂iþ1 (i ¼ 1 � � �, 4) be vertices
and edges of T̂. The affine mapping FT : T̂ ! T is define by

x ¼ xT þ hxξ;
y ¼ yT þ hyη:

�
(3)

To begin with, we describe the Q1
rot finite element space [9].

Let

Σ̂ ¼ fv̂1; v̂2; v̂3; v̂4g; P̂ ¼ spanf1; ξ; η; ξ2�η2g;

where v̂i ¼ 1

jl̂ij
Ð
l̂i
v̂ds ði ¼ 1; 2; 3; 4Þ: The Q1

rot finite element space is

NR ¼ v; v̂jT̂ ¼ vjT � FT 2 P̂;

ð
l

v½ �ds ¼ 0; l � @T; 8T 2 Th

� �
; (4)

where v½ � denotes the jump of v across the internal edge l and v½ � ¼ 0 on ∂Ω.

Then the constrained Q1
rot finite element space [10] can be defined as

CNR ¼ fv; v 2 NR;

ð
l1þl3

vds ¼
ð
l2þl4

vds; li � @T; i ¼ 1; 2; 3; 4; 8T 2 Thg:

Denote the associated interpolation operator by I. It has been shown that I has the
anisotropic interpolation property [11].

Moreover, let

Wh ¼ fw 2 ðL2ðΩÞÞ2;wjT 2 P0ðTÞ � P0ðTÞ; 8T 2 Th; n� w j@Ω¼ 0g; (5)

where P0(T ) is a constant space on T. Forw 2 ðL2ðΩÞÞ2, the interpolationRw 2 Wh

on T is defined as follows

ð
T

ðw� RwÞdxdy ¼ 0: (6)

Now, for the magnetic H and electric E, we choose Vh ¼ CNR and Wh as the

finite element approximate spaces, respectively.

Then the mixed element approximation of (2) is to find ðEh;HhÞ 2 Wh � Vh ,

such that for all ðQ;Ψ Þ 2 Wh � Vh

ðεEh
t ;QÞh þ ðσEh;QÞh � ðrotHh;QÞh ¼ ðJ;QÞh;

ðμHh
t ;Ψ Þh þ ðEh; rotΨ Þh ¼ 0;

Ehð0Þ ¼ RE0; Hhð0Þ ¼ IH0;

8<
: (7)

where ðp; qÞh ¼
P
T2Th

Ð
T pqdxdy.
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3 Convergence Analysis

The main results will be derived in this section. We give some important lemmas

firstly.

Lemma 1 For all vt ∈ H1(Ω), we have

k vt � Ivt k0h� Chjvtj1; (8)

here and later, the positive constant C is independent of the mesh parameter h and

may be different at each appearance, k v k0h¼ ðv; vÞh ¼ ð P
T2Th

k v k20;TÞ
1
2.

Proof By the anisotropic interpolation theorem [6], it is easy to derive (8). □

Lemma 2 For all v 2 ðL2ðΩÞÞ2, we have

ðv� Rv; rotΨ Þh ¼ 0; 8Ψ 2 Vh: (9)

Proof Since for all Ψ ∈ Vh, rot Ψ jK is a constant, by the definition of R, we have

ðv� Rv; rotΨ Þh ¼ 0; 8Ψ 2 Vh: □

Lemma 3 For all E 2 ðH2ðΩÞÞ2, there holds
X
T2Th

ð
@T

Ψ n� Eds � ChjEj2 k Ψ k0h; 8Ψ 2 Vh: (10)

Proof Using the similar arguments as Zhu et al. [11], the proof can be completed.

In fact, we only need to check that Vh satisfies the following properties: for all

Ψ ∈ Vh, there holds

ðiÞ
ð
l

½Ψ �ds ¼ 0; 8l � @T1 \ @T2; T1; T2 2 Th:

ðiiÞ @Ψ
@x

jT 2 spanf1; xg; @Ψ
@y

jT2 spanf1; yg; 8T 2 Th: □

For simplicity, let ε ¼ μ ¼ 1 and σ ¼ 0, we can obtain the following theorem.
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Theorem 1 Assume that ðE;HÞ 2 ðL2ðΩÞÞ2 � Hðcurl;ΩÞ , ðEh;HhÞ 2 Wh � Vh

are the solutions of (2) and (7), respectively, E 2 ðH2ðΩÞÞ2;H 2 H2ðΩÞ;Ht 2 H1

ðΩÞ. Then we have

k Eh � RE k0h þ k Hh � IH k0h� Ch

ðt
0

ðjHj21 þ jHj22 þ jEj22Þdτ
� �1

2

; (11)

k E� Eh k0h þ k H � Hh k0h� Ch½jEj1 þ jHj21 þ
ðt
0

ðjHj21 þ jHj22 þ jEj22Þdτ
� �1

2
�
:

(12)

Proof Define

DððE;HÞ; ðQ;Ψ ÞÞ ¼ ðEt;QÞ � ðrotH;QÞ þ ðHt;Ψ Þ þ ðE; rotΨ Þ; (13)

and

DhððE;HÞ; ðQ;Ψ ÞÞ ¼ ðEt;QÞh � ðrotH;QÞh þ ðHt;Ψ Þh þ ðE; rotΨ Þh: (14)

Then there holds

DððE;HÞ; ðE;HÞÞ ¼ ðEt;EÞ þ ðHt;HÞ ¼ 1

2

d

dt
ðk E k20 þ k H k20Þ:

For any ðQ;Ψ Þ 2 Wh � Vh, it follows from (1) and (7) that

DhððE� Eh;H � HhÞ; ðQ;Ψ ÞÞ ¼
X
T2Th

ð
@T

Ψ n� Eds:

By using of (8)–(10), we have

DhððEh � RE;Hh � IHÞ; ðQ;Ψ ÞÞ
¼ DhððE� RE;H � IHÞ; ðQ;Ψ ÞÞ þ DhððEh � E;Hh � HÞ; ðQ;Ψ ÞÞ
¼ ððE� REÞt;QÞh � ðrotðH � IHÞ;QÞh þ ðHt � IHt;Ψ Þh
þ ððE� REÞ; rotΨ Þh �

X
T2Th

ð
@T

Ψ n� Eds

� ChjHj2 k Q k0h þChðjHtj1 þ jEj2Þ k Ψ k0h : (15)

Taking ðQ;ΨÞ ¼ ðEh � RE;Hh � IHÞ in (15) and applying Schwarz inequality,

there yields
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1

2

d

dt
ðk Eh � RE k20h þ k Hh � IH k20hÞ

� Ch2ðjHtj21 þ jHj22 þ jEj22Þ þ
1

2
k Eh � RE k20h þ

1

2
k Hh � IH k20h : (16)

Integrating (16) for t, by use ofEhð0Þ � REð0Þ ¼ ð0; 0Þ;Hhð0Þ � IHð0Þ ¼ 0 and

Gronwall inequality, we can obtain (11).

By triangle inequality it follows that

k E� Eh k0h þ k H � Hh k0h
�k E� RE k0h þ k RE� Eh k0h þ k H � IH k0h þ k IH � Hh k0h

� Ch½jEj1 þ jHj21 þ
ðt
0

ðjHtj21 þ jHj22 þ jEj22Þdτ
� �1

2
�
:

(17)

The proof is completed. □

Remark 1 We point out that the results in this paper are no longer valid for some

popular elements, such as Q1
rot element [9], E Q1

rot element [12] and low order

triangular C-R element [13] and so on. This means that it is not easy to construct a

suitable anisotropic nonconforming mixed element scheme for approximating

Maxwell’s equations.

4 Conclusion

In this paper, we discussed a nonconforming mixed finite element method for

approximating Maxwell’s equations. Convergence results are obtained for aniso-

tropic meshes, which are the same as those in the previous literature for conforming

elements for regular meshes. The study shows that the nonconforming mixed finite

element method is effective for solving Maxwell’s equations.
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New Back-Up Protection Principle

and Its Modeling Based on IEC 61850

Zheng-tuo Zhang, Jing Li, Zeng-ping Wang, and Li-ming Tu

Abstract The traditional protection only uses the information of the places where

protection installs to make judgments. This limitation leads to that protection

becomes increasingly unsuited to the requirements of the modern grid. This paper

proposes a multi-information back-up protection principle that makes use of the

corresponding relationship between the fault location and fault output data. The

logical model and communication model were established following IEC 61850.

The model establishes a multi-information protection logic node and describes the

information flow among LNs in the station. Finally, a strategy table was put forward

and a logic simulation was set up in PSCAD. Analysis shows that the program can

make the protection configuration more flexible and more effective.

Keywords IEC 61850 • Multi-information • Back-up protection • Modeling

1 Introduction

Traditional protection has some natural technical defects which can make power

system a lot of faults. The root cause is that the sampling information used for

protection decision is all collected from the local transformer [1]. From the multi-

information technology consideration, the amount of information can affect the

protection performance. When it comes to the SAS, we should collect more

information from the bay level and process level and exchange status messages

and trip Goose messages among IEDs of each level.
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IEC 61850 solves some problems that large amount of information is transformed

and secondary wiring is so complex for a lot of information channel. It makes it

become reality that optical fiber is used in the substation communication. The

physical world is described as a abstract and virtual system. This advanced mecha-

nism fully resolves the interoperability among IEDs of different companies and

brings a huge change to substation communication system [2, 3]. What this paper

researches is a distributed backup protection system based on IEC 61850. Its concept

comes fromwide-area protection.Multi-information fusion technology [4, 5] is used

in the issue. It is a deep application of IEC 61850 in substation. Traditional single-

point protection is gradually replaced by multi-information protection and then this

scheme makes protection configuration more flexible and more effective.

2 The Distributed Backup Protection Principle

Figure 1 shows a typical substation wiring diagram, we use a multi-information

backup protection algorithm to realize a backup protection system based on IEC

61850. This scheme defines three levels in a substation: incoming line level,

transformer level, outgoing line. Each level contains one or more interval. Three

levels have three judging units and these units collect information together to

calculate the result, then we can initially determine the failure location. Finally

the information collected from each level and the initial calculation result will be

sent to coordination unit to make final analysis. F1-F9 in Fig. 1 mean any faults in

the station. D1-D11 mean direction components and the RB mean bus differential

protection components. The output value of Di and RBn can be defined as follows.

Di ¼
0 Positive direction components act

0 direction component still

1 opposite direction components act

8><
>:

RBn ¼
1 bus differential components act

0 bus differential components still

�

For example, in the transformer level, the values of D3, D4, D5 and D6 can only

be what occurs in this table below when the failure occurs at F2 and F3 (Table 1).

The above relationships can obtain two sets of data (0,0,0,1) and (0,0,1,0),

corresponding to the D3-D6 values when the F2 and F3 failure occurs. When the

actual fault occurs, the output data XOR two sets of data. If the result obtained is

(0,0,0,0), it can be determine that the fault location is located in this place

corresponding to the fault. The method of the line layer and outlet layer judgement

are the same. Taking into account the big amount of information, the inaccuracies

of judgment and the results, a decision-making coordination unit is increased, the

judgment results of the three layers and the collected direction information are
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consolidated into the coordination unit and then by relationship matrix method a

global judgment will be made. The relationship matrix is shown in Table 2.

This method, not only can guarantee the reliability and fast backup protection,

the protection principle of using single information is changed to the principle of

using multi-information. In IEC 61850 substation, the networking and intelligent is

better achieved.

D1 D2

D3 D4

D6D5

D7

D8 D9

F1

F2 F3

F4 F5

F7 F8 F9

D10 D11

F10 F11

PMSINF1

PMSINF2

PMSINF3

RB1

RB2 RB3

F6

PMSINF0

Fig. 1 The distribute

construct of faults in the

substation

Table 1 Relationships of

fault location and transformer

level output

D3 D4 D5 D6

F2 0 0 0 1

F3 0 0 1 0

Table 2 Relationships of fault location and information output in the whole station

D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 RB1 RB2 RB3

F1 1 1 1 1 0 0 0 1 1 1 1 1 0 0

F2 1 1 0 0 0 0 1 1 1 1 1 0 0 0

F3 1 1 0 0 0 0 0 1 1 1 1 0 0 0

F4 1 1 0 0 1 1 1 1 1 1 1 0 1 0

F5 1 1 0 0 1 1 0 1 1 1 1 0 0 1

F6 1 1 0 0 1 1 1 0 1 1 1 0 0 0

F7 1 1 0 0 1 1 1 1 0 1 1 0 0 0

F8 1 1 0 0 1 1 0 1 1 0 1 0 0 0

F9 1 1 0 0 1 1 0 1 1 1 0 0 0 0

F10 0 1 1 1 0 0 0 1 1 1 1 0 0 0

F11 1 0 1 1 0 0 0 1 1 1 1 0 0 0
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3 The Establishment of Station Backup Protection

Modeling Based on IEC 61850

3.1 Extension of Protection LN Class

Compared with traditional protection, multi-information relay protection based on

IEC 61850 is a new kind of protection type. In order to make sure to build modeling

smoothly and establish such a protection system, creating a logic node of multi-

information protection is necessary and it should observe the rules which are

regulated in IEC 61850 [6]. According to the rules, the new logical node “multi-

information protection” is defined in Table 3:

The function of PMSINF is to integrate information from everywhere in the

station to achieve logical judgment, which includes direction information, sampling

information from the electronic transformer, protection tripping messages PTRC

sends, acting signal of the protection node and XCBR status information (Fig. 2).

3.2 The Protection Logic Device Modeling

Throughout the station protection, this paper uses traditional protection as the main

protection of the substation and multi-information protection as backup protection.

Table 3 Naming “multi-information protection”

First word Second word Third word LN

P MS Inf PMSINF

Protection Multi-source Information Multi-source information protection

server

data acquisition logic devices(LD1)

TCTR

TVTR
MMXU
CSWI

XCBR

the traditional protection logic devices(LD2)

PDIR2

PDIF
PDIF0

PDIR1

PPDF

PSCH

PTRC

protection-related functions logic devices(LD3)

RFLO

RPSB

RDRE

multi-information protection logic devices(LD4)

interface logic devices(LD5)

IHMI

RBRF

RREC

RDIR

PMSINF0

PMSINF1

PMSINF2

PMSINF3

Fig. 2 Logical modeling
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We set five logical device LDs, data acquisition logic devices, traditional protection

logic devices, protection-related functions logic devices, multi-information protec-

tion logic devices and interface logic devices [7, 8].

3.3 Information Exchange Model

In the station distributed protection information model includes traditional main

protection information model, protecting related function model, multi-information

protection logic equipment model and message exchange service among other IED.

To set up message service model, we should know how content of datas among each

other exchange. Document [9] introduce message exchange model among the

traditional protection IED and this article adds multi-message protection logic

nodes based on it, the function of model is mainly to reflect distributed backup

protection function. For simplicity, it only mentions the logic nodes which are

relevant to this function. The man – machine interface logic node inside substation

and protection-related function nodes are not marked, but in practical modeling it

should include all the function nodes (Fig. 3).

The collaboration process of LNs is following:

• After PDIF tests out the fault, the value of the status message Str becomes 1 and

trip message Op becomes 1. These two changes will be passed to PTRC. After

analysis, PTRC sends tripout GOOSE message to XCBR and RREC. Meanwhile

GOOSE messages are sent to PMSINF1-3 to prepare to realize backup protec-

tion function. XCBR receives tripout message and then jumps breaker after

TCTR TVTR

PDIF

PTRC

MMXU

XCBR
TCTR

TVTR
XCBR

PMSINF2

PTRC

PDIF

PTRC

MMXU1 MMXUn

PMSINF1

PTRC

TCTR

TVTR
XCBR

PDIF

PTRC

MMXU1 MMXUn

PMSINF3

PTRC

PMSINF0

Fig. 3 The information exchange modeling
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additional process. When the state of breaker changes from on to off. XCBR

sends new state to PTRC and RREC via GOOSE message at once. Send the

change message of breaker to PMSINF1-3.

• RREC receives GOOSE messages from XCBR and then decides to reclose the

breaker, while sending GOOSE message with value to XCBR.

• XCBR receives GOOSE message with value and closes the breaker after

processing. Then it sends GOOSE packets with new status of breaker to

PTRC、RREC and PMSINF1-3.

• PMSINF1-3 receive direction information, tripping message and status message

and then make the initial judgment. The results and other information needed

will be sent to PMSINF0 to make the final decision. When the main protection is

broken, PMSINF1-3 will send GOOSE trip messages to XCBR and RREC.

3.4 Model Mapping

The most prominent feature of IEC 61850 is model and communication. The

application of the model should implemented in the actual communication service.

The model of services defined in IEC 61850 have the same function in ACSI and

MMS, while relating to different specific model which requires mutual conversion

between models.

Entities in the mode communication process is data model and related services.

In IEC 61850 data model is mapped to the MMS via the SCSM services and IEC

61850 is also scalable. When the communication service agreement updates, it

maps new communication protocols by SCSM in order to achieve a global update.

Therefore, the communication model is the most important in IEC 61850. The

model is fixed but the communication protocol is changing. For distributed multi-

information backup protection, the communication model has a very important

meaning for a specific communication network.

4 Scheme Analyses

According to the verification and analysis in IEC 61850–5, the loading of commu-

nication network with a process samples is 750–1,200 kBytes. LAN simulation

analysis of communication performance when substation fault happens shows that

all critical circuit breakers receive a trip command in less than 4 ms using special

broadcast messages mapped on MMS/OSI protocol. In the traditional hard-wired

mode, the time from giving power to the device contact to reach the threshold is

about 8–20 ms. The protection system based on IEC 61850 has a distinct advantage

regardless of point of view from the communication channel or reaction time.

The scheme in Fig. 1 uses a lot of directional information. On the basis of the

existing microprocessor-based protection, as long as using the directional element
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component in a correct way, the direction can be determined correctly. In this

scheme we use positive sequence directional component. Do some XOR

calculations between the real output data of the directional component and the

fixed value in the database and then do OR calculation for each data of each result.

Thus, the fault location can be determined by simple binary number 0 and 1. A

strategy table is generated through analysis and calculation in Table 4. It can be the

basis for determining the fault location.

Use logical-mathematical components to perform simple logic operations for the

algorithm in PSCAD. If fault happens at F3, the output data of F3 and of other

places are shown in Fig. 4.

It can be seen from Fig. 4 that the output data at F3 is 0 and the output data at

other places are 1. Make a comparison between the data and the strategy table and it

can be determined that fault location is at F3. Then PMSINF0 sends trip message to

the breaker. The program is very easy to extend. If a new transmission line is added,

we can add a new directional component at the corresponding location and add all

output data in Table 2 when fault happens at this line. After analysis, the back-up

protection scheme based on IEC 61850 has good reliability and also improves the

speed. It is a effective scheme.

The simulation of the network delay in this system is as below in Fig. 5. Through

the simulation we can know the scheme is reasonable for commutation demand.

Table 4 Strategy table for determining

the fault location

Fig. 4 Output data at F3 and output data at other places
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5 Conclusion

This paper presented a back-up protection algorithm based on IEC 61850 which

makes full use of the relationship between the fault position and fault output data to

decide the fault location and achieve rapid and effective back-up protection. It can

effectively solve the problems caused by traditional backup protection whose acting

time is too long. This paper also established the logic modeling and information

exchange modeling, while describing the principle of modeling mapping. The

program is an organic integration of the protection theory and computer science

communication theory, which turns out to be more effective and practical.

References

1. YI Jun, ZHOU Xiao-xin (2006) A survey on power system wide-area protection and control.

Power Syst Technol 30:7–12, In Chinese

2. Hu Yu feng, Yin Xiang gen, Chen De shu, Zhang Zhe (2002) The application study of

information fusion in power system ─basic theory and method. Relay 30:1–5 (In Chinese)

3. Hu Yu feng, Yin Xiang gen, Chen De shu, Zhang Zhe (2002) The application study of

information fusion in power system -development activity and applying foreground. Relay

31:17–22 (In Chinese)

4. Ma Lei, Wang Zeng-ping, Ma Jing (2006) Study on local multi-information backup protection.

Relay 34:6–9 (In Chinese)

5. He Wei, Tang Chenghong, Zhang Xiangwen (2007) Design of data structure for IED based on

IEC 61850. Autom Electr Power Syst 31:57–60, In Chinese

6. Zhang Jie, Hou Si-zu, Chen Xiao-qian, Zhang Ke-gang (2011) Research on data modeling

method based on IEC 61850. Telecommun Electr Power Syst 32:31–35 (In Chinese)

7. Wang Li-hua, Ma Jun-hua, Wang Chuan-qi (2006) Research on application of substation

configuration description language. Power Syst Technol 30:93–96 (In Chinese)

0.0006

0.0005

0.0004

0.0003

0.0002

0.0001

0.0000

0.0010

0.0009

0.0008

0.0007

0.0006

0.0005

0.0004

0.0003

0.0002

0.0001

0.0000

0s 3s 6s 12s 15s 18s 21s9s 0s 3s 6s 12s 15s 18s 21s9s

Traffic Sink End-to-End Delay [seconds]
Traffic Sink End-to-End Delay [seconds]

1

2

Fig. 5 Communication simulation in OPNET

350 Z.-t. Zhang et al.



8. IEC 61850-7-4-2003 Communication networks and systems in substations: Part 7–4 basic

communication structure for substation and feeder equipment compatible logical node classes

and data classes. Switzerland (2003)

9. Tong Xiaoyang, Li Yingchuan, Zhang Li, Xu Kelai (2008) Interaction model of protection

functions based on IEC 61850. Autom Electr Power Syst 32:41–45 (In Chinese)

New Back-Up Protection Principle and Its Modeling Based on IEC 61850 351



A Novel Approach to Deploying High

Performance Computing Applications

on Cloud Platform

Jinyong Yin, Li Yuan, Zhenpeng Xu, and Weini Zeng

Abstract Now people can run HPC applications on cloud platform and they do not

need to own or maintain physical infrastructure. However, they have the burden of

managing large pools of virtual machines (VMs), because cloud users today must

manually instantiate, configure and maintain the virtual hosts. In this paper, a novel

approach is proposed to deploy HPC applications on cloud platform easily which

integrates a message passing interface (MPI) based simple programming model and

single system image (SSI) technology. By hiding the details of MPI applications

and VMs cluster, the approach allows cloud users to execute MPI applications on

VMs cluster as normal multi-process applications on a single machine. So cloud

users are promised to create and maintain a single VM only to deploy and execute

HPC applications on hundreds of VMs. The experimental results show that the

approach can reduce the burden of deploying HPC applications on cloud platform

greatly.

Keywords Message passing interface (MPI) • Single system image (SSI) • High

performance computing (HPC) • Cloud computing

1 Introduction

Nowadays some HPC applications are too small for supercomputers like IBM Blue

Gene series, but too big for PC or workstation. Traditional solution to implement

these type applications is to adopt PC or workstation cluster as physical infrastruc-

ture and MPI standard as communication mechanism, but this solution can not

satisfy HPC users’ needs mostly due to programming model, installation processes

and high maintenance cost.
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Cloud computing [1] is an alternative computing platform to bridge the gap

between HPC users’ computational demands and their local computing capabilities.

Recent years have seen an increasing adoption of cloud computing in a wide range

of computing intensive domains, such as high-energy, nuclear physics, bioinfor-

matics, astronomy and climate research [2]. Cloud computing is also an excellent

collaboration tool that allows users to share information globally, and replicate

others’ work in the cloud that contains identical application, datasets and environ-

mental settings.

MPI provides APIs to simplify the message passing inter-process, and provides a

process management environment to launch parallel application across hosts in the

cluster. In fact, MPI has become an IPC standard in HPC applications domain.

However, in a cloud environment, users must set up their cluster of VMs and MPI

process management environment by managing the instantiation, configuration and

maintenance of the cluster members, which increases the management burden of

running HPC applications on cloud platform.

To reduce the cloud users’ management burden, we propose a MPI based

programming model which eliminates MPI commands and parallel environment

so that executing MPI application is as the same as normal application. The

programmer can write parallel programs in a more natural and simple way. SSI

technology make cluster as a high performance machine. By integrating the pro-

gramming model and SSI, cloud users can execute MPI application on VMs cluster

as on single machine.

This paper is organized as follows: in Sect. 2, we introduce some related works;

in Sect. 3, we detail the cloud platform; Sect. 4 is the main part of the paper

including the SSI-MPI programming model and its implementation; in Sect. 5,

we conclude this paper with some forward-looking remarks.

2 Related Works

In recent years, a lot of projects have explored the areas of MPI, VM replication and

feasibility studies of HPC applications on cloud platform.

Youseff et al. [3] have explored the suitability of virtualization for applications

MPI-based and demonstrated that MPI applications can run in Xen platform with a

little of overhead. Beyond MPICH, there are several other implementations of MPI

including Open MPI [4] and LAM MPI [5] and other parallel programming

frameworks such as the Parallel Virtual Machine (PVM) [6], which provides a

message passing model very similar to that of MPI, OpenMP [7], which targets

parallel computing in a shared memory multiprocessor and MapReduce [8], which

targets the large parallel data intensive computations.

Cloud user can quickly replicate virtual machines by adopting SnowFlock [9],

but they have to address issues related to parallel APIs. The Potemkin project [10]

implements a honeypot. Honeypot machines are lightweight VMs which are cloned

with memory copy-on-write techniques from a static template in the same physical
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machine. Remus provides fault-tolerance of VM by keeping an up-to-date replica a

separate host. Denali focus on security and isolation in a web-server by dynamically

multiplexing VMs executing user-provided code.

3 Cloud Platform Overview

As mentioned in above sections, we intend to provide a transparent programming

model similar to the single machine platform for the designers. For this reason, we

adopt SSI technology to image VMs cluster to a high performance SMP VM in

operation system layer and improve MPI implementation to suit for the SSI

platform i.e. the MPI applications can be written and executed as the same way

as single machine applications.

As shown in Fig. 1, the platform proposed has the hierarchy as follows:

• Physical layer: Provides hardware infrastructures such as processor, memory,

disk, network, etc.

• Virtualization layer: Provides resource partition and management service; in the

case, KVM hypervisor is adopted because KVM is included in the standard linux

kernel and can be used conveniently.

• SSI layer: Image VMs cluster to a single VM, where kerrighed (a popular SSI

system) is adopted because it is implemented in kernel level and more transpar-

ent to programmers.

• MPI layer: By improving MPICH (a popular MPI implementation), MPI layer

can run MPI applications on cluster platform with SSI as a single machine.

• Parallel algorithm library layer: Provides some general MPI library functions

such as FFT and can be called transparently.

• Application layer: Provides special software service which can call MPI library

functions or MPI APIs directly.

High speed network

Node1 Node2 Noden

Hypervisor(kvm)

VM VM VM VM

SSI(Kerriged)

…

VM VM

MPI Library

MPI algorithm Library

MPI applications

Hypervisor(kvm) Hypervisor(kvm)

Fig. 1 The architecture of cloud platform
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4 SSI Based Programming Model and Its Implementation

The MPI architecture and the changes that are more suitable for SSI platform are

described in this section. Our works are based on the MPICH2 which is an efficient

implementation of MPI developed by the Argonne National Laboratory (Fig. 2).

4.1 Programming Model

Users must set up a management daemon on each machine to launch standard MPI

application. This daemons form a one-way ring topology to communicate each

other. Users must use mpirun program to run MPI applications and initiate the

execution as follows:

mpirun -nnumofprocs programname args

where numofprocs is the number of MPI processes, programname is the name of

the program, and args are arguments passed to the program.

The standard MPI architecture involves a persistent one-way ring of manage-

ment processes (mpd), and another one-way ring that manages each application run

(mpdman). Control messages travel through the rings, while workers exchange

application messages point-to-point.

Application

Application

MPD MPD

MPD

mpirun

MPDMAN MPDMAN

MPDMAN

Application
MPI Library

MPI Library

MPI Library

Management Application message Process spawn

Fig. 2 Standard MPI architecture
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To make MPI architecture more suitable for SSI platform, that is running MPI

applications on cluster as normal multi-process applications on a single machine,

we modified MPICH architecture as shown in Fig. 3 (SSI-MPI)and the details of

implementation will be shown below.

SSI-MPI eliminates standard MPI’s commands and parallel environment such as

mpd and mpdman processes. The SSI-MPI application can be started by the shell

immediately. The SSI-MPI application runs as a single process. When parallel

computing is needed, SSI-MPI application calls MPI_Init function to fork as

many processes as required and the new processed are migrated to other node by

the SSI transparently. When SSI-MPI application calls MPI_Finalize function, the

parallel computing is finished. The parallel computing procedure can be repeated

when needed in the same application.

Furthermore, unlike standard MPI needing many application binary copies, the

SSI-MPI can completely encapsulates the parallel computing procedure in a library

function which can be called as a normal library function. So SSI-MPI can increase

the reusability of parallel codes and make the programmer write MPI application in

a more natural and simple way.

…

MPI_Init

Application
(Process)

MPI Process
MPI Library

MPI_Finalize

MPI Process
MPI Library

MPI Finalize_

MPI Process
MPI Library

MPI_Finalize

Process

Management Application message

Process spawn

Serial execution

Process exit

MPI_init

Fig. 3 The SSI-MPI architecture
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As shown in Fig. 3, the SSI-MPI implementation doesn’t need mpirun to start

MPI application which hides details of MPI applications. The MPI application

starts and executes as normal application before it calls MPI_Init function. When it

calls MPI_Init function it forks multi processes called MPI processes. The MPI

processes communicate each other by calling MPI library functions and after

calling MPI_Finalize function, the MPI application executes as normal application

again. It can launch a new parallel procedure when needed.

4.2 The Implementation Way

We are going to implement the SSI-MPI through modifying MPICH2 which is a

efficient and matured implementation of MPI. The main modified parts include

TIPC channel, MPI_Init function and MPI_Finalize function as shadows in Fig. 4.

MPICH2 uses ADI3 as a portability layer to facilitate porting from one platform

to another. Because ADI3 is abstract devices interface with full-featured, it has

many functions to be implemented for porting to a new channel. CH3 is introduced

to reduce the porting effort.

As shown in Fig. 4, there have been several channels for TCP, RDMA, etc.

different communication architectures. Because functions associated with each chan-

nel interface are fewer that associated with ADI3, it is easier to implement a channel

than the ADI3 device. We implement a TIPC channel in SSI-MPI. TIPC is a standard

protocol with low overhead and satisfies the special needs of application working

within dynamic cluster environments. Its name service supports communication inter

MPICH2

ADI3

TIPC
Channel

CH3

TCP
Channel

Multi-
Method

RapidIO

RDMA
Channel

InfiniBand

Fig. 4 The modified MPICH2 architecture
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processes aftermigratingwhich arewhat SSI-MPI needs because SSI-MPI forksmany

processes and migrates them to other node for load balancing.

The main differences between SSI-MPI and MPICH are the implementation of

MPI_Init function and MPI_Finalize function. Because MPICH has mpirun tool,

mpd and mpdman process demons which can launch MPI application and setup

environment variables, MPI_Init can parse the environment variables set up by

mpdman. But in SSI-MPI, these works must be done in MPI_Init function.

In SSI-MPI, MPI_Init function and MPI_Finalize functions work as follows:

firstly, MPI_Init function initializes the global variable pUniv and Set a default for

the universe size; secondly, MPI_Init forks processes according to parameter

passed from user and migrates them to other nodes; finally, MPI_Finalize function

waits for the forked processes to exit and resets global variables so that the

application can call MPI library next time.

4.3 A Programming Example

In this section, we show how to use SSI-MPI to write parallel application by an

example.

Figure 5 is a Fast Fourier Transform (FFT) algorithm written in SSI-MPI, from

which we can see that all the parallel computing are encapsulated in MPI_fft

function and the MPI_fft function can be called as a general function in main

function.

The procedure is same as standard MPI. Firstly, MPI_fft calls MPI_Init to setup

environment variables and initializes worker processes; in this instance, eight

worker processed are initialized. Secondly, MPI_fft perform calls such as

MPI_Comm_rank to determine its rank, or MPI_Comm_size to find out about the

total number of workers spawned. Throughout execution, workers transmit infor-

mation to one another via the MPI_Send and MPI_Recv calls. Finally,

MPI_Finalize is called to finish the parallel procedure.

Except for MPI_Init, all the APIs accord with MPI specification. Because

MPI_Init can parse the environment variables set up by mpdman in standard

MPI, however there is no mpdman in SSI-MPI, the parameters such as worker

process number must be passed to MPI_Init.

4.4 Discussion

SSI-MPI eliminates MPI’s commands and the maintenance of management

daemons. It can reduce the difficulty of writing MPI application and increase

utilization of parallel codes greatly. It allows parallel programmer to write MPI

application in a more natural and simple way and is more transparent to
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programmer and users. One drawback of SSI-MPI is that it needs SSI’s supports.

On the other hand, if SSI-MPI itself implements process migration, it can run on

normal cluster platform.

5 Conclusion

In this paper, an approach was proposed to reduce the burden of deploying HPC

applications on cloud platform by integrating SSI and MPI. It can allow the cloud

users to deploy HPC applications on cloud platform only to configure and interact

with a single VM.

void MPI_fft(double [] Time_commn , double [] Frequency _commn , int Points , 
int Process _num)

{
int ProcRank,Size ;

MPI_Init(Process _num); // Create Process _num processes
MPI_Comm_rank(MPI_COMM_WORLD,&ProcRank);

    MPI_Comm_size (MPI_COMM_WORLD,&Size );

// Parallel computing
if(ProcRank==0)
{

//do something
}

if(ProcRank==1)
{

//do something
}

.

.

.

MPI_Finalize ();
return;

}
void main()
{

double  Time_commn [1024 ],Frequency _commn [1024 ];

MPI_fft(Time_commn ,Frequency _commn ,1024 ,8);
// do something else

return;
}

Fig. 5 The parallel FFT algorithm
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This study mainly focused on SSI and MPI on cloud platform and there still are

much deserving exploitations. The future works include the implementation of

process migration in MPI and the exploitation of management tools that allow

cloud users to create and manage their high performance VM.
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Parallelization of Characteristic Series

Jiamei Liu, Suping Wu, Hongbo Li, Xinbo Yao, and Fang Du

Abstract The algorithm of computing characteristic series is the core of Wu

elimination method and its computation is very huge, so the common serial

program usually cannot meet the speed requirement. To solve this problem, parallel

computing is introduced. In this paper, the algorithm of computing characteristic

sets is analyzed, firstly, and then the parallelization of computing characteristic

series, which is implemented with distributed computing environment in Maple, is

given. The experimental results verify the performance and the acceleration effect

of the parallel algorithm.

Keywords Wu elimination method • Parallel algorithm • Characteristic set

• Maple

1 Introduction

Wu elimination method supplies an integrated theory and efficient method for

solving non-linear algebraic equations [1]. Solving non-linear algebraic equations

is a basic and most difficult problem. With the rapid development of the Wu’s

method, it is used more and more [2–4]. The mechanical algorithm of characteristic

series is the core of Wu’s method and its computation complexity is very high.

However, those serial computing process cannot meet the current speed require-

ment of specific applications usually. To improve the computing efficiency and to

tackle much more complex non-linear algebraic equations, parallel computing

using Grid Computing Toolbox in Maple is introduced.

Some achievements have been made in the research of parallelization for

computing characteristic set based on different mathematic computing software.
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Such as Ajwa I. et al. [5] implemented a specific package of parallelizing the

computation of characteristic set in the environment of PVM and SACLIB; Wang

D. M. [6] researched on the parallelism of Computing characteristic set in Maple

system using distributed workstation connected by a local network; Wu Y. W.

et al. [7] designed a distributed computing environment for the parallelization of

Wu’s method by combining different techniques including ELIMINO [8], MPI and

Globus Toolkits 3, which get a preferable speedup ratio of about 2. The paper [9]

gives the parallelization of Wu’s method on multi-core platform with the

multithreading model in Maple.

This paper tries to parallelize the computation of calculating characteristic series

which is very time-consuming, and develop the corresponding parallel program

with distributed computing environment in Maple. The experimental result shows a

satisfactory acceleration.

2 The Main Theorems and Sequential Algorithm

A solution of a given polynomial equation system is called a zero point where the

value of each polynomial is zero. Given a polynomial set PS, we get a polynomial

equation system PS ¼ 0. Then the process of solving this polynomial equation

system is the same to find out all of the corresponding zero points. These zero points

constitute a set and we call this zero set of PS, denoted by Zero (PS).
During the process of solving polynomial equations by elimination method, the

polynomial equation system of triangular form is very important. The goal of Wu’s

method is just to use the polynomial equation system of triangular form to describe

exactly the zero set of the given polynomial equation system. To be more specific,

characteristic series, a set of characteristic sets, is just the polynomial equations of

triangular form. The algorithm of computing characteristic series is extremely

critical to Wu’s method.

Definition 1 (Characteristic set) [1]. Given a polynomial equation system

PS ¼ {P1(x), P2(x),. . ., Pm(x)}, where Pi(x1, x2,. . ., xn)∈K[x1, x2,. . ., xn],i ¼ 1,
2, . . ., m. Ascending set CS ¼ {C1(x), C2(x),. . ., Cr(x)}, where Ci(x1, x2,. . ., xi)∈K
[x1, x2,. . ., xi], i ¼ 1, 2, . . ., r, is called the characteristic set of PS, if it satisfies the
following two conditions:

1. The pseudo remainder of each polynomial Pi in PSwith respect to CS is zero, i.e.

Rem Pi=CSð Þ ¼ 0; i ¼ 1; 2; . . . ; m:

2. The polynomial equation system PS and ascending set CS satisfy

Zero PSð Þ � Zero CSð Þ:
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Theorem 1 (Well Ordering Principle) [1]. Given a finite, non-empty set PS of
non-zero polynomials, PS ¼ {P1, P2, . . ., Pm}, Pi∈K[X], i ¼ 1, 2, . . ., m, there
certainly exists a mechanized algorithm, with which follows limited steps of com-
putation a basic set of PS, denoted by BS, can be computed, which satisfies that the
pseudo remainder of each polynomial in PS with respect to BS is zero. If this BS is
non-contradictory, then it is the characteristic set of PS, denoted by CS.

Theorem 2 (Zero Set Structure Theorem) [1]. Given the characteristic series
CS, CS ¼ {C1, C2, . . ., Cr}, of polynomial set PS, PS ¼ {P1, P2, . . ., Pm}. The initial
of Ci is Ii, i ¼ 1, 2, . . ., r. The zero set of PS, denoted by Zero(PS) has this structure:

ZeroðPSÞ ¼ ZeroðCS=IÞ
[[r

i¼1

ZeroðPS; IiÞ; I ¼
Y

r
i¼1Ii:

Theorem 3 (Zero Set Decomposition Theorem) [1]. Given the polynomial sets
PS, PS ¼ {P1, P2, . . ., Pm}, whose zero set can be decomposed into a set, union of a
series of characteristic sets’ zero sets:

ZeroðPSÞ ¼
[

jZeroðCSj=IjÞ;

The set of index j in this equation is finite, Ij represents the product of all the
initials in CSj.

The well ordering principle is applied in the process of computing characteristic
set, the zero set structure theorem and the zero set decomposition theorem describe
the constructive description of zero set. The definition and theorems can be found
and proved in [1].

In the elimination process the selection of basic sets is not sole and in practice it has
great flexibility. So the characteristic set is not one and only either. As described
before, we call the combination of all the characteristic sets characteristic series.
According to the constructive description of zero set indicated by Theorem 2 and 3 and
referring to the Wsolve package in Maple designed by Wang D. K. [10], the serial
algorithm of computing characteristic series can be extracted. The algorithm of
computing characteristic series consists of several important parts: calculating
basic sets, pseudo division of polynomials, factorization, calculating characteristic
sets, decomposition for computing characteristic series. For the sake of simplicity and
basis for parallel algorithm description that followed, the last part is given only. Its
sequential algorithm is put as follows.

Wusolve ( Input: PS; Output: CSS )
Begin
// Decomposing PS into many independent polynomial sets,
QS is a set of sets
QS :¼ Factorization (PS)
for i in QS do
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CSS:¼ CSS[CharacteristicSetSeries(i)
od

End
// Computing the characteristic series of PS
CharacteristicSetSeries( Input: PS; Output: CSS )
Begin

QS :¼ PS
CS :¼ CharacteristicSet(PS)
// The difference set between CS and constant set
IS :¼ init(CS) —{constant}
for I in IS do

// CharacteristicSet: computing CS
CSS :¼ CS[CharacteristicSet(QS[{I})

od
End

3 Parallel Algorithm

In order to realize parallel programming, two different kinds of parallel program-

ming forms are developed in Maple. The first one is the multithreading program-

ming model. The other one is the distributed computing model, depending on Grid

Computing Toolbox. The distributed computing model uses multiple process par-

allelism, each process has its own independent memory. The Maple Grid Comput-

ing Toolbox enables you to run Maple computations in parallel, taking advantage of

all your hardware resources, cutting down on processing time, and enabling

applications that were not possible before. It allows you to deploy your parallel

programs to large-scale compute cluster and supercomputer, making full use of all

processing power available to tackle very large problems [11].

The Grid Computing Toolbox is very easy to set up. It can connect directly into

your existing Windows HPC Server cluster without the need to set up services on

each node. You can also start a server process on each computer on a network and

the grid will self-assemble as each node automatically detects other nodes that are

present. The Grid Computing Toolbox also integrates into existing job scheduling

systems such as PBS. Maple includes the ability to easily set up multi-process

computations on a single computer. The Maple Grid Computing Toolbox extends

this power to multi-machine or cluster parallelism. The two versions, Personal

Edition and Cluster Edition, are fully compatible, so that an algorithm can be

created and fully tested by using the local implementation inside Maple, and then

deployed to the full cluster using the toolbox, without changes to the algorithm [11].

In this paper, Personal Edition on a system with multi-core processor is chosen to

perform an experiment. In this situation parallelism is implemented by creating a

certain number of virtual nodes, which is realized by creating a certain number of

processes to simulate a Grid Computing Environment.
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Factorization plays an important role in solving polynomial equation system. In

the process of solving polynomial equation systems, it is a common phenomenon

that there are usually polynomials can be factorized. So if some polynomials can be

factorized into several polynomials with lower degree and fewer terms, it will

facilitate the computation to a great extent. Based on this notion, the best way to

compute characteristic series is to factorize the polynomial set firstly in this way the

zero set of original polynomial equation system can be converted into a series of

polynomial equation systems’ zero sets.

For example, given polynomial set (R, S), if R can be factorized in this way:

R ¼ R1 � R2, then the original zero set could be decomposed into two zero sets as

follows:

ZeroðR; SÞ ¼ ZeroðR1; SÞ
[

ZeroðR2; SÞ

In addition, due to the independence among the processes of solving these newly

generated polynomial equation systems, parallelization on this part can accelerate

the computing process obviously. Parallel algorithm is described as follows.

PWusolve ( Input: PS,ORD; Output: CSS )
Begin

QS :¼ Factorization (PS)
for i in QS parallel-do
CSS:¼ CSS[CharacteristicSetSeries(i)

od
End

This algorithm is grounded on data-parallel method, i.e. each node executes the

same code, but with different data. Hereon, several critical steps to implement

parallelization with Grid Computing Toolbox in Maple are put due emphasis. These

critical steps can be listed as follows.

1. A sever is established. The simplest way to start a sever is to use personal grid

server worksheet, an interactive Maple document that can start a personal server

with many nodes, we start a personal server with seven nodes. The alternative

method is to useMaple commands to configure your computer as personal server.

2. The mode of operation for parallel computation using the Grid package is

designated. This step can be realized by calling Grid[Setup] command. The

specific call is given as follows. In this call, the mode is not designated obviously

and the default value and local mode are used. By setting host ¼ “localhost”,
port ¼ “2000”, the location of the running Grid Server, is known by Maple and

the master server whose port number is 2,000 is designated. Grid[Setup]
(“localhost”, 2000):

3. A parallel computation can be launched by calling Grid[Launch] command. The

specific call is given below. the list includes expressions which are used in

CssGrid or its subprograms and imported from the current Maple session to

each of the nodes.
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Grid[Launch](N, CssGrid, printf, proc () false end proc, ["psets", "ords",
"nonzeros", "ascs", "Css", "Degenerate", "Cs_c", "Cs_b", "Cs_a", "Inits1",
"Inits", "Init", "Emptyset", "Nums", "Nrs", "LProduct", "Produce", "Factorlist",
"Premas_a", "Premas", "NPrem", "Basicset", "Reducedset", "Reducedp",
"Least", "Lessp", "Initial", "Mainvar", "dIndets", "Class", "Nonumber",
"Remset"]);

4. Because of psets in a group of polynomial set and we need to compute each

polynomial set’s characteristic series independently, a mapping operation in

CssGrid. Grid[Util][Map] command can be used, whose specific call is given

below. Here we focus on the first two parameters: Css is the true procedure

computing characteristic series; psets is the set union of newly generated poly-

nomial sets gained by factorizing the original polynomial set. So we come to

know that we can apply Css to each element in psets.CssGrid:¼proc() Grid
[Util][Map](Css,psets,ords,nonzeros,ascs):end proc:

5. To gather the results returned by each node to get the final result.

4 Experimental Results and Analysis

Experiments have been performed on the computer with a dual-core processor with

different number of virtual nodes. Sequential program is the Wsolve package

created by Wang D. K. and parallel program is modified based on this package.

Software environment: Windows XP, Maple 14. Hardware platform: CPU, Intel

(R) Core(TM) 2 Duo CPU T6570 @ 2.10GHz 2.10GHz; Memory capacity, 2G.

Experimental results are shown in Table 1, in Table 1, serial time and parallel

time with different number of nodes are shown, one node represents serial environ-

ment, two nodes represent on platform with two nodes, and so on. Execution time is

given in seconds.

In order to contrast the accelerating effect of the parallel algorithm, the speedups

of the parallel algorithm are given in Fig. 1, in this figure, the horizontal axis

represents the number of nodes, and the vertical axis represents the speedup.

Based on the above experimental results, some phenomena can be concluded.

(1) The computing efficiency of the parallel algorithm for all the given instances is

obviously much higher than that of serial method. (2) With the increase of the

number of nodes, in addition to the problems of small scale, such as instances 1, the

best speedups of other instances are also getting bigger. The speedup we get is

Table 1 Serial time and parallel time with different number of nodes

Example 1 node 2 nodes 3 nodes 4 nodes 5 nodes 6 nodes 7 nodes 8 nodes

1 78.777 40.263 32.885 39.764 38.952 37.753 42.337 40.092

2 198.715 94.146 93.101 89.419 96.034 90.589 86.158 84.022

3 252.626 131.867 136.291 143.738 132.366 126.533 124.005 131.196

4 262.194 163.407 157.990 144.740 146.174 147.412 127.748 133.092
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determined by the ratio of overhead in total time, parallelization overhead is also

increased with the number of nodes increases, but as the number of node increases

and the problem scale accordingly do too, the speedups become stable rise in

fluctuation gradually. Due to that ratio of overhead is getting large, when the

number of nodes increases, so if advancing speedup, the problem scale must be

enlarged. Due to that absolute load balancing cannot be reached, the fluctuation

cannot be avoided in the converging process. If the example can be factorized into

many independent problems the number of which is much bigger than the number

of nodes, under this situation there are enough tasks, parallel effect will be good.

(3) The distributed computing model performs stably in the experiment and it

achieves a preferable accelerating effect.

5 Conclusion

This paper tries to parallelize the algorithm of computing characteristic series and

implements the parallelization with the distributed computing model in Maple, and

the high efficiency of parallel algorithm was proved. But there is a problem here, in

the situation that the number of factorable polynomials is very small this parallel

algorithm will fail to meet its high performance. The difficulty of getting a good

workload balance and the limitation of memory capacity resulted in the inability to

make full use of the computing power offered by this model. So in the future it

needs to take into consideration of two directions to further enhance the computing

efficiency. Firstly, it is recommended to optimize the serial program and the parallel

part. Next, more effort should be poured into combining different parallel program-

ming methods – the multithreading model and the distributed computing model, the

utilization of computing resources can be promoted much higher, which leads to a

much higher computing efficiency.
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Wireless Monitoring System for Elevator

on Android Platform

Hang Xu and Guo-jun Zhao

Abstract This paper introduces and presents an Android based remote monitoring

system for elevator which can connect the elevator controller with Wi-Fi or GPRS

network. The system provides friendly interfaces for users to get monitoring

information about the elevator. Compared with existing elevator monitoring

systems, this system runs on a smartphone with Android O.S rather than the

expensive PC platform and there is no need to write before installing the system.

The user could achieve the lift monitoring at anywhere and anytime.

Keywords Android • Elevator monitoring system • Wireless communication

1 Introduction

Nowadays elevators in our environment are gaining popularity, but the accidents

are still common. Elevators are expected to run safety, reliability and repair

efficiency and timeliness. In order to meet the set of requirements, elevator mainte-

nance staffs should access real-time information and learn about the running states

of the elevator. Elevator monitoring system is designed for the elevator remote data

maintenance, remote fault diagnosis and statistical analysis. But most existing

elevator monitoring systems are wired elevator controller and PC platforms

[1]. This method has some issues that have to be considered and addressed:

• It is difficult and expensive to wire between PC platforms and elevator

controller.

• The maintenance staffs have to stay at the control room day and night to prevent

unexpected events.
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• It is difficult to find the point of fault if the communication faults of the

monitoring system occurred.

To solve these issues, an Android based wireless monitoring system was used

which could allow maintenance staffs use Android smartphone with wireless

network to solve the above problems and to simplifies the install process of

monitoring system.

2 Structure of the System

BÖHNKE+PARTNER BP304 elevator controller [2] was used as experimental

platform, BP304 is a high-end product, its control system used three 32 industrial

microprocessors, and enhanced the operation speed and performance. It supports

64 floors at most, up to eight sets of elevator group control and supports for remote

monitoring, the structure of BP304 is shown in Fig. 1.

The system is designed as the Client/Server communication model [3, 4]. By

installing a IEEE802.11 b/g protocol wireless module [5], Elevator controller acting

as a server and achieves wireless communication with smartphone which acts as a

client. Users can have three methods to implement a connection with the elevator

controller, as shown in Fig. 2:

Fig. 1 Structure of BP304 elevator controller
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2.1 LAN Connection Through a Wireless Router

If user located in the elevator machine room, LAN connection method is the best

choice. Before using this method, we need to access configuration interface of the

wireless router and arrange a static IP address and port number for the wireless

module of the elevator controller. It’s called DHCP (Dynamic Host Configuration

Protocol). DHCP has three methods to allocate IP address: Manual Allocation,

Automatic Allocation, and Dynamic Allocation. Normally, and DHCP will allocate

an IP address using Dynamic Allocation method, but in this method every time the

wireless module connect to the wireless router the IP address is different. It brings

difficulty for the smartphone to connect to the wireless module. For this situation,

we use Manual Allocation. In this case, DHCP will allocate a static IP address and

port number manually by the MAC address which is set in the wireless device

uniquely. By DHCP, the smartphone can build a LAN connection with the elevator

controller through the static IP address and port number of the wireless module.

With the help of the wireless router, the system will not be influenced by the

network bandwidth and can be carried out with a minimum of delay and the best

stability.

2.2 WAN Connection with WLAN Network

This method is designed for the situation where the user could access the WAN by

Wi-Fi network, for example, in the control room.

User should register DDNS (Dynamic Domain Name Server) for elevator

controllers first. Due to the shortage of the IPv4, we can only connect to the Internet

with dynamic IP address. In this case, each time our equipments access the WAN,

they will get different WAN IPs and we call it dynamic IP address. It makes difficult

to access a network host. DDNS technology maps user’s dynamic IP address to a

Fig. 2 The network structure of the system
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fixed DNS service. Each time a user connect to the network, the program will send

the information to the DNS service and allow us access a host with a domain name

provided by the DNS server. With this function, the user just needs to set the DDNS

configuration of the wireless router, and input the domain name to the system to

implement connection.

In fact, with the development of the Wi-Fi technology, now we can find WLAN

access points not only in the buildings but also at the outdoor in some modern cities.

It provides us convenience to access the WAN. Meanwhile, because of the fast

speed, user also can enjoy the best performance of the system.

2.3 WAN Connection with GPRS Network

This method allows user access WAN almost everywhere where there is cell phone

signal.

In order to access the wireless router, user also should register the DDNS first.

Data access function of the smartphone also need to be open before the connection.

Due to the limited speed of GPRS network which is no more than 300 kbps in

ordinary, the system communication will not be so fluent. But after testing, the

system delay is acceptable.

From the above, we can conclude that using this system, staffs could implement

the real-time monitoring of the elevator almost at anywhere and anytime.

3 Software Design Flow

As previously mentioned, the system aims to build Elevator Remote Monitoring

System on the smart phones to implement wireless LAN/WAN connection, remote

monitoring, operate elevator, manage elevator database. For this, the system will

have the features as shown in Fig. 3.

The system is divided into two parts: presentation layer and logic layer. The

presentation layer is designed to displays and updates the user’s interface and the

logic layer implements data transmission and information processing, such as

messages decoding, data storage, database processing. Logic layer provide data

for presentation layer.

3.1 Account Module

Account Module consists of three parts including Login, Password Retrieve and

Register. For safety consideration, user can register a personal account only in the

initial use of the software. Otherwise, if users forget the password, Password
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Retrieve function can be used to reset password after the user provide the account

name and E-mail address. At the logic layer, A SQLite database [6] is designed to

store the account information.

As special equipment, Elevator has a high requirement on the safety, in order to

prevent non-staff log in to the system through illegal means, all account information

is encrypted by DES encryption algorithm. Furthermore, we use the IMEI (Interna-

tional Mobile Equipment Identity) number of the smartphone as operate to avoid to

log in by copying the database file of the other users. DES algorithm as a high level

of security encryption algorithm, it can effectively protect data security.

3.2 Configuration Module

Because of kinds of site conditions, the system uses three kinds of connection

methods to communicate with the elevator controller. In order to provide a good

user experience, a database is designed to save the lift network information, called

elevator database. It provides information including SSID and password of the

wireless router, IP address, port number and domain if necessary.

1. LAN Configuration. To configure LAN connection, Firstly user has to connect to

the Wi-Fi network. In this module, WifiManager [7] class is called to offer a

range of methods to deal with Wi-Fi related issues. Here we design a spinner

widget to list all AP names which can be found by the WifiManager. After

System
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Password
Retrieve

Configuration

LAN
Configuration

WAN
Configuration

Elevator
Database

Remote
Monitoring

Menu
Opertaion

Elevator
Calls

Running
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Fig. 3 System features
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choosing an AP name form the spinner, system will pop-up an AlertDialog. It

will guide the user to complete a Wi-Fi connection. Then, system will search the

elevator database to find out all elevator name connected to the AP, and list them

in a spinner. If users choose an elevator name, the system will open a socket

connection. By now, it’s ready to connect the elevator.

2. WAN Configuration. The WAN Configuration guides user through GPRS or

WAN Wi-Fi network to connect to the elevator controller.

Here we register a handler to realize Try to Connect function. After inputting the

target domain, the system will call new Socket(domain, port) to open a socket

connection as well as a timer. If the connection is established successfully, the

system will display all details of the connection, otherwise it will pop-ups a

AlertDialog to warn user what happened. To avoid the system run into an infinite

wait, the timer will interrupt to cancel the connection.

3.3 Remote Monitoring Module

As the core module of the system, Remote monitoring module is used to realize

communication between the client and the elevator controller. We use stop-and-wait

protocol [8] to ensure the stability during the communication. Stop-and-wait protocol

has two basic mechanisms to implement the above requirements: acknowledgement

and timeout. After sending a data, the sender will wait until it receives an ACK frame.

If there is no ACK frame in a while or receive NACK frame, the sender will

resend this frame data. By using this structure, the possibility of packet error

reduces greatly.

The wireless remote monitoring system developed with Android-ADT plug-in

on the Eclipse platform. Because of the system. Due to the system is involved in

network connectivity, in order to describe the system better an Android phone was

used to implement functional testing. The test platform is shown in Fig. 4.

The Remote Monitoring Module consists of three parts, including Running

State, Elevator Calls and Menu Operation.

1. Running State. Allow user to learn about the elevator car position, running

direction, door state, elevator calling and car call signal. We design a simulation

elevator hoistway to display this module, as shown in Fig. 5.

In Fig. 5 we can see Running State Module running on real smartphone. It

displays the real-time running state of the elevator. In the middle of the screen is

the simulation elevator hoistway and up and down arrows tell user the elevator

calling signals. If there is a car call signal on No. 19 floor, the color of the

number will change just as shown in figure.

Besides, Dynamic Data, Lift State and Error Stack Interface are designed with

Tab widget to provide all monitoring information, user could scan this informa-

tion by tapping the top column of the interface.
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Fig. 4 Test platform

Fig. 5 Running state module
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2. Elevator Calls Module. Allow to simulate car call or elevator calling operation.

It was designed with a SlidingDrawer widget. User could open the drawer from

the right side of the screen. To provide good user experience, this module is

displayed as a 15 grids interface, as shown in Fig. 6a.

For this situation, the system use RelativeLayout place all Button widgets.

Android provides a variety of layouts for developers to place widgets. But with

the RelativeLayout, developers can place widgets with relative positions, which

could finish a layout quickly and simply to similar interfaces. After typing the

floor number, user can press “Calling Up”, “Calling Down” or “Car Call” button

to implement simulated call function which are listed at the bottom of the

interface. This module also provides “C” and “Backspace” button to realize

reset and backspace function. Once the user clicks the button, system will use the

onClickListener() method, and complete all work in this method.

3. Menu Operation Module. Allow to scan the LCD display and operate the entity

keys on the elevator controller, as shown in Fig. 6b. User can change the

configuration remotely by using the system instead of standing before the

elevator controller. In this module, we design four TextView widgets to simulate

the 4*20 LCD of the controller. Once the system receives the relative message,

all characters will be decoded and showed on these widgets. Meanwhile, we use

the ImageButton widget to simulate the buttons on the controller. Users also can

use the physical BACK button to turn back to the previous menu. The system

uses the KeyEvent -KEYCODE_BACK method to realizes this function.

Fig. 6 Elevator calls module and menu operation module
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4 Conclusion

The wireless elevator monitoring system presented in this paper considers three

methods to the connection that can be freely selected by the users. For doing this,

we use the module that today’s smartphones allow us to get through its connectiv-

ity. Meanwhile, friendly interfaces are provided to allow users access elevator

information conveniently. The use of Android OS also makes the solution cost

low and maintenance simple as compared to other existing solutions with PC

platform and wiring method.

In the further research, we will improve the system concentrating on the multiple

elevators monitoring, because in a subdistrict one maintenance staff should manage

more than one elevator, so we will collect multiple elevators information and send

short messages to the users to warn users if an error occurs. Otherwise, we will

improve the stability of the system to avoid crash and other unexpected error.
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Air Cooling Equipment Health Status

Prediction Techniques Based

on Data-Driven Method

Bing Chen, Shimeng Cui, Haodong Ma, and Hongzheng Fang

Abstract In order to predict the future status of the fan of telecommunication and

electronic equipments in practical application, and for the purpose of improvement

of condition-based maintenance, a data-driven method is used in this paper. And the

paper is mainly about the application research of health status prediction of

brushless fan. According to the results of the fan structure and failure mode

analyzing, the parameters of the acquisition are determined. Before the analysis

of prediction, the raw data characteristics are extracted. Then the fan’s health status

is classified by K-Means clustering method. In the end, the fan status is estimated on

the basis of comprehensive tests and fault symptoms monitoring. The validation

results show that the proposed prediction method has higher precision, with a less-

than 10%’s average relative error, and the efficiency of maintenance work is

improved to reduce the waste of replacement parts, reduce costs, and has strong

practical engineering value.

Keywords Air cooling equipment • Fan • FMMEA • Health status prediction

1 Introduction

Air cooling equipment (such as fan) is a key component of thermal management

solutions for electronic equipment, and its performance directly affects the perfor-

mance of expensive telecommunications equipments, powers and server equipments.
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The poor performance of the fan may cause intermittent or catastrophic failure of the

target system, and a major loss to the system [1]. For this situation, the demand for air

cooling equipment failure Prognostics andHealthManagement (PHM) growing in the

industrial field.

There are some researches of fan life evaluation already, but most are from the

point of reliability to assessment, which only for bulk rather than individual for

device [2, 3]; also some fan failure mechanism analysis and estimates based on the

physical failure model (PoF) have been carried out [4], but most are not combined

with the actual working conditions and failure modes, so with limited engineering

significance. This study is from the view of solution for practical engineering

problem, and it makes an attempt of transforming the theoretical research into

practical applications. On the basis of carrying out a large number of failure mode

analysis and experiments, a more practical fan failure prediction method is studied,

and the prediction accuracy of the method is verified.

2 Analysis of Fault Mode and Failure Mechanism

for Fan Operation

Failure Mode, Mechanism and Effects Analysis (FMMEA) is a systematic method,

it can identify all potential failure modes including failure mechanism and model,

and make failure mechanism prioritization. FMMEA developed by CALCE Center

of Maryland University, aimed at eradicating process defects of the traditional

Failure Mode and Effects Analysis (FMEA), and Failure Modes, Effects and

Criticality Analysis (FMECA).

The potential failure modes, causes and mechanism of brushless DC fan are

analyzed according to FMMEA principle, as shown in Table 1.

The priority of potential failure mechanism of the fan is shown as in Table 2.

Based on the above results, it is possible to provide the basis for determining the

parameters and developing fan life prediction methods. In this study, considering

the combination of analysis of the results and the actual feasibility, current, voltage,

speed and vibration signal are selected as the monitoring parameters.

3 Fan Fault Testing

In this study, fan data of sub-health to failure is obtained through the design of fault

simulation test. Fan is accelerated to failure by making imbalance, wear, corrosion,

and other initial defects in the trial. Fault simulation and the fan test running are

shown as follows.
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The first picture of Fig. 1 from the left is imbalance imitation of fan, and a mass

block is stick to one of the vanes, as shown with the red mark in picture. The second

and third pictures are erosion and fatigue faults. The last picture shows the opera-

tion of acceleration tests. The entire test which collected fan life cycle related

parameters lasted about 3 months.

Table 1 Analysis of failure modes, causes and mechanism

Point of failure Failure mode

The cause

of the failure

Failure

mechanism

Ball bearings Stuck Overheat Lubricant

degradation

Hash Rotary load Fatigue

Small cracks Damp Erosion

Hardness mark Mechanical overload Vulnerable

segments

Blades Surface dirt Dust Adhesive

Rupture Rotary load Fatigue

BLDC

motors

BLDC

drive

Short circuit, open

circuit, transistor

off

High temperature,

high bias, power cycle

Scattering

Fixed

piece

Rupture, line film

stripping

Overheat, mechanical

overload

Isolated material

thermal aging

Table 2 Potential failure mechanism priority analysis of brushless DC fan

Point of failure

Failure

mechanism Occurrence Severity

Risk

priority Risk

Ball bearings Lubricant

degradation

5 3 15 High

Fatigue 1 3 Low

Erosion 2 3 6 Low

Vulnerable

segments

4 3 12 High

Blades Adhesive 5 3 15 High

Fatigue 3 3 9 Medium

BLDC motors Scattering Scattering 2 4 8 Medium

Isolated material

thermal aging

Isolated material

thermal aging

2 4 8 Medium

Explanation

1. Occurrence standards: 5(Frequent occurrence), 4(Proper occurrence), 3(Accidental occurrence),

2(Small occurrence), 1(Very few occurrence)

2. Severity criteria: 5(Entire product failure), 4(Loss of function), 3(Run degradation), 2(Operating

capacity reduction), 1(Small effectiveness)
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4 Health Status Prediction Based on Data-Driven Method

The fan data is preprocessed and feature processed after the whole life cycle data of

fan is obtained, and followed by health status classification and state prediction. The

whole health status prediction’s processing chart is as follows (Fig. 2):

4.1 Feature Extraction

According to the acquired data, the relevant characteristic information is extracted

to assess the health status of the equipment. There are two method of characteristic

calculation in this study, the time domain statistical characteristics and frequency

domain statistical characteristics.

The time domain statistical parameters can be divided into dimension parameters

and dimensionless parameters. The so-called dimensionless parameters are the

parameters which with all of the dimensionless index in zero, and do not vary with

the amplitude of the signal, it means the parameters do not change in time with t the
working conditions, and is only sensitive to the change of the shape of the probability

density function. The parameters are shown in the following table (Table 3).

For the situation, this algorithm converts filtered current I, voltage U, and speed

P into fan characteristic description parameter T (T ¼ εUI/P), where ε is a constant.
Results are shown as follows (Fig. 3).

Then the process of normalizing is done for converted fan characteristic value,

so time domain features are obtained, such as peak, average amplitude, variance,

standard deviation, and the results are shown as below (Fig. 4).

• Health status classification
Based on the extracted features, the method of K-Means clustering is used for

classifying device health status. In the process of the practical application, fan

health status classification is two parts:

First part is the stage of model training. In this stage, existing data is used for

getting the center point of the various types according to the method of

K-means clustering.

Fig. 1 Fault simulation and fan test running
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Second part is the stage of model application. In this stage, various types of

center point and distance calculation (Euclidean distance) is used for

classifying the existing samples.

The classification results are shown in Fig. 5, each sub-figure respectively

corresponding to the classification result of the current, speed and torque. The

black represents the status of normal situation, and the yellow represents the

status of the abnormal situation, and red represents fan failure status.

• Prediction of fan status
For the mechanical equipment, generally the state which could be predicted must

be a slowly varying state. So in a neighborhood interval, the health status of

equipment can be expressed by the curve approximation. For different

equipments and different periods, the parameters may be different; it needs an

adaptive parameter estimation method. Therefore, for the algorithm of the study,

Data
acquisition

Feature
extraction

health
State

assessment

Device
Status

Status
prediction

Equipment
failure

End

N

Y

Fig. 2 Health status prediction processing chart

Table 3 Time domain

characteristics
No. Parameter Type

1 Average amplitude Dimension parameters

2 Variance Dimension parameters

3 Mean square deviation Dimension parameters

4 Peak Dimension parameters

5 Kurtosis Dimensionless parameters

6 Skewness Dimensionless parameters

7 Pulse factor Dimensionless parameters

8 Waveform indicators Dimensionless parameters

9 Margin factor Dimensionless parameters
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the short-term prediction uses curve fitting with the method of combining AR

model; medium predictions use recursive AR methods, model parameters are

on-line updated; the long-term prediction method is based on the combination of

the forecasting models. The above is described as follows:

The method of curve regression and dynamic adaptive fitting. In the study of

the statistical methods of scientific experimentation, often from a set of test data
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(xi, yi) (i ¼ 0, 1, 2,. . . m), finding the functional relationship y ¼ F (x) between
the independent variable x and variable y. The observational data are often

inaccurate, it does not require, for all points (xi, yi), y ¼ F (x) is only required

minimal according to some standard error on a given point xi. If it is denoted
s ¼ (so, s1, . . ., sm) T, to require the norm jj s jj of the vector s is minimum. If S

(x) is polynomials of degree n, in order to make the formulation of the problem

more general, usually the jj s jj2 in least squares method is considered the form of

weighted average sum of squares, resulting the least squares solution of the

function f (x) as Eq. 1:

S�ðxÞ ¼ a0
�φ0ðxÞ þ a1

�φ1ðxÞ þ . . .þ an
�φnðxÞ (1)

The method of time series parametric modeling. The most commonly used and

effective prediction method in condition monitoring is the use of sequence

model for state prediction. If the sequence for a change of state of the equipment

is regarded as a random sequence, the existing data is seen as samples, then what

needs to be done is to use sample data to establish the sequence model. Time

series ARMA (Auto Regressive Moving Average) model, especially AR model,

is the basic sequence analysis and the most widely used parameter model in the

practical application:

xi ¼
Xn

i¼1
φixt�i þ at (2)

Where {xt} is a series of signal observation (sampling) values by a certain

“time” order, {at} is corresponding noise sequence, {φi} is the regression

coefficients, n is model order, i ¼ 1, 2, . . ., n. Due to the complexity of the

AR model order determination, the computing time of prediction is long, so here

it is simplified to pseudo-model for AR, with the advantages of simple model

and rapid calculation [5].

5 Validation of Health Status Estimation Results

When the fan is abnormal, model parameters needs to be corrected in real-time

according to historical data in the prediction process, so the real value of the test

data and the predictive value are used for validating the accuracy of the prediction

model. The results are as follows: (Fig. 6)

From the health status estimated results, the average relative error is less than

10%, it meets the technical requirements. The results show that this method can

predict the health status of the fan, and the accuracy meets the related requirements,

so the prediction results can be used to guide the engineering maintenance work.
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6 Health Status Prediction Software

for Air Cooling Equipment

In order to achieve the goal of the fan PHM, a software is developed on the basis of

the FMMEA and life tests. It can make an analysis and verification for the health

management process of the fan. The present data such as voltage, current and speed

signals can meet the basic needs of the project, and they can achieve the goal of

classification and the remaining life prediction. As shown in Fig. 7.

The left figure is the window of data playback, which shows voltage, current,

temperature and speed parameters. The middle figure is the result of characteristics

extraction, and the right figure shows the calculation of life estimation. This system

realizes the application for the fan health status prediction in physical engineering.

7 Conclusion

The health status prediction of air cooling equipment is an important part of the

electronic equipment heat management solutions. The main process of the proposed

method is to analyze the structural and failure modes of the fan, determining the
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parameters to be collected. After that, according to the characteristics of the fan, the

prognostic tests are carried out. On this basis, a prognostics method which based-on

data-driven models is used for predicting the status of the fan. The validation results

show that the proposed method has a strong practical value.
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The Application of i-bus Intelligent Lighting

Control System in the Terminal of Wuhan

Tianhe International Airport

Yongli Wang

Abstract This paper aims to present an implementation of advanced lighting

control system in airport terminal. The lighting requirements of the terminal are

fulfilled and regulated by an intelligent control system deployed with i-bus. The

intelligent control system adjusts the lighting in terminal at different time according

to the real-time requirements. Compared with conventional control system, this

intelligent control system can control the lighting in time as long as the real-time

requirements are shifted in a remote way. Besides, this new system can also save

energy to a great extent.

Keywords Component • Intelligent lighting control system • i-bus • Terminal

1 Introduction

As an advanced lighting control system that meets the national standard, the

Installation Bus (hereafter referred to as “the Installation Bus” or in short as “the

i-bus”) has been applied in more and more buildings, such as schools, residence,

hotels, factories as well as hospitals. It aims to provide monitoring and control on

many functions, such as lighting, heating, signalling etc. [1]. Designed as a man-

agement system, i-bus provides electrical installation for environmental control and

security, and thus brings us convenience for the daily life and work. To our

knowledge, there are fewer reports on the application of such systems in the airport

terminal, where the systems can save large effort on the construction and utilization

of the building, and also provide a significant approach on energy saving.
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2 Backgrounds

2.1 Overview of i-bus System

Bus system aims to apply the latest computer-controlled technology field bus

technology to the conventional field of electrical installation [2–5]. Each compo-

nent in this system has its own agent, and thus no central control unit, such as a PC,

is needed [6, 7]. Therefore, the composition of i-bus system is extremely conve-

nient, and thus can be applied to both small installation, such as floor, and large-

scale projects i.e., airports, hotels, administrative offices, industrial buildings, etc.

The components in i-bus can be divided into three categories according to its

functionality: sensors, actuators and system components. As architected as a

distributed system, the intelligent modules composing the system can work inde-

pendently which improves the efficiency and safety as well.

2.2 Differences Between i-bus and Conventional Installation

Nowadays conventional electrical installation technology (Fig. 1) has been widely

adopted. More specifically, the data acquisition and control of various systems and

equipment in the building, e.g., power, lighting, drainage, fire fighting, air condi-

tioning and ventilation, elevators etc., are usually accomplished by direct digital

controller. And then control and alarm signals sent to a central host computer for

dynamic graphics/event handling, control processing or other recording. In such

systems, the products from different vendors are adopted and they cannot commu-

nicate with each other, therefore, a separate control line is needed. The disadvan-

tage of such a structure lies as follows:

• Complexity in distribution lines and high amount of installation space;

• Large amount of cable required;

• Fire hazards;

• Fixed system and low flexibility;

• High operating costs and waste of energy

All the control signals in i-bus system (Fig. 2) are transmitted through a two-core

control cable, thus it can reduce the usage of installation cable; the control lines and

distribution lines unit are completely separated, thus, fire hazards are greatly

reduced. In this way, i-bus is an implementation of two-wire electrical installation

system, which meets the trends of future electrical installation technology in China.

In addition, in i-bus system, not only the requirements in electrical installation are

satisfied, but also the signals, such as alarm, status and centralized monitoring

signal, are all connected to the system through the bus, as well as correlated

systems, such as the telephone network, digital network, Internet, building control

systems, with the communication interface. And with test components integrated,
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a modern intelligent building system is constructed. The advantages of i-bus system

are shown as follows:

• Reduces planning, installation and wiring costs.

• Can be expanded virtually without restriction and constantly adapted during the

entire service life of the installation, and is therefore a secure investment in the

future.

• Enables the integration of new functions at any time.

• Realizes intelligent automation, for example lighting and heating control during

absence. This saves on energy costs and makes a significant contribution to

environmental protection and our carbon footprint.

• Provides simple operation and monitoring thus forming the long-term basis for

lower running costs, efficient facility management and optimum building

maintenance.

• Offers a great deal of individual comfort, thereby increasing the value of the

building for tenants and buyers.

• Increases safety and security for both people and the building, thus protecting the

investment.

Air
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Fig. 1 Conventional electrical installation technology

Clock

Remote
Control

Push 
Button

Temperature
Sensor

Transmitter

Motion
Detector

Daylight
Intensity

Air
ConditioningMotor Ventilator Lighting1 Lighting2

Fig. 2 i-bus system

The Application of i-bus Intelligent Lighting Control System 395



3 Applications of i-bus System in the Airport Terminal

ABB’s i-bus Intelligent Building Control System allows for the centralized control

of all electrical terminals (such as lighting and air conditioners). In China, i-bus

system has been deployed in a number of landmark construction projects, such as

the National Stadium (Bird’s Nest), the National Swimming Center (Water Cube),

Beijing Capital International Airport Terminal 3, Shanghai Pudong International

Airport Terminal 2, and many other high-end residences and villas, receiving

extensive recognition for its outstanding energy performance. The system of i-bus

has helped Beijing Airport Terminal 3 cut the energy consumption of its lighting

system by 20 %. An ABB i-bus® KNX lighting control solution for Terminal 3 at

the Indira Gandhi International Airport in Delhi, India, has been named the largest

and best of its kind in Asia. By providing precise demand related control of 11,000

electrical devices and 100,000 illumination points, the solution enables the airport

to make considerable energy savings. The following section focuses on the appli-

cation of i-bus in Wuhan Tianhe Airport.

3.1 Introduction to i-bus System in Terminal

Up to 2011, Terminal 2 at Wuhan Tianhe Airport, with a capacity of 13 million

passengers a year, is reputed to be the fourteenth largest airport passenger terminal

in China.

The huge 149,800 m2 complex is arranged on four levels and has two piers, each

of which is 258 m-long.

All of this requires lighting and illumination. Even though 80 % of the terminal’s

structure is made of glass, the airport’s lighting system is huge.

It comprises more than 20,000 light fittings and illumination points, and some

10,000 or so electrical and electronic devices like actuators, dimmers and detectors.

The i-bus system control slighting in Wuhan Tianhe Airport. The lighting range

includes the departure hall, arrival hall, baggage delivery area, underground garage

and other large space.

There are several control methods including local panel control, timing control,

centralized computer control, etc.

According to the number of locations and lighting control area, the whole

system is divided into several feeders: concourse feeder, two feeders for under-

ground garage, baggage delivery feeder, departure hall feeder and arrival hall

feeder. Equipment in each feeder runs independently, and can be locally con-

trolled. All feeders are connected to the bus to form a system, and this system can

be controlled by the control center in the concourse, thus the lighting of entire

terminal building is under centralized remote control, scene control and timing

control.
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Meanwhile, this system can also communicate with the building control system

to ensure monitoring on the lights. Lighting of the entire terminal building is

usually under timing control and scene control, and can also be switched to panel

control in special scenarios, e.g., inspection and other special circumstances, to

increase the flexibility and convenience.

Besides, in the office area and VIP reception area, i-bus system provides the

corridor lighting control in this area, and also local control can be facilitate d by

the intelligent control panel installed in the duty room or front desk position. Also,

the computer in the control room can monitor the status of lighting in the above area.

3.2 Advantage of i-bus System in the Application
of the Airport Terminal

3.2.1 Efficient Construction

The system uses the tree structure, and each bus device can be placed at any

position in the system. It facilitates the construction process for deploying bus

cables. No wall mounted panel control is required for each lighting loop, and this

leads to significant savings in the construction of a strong electric cables and wiring

tube, that is, not only saving in the material, but also avoidance of the wall-mounted

panel. In this way, the failure rate of the system will be reduced, and it brings

convenience to the property management.

3.2.2 Flexible Management

As the terminal building lighting control is undertaken by i-bus system, it is

convenient to control different lights in different time periods through remote

control, timing scene control. For example, the system automatically shuts down

the lights in departure hall and departure corridors, at the end of the night flight;

meanwhile the staff can check the scene lights in the control room. It is convenient

for managers; and at the same time, it significantly improves the punctuality of

turning off the lights which saves management costs and avoids energy waste.

3.2.3 Analysis on Energy Saving

The areas under the control of i-bus system include the departure hall with its

corridor, arrival hall with its corridor, baggage delivery area and underground

garage. Take the departure hall as example, the analysis of the energy-saving effect

is shown as follows.
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A total of 11 power distribution stations and 22 distribution boxes are adopted in

the departure hall with its corridor, which reaches up to a total power of 498 kW.

The manual control approach is indicated by the Table 1:

Note that the manual labor is involved in the control of the lighting, thus this kind

of control cannot meet the need of real-time control. In such scenario, delay on the

control of lighting is unavoidable. The total consumption by manual approach is:

11� 498þ 9� 0:5� 498þ 4� 0 ¼ 7,719 kWh:

While the i-bus solution is as the Table 2 shows:

In the i-bus system, the control of lighting is remote and real-time, thus some

manual labor is saved. Moreover, this kind of save can reduce the consumption of

unnecessary energy. Thus, in this scenario, the total consumption is:

8:5� 498þ 10� 0:5� 498þ 5:5� 0 ¼ 6,723 kWh:

The saving on energy for i-bus in each day is 996 kWh compared with manual

approach. In this way, the total saving for 1 year can reach up to 363,540 kWh.

Besides of saving on the energy, the utilization of i-bus can also lower the labor

intensity of the staff.

The details of comparison between two approaches for the arrival hall with its

corridor, baggage delivery area and underground garage are listed in the following

Table 3.

The mode denotes how many lights are on during different time interval, e.g.,

“1” denotes all lights on, “1/2” denotes half lights on, “1/3” denotes a third of lights

on and “0” denotes all lights off.

As the Table 3 indicates, a total saving of 7:479� 105kWh every year can be

achieved by the i-bus in the four major areas.

Table 1 The lamp working data for the manual control

Time The ratio for working lamps Hours for working

5:00–8:00 and 17:00–1:00 1 11

8:00–17:00 0.5 9

1:00–5:00 0 4

Table 2 The lamp working data of the i-bus system

Time The ratio for working lamps Hours for working

5:30–7:30 and 17:30–24:00 1 8.5

7:00–17:30 0.5 10

24:00–5:30 0 5.5
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4 Conclusion

The i-bus system for lighting control in the terminal of Wuhan Tianhe Airport

brings great benefits. This kind of benefit lies in several folds: first, both the

construction and the management for i-bus are much more convenient. As com-

pared with i-bus systems the traditional approach involves much more components,

such as switches for local control, fewer components lead to much save on the

construction and management; secondly, according to the data of the traditional

manual approach and the i-bus system, a large amount of energy per year in many

places, such as the departure hall with its corridor, arrival hall with its corridor,

baggage delivery area and underground garage can be saved by the i-bus; besides,

this i-bus solution for lighting in airport terminal brings great convenience for the

airport.

Table 3 Comparison between manual approach and i-bus

Area Manual approach i-bus

# of

distribution

boxes Power

Time

interval

Time

length

(h) Mode

Time

interval

Time

length

(h) Mode

Arrival

hall with its

corridor

13 282.9 6:30–8:00 1.5 1 7:00–7:30 0.5 1

8:00–17:00 9 1/3 7:30–17:30 10 1/3

17:00–2:00 9 1 17:30–1:00 7.5 1

2:00–6:30 4.5 0 1:00–7:00 6 0

Consumption 3,819 kWh 3,197 kWh

Saving per day 622 kWh

Saving per year 227,169 kWh

Underground

garage

9 65.1 5:00–8:00 3 1 5:30–7:30 2 1

8:00–17:00 9 1/2 7:30–17:30 10 1/2

17:00–2:00 9 1 17:30–0:00 4.5 1

2:00–5:00 3 0 0:00–5:30 5.5 0

Consumption 1,074 kWh 749 kWh

Saving per day 326 kWh

Saving per year 118,808 kWh

Baggage

delivery

area

4 42 5:00–8:00 3 1 6:00–7:30 1.5 1

8:00–17:00 9 1/2 7:30–17:30 10 1/2

17:00–2:00 9 1 17:30–1:00 7.5 1

2:00–5:00 3 0 1:00–6:00 5 0

Consumption 693 kWh 588 kWh

Saving per day 105 kWh

Saving per year 38,343 kWh

The Application of i-bus Intelligent Lighting Control System 399



References

1. Neugschwandtner G, Kastner W (2009) Congestion control in building automation

networks: considerations for KNX. In: Proceedings of the 35th annual conference of IEEE

industrial electronics, IEEE Computer Society, Alfandega Congress Center, Porto, Portugal,

pp 4149–4154

2. Kolokotsa D, Pouliezos A, Stavrakakis G, Lazos C (2009) Predictive control techniques for

energy and indoor environmental quality management in buildings. Build Environ

44:1850–1863

3. Bujdei C, Moraru SA (2011) Ensuring comfort in office buildings: designing a KNXmonitoring

and control system. In: Proceedings of the 7th international conference on intelligent

environments, IEEE Computer Society, Nottingham Trent University, United Kingdom,

pp 222–229

4. Ruta M, Scioscia F, Sciascio ED, Loseto G (2011) Semantic-based enhancement of ISO/IEC

14543-3EIB/KNX standard for building automations. IEEE Trans Ind Inform 7(4):31–739

5. Matijevics E (2009) KNX based lighting control solutions with GIRA Home Server 3. In:

Proceedings of the 7th international symposium on intelligent systems and informatics. IEEE

Computer Society, Subotica, Serbia, pp 263–266

6. Shehata M, Eberlein A, Fapojuwo AO (2007) Managing policy interactions in KNX-based

smart homes. In: Proceedings of 31st annual international IEEE computer software and

applications conference, IEEE Computer Society, Beijing, China, pp 367–378

7. Kastner W, Neugschwandtner G, Soucek S, Newman HM (2005) Communication systems for

building automation and control. Proc IEEE 93(6):1178–1203

400 Y. Wang



Voltage Equalization in Super

Capacitors Series

Weidong Ma

Abstract The problem that each cell’s voltage is not equal in super capacitors

series will affect the whole performance of series connected super capacitor strings.

In order to solve this problem, an equalizing circuit is designed in this paper. This

equalizing circuit uses inductances as energy storage elements, transfers energy

from super capacitor with high voltage to the lower ones to achieve voltage balance.

To prove the feasibility of this method, simulations and experiments have been

done. The results show that this method can make each super capacitor’s voltage

tend to be equaled even when the discrepancy of the super capacitors’ capacity is

big. This method solves the voltage inequality in super capacitors series effectively

and eliminates a difficult problem in engineering application.

Keywords Super capacitor • Series connection • Equalizing

1 Introduction

Super capacitor was developed in 1960s as a new-type of energy storage element.

The super capacitor is classified into three types: Double layer capacitor, Pseudo-

capacitor and Hybrid capacitor [1]. Its capacity can reach several farad or even

several thousand farad comparing with a traditional one. Super capacitor working

as an energy storage element was first put forward by an American named Becker in

the year of 1957. As an ideal energy storage element, its energy density is close to a

battery and it can be used in DC power supply system instead of battery [1]. In

recent years super capacitors have been used in more and more engineering

programs as a mature technology. But the capability and life of super capacitors,

which are used in series, are badly restricted by cell to cell voltage imbalance.
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Generally dozens or hundreds of super capacitors are required to form series.

Some capacitor cells charge or discharge not fully, or charge excessively. The

reasons are as bellow [2].

1. Effect of capacity deviation: There is capacity deviation between nominal

capacity and actual capacity of super capacitor. Some can be off by 20 %, as a

result the charging time of each capacitor may be different though the charging

current is the same. Those with smaller capacity may be charged full in a short

time and those of larger capacity in a longer time.

2. Effect of leakage current: Leakage current exists in every super capacitors, it

will affect the sustaining voltage (or charge) of per super capacitor unit. When a

capacitor is placed for a long time, the one with lower leakage current can hold a

higher voltage than the one with higher leakage current. For this reason, capaci-

tor with lower leakage current first reach the rated voltage in charging and last

reach the stop voltage in discharging.

3. Effect of internal resistance: The internal resistance of a capacitor rises with the

increasing charging and discharging times. The one with higher internal resis-

tance reaches the stop voltage in discharging earlier and the one with lower

internal resistance can’t be discharged fully.

Based on the above-mentioned reasons, equalizing problem must be solved

when super capacitors are used in series. This paper conducts a study on this topic.

There is an equalizing method that it consumes the energy of super capacitors

which have higher voltage than the average voltage of the whole super capacitor

group to keep voltage balance [3, 4].

There is anothermethod that it usesa commonconvert circuit through energystorage

elements, transfer energy from super capacitor unit with higher voltage to lower, in

either centralized or decentralized structure, to balance the voltage of each unit [5–7].

So the equalizing voltage schemes can be divided into two kinds roughly:

Dissipative and Non-dissipative.

Problems still exist in both dissipative and non-dissipative methods which are

given in the references. For example: the dissipative methods waste energy in

working and cannot be used in discharging process. The non-dissipative methods

have a too complicated circuit or low efficiency. This paper put forward a new

method to solve all these problems.

2 Equalizing Voltage Technical Scheme

2.1 Dissipative Equalizing Scheme

Dissipative equalizing schemes have varied forms. Figure 1 shows the PWM

shunting circuit. In this picture each super capacitor connects a parallel circuit: R

denotes shunting resistance and S denotes MOSFET [3].
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The MOSFETs are controlled by PWM. Voltage value decreases by consuming

energy through parallel circuit when some capacitor’s voltage is above the average.

The decrease value can be figured out by comparing with average voltage and be

controlled by adjusting the duty cycle of MOSFET.

Another uncontrolled equalizing scheme is showed in Fig. 2. In this picture, Ci

are super capacitors, Ri are equalizing resistances and Di are Zener diodes. Every

equalizing resistance’s value and every Zener diode’s parameters are required to be

the same. The rated voltage of super capacitor is equal to Zener diode’s breakdown

voltage, so the diode can hold the voltage to be certain value by discharging when

the capacitor’s voltage exceeds the diode’s breakdown voltage. Those Zener diodes

are demanded to have features of short recovery time, low loss and high

efficiency [4].

The Dissipative Equalizing Scheme has simple circuit and is easy to implement.

Especially the circuit showed in Fig. 2 can achieve aim without control. But it has

the problems of wasting energy, long equalizing time and heat emission. It is

generally used in charging.

R

S
PWM

Fig. 1 The PWM shunting

circuit diagram

C1

Cn

R1 D1

Rn Dn

Fig. 2 No control voltage

balancing circuit
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2.2 Non-dissipative Equalizing Scheme

For the flaws of dissipative equalizing scheme in energy utilization, non-dissipative

equalizing scheme is invented. The non-dissipative equalizing scheme keeps volt-

age balanced by transferring energy with energy storage elements. It has big

equalizing current and high efficiency on one hand, and complicated circuit and

controlling system on the other hand. It can be divided into two kinds: centralized

and decentralized equalizing methods.

The method called centralized equalizing in this paper means that the whole

series use only one equalizer as shown in Fig. 3. In this picture, Ca, Cb are storage

capacitor and C1, C2. . .Cn are super capacitors. The core of the equalizer is a

DC-DC converter composed with a PWM controller, FET Q1, Q2 and a high-

frequency converter T. The converter has one input and n outputs that every output

voltage is designed to be the same. The PWM controller keeps voltage by adjusting

pulse width [5].

In this equalizing scheme, every capacitor has two charging currents: is and im
(m ¼ 1, 2. . .n). The is charges for every capacitor, and the value and existing time

of im depend on super capacitor’s specific conditions.

This method can transfer the power from higher voltage capacitors to lower ones

without controller units, thus avoid energy loss. But its equalizing circuit is too

complicated and the cost is too high.

The decentralized equalizing scheme usually uses inductance as an energy

storage element. Figure 4 shows the currently popular bidirectional lossless

equalizing charge and discharge diagram. C1, C2 are super capacitors; Q1, Q2 are

two FETs; D1, D2 are two diodes and L is an inductance component. When the

voltages of two adjacent capacitors are not equal, for example, VC1 > VC2, then Q1

PWM

wave

shaper

Ca

Cb

Q1

Q2

C1

C2

Cn

T

isi1

i2

in

Fig. 3 Centralized equalizing charge schematic diagram
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is triggered flow. L is charged by C1. When Q1 is stopped, (L, C2, D2) come into

being a cycle circuit. Then C2 is charged by L. In this way, the power is transferred
from higher voltage capacitor to the lower one [6, 7].

This method has advantages of short equalizing time and high efficiency,

commonly above 80 %. But the power transfer is restricted between two adjacent

super capacitors. If two capacitors are not adjacent, the power needs to be trans-

ferred many times. Due to this reason, the transfer efficiency falls fast if the distance

between capacitors is too far. So using this method must have a good Algorithm to

avoid transfer power between two far-distance capacitors.

3 New Equalizing Scheme

The method main discussed in this paper belongs to non-dissipative equalizing

scheme. It improves the original scheme, transfers power from one capacitor to the

whole capacitor group. The schematic diagram is showed in Fig. 5.

In this picture, C1, C2, C3. . .Cn are super capacitors; Q1, Q2. . .Qn are MOSFETs;

L1, Li1, Li2 and Ln are inductances as energy storage elements. The L fallow the

equation Li1 + Li2 ¼ L1 ¼ Ln,Li1/Li2 ¼ (i � 1)/n � i). When some capacitor’s

voltage is above the rated voltage, for example C2, then Q2 is controlled to conduct,

and L21, L22 and Q2 form to be splitting branch circuit. The charging current

passes the way that from C1, L21, L22, D22 and C3 until Cn. At this time, C2 is

discharging through the branch. WhenQ2 is stopped, the energy in L21 flows back to
C1 throughD21 and that in L22 back to all the super capacitors except C1 and C2. The

rest capacitors’ equalizing theory is the same as C2.

This scheme solves the problem showed in Fig. 4. It could transfer the extra

energy of one capacitor to all the others. In this way, it not only raises the energy-

transfer speed but also enhance energy-transfer efficiency by avoiding energy

flowing back and forth between two capacitors when they both reach the rated

voltage [8].

D1
D2

Q1 Q2

C1 C2

L

Fig. 4 Bidirectional

lossless equalizing charge

and discharge diagram
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A control unit is needed in this scheme to monitor the voltage values of super

capacitors. When some capacitor’s voltage exceeds the rated voltage, the MOSFET

is controlled to conduct to release energy. The released energy will be transferred to

the rest super capacitors through storage elements.

In the energy transferring process, when the MOSFET is controlled off, the

inductances can charge for specific capacitors as independent sources. Figure 6 is

the schematic diagram.

In Fig. 6, I0 is external charging current and constant; iL is inductance current

and iC ¼ iL + I0; RL is internal resistance of L and RC is internal resistance of C.
When the MOSFFET is off, the voltage at the moment before L charge for C is

U
C
¼ V

C
þ R

C
I0 (1)

In Eq. 1, VC is the actual voltage of C and UC is the measurement voltage. The

value of I0 is very small, as a result: UC � VC.

When L start charging for C, UC ¼ VC + RCiC, namely

U
C
¼ V

C
þ R

C
iL þ I0ð Þ (2)

In Eq. 2, the value of iL is very big, so the value of RCiC is very big too. If the

actual voltage VC is close to the rated voltage, the measurement voltage would

C1 C2
C3 Cn

Q1 Q2
Q3

Qn

L1 L21 L22 L31 L32 Ln

D1

D21

D22

D2
D3

Fig. 5 Improved equalizing schematic diagram

I0

iL

iC

RL

RC

L

C

Fig. 6 Energy-transfer process schematic diagram
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exceed the rated voltage that could cause misjudgment of the control unit. If the

direction of iC and iL is opposite, it also could show the situation that the super

capacitor discharges the extra energy. The measurement voltage is lower than the

actual voltage at this time. Due to this reason, the judgment of control unit would be

affected by the fluctuation of measurement voltage.

There are two solutions to solve the problem above. First, as iL takes a short time

to weaken to zero, so the wave crest of iL can be avoided in voltage measurement.

For example, it can be provided that only if the measurement voltage is higher than

the rated voltage for a certain time can it be thought that the actual voltage of the

super capacitor achieves its rated voltage. Second, lock the parallel MOSFET when

the super capacitor is charged with inductance. Namely, the parallel MOSFET

could conduct only if there is no inductance charging for the super capacitor. The

first method is used in the following simulation and experiment in this paper.

4 Verification and Analysis

Simulations and experiments were done in this paper. The equivalent model of

super capacitor in simulation is showed in Fig. 7. C is an ideal capacitor; r is the
internal resistance of super capacitor and R is the equivalent parallel resistance

representing the leakage [9].

In the simulation, three super capacitor units were connected in series and the

equivalent model were used instead of the super capacitors. The parameters of

super capacitor are fluctuating between 80 % and 120 % of the nominal value.

Setting the nominal capacitance as 100 F and rated voltage 2.7 V, change the

capacitance, internal resistance and equivalent parallel resistance values of super

capacitors, and make the simulation separately. Each super capacitor’s parameters

are showed in Tables 1, 2, and 3. While the simulation waves are showed in Figs. 8

and 9.

In order to show the effect of internal resistance and leakage current on the

charging balance of super capacitor series. This simulation presumed that the power

supply is constant-current source with small current, and the charging time is long.

The first simulation data is showed in Table 1. The waves are showed in Fig. 8.

From the simulation result, we can see that the capacitor with the smallest capaci-

tance, namely C1, first reaches the rated voltage. Then the extra power is transferred

to the other two capacitors through equalizing circuit. Later, the C2 reaches the

rated voltage, and transfers power to the other capacitors. Finally, the C3 reaches the

rated voltage, and then the charging process ends.

The second and third simulation data are showed in Tables 2 and 3. The voltage

waves of the two simulations are basically in coincidence. The voltage waves are

showed in Fig. 9. So a conclusion can be concluded that the effect of internal

resistance and leakage current is little in charging and can be neglected.

To prove the effectiveness of this new scheme, experiments were made. Three

super capacitors with the same nominal parameters were used and experiments
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were performed separately in both cases that there was an equalizing circuit or not.

The results are showed in Tables 4 and 5.

The results show that this scheme has good performance and works well in

equalizing voltage.

Cr

RFig. 7 The super capacitor

equivalent model

Table 1 The first simulation

data (different capacity value)
C1 C2 C3

C (F) 80 100 120

R (ohm) 14,000 14,000 14,000

r (ohm) 0.015 0.015 0.015

Table 2 The second

simulation data (different

internal resistance)

C1 C2 C3

C (F) 100 100 100

R (ohm) 14,000 14,000 14,000

r (ohm) 0.012 0.015 0.018

Table 3 The third simulation

data (different leakage

current)

C1 C2 C3

C (F) 100 100 100

R (ohm) 11,200 14,000 16,800

r (ohm) 0.015 0.015 0.015
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Fig. 8 Curve: each capacitor voltage with different capacitance values
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This new equalizing scheme not only decrease the power loss, but also avoids the

flaws of long equalizing time and short transferring distance in classic equalizing

method. But this scheme needs a control unit to compare the actual and rated voltage

of each capacitor in order to control the make and break of MOSFET.

This scheme can also be applied when the super capacitor group is used as power

supply. Controlling the make and break of MOSFET by comparing the actual voltage

and average voltage of each capacitor can also transfer power from the capacitor with

high voltage to the lower one. But the output voltage would be unstable, as a result,

current limiting and voltage stabilizing steps are needed at the output terminal.

Conclusions can be made that the new equalizing scheme can equalize voltage

among capacitors by transferring power from capacitors with higher voltage to

lower in the condition that the capacitance disparity of super capacitor are big.

5 Conclusion

This paper analyzes the problems exists when super capacitors are used in series

and the influencing factors. After comparing the advantages and disadvantages

between dissipative and non-dissipative equalizing schemes, a new equalizing

scheme is put forward.

3

2.5

1.5

0.5

2
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0
0 500 1000 2000 30001500 2500 t/s

u/v

Fig. 9 Curve: each capacitor voltage with different internal resistance and different leakage

current

Table 4 Experiment without

equalizing circuit
V1 V2 V3

U(V) 2.68 2.52 2.84

Table 5 Experiment with

equalizing circuit
V1 V2 V3

U(V) 2.69 2.69 2.69
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The new scheme uses inductances as energy storage elements, transfers energy

from capacitor with high voltage to the lower ones. It avoids energy wasting in the

dissipative equalizing schemes which are showed in Figs. 1 and 2. It can transfer

one capacitor’ extra energy to the whole strings except itself. In this way, the

efficiency is raised and the cost is lower than the scheme showed in Fig. 3.

This scheme not only can be used in charging, but also can be used in the process

that the super capacitor series is used as power supply. But current limiting and

voltage stabilizing steps are needed at the output terminal to make the output

voltage to be stable.

It solves the unequal voltage of single unit of a super capacitor group in charging

and discharging, and the correctness and effectiveness are verified by simulations

and experiments. It solves a difficult problem in engineering application of super

capacitors and has practical significance.
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Mobile Robot Localization in Coal Mine

Based on ZigBee

Quanxi Li and Lili Wu

Abstract Aiming at the issue of precise location for the mobile robot underground

coal mine, propose three-point calculation of close distance and Gaussian filter, use

the classical logarithmic distance attenuation model as a platform, create a node

backstepping algorithm model. The main research of the algorithm is as follows:

how to determine the reference node which is the closest to the mobile node and the

parameters the closest to the mobile node; how the reference node to deal with the

RSSI information received from the other reference nodes can obtain the best A, n

value used for positioning.

Keywords Confined space • ZigBee • RSSI (Received Signal Strength Indicator)

• Near distance three-point calculating method

1 Introduction

The coal mining industry is a kind of production industry with quite harsh working

conditions, whose main performance are that the production environment has

unsafe factors, such as coal dust, gas, roof caving and so on, these unsafe factors

threaten the safety of mine workers greatly. Mining process is generally more

complex, this complex work is hard to be completed by using the automated

machinery in general, it is the best solution that using the robot with some intelli-

gence and considerable flexibility to complete coal mining. In practice, the mobile

communication and accurate positioning of the mobile robot is a key problem.

There are much technologies can solve the positioning of the mobile robot under the
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limited space in coal mine, for example, the positioning technology based on

infrared, such as the Active Badge Location System studied by Olivetti [1], but

due to the infrared requires straight line sight, its application is very limited in the

complex environment of the coal mine; DC magnetic field positioning, the posi-

tioning results of such equipment are more accurate, but the equipment is quite

expensive, and difficult to promote; the radio frequency identification technology is

widely used now, which use the method of radio frequency to realize exchange data

by non-contact type bidirectional communication in order to achieve the purpose of

identification and location, but distance range of the technique is short; with the

development of wireless mobile devices and wireless LAN, the positioning tech-

nology using a wireless network is developing constantly, such as Wi-Fi position-

ing [2], ZigBee positioning [3–5], they mainly adopt TOA (time of arrival) [6]

method, AOA (angle of arrival) [7] method and the method based on signal strength

(received signal strength indicator, RSSI) for positioning.

The methods above, under conditions of the limited space in coal mine, due to

the ZigBee technology has the following characteristics: low-power, low-cost,

low-rate, short delay, high-capacity network, high reliability and high security, so

we use ZigBee technology to locate, the positioning method based on the received

signal strength ranging (RSSI) is worth studying. The focus of the study is how to

improve the positioning accuracy [8, 9]. Localization method based on signal

strength can be divided into two categories: the method of deterministic model

and empirical model. Deterministic model uses electromagnetic principles to build

a detailed model of specific environment, the modeling method based on geometri-

cal optics and ray tracing technology is commonly used. The basic idea of the

ray-tracing method is that taking emitting point as the point source of the emission

lines, the wireless signal is regarded as the rays of the different directions, tracing

for each ray, we assume ray generate a reflection, transmission, diffraction and then

calculate the field strength according to this when meeting the obstacles, finally

merge all the rays at the location of the target point, calculating the distribution of

the wireless signal strength deterministically. Deterministic model has a large

amount of computation, low efficiency and great error in a complex environment.

Empirical model, also known as statistical model, which do not need to known the

specific environment and the detailed structure of the building, it can derive the

attenuation law of signal strength according to a lot of statistical data. We will focus

on the study of improvement based on empirical model in order to improve

positioning accuracy.

2 Empirical Model Ranging Method

This model is the mathematical model which uses the signal propagation model to

convert the propagation loss into the distance by measuring the received signal

strength in the case of the known transmitting power, also it is called the propaga-

tion attenuation model.
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2.1 The Mathematical Model of Free Space

In free space, the signal strength received by the antenna whose distance is d from

the launch point can be given by the following equation:

Pd

PT
¼ GTGdλ

2

4πð Þ2d2L (1)

In this,PT is the transmitting power,Pd is the receiving power whose distance is d

from the transmitting point,GT is the gain of transmitting antenna,Gd is the gain of

receiving antenna, d is the distance from the transmitting node to the receiving

node, the unit is meter, λ is the signal wavelength, the unit is also meter, L is the

system loss.

By Eq. 1, the receiving power in free space attenuate with the square of the

receiving distance, therefore, by measuring the strength of the received signal, using

the formula (1) will be able to calculate the distance between the receiving node and

the transmitting node. After getting the distance between the receiving node and the

transmitting node, using the trilateration method can realize node localization.

However, the formula above is only the mathematical model when the electromag-

netic waves spread in the ideal free space, it will have a great error in the limited

space of the actual coal mine, it’s mainly because there are serious reflection,

refraction, multipath propagation, non-line-of-sight (NLOS) phenomenon in the

limit space of the coal mine, at this time, we need to study the mathematical

model of the confined space. The main words in all headings (even run-in headings)

begin with a capital letter. Articles, conjunctions and prepositions are the only words

which should begin with a lower case letter.

2.2 The Mathematical Model of Limited Space

In case of limited space in the coal mine, signal propagation will be affected by

reflection, refraction, diffraction and so on, the received signal is the superposition

of all signals, sometimes the performance of the signal intensity is increased,

sometimes weakened. Through a large number of engineering practices, we found

that the received signal strength obeys the log-normal distribution, and summarized

a signal propagation mode:

Pd ¼ Pd0 � 10μlg
d

d0

� �
þ χσ (2)

In this, Pd is the received signal strength whose distance is d from the launch

point,Pd0 is the received signal strength of the mobile node whose distance isd0 from
the launch point, d is the distance between the mobile node and the reference node,

Mobile Robot Localization in Coal Mine Based on ZigBee 413



μ is the path loss exponent, loss exponent μ depends on the surrounding environment

and the type of building, represents the speed of path loss increase with distance

increase; χσ is Gaussian random variable which obey that the mean value is 0,
standard deviation is c, and has nothing to do with the propagation distance, That is
to say, the same propagation distance, the loss may be measured different

completely, even a difference of several times. χσ is mainly used to reduce the

error of the signal intensity, that is to reduce the positioning error. Through a lot of

fast measurements and then calculate their average, we can basically eliminate the

error brought by the Gaussian random variable χσ .
In practice, we found that the probability model of the Eq. 2 reflects the laws of

limited space signal propagation precisely in coal mine than other models [10], and

is simple to use. We use this model as the research base of signal propagation of

limited space in coal mine and the positioning base of the mobile robot.

3 RSSI Ranging Research

Figure 1 is the ranging figure for ZigBee network nodes. In this, A is a mobile node,

B1, B2, B3 are the closest three reference nodes to point A, The position of the

reference node and the distance between them are known, that is, d12 and d13 are

known, d is the measuring value of the distance.

Making reference distance d12 as calculating unit d0 (calculation unit, that is

provisionally designated unit), then by the formula (2), the signal strength of the

node B1 received by the reference node B2 can be obtained:

P12 ¼ Pd0 þ χσ (3)

By the formula (3) obtained:

Pd0 ¼ P12 þ χσ (4)

In actual measurements, the P12 in formula (3) and (4) will do many fast

measurements and calculate the average, at this time the average of χσ is

B2
B3

d
d

d

B1

A

Fig. 1 Network nodes ranging figure
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approximate to 0. Practice has proved that χσ is close to zero even disappearing

when we use the Gaussian filter method mentioned later in this paper.

MakingPd0 ¼ P12 þ χσ ¼ A12,A12as signal strength valuewhich is at a computing

unit of distance, then the formula (2) can be rewritten as:

Pd ¼ A12 � 10μlg
d

d12

� �
(5)

By the formula (5), the signal strength of the node B1 received by the reference

node B3 is:

P13 ¼ A12 � 10u lg
d13
d12

� �
(6)

In the case of P13, A12, d13, d12 are known, μ value can be calculated:

μ ¼ A12 � P13

10 � lg d13
d12

� � (7)

Therefore, using the formula (5), the signal strength of B1 received by the

mobile node A is:

Pd ¼ A12 � 10μlg d d12=ð Þ (8)

Comprehensive formula (7) and (8), the distance between the mobile node A and

the node B1 as follows:

d ¼ d12 � 10
A12�Pdð Þ�lg d13

d12

� �
A12�P13 (9)

By the formula (9), only to obtain accurate A12, Pd and P13 values, the distance
between the mobile node A and the reference node B1 can be calculated. Because

B1, B2, B3 are the closest three reference nodes to point A, the formula (9) is

known as the close three point calculating method. The following study is the

filtering process problem of A12, Pd and P13 values.

In the measured, we found that coordinate values measured when the mobile

node is in a stationary case have drift phenomenon, drift may get worse when the

environment changes (such as venue staff walking around), the drift problem can be

solved from two aspects: Firstly, the mobile node calculates parameters A12, Pd and

P13, as far as possible using the latest parameters obtained by the reference node the

closest to node A; Secondly, the measured parameter values can be made reason-

able filter processing. The study found that using the Gaussian filter is better.
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Gaussian filter is a widely used probabilistic filtering method [11]. In this

method, a node in the same location receives a number of signal strength P ,
in which inevitably there are small probability events, we can select signal

intensity values with high probability through Gaussian filter, and then calculate

the geometric mean. This practice reduces the interference to the overall

measurement’s results from the small probability events [12], enhances the

positioning accuracy. The specific process of the algorithm is as follows: The

P values measured by nodes in the same position are put into the corresponding R

array, using Gaussian distribution function to deal with the data within the array,

the density function of the received signal strength is shown in the following

formula:

FðxÞ ¼ 1

σ
ffiffiffiffiffi
2π

p e�
x�Pð Þ2
2σ2 (10)

Where:

σ2 ¼ 1

n� 1

Xn
i¼1

Pi � P
� �2

(11)

P ¼ 1

n

Xn
i¼1

Pi (12)

The following can be obtained by calculation:

0:6 � 1

σ
ffiffiffiffiffi
2π

p e�
x�Pð Þ2
2σ2 � 1 (13)

According to the experience of the existing literature [13], 0.6 is chosen to be the

function distribution value of the critical point, when the Gaussian distribution

function value is greater than 0.6, the P value is a high probability event, if less than

0.6, the P value can be seen as a small probability event. Using formula (13) to

determine the range of P, in this range of the P values in the experimental data are

put into the array RGauss[i], the final optimization value can be obtained by formula

(14). After the optimization processing, the A12, Pd and P13 are put into Eq. 9 to

calculate the value of d.

P ¼ 1

n

Xn
i¼1

RGauss i½ � (14)

We could obtain the distances between the robot and near the three reference

nodes by using near the distance three-point calculating method, practice shows that
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the error of measurement is less than 0.5 m. All of the reference nodes’ coordinates

are known, we can use a variety of methods to obtain the coordinates of the mobile

robot. At present there are three main kinds of calculation methods: trilateration

method, triangulation method and the least square method. We used the trilateration

method to complete the robot’s location in actual measurements, specific algorithm

is no longer discussed here.

4 Conclusion

In the study of mobile robot localization, measure the distance between the robot

and nearby reference nodes is very important. In order to continue the Gaussian

filter processing for A12, Pd and P13 three values, the A12, Pd and P13 three-value

dynamic array can be established, this array should satisfy the principle of first-in

and first-out to keep the length of the array is the same, sampling period is depended

on signal change speed of the A12, Pd, P13 and microprocessor running speed.
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Static Security Analysis of the Regional

Power Grid Based on the Busbar Automatic

Transfer Switch

Liang Zhao, Jian Zhang, He Zhu, Xiaoxiao Cheng, and Feifei Zhang

Abstract In order to solve the inapplicability of the transmission grid N-1 criterion

in the regional power grid which is running with a large number of the BATS

(busbar automatic transfer switch) devices, a new safety analysis criteria that taking

the BATS devices into consideration has been proposed in this paper, namely

N-1 + M. Through the twice topological analysis of two situations about whether

to put the BATS device into use after the regional power grid failure, we come to

the conclusion that it is of great significance for ensuring the normal operation of

the grid to improve power supply reliability and reduce outage cost by inputting

the BATS device. Take N-1 + M analysis on a regional power grid for example,

it verifies the results of the static security analysis by the safety analysis criteria

derived can better meet the actual situation of the regional power grid operation and

prove the validity and practicality of the criteria.

Keywords Static security analysis • Busbar automatic transfer switch • N-1 þ M

criterion • Twice topological analysis

1 Introduction

With the rapid development of the national economy, the demand for electricity is

growing and the requirements of the load on the power quality are also increasing,

in order to ensure reliable power supply grid, the operation of the power system
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needs an efficient, accurate security analysis software to analyze the current level of

security of the grid operation mode as a preventive measure. With the continuous

expansion of the grid size and continuing to open up the electricity market, the size

of the transaction will continue to expand and the requirements of the

corresponding grid static security analysis is also increasing.

In the past, people mainly focused on the transmission grid security analysis and

put forward the transmission grid of the N-1 criterion [1, 2], and showed little

concern about the safety analysis of the regional power grid. In terms of the regional

power grid, we usually focus on the trend of the distribution of N-1 static security

analysis, thermal stability analysis, and so on; among which static security analysis

is the core issue.

Due to the significant differences between the regional power grid and the

transmission grid in structure, for example, regional power grid is the closed-loop

structure, open-loop operation, and mostly appears radial; any breaking of

components on any path can cause grid splitting or lost load, lost power, etc. This

is easy to form a number of island nodes, so lots of BATS device have been input in

regional power grid to ensure the reliability of the power supply to users [3, 4].When

a fault occurs in a power system in bus result in load rejection, the BATS devices

satisfying the investment conditions will automatically move on the electric bus

power. At this time, the original grid structure will change and the systemwill turn to

a new connection mode and running state [5]. Yet it has brought new problems to

traditional power system static security analysis based on N-1 criterion just because

of the change of the power grid structure [6].

2 Regional Power Grid Static Security Analysis

Considering the important role that the regional power grid played in the entire

power supply, area power system static security analysis method, which is a

necessary component of the DMS (Distribution Management System), has gained

extensive attention. Many experts and scholars in this field have made a lot of

beneficial exploration, and put forward some algorithm and security index applying

to the areas of power system static security analysis. At present, it has been widely

accepted in the industry that the distribution grid static state security analysis must

take into account the action of the BATS device in order to simulate the grid wiring

fault accurately. Otherwise, the result of the security analysis is often that direct

load rejection and even electrical Island. This is not match with the actual operation

result of the regional power grid, and the analysis results will be meaningless.

Because of the consideration of switch action and the BATS device action, the

traditional N-1 safety analysis code will change to N-1 + M principle (N node

number, 1 electric circuit, M inputs from the vote count), static security analysis

software must be renewed by topology analysis, which requires a fast and effective

method of topological analysis [7, 8], that is, taking topology analysis in terms of

the failure of the power transmission grid and then calling flow module for
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calculation; the advantage of this method is accurate and flexible, and it can handle

arbitrary faulty equipment and simulation fault automatic device action. Besides, it

is capable of processing multiple island flow calculation condition after fault.

3 Models for BATS

The action principle of BATS device is more complex and more ways, through the

analysis and research into it, we have got the following four basic models, as it is

shown in Fig. 1.

Finally, complete content and organizational editing before formatting. Please

take note of the following items when proofreading spelling and grammar:

(a) Busbar sectionalizing switch as circuit breaker backup

During normal operation, two incoming line switch 1 and 2 will be closed,

busbar sectionalizing switch 3 is regarded as the backup switch of switch

1, through which we will illustrate its principle of work: after the failure, the

power in B bus will be lost, and the current of the switch 2 connected with it is

0. At the same time, the low voltage side bus and the medium voltage side bus

of the transformer which connected with the B bus will also lose power, but

another line A will be charged, so BATS will begin to act, breaking off switch

2 and closing switch 3, and providing the loss of electrical bus B with power

supply. As shown in Fig. 1a.

(b) Three switches with each other as a backup.

During normal operation, any two of either the two incoming line switches or

the busbar sectionalizing switch are closed, the other for standby. If the busbar

sectionalizing switch is a backup switch, the operation principle is the same as

that of the standby of the line busbar sectionalizing switch. On the contrary, it is

divided into two types: (1) if only bus line B loses power while the incoming

line switch 2 has electricity, then close the switch 2; at the same time, if the

switch 1 and 3 are closed, then break off the incoming line switch 1. (2) if the

bus A loses power, then the current of switch 1 is 0. In the transformer

connected with the bus A, its low voltage side bus and medium voltage side

Switch is closed
as backup switch

Switch is disconnect
Be used as backup switch

Switch is closed
Not be used as backup switch

1 2
3A B

Busbar sectionalizing switch as
main transformer switch backup.

1 2
3A B

Busbar sectionalizing switch
as circuit breaker backup.

1 2
3A B

Three switches
with each other as a backup.

1 2
3A B

Busbar sectionalizing switch as a single
designated transformer switch backup.

a b c d

Fig. 1 Four basic models of BATS
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bus will be both in power failure, but the line B is electric, so BATS begins to

act, disconnecting switch 1, closing the standby switch 2 to supply the electric

bus A with power. As shown in Fig. 1b.

(c) Busbar sectionalizing switch as main transformer switch backup

During normal operation, the switch 1 and 2 of the low voltage side of main

transformer are closed, and as a backup switch for switch 1 and 2, the busbar

sectionalizing switch 3 is disconnect. Take this for example, we will describe its

working principle: after the failure, bus B will be in power failure, and the

transformer switch 2 connected with the bus B is disconnected, then BATS

starts to act, closing busbar sectionalizing switch 3 and supply power to the

electric bus B. As shown in Fig. 1c.

(d) Busbar sectionalizing switch as a single designated transformer switch backup

The difference between its operating principle and main transformer bus

sectionalizing switch used as a backup switch lies in: the busbar sectionalizing

switch 3 will only be used for designated transformer as a backup switch, such

as: busbar sectionalizing switch 3 only as a backup switch for switch 1, but not

for transformer switch 2. As shown in Fig. 1d.

4 Twice Topology Analysis Method

This paper proposes a twice topology analysis method to analyse the static security

of regional power grid. The topology analysis of power grid is to figure out the

structure of the power grid based on the state of the grid switch, to present the grid,

formed by the connection of all sorts of equipment (such as a generator, load, shunt

reactor, transformers, transmission lines, etc.), as a node or a branch model, which

can be calculated by power system analysis software, and to distinguish among the

reciprocally isolated branch systems. Power grid topology analysis, on which the

power system analysis and calculation are based, in essence, is a mathematical

problem.

Figure 2 is an electrical hookup of a regional power grid. Take Huo Zhuang

substation as an example, the direction of the power flow is from 220 to 110 kv. If

Huo Zhuang substation bus malfunctions and loses of power, it will cause the

following lines lose electric: Huo Yu 1, Huo Long 1, Huo Dian 1, Huo Yang 1, Huo

Jian 1. Then part of the bus in YuTai substation, LongQuan substation, thermal

power plant substation, YangZhuang substation, MoZhuang substation will be in

power failure. Leave the BATS device out of accounts will lead to load rejection in

above substations. Obviously, the results do not tally with the actual situation.

From this we can see, because the operating mode of the system is constantly

changing, when a system component has power failure, which may lead to action of

one or more BATS device. If we just analyse this matter using N-1 principle as we

do with transmission grid, that is, the fault section is directly cut off when a
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component has fault. Through topology analysis, we can find that the results of the

analysis will be inconsistent with the actual situation, and no real significance and

reference value to the operating personnel.

According to the analysis above, this paper uses the N-1 + M analysis to analyse

the static security of regional power grid based on the twice topology analysis

method. First, give each component a number, when a component breaks down,

after considering the fault component’s corresponding BATS device moves, the

first topology analysis is used to judge whether other equipment will go from

the charged state into a loss of power after the fault component is cut off; sum up

all the fault components, and find out from the BATS device table how, in the

current situation, the corresponding BATS will act in response to the state of power

loss of the failing components, and then, all the results considered, topology

analysis is used for the second time to go on the safety analysis. The introduction

of the twice topology method can save work on analyzing the way the system

works, because of which, it’s no longer necessary to establish the corresponding

BATS device action table when the next device fails under different operating

modes. Not only is the process of establishing such a table complex, but lacking in

flexibility; besides, it needs constant maintenance; the twice topology is a very

flexible, convenient, and effective method, therefore it’s really necessary to adopt

the twice topology method in the static security analysis.

5 Example Analysis

5.1 The Introduction of the Calculation Process

The software development is based on the Visual Basic software of windows

system. First of all, each component node of the regional power grid is being

numbered, then disconnect any lines to judge whether it is connected or whether

there are electrical islands. The first topology analysis is carried on the current state

of the grid, and then operate the BATS device corresponding with the power failure

node, flow calculation, to determine whether the system still exists load rejection or

voltage limit condition, the software will give a second topological analysis. Flow

chart is as Fig. 3.

5.2 The Analysis of the Result

Regional power grid operation mode is divided into do not consider BATS device

(case 1) and consideration the BATS device (case 2) in two cases. After comparing

the two kinds of operation modes of calculation results, as it is shown in Table 1,
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we can find, if we do not consider the BATS device of power system, that can

directly load rejection phenomenon when the system is in power failure, while

inputting the BATS device, the number of power failure bus and the volume of load

rejection decrease apparently which ensure the safety and reliability of the regional

power grid operation.

Input original data of the
system

Disconnect any component to analog
the breaking of the component

The first topology analysis

Close BATS corresponding with the
component and restore it’s power

Call the power flow module and
calculate the breaking power flow

The second topology analysis

Call the power flow module and
calculate systerm power flow

After obtaining result, calculate
the safety index and analyse the

seversity of fault

After obtaining result, calculate
the safety index and analyse the

seversity of fault

Make decision after comparative analysis of the two results

Fig. 3 Twice topological analysis flow chart

Table 1 Part of results of security analysis of equipments

Name of faulty

equipment

The severity of fault

Number of

power failure

bus

Volume

of load

rejection/

MW

Number of

the BATS

Case1 Case2 Case1 Case2 Case1 Case2 Case1 Case2

Guo Zhuang 1#

transformer

Load

rejection

Voltage

limit

4 0 35.20 0 0 2

Ru He 1# transformer Load

rejection

Voltage

limit

5 0 56.05 0 0 4

Long Quan 2#

transformer

Load

rejection

Voltage

limit

3 0 22.97 0 0 2
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6 Conclusion

Traditional regional power grid security analysis is based on the N-1 breaking mode

without considering the changes of the grid topology structure caused by the BATS

device and this way doesn’t match with the operation way of the current regional

power grid. This paper proposes a N-1 + M assumption considering that the BATS

device has a great role in the safe operation of the power grid. According to the

BATS information table illustrates, this paper simulates the actual situation of the

corresponding BATS device after a component out of operation. Then through

the double topology analysis and corresponding calculation, obtains the relevant

information of overload lines and overload transformers. According to comparison

the Line load flow table, the overload component statistical table is obtained.

Finally, through the static security analysis and calculation of regional power,

proved that the calculating results agree with the actual situation. This shows that

the method has better practical application value.
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Abstract This paper focus on the space distributed power system, which contains

distributed power generation system, distributed power distribution system and

distributed voltage-convert system. This paper gives a distributed power generation

system realized by voltage–current-regulator, and its working mechanism and test

result are also given. This paper gives a distributed power distribution system

structure constructed by SSPC, and its short-circuit protection, I2T protection and

loads characteristic test result is presented. For distributed voltage-convert technol-

ogy, this paper gives the simulation results of the impedance matching affecting the

system stability.
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1 Introduction

Space power system is to generate, store, regulate, control and distribute electrical

energy. Space power system consists of power generation subsystem, power distri-

bution subsystem and voltage-convert subsystem [1]. Power generation subsystem

is generally a photovoltaic-battery system, which contains photovoltaic array,

battery and PCU (power-control-unit). The power generation subsystem transforms

solar energy to electrical energy, and generates a stable power bus. Power distribu-

tion subsystem contains DC/DC converter, power switch, wire and measure and

monitor unit. The power distribution subsystem distributes main power to different

loads and converts the main power bus to different voltage to suit load requirement.

For large-scale complicated assembled spacecrafts, distributed power system is

meaningful for increase power system capacity, efficiency, reliability and intelli-

gence. This paper focus on the space distributed generation technology, space

distributed distribution technology and space distributed voltage-convert technol-

ogy. For each part, the paper present the basic structure and principle, and simula-

tion and experiment results are also been given (Fig. 1).

2 Distributed Power Generation System

Large-scale aircraft (e.g.: space station) usually has several modules. Each module

has its own power system. When these modules combined to form a whole one, and

influenced by the berthing position and the mutual shelter, some modules may not

generate enough power, while other modules may have affluent power. By these

single power systems combining to distributed power system, power can flow

among different modules, system capacity and reliability are enhanced too [2].

Figure 2 shows the structure of a space distributed power system by the

voltage–current-regulator. Every separate power system contains solar array,

power shunt, battery, power charge–discharge unit and a S3R (sequential switching

Shunt
Current Flow

& Switch

Battery Charge
& Discharge

Battery

Filter

Main Bus
Management

Unit

DC/DC

Switch

Switch

DC/DC

Switch

Switch

Switch

DC/DC

Load

DC/DC

Load

DC/DC

Load

Load

Load

DC/DC Load

Load

Solar A
rray

Solar A
rray

Fig. 1 The structure of space power system
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shunt regulator) power bus. Voltage–current-regulators among separate power

systems accomplish power transition and regulation between each other.

The voltage–current-regulator has constant current and output-voltage-limita-

tion function and constant current value can be regulated (current -variable).

Figure 3 shows the power bus wave when voltage–current-regulator and power

generation subsystem working together. The voltage of power bus is controlled by

the voltage closed loop of power generation subsystem. During the orbit in sunlight,

MEA (main error amplifier) sample power bus voltage and generate the shunt signal

to control the shunt working. The power bus voltage is between V1–V2.During the

shadow, MEA samples power bus voltage and generates the step-up signal to

control the BDR (Battery Discharge Regulator) working. The power bus voltage

is between V3–V4.V2–V3 is the transition region between the sunlight and the

shadow. In normal load situation, the voltage–current-regulator works in constant

current mode to provide the defined power together with the solar array. In heavy

load situation, the voltage–current-regulator works in constant current mode to

provide the defined power together with the solar array and the battery. In light

load situation, the voltage–current-regulator works in output-voltage-limitation

mode to afford the load supply alone and the voltage-limitation value is V5.

According to the load power requirement, the voltage–current-regulator can be

set in different constant current mode.
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This method is based on current source (VCR output characteristics) and voltage

source (power -receiving end power system output characteristic) parallel in the

form of power grid and bus voltage depend entirely on the receiving end power

system bus itself closed-loop control. There is no bus voltage control competition.

The ISS (International Space Station)’s method is “constant-voltage with cur-

rent-limitation”. This required the output voltage of VCR falls on the “Transition

Region” of the power -receiving end power system. Considering the influence of the

line resistance and the grid current, it makes more difficulty to design the VCR.

Especially for S3R, S4R type full-regulated bus power system, which has a narrow

region voltage (0.5 V or so). On the other hand, when we need to expand the grid

system (such as multiple spacecrafts supply power to other one at the same time),

current source type VCR module can be directly in parallel while voltage source

type VCR is not easy to realize directly parallel.

In the Fig. 4: the left oscilloscope channel 1 is input voltage of VCR, channel 2 is

input current of VCR, channel 3 is output voltage of VCR, channel 4 is output

current of VCR. The right oscilloscope channel 1 is bus voltage of grid system,

channel 2 is output current of power -receiving end power system. Power -receiving

end power system output power is 2,500 w, while the VCR maximum output power

is 2,000 W. Setting load from 2,200 w step to 5,200 w, the grid system work from

“solar array + VCR “ into” solar array + VCR + battery”. The bus voltage cross

domain from 101.25 V (V3–V4) to 98.89 V (V1–V2). The test proves that grid

system work stably when load step.
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3 Distributed Power Distribution System

Distributed power distribution subsystem contains power distribution, power con-

trol, information sampling, fault protection, hierarchical management, etc.

[3]. Distributed power distribution subsystem is based on solid state power control-

ler (SSPC). Fault detection and dispatch is accomplished by SSPC, and power

supply will recover when fault eliminates. Distribution subsystem hierarchical

management can make the fault within limits. Compared to traditional power

distribution subsystem, distributed power distribution subsystem has advantages

in flexibility, weight, automation, reliability, operability and maintainability [4, 5].

Figure 5 shows typical distributed power distribution subsystem which contains

two-stage distribution structure. Main bus distribution unit receive the generated

high voltage power bus and distribute it to several load distribution units. Its main

function is power flow and diffluence, which accomplished by high power SSPC

(HPSSPC). Each HPSSPC is corresponding to a load distribution unit. Load

distribution unit is placed nearby the load which is consisted with several low

power switches SSPC (LPSSPC). Each LPSSPC is corresponding to a load.

The SSPC (Solid State Power Controller) is based on MOSFET, which is a solid

state device contains the conversion function of the relay and the circuit protection

function of the breaker. SSPC plays an important role in the new generation space

power distribution system. Compared with the traditional switch with mechanical

contact, SSPC has many advantages such as no contact, no electric arc, no elec-

tronic hash, quick response, low EMI, long life, high reliability, easy to long

distance control and so on. Figure 6 shows typical structure of SSPC.SSPC drives

MOSFET working in cutoff region or saturated region to make electric circuit break

or connect [6]. SSPC contains five main function circuits: driving circuit, status

detection circuit, short-circuit protection circuit, I2t protection circuit and insulation

circuit. MOSFET ON or OFF is controlled by driving circuit. Signals such as

current, voltage, temperature and switch status is collected by status detection

circuit. Short-circuit protection circuit’s function is to trip immediately when the

Fig. 4 The bus voltage test waveform when load step
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current exceed the limitation. I2t protection circuit is to realize the heat protection in

the over-current status. Insulation circuit makes the control circuit and the power

circuit insulate.

Following shows some test results of distributed power distribution system, such

as Short-circuit protection, I2T Protection and loads characteristic analysis.

3.1 Short-Circuit Protection and I2T Protection

SSPC contains short-circuit protection functions which will detect and trip on short

circuit failure in the load or wiring, and the protection function can distinguish

between the normal surge and the abnormal electric arc. This will make sure the

SSPC work rightly.

The mechanism of short-circuit protection design is as follows: A sensing

resistance is cascaded in the power line, so the voltage drop on the resistance can
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represent the load current. The voltage signal is been send to the comparator. The

comparator is a decision mechanism. If the load current enlarges suddenly, the

voltage signal will exceeds the threshold value and the drive circuit will pull down

the Vgs of MOSFET, which will make SSPC “OFF”. The whole process can be less

than 100 us. The experiment result is as following Fig. 7. Channel 1 is Vds of

MOSFET and channel 2 is the load current. It shows that when the short-circuit

appears, the load current rising quickly, and the SSPC trip time is about 35 us.

When the load current is greater than the rated value, but does not reach the

instant trip level, the SSPC will carry on the I2T protection like fuse. The I2T show

the relationship between the load current and the trip delay time. By identify the

over-current, SSPC will calculate different trip delay time. The more the over

current is, the less the trip time is.

The I2T trip curve is designed according to extremely anti- time limit curve of

IEC60255-3.Its protection domain is 120–400 % of the rate current. The relation-

ship between over current and trip time is as above Fig. 8 (between the upper limit

curve and the lower limit curve). It can be seen that the SSPC I2t protection

Function work rightly.

3.2 Loads Characteristic Analysis

The SSPC is a no-contact switch. Surge-current will be produced when SSPC is

turned on especially in capacitive loads and spike-voltage will be induced between

the drain and source of MOSFET in inductive loads when the switch is turned off.

In order to reduce the surge-current and spike-voltage, the advantages of solid-state

device should be utilized fully to control turn-on and turn-off time of the MOSFET.
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The soft-starting and soft-turning-off of solid-state switch means, when the solid-

state switch is on or off, load current rise and fall with smaller change rate and at

last reach the stable state.

Capacitive loads, such as the input filters in equipment being controlled, draw

large surge currents when turned on rapidly. Even small capacitors will draw more

than the three-per-unit trip current. In operation the SSPC appears not to turn on.

Turn-on of a 100 μF capacitive load at 100 V is shown in Fig. 9 (left). The surge-

current with capacitive loads when SSPC is turned on is:

ID ¼ c
duc
dt

¼ 100� 10�6 � 100

400� 10�6
¼ 25 A

Fig. 7 SSPC normal and

over-current protect curve

Fig. 8 SSPC I2t protection

curves
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The turning-on wave form shows that the turn-on time is about 400 μs. The
current ramped to the 25-A trip point, where the SSPC opened.

If SSPC carrying 100 A in a circuit with an inductance of 20 pH is opened in

5 ps, a transient voltage of 400 V will be generated (Ldi dt= ). Few MOSFET’s with

high enough voltage ratings to handle this magnitude of surge voltage are available.

Something must be done to limit the rate of change of current in inductive loads and

prevent the generation of large spike voltages that would damage the MOSFET’s.

Slowing the turnoff time to 50 ps decreased the spike voltage generated to 40 V,

which can be more readily handled. The energy stored in the inductor should safely

dissipate during the slow turnoff period.

Figure 9 (right) shows the wave form of ID, UDS and UGS in the turning-off

process of 4.8 mH inductive loads. It is can be seen from the wave form that the fall

time of the load current is 250 μs and the spike-voltage is suppressed completely.

4 Distributed Voltage-Convert System

In the distributed power system, all the converters were designed independently,

when those converters were connected in the same system, the affect between the

converters, series parallel, would make the system instability or stability degraded.

The stability of the DC distributed power system could be analyzed and

evaluated, by the way of input impedance (Zi) and output impedance (Zo) measure

and Nyquist Plot of Zo/Zi. The Zi and Zo would directly affect the Gain and Phase

margins and dynamic characteristic of the distributed power system. When the

output impedance (Zo) of the front stage converter was known, and the Gain and

Phase margins were decided, we could design the input impedance (Zi) of the next

stage converters. Then, the Gain and Phase margins of the PDS could be designed

and controlled, the stability of all the PDS could be ensured [7].

Fig. 9 The turning-on wave form of capacitive/inductive loads. Load current ID at 5A/division;

sweep, 500 μs/division
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A power system could be divided into two part, source subsystem and load

subsystem, the source system with output impedance Zs and the load system with

input impedance ZL, as shown in Fig. 10. Ts and TL are transfer functions of the

source system and load system respectively, TSL is the transfer function of this

power system [8, 9].

TSL ¼ TSTL
1þ ðZS=ZLÞ (1)

ZS/ZL ¼ TM is the loop gain of this power system, TM could be use to evaluated

stability of the interface between source and load of the power system. If jZLj >
jZSj at all frequencies, the interface is guaranteed stable. In those frequencies

jZLj < jZSj, if the phases and magnitudes of ZS and ZL meet some condition, the

system is guaranteed stable too. Such as, When guaranteed gain margin is GM

(6 dB usually), guaranteed phase margin is PM (60�usually), the system is stable, if

jZLj-jZSj > GM in all frequencies. And, the system is stable too, in those

frequencies jZLj-jZSj < GM, if the Phases of ZS and ZL meet the requirement of

formula (2).

180� � PM < ffZS � ffZL < 180� þ PM (2)

The main factor, which affects the distributed power system stability, is imped-

ance matching. The factors, which affect the impedance matching of power system,

are the input filter circuit, control mode, output filter capacitor, and so on.

For example, in a space power system, the front stage converter (source) and the

next stage converter (load), all Use the forward topology, the DC voltage ripple of

the interface of the source and the load converter would be affected by the input

filter of the load, Fig. 11 show the ripples in the interface, when use different input

filter circuit. The input filter affected the stability of the system obviously.

V1A V2A V1B V2BV1A

V2ATS =
V1B

V2BTL =

Source subsystem Load subsystem

ZS ZL

Fig. 10 Interface between source and load subsystem
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5 Conclusion

This paper presents the key character of space distributed power system and focuses

on the distributed power generation technology, distributed power distribution

technology and distributed voltage-convert technology. For distributed power gen-

eration technology, the paper presents the power bus characteristics when separate

power systems work together; For distributed power distribution technology, the

paper presents its key component SSPC and its main function; For distributed

voltage-convert technology, the paper gives the distributed system stability solu-

tion. The related research results of this paper are meaningful in the future research

of space distributed power system.
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Configuration of the Wind Farm Reactive

Power Compensation

Fei Guo, Zengping Wang, Tao Zheng, and Jing Li

Abstract This paper analyzes the influencing factors to the wind farm’s capacity

of reactive power compensation, providing the reactive power calculation formulas

of transformer, aerial cables and two main wind turbines, and estimates reactive

power of different types of wind farms. Comparing four common reactive power

compensation devices used in wind farms, the selection of device and method of the

wind farm reactive power compensation are recommended, and its developing

trend is also pointed out.

Keywords Wind farm • Reactive power compensation • SVC • SVG

1 Introduction

Wind power energy is a kind of promising renewable energy, but the

non-determinacy of the wind’s speed and direction makes it transmitted to the

grid unstable, and grid-integration of wind power has been a significant problem to

the power system. To keep the vibration within required range, reactive power

compensation is needed, which has three main functions to the wind farm:

(1) Increase the power factor and static voltage stability; (2) Supply reactive

power consumed in the generator’s transient process to increase the capability of

LVRT; (3) Optimize power flow, reducing the grid loss [1–3].
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2 Reactive Power Characteristics of Wind Farm

Wind farm electrical system consists of wind generators, box-type substation,

collecting power lines and transformers, which are all high inductive devices and

the reactive power characteristics of them should be analyzed [4, 5].

2.1 Net Components of Wind Farm

The transmission lines includes two categories, i.e. overhead lines and cable lines,

whose reactive power consumed all mainly comes from the parallel susceptance

and series reactor, as Eq. 1 shows. It’s estimated that: When the wind speed is low

and the system has light load, the charging power of transmission lines is large and

the system is capacitive, inductive reactive power compensation is needed. On the

contrary, capacitive reactive power is needed to compensate for the transformers

and transmission lines.

ΔQ ¼ ΔQL þ ΔQB ¼ ðPþ QÞX=U1 � ðU1 þ U2ÞB=2
¼ 3I2X � ðU1 þ U2ÞB=2 (1)

ΔQ, ΔQL are the reactive power loss of transmission line and reactance; ΔQB is the

charging power of transmission line; P & Q are the active and reactive power

transmitted on the lines;U1&U2 are the voltages of the line’s two terminals; I is the
current flows through the line; X is the line’s reactance; B is the line’s susceptance.

The transformer’s reactive power loss consists of the winding loss in normal

operation and the iron-core loss in non-load operation, as Eq. 2 shows. And the

latter always exist whatever the operation type is.

ΔQT ¼ ΔQ0 þ ΔQSðS2=SN2Þ ¼ ðI0%=100ÞSN þ ðU0%=100ÞSNðS2=SN2Þ (2)

ΔQT is the reactive power loss of transformer; ΔQo is the excitation loss; ΔQs is the

leakage loss (reactive power loss of load);S is the apparent power; SN is the rated

capacity of transformer; I0% is the no-load current percentage; Us% is the short

circuit impedance percentage.

2.2 Typical Wind Generators

DFIG is based on the ordinary winding asynchronous induction motor, which adds

with the converter and its control system connected between the rotor and stator of

the generator. In the two-phase synchronous revolution coordinate system (dq), the
stator flux is oriented to d-axis to analyze the power characteristics of DFIG.
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QS ¼ usqisd � usdisq ¼ Usisd ¼ �Us

Ls
ðψ s � LoirdÞ (3)

From Eq. 3, whenUs fixed, Qs can be controlled by ird. Its reactive properties are
similar to the synchronous generator. However, when the grid’s voltage drops

sizably, the crowbar of the rotor’s control circuit will be activated to short the

rotor side converter. Then the wind generator will works as motor. Then the grid

side converter cannot satisfy the reactive power requirement. Considering that

DFIG doesn’t need reactive power from the grid in normal operation, the suggested

installing reactive compensation is 20–30 % of the total installed capacity.

Direct drive wind generator is composed of multi-polar low-speed PMSG which

is driven directly by wind wheels. It converts the power energy by power conver-

sion circuit and gets connected into the grid. PMSG has good capability of capaci-

tance compensation and low voltage ride through. It’s getting increasing attention

for its better grid compatibility. In the dq coordinate system, the stator output

reactive power of PMSG has the similar expression with DFIG:

Qs ¼ 3

2
ðωsLsi

2
s þ ωsψ isdÞ (4)

Qs is decided by isd, i.e. PMSG can control the reactive power by the rotor side

converter. In normal operation and when failure happens in the wind farm, PMSG

doesn’t need to absorb reactive power from the grid. But the reactive power loss of

transformers and transmission lines should be considered. For the wind farm with

all PMSGs, the suggested installing reactive compensation is 10–20 % of the total

installed capacity.

3 Reactive Power Compensation Principles of Wind Farm

3.1 V-Q Relationship of Wind Power Plant

Single machine-infinite bus system is used to analyze the characteristics of wind

farm’s V-Q in this paper, as shown in Fig. 1.

The wind turbine in Fig. 1 stands for the whole wind farm, Pg and Qg – power

transmitted into the power system; Qgc – reactive power compensation of the

connecting point bus; Z – the impedance of the equivalent transmission line

between wind farms and infinite grid; U2 – the node voltage of the infinite system.

The voltage difference between the wind farm and the infinite system is:

_U1 � _U2 ¼ Z _I ¼ Z
S2
U2

� ��
¼ Z

S�2
U�

2

� �
(5)
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Assuming the phase angle of _U2 is 0, we will get:

U1 � Q2X þ P2R

U2

þ U2 (6)

In the infinite system, U2 does not change with the rating of wind farms. Z can be

determined after the grid planning. Therefore, the voltage of the connecting point

bus is totally determined by the active power and reactive power, injected by the

wind farm and equivalent line as a system into the infinite system.

Through a series of load flow calculation, V-Q relationship is achieved, i.e. V-Q

curve, to test the robustness of the power system. Since wind turbines based on

different types of generators differ in reactive characteristics, wind farms have

variable influences on the system voltage stability.

3.2 Improvement of Reactive Power to Voltage Stability

The improvement of reactive power compensation to the voltage stability embodies

in the improvement to static voltage stability and transient voltage stability. When

the active power P is constant, the feature of static reactive voltage embodies in the

V-Q curve. The features of V-Q curve mainly reflect the small interference stability

of the connecting point voltage of the wind farm [6].

When short circuit occurs in the gird or disconnection fault happens, the

connecting point bus voltage will suddenly drop. From Eqs. 1 and 2, the voltage

reduction results in the reduction of active power output by asynchronous genera-

tor, while the mechanical torque input by wind turbine does not actually reduce.

The generator will speed up or slow down driven by unbalanced torque, then it will

increase its absorbed reactive power, and the bus voltage will further drop, while

the active power continues reducing. Finally the whole system will collapse

because of over-speeding.

Pg
Qg

Qgc

S1=P1+jQ1
Pg Qg

Z=R+jX

S2=P2+jQ2

U2 0°U1

Infinite sys

δ°

Δ Δ

∠∠

Fig. 1 Single machine-infinite bus system of wind farm
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4 Selection of Wind Farm’s Reactive Power

Compensation Plan

4.1 Reactive Power Compensation Capacity Configuration

The mathematical optimization model of the optimal reactive power compensation

uses load flow constraint equation, controlled variable constraint equation and state

variable constraint equation as restraint conditions, the total system network loss as

the objective function. The model calculates the reactive power compensation

capacity which accords with load flow distribution, satisfies boundary limits of

the voltage and power, and also of the minimum network loss [7, 8]. There are two

research thoughts of such nonlinear programming problems with constraints:

(1) Transform nonlinear problems into linear problems; (2) Transform problems

with constraints into problems without constraints. In the practical engineering, it

usually uses the voltage balance of the grid interconnection side to determine the

capacity of reactive power compensation.

4.2 Reactive Power Compensation Device

The main measures for reactive power compensation of wind farms are parallel

capacitor (PC), Static Var Compensator (SVC), Static Var Generator (SVG) and

Controllable Shunt Reactor (CSR). The means of PC will not be discussed here.

1. Static Var Compensator (SVC)

The common SVC consists of Thyristor Controlled Reactor (TCR), Thyristor

Switched Capacitor (TSC) and filter. The common advantages of different SVCs

are their low costs, while the disadvantages are they contain many passive

devices, which take much space; the work range is narrow; reactive power

drops faster with voltage decrease; SVC itself has no inhibition to harmonics,

while produces large amount of low order harmonics with the distortion of

current waveforms, which requires extra filters.

2. Static Var Generator (SVG)

Static Var Generator (SVG) can be divided into voltage-type and current-type

according to the energy storage devices (capacitance or inductance) that

equipped on the DC-side. Most SVGs in use are voltage-type as discussed in

this paper. SVG can adjust the capacity and property of the output reactive

power by controlling the output voltage of the inventor. Therefore,SVG can be

equal to continuously adjustable capacitor or reactor.

Compared with other devices, SVG has many advantages: (1) The operation

range is an approximate rectangular with equal widths up & down; (2) Controlled

by PWM, and responses faster; (3) The regulation of reactive power is not
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achieved by controlling the values of capacitive or inductive reactance, so the

system resonance does not exist and the device volume is reduced greatly.

3. Controllable Shunt Reactor (CSR)

Common types of CSR are high-leakage inductance transformer type CRS

(T-CSR) and magnetic-valve type CSR (M-CSR, or MCR). TCSR adjusts the

capacity of the reactor by changing the low voltage winding’s conduction

state of the high short-circuit impedance transformer. MCR changes the reactor

value by adjusting the core saturation. It has simple structures and low cost, but

responses more slowly than CSR.

4.3 Selection of Reactive Compensation Device

Among all the devices discussed above, fixed capacitors have not been commonly

used. The following part focuses on the comparison of the features of three main

dynamic reactive power compensation devices, as Table 1 shows.

1. Selection according to the response time and whether the dynamic adjustment is

supported

Different types of wind generator, different sizes of installation and the degree of

the local power grid strength (the size of the system short circuit capacity) will

affect the wind farm’s response speed to reactive power compensation, thus

affecting the selection of reactive power compensation devices.

In general, for large-capacity wind farms, where the grid short circuit capacity

are small, voltage fluctuations caused by wind speed vibration are relatively

large. When short circuit fault or short-term fault occurs, the wind farm may all

get out of operation and it will cause the whole area’s voltage collapse. Wind

farms like this should be able to support reactive power dynamically, i.e. the

dynamic reactive power compensation device (SVC & SVG) are needed. On the

contrary, automatically switching capacitor or MCR can satisfy the reactive

power requirements of small wind farms.

2. Selection according to the construction costs (Table 2)

Almost every newly built wind farm require dynamic reactive power compensa-

tion device, however these devices are very expensive. Considering the cost of

floor coverage and maintenance, etc., it’s required that the wind farms of high

cost to reasonably and scientifically compare and select reactive power compen-

sation methods.

4.4 Selection of Reactive Power Compensation Method

There are two main methods of wind farm reactive power compensation,

centralized compensation and distributed compensation.
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Table 1 Comparison of features of three main reactive power compensation

Device SVC SVG MCR

Area Large Small (30 % ~ 50 % of

SVC)

Medium

Adjustable range Linear scale:

0–100 %

Linear (Larger than MCR

& TCR, especially

when the voltage is low)

Linear scale: 0–100 %

Voltage level 6–220 kV Limited 6–800 kV

Reactive power output Continuous Continuous Continuous

Inductive/

capacitive

Inductive/capacitive Inductive

Response time �20 ms �5 ms �100 ms

Linearity Good Good Nonlinearity

Harmonic 5th & 7th are

large (need

additional

filtering

device)

Small Small

Harmonic suppression Not able Can filter 13th and

lower harmonic

Control flexibility Good Good Good

Fluctuations

suppression

Yes Yes Yes

Phase adjustment Yes Yes Yes

Running loss rate (%) 0.5–0.7 0.75–2.25 <1.5

Reliability (failure rate) Reliable, easy to

happen reso-

nant

amplification

Technology is not mature,

low reliability; Less

easy to resonance; no

over compensation and

reactive anti- send

Reliable

Table 2 Cost comparison of three main reactive power compensation device

Device SVC SVG MCR

Useful time

(year)

>20 10 ~ 15 >20

Cost of

device

Medium, 150-200yuan/

kvar, (Imported equip-

ment cost high and

replacement cycle

is long)

High, sets for pricing,

10 kV,0-30Mvar,

300-320yuan/kvar

Low, Price vary with the

response time

80 ~ 150yuan/kvar

Maintenance

expense

Easy to maintain, low

operating costs

Easy to maintain Easy to maintain

Application Widely used Not widely used yet Widely used
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Centralized compensation means to install compensation devices centrally at the

output substation of the wind farms, in which the surging inrush is large and may

cause damage to the electric equipment. And this will influence the whole wind

farm’s power factor and the substation’s voltage level. Besides, it can only com-

pensate the overall reactive power, but cannot solve the V-Q balance of the wind

farm’s internal network.

While distributed compensation means to select several compensation points

which have the best performance in the reasonable scope of investment by mathe-

matical or intelligent algorithm, and compensate locally, then the internal loss of

wind farm gets decreased and the voltage quality gets improved. It also has the

advantage that the compensation points may communicate and cooperate with each

other, then the chance of under/over compensation gets decreased, and the com-

pensation result will get optimized.

5 Conclusion

1. For large wind farms or the ones in the major hub point of the power system, it

needs to determine the reactive power compensation capacity of the wind farm

booster station by flow calculation. For small wind farms or the ones at the grid’s

end, the compensation can be estimated in the condition of less information. For

wind farm based on DFIG, compensation is 20–30 % of the total installed

capacity; and for the one based on PMSG, 10–20 %.

2. The selection of compensation devices: Considering the aspects of response

speed, whether the dynamic reactive power compensation is supported and the

construction costs: For the small wind farms or the ones at the end of the grid, FC

or MCR are considerable; for large wind farms or the ones in the major hub point

of the power system, SVC or SVG are preferred.

3. The selection of compensation methods: For the wind farms which influence the

power system little, with simple topology and can islanded operate when

separated from the grid, centralized compensation is considered; For large

wind farms, especially off-shore wind farms, distributed compensation is

considered.
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Design and Implementation of an Embedded

Intelligent Reader

Lijing Tong, Yifan Li, Huiqun Zhao, Guoliang Zhan, and Quanyao Peng

Abstract This paper designs and realizes a new kind of embedded intelligent

reader based on image processing, OCR (Optical Character Recognition) and

TTS (Text To Speech) technology. This machine can help the blind and visually

impaired people read paper document, and improve the quality of their life. The

reader mentioned in this paper uses the embedded system design, and its advantages

are small volume, convenient carrying and so on. This machine can obtain printed

text information with the help of its built-in camera sensor. Then, after the handling

of the software of image processing, TTS, OCR to process word recognition and

speech synthesis, a speech can be output. This system considers the needs of the

visually impaired fully and uses voice navigation and One-Key-OK“s” humankind

design. As the system test shows, the reader can get the information written in a flat

paper effectively, and its accuracy rate of speech reading is above 95 %.

Keywords Intelligent reader • Embedded system • Character recognition speech

synthesis

1 Introduction

According to the report of U.S. NFB, only 10 % people of 1.3 million blind can read

Braille and only 10 % visually impaired children are learning Braille [1]. In our

country, the basic approach for blind to get information is still the Braille books and

audio books. But only a few blind can understand the Braille, and the electronic

products, take audio book and radio for example, just have single functions. There is

toomuch limitation for blind to communicate with others by using these ways. It can’t

meet the needsofblindwhodesire independent access to information [2, 3]. Therefore,
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wemade this portablemachine for blind readerwhich is based on image processing [4],

character recognizing, andTTS (Text ToSpeech) technology [5]. It can take a photo of

the paper printed text images, and then, translate it into data information which can be

editedwith the help ofOCR (Optical Character Recognition) [6], after all of above, the

use of TTSmakes the information into a speech output. Thismachine has own battery,

can be available offline and support storage of audio books. The product can solve the

problem mentioned above perfectly.

2 Hardware Design of the System

Embedded intelligent reader is a blind-oriented intelligent reading device. The

proposed hardware structure design is shown as Fig. 1.

The CPU of the embedded intelligent reader is S3C6410 controller. The memory

of the reader is the SDRAM. In the Embedded intelligent reader, there is also some

FLASH to saves the system start-up programs. Some CF/SD/MMC cards are

devised for user to store the information too, and its capacity can reach 4G.

The built-in camera has an image sensor with five million pixels and a high

resolution camera lens.

The RSA232 serial port is devised to receive the data sent by GPS module. The

battery can keep the embedded intelligent reader on working for 6 and 12 h if you

choose the standby mode.

The paper-fixed device is a peripheral device. The device, which is designed for

placing book paper, intends to prevent placing paper so obliquely to influence

reading effect.

We design a special One-Key-Ok key for visually impaired one. At the same

time we provide the function control keyboard. The designed function of each key

describes as Table 1.

3 Software Design of the System

The mainly structure of embedded intelligent reader software structure is described

as Fig. 2.

Each module’s specific function is described as follows.

(a) Data acquisition module: The function of data acquisition is dealing and

obtaining the image information. What’s more, it contains page layout correc-

tion module and page layout analysis module; wherein, the first one is used to

correct the error which is produced by perspective distortion and skew distor-

tion during the process of getting picture by camera [7]. The layout analysis

module is used to isolate text, graphics and tables in the image [8].
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(b) Character recognition module: It uses OCR recognition software to do the

character recognition. If the result is not meaningful, the image will be rotated

[9] and does recognition again.

(c) Speech synthesis module: Speech synthesis module uses speech synthesis

module of TTS, translates the received text information into speech signal,

and then send the result to the pronunciation module [10].

(d) Pronunciation module: This module includes voice modulation module and a

voice output module.

(e) Storage module: The storage module’s main function is caching the image data

and text data produced during the system operation.

S3C6410 Mainborad

Memory Controller

SDRAM FLASH

Built-in Camera

Camera Controller

RSA232 Serial Port

USB Host

Card Interface

Button Interface

GPS
Device

PC
Computer

CF/SD/
MMC

Buttons

Audio Controller
Audio
Device

Battery

Fig. 1 The proposed

hardware structure design

Table 1 Key function design

Key label Key name Key function

● System starting It completes system power-up and initialization function

▼ Reading starting The reader transforms character information to voice

k Reading pausing This button stops reading, or continues reading

+/- Volume controlling This button adjusts the volume, when the reader is reading

~ Reading sound selection This button completes male and female voices choosing

" Accelerating speed This button accelerates the voice reading speed

# Slowing speed This button slows down the voice reading speedJ
Returning This button changes the current state to the ready state

■ Confirming This button completes the function of the voice prompt

◇ Taking pictures This button realizes the photo taking and stores pictures
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(f) Control module: The control module’s main function is responding to a user

control commands.

(g) Image processing module: This module does some image processing before

OCR and will be introduced in Sect. 4.

4 Humanized Design of the System

Given that most users are blinds, embedded intelligent reader has the function of

voice navigation [11]. Embedded intelligent reader also has the One-Key-Ok

function. When user puts a book in the paper-fixed device, and presses the OK

button, the reader fulfills the image processing and reads the text of the documents

automatically. The software design of One-Key-Ok is shown in Fig. 3.

(a) Capture image: Drives the built-in camera to capture image when user presses

down the OK button,

(b) Gray-scale optimization: Does gray optimization, and translate the color

images into gray ones [12]. Normally the gray transforming equation is as

follows:

H ¼ 0:299Rþ 0:587Gþ 0:114B (1)

Because the time consuming is large, we devised a quick approximate

algorithm for the gray scale transforming:

0:299R � H R >> 2ð Þ þ H R >> 4ð Þ (2)

0:587G � H G >> 1ð Þ þ H G >> 4ð Þ (3)

Data capture
module

Image
processing
module

Character
recognition

module

Speech
synthesis
module

Pronunciation
module

Storage
management

module

Control module

Fig. 2 The proposed software module design
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0:114B � H B >> 3ð Þ (4)

Here “�” means right shift. For example, “H(R�2)” means shifting the red

color value 2 bits to the right. Then the total gray value is calculated by:

H � H R >> 2ð Þ þ H R >> 4ð Þ þ H G >> 1ð Þ þ H G >> 4ð Þ þ H B >> 3ð Þ (5)

(c) Local binarization: Does local binarization to the captured images, and change

gray images to binary ones [13]. For a pixel, we take into account the N*N

windows centered with the pixel. In the window, we calculate the mean value

ψðx; yÞ and the mean square deviation φðx; yÞ firstly. If the φðx; yÞ < 0.9, we

think the window is the background. So the binarization of the pixel is 255.

Otherwise, we take the Eq. 6 to calculate the threshold for the binarization.

f ðx; yÞ ¼ ψðx; yÞ � 0:2ϕðx; yÞ (6)

(d) Noise removing: Does noise removing for binary images to remove noise in the

binarized image.

(e) Blank paper identification: Does blank-paper test for images, and there will be a

voice warning if the paper is blank. Here we can use the binarization results to

do the identification. Because there are normally still some black noise pixels

remain, if the number of the black pixels is no more than 1 % of the total

number of the pixels in the image, we identify this paper is a blank paper.

(f) Inverted paper identification: Does inverted paper test, and there will be a voice

warning if the paper is inverted.

(g) OCR: it will process the preprocessed images and translate it into text

documents.

(h) TTS: Does speech synthesis for the text recognized by OCR.

(i) External device sound: Reads the synthesized speech out by TTS.

Capture image

OCR

TTS

External
device sound

Local binarization

Noise removing

Gray-scale optimizetion

Blank paper discriminant

Inverted paper discriminant

Image processing
Fig. 3 The proposed

One-Key-Ok function

design
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5 System Implementation and Performance Testing

We implemented the embedded intelligent reader based on the designs of the

hardware system, the software system, and the humanized design. The

implemented embedded intelligent reader is shown as Fig. 4.

A large number of tests are conducted in our implemented embedded intelligent

reader (with the configuration of the 600 MHz CPU and 256 M memory). The tests

show that the flat paper documents can be read effectively and the reader can obtain

more than 95 % recognition rate.

We also test the effect of the quick approximate algorithm for the gray scale

transforming. The time consuming of Eq. 1 is 9 s. After we take the Eq. 5 to

substitute Eq. 1, the time consuming is 450 ms.

In these tests, we also find that the flatness of the paper has a higher influence to

character recognition. Three typical kinds of paper are tested. Their comparison

results are listed as follows in Table 2.

The results shows: when the paper is flat, the recognition time is about 33 s and

the recognition rate is about 99 %. When the paper is warped partly, the recognition

time will be about 37 s and the recognition rate is about 73 %. When most of the

paper is warped, the recognition time is about 38 s and the recognition rate is about

69 %.

These experiment results show that the performance of the intelligent reader is

stable. For ideal images, the reader has a high recognition and its processing time is

about 33 s. Meanwhile, it shows the external factors have a great influence to the

intelligent reader’s character recognition, especially when the paper is warped. It

will have a lower recognition and longer processing time when the paper is warped.

From this point of view, finding a new algorithm to process the distorted document

image is very necessary.

Fig. 4 Implemented

embedded intelligent reader
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6 Conclusion

In this paper, we designed and realized an embedded intelligent reader for blind

people. With the help of the embedded system design approach, OCR, TTS and

image processing technology, the reader can recognize printed document paper

after taking photo, and change it to voice. This research provided a fine solution for

intelligent reader. The experimental results prove that the reader can obtain good

speaking results for thinner books, magazines and a single sheet of paper. Its

recognition rate can be more than 95 %.

Acknowledgements This research is funded by the Funding Project for Academic Human

Resources Development (PHR201107107, PHR20110865) in Institutions of Higher Learning

under the Jurisdiction of Beijing Municipality, and the 11th 5 year Key Technology R&D Program

(2009BAI71B02) of China.

References

1. Chun J, Zhao Y, Xue XJ (2010) Research on talking book library and its construction mode.

Libr Info Serv 54(23):106–110 (In Chinese)

2. Chen Q, Li X, Jiang QX (2007) Development of reader for blinds based on embedded

platform. Chin J Rehabil Theory Pract 13(4):344–345 (In Chinese)

3. Hairuman IFB, Foong OM (2011) OCR signage recognition with skew & slant correction for

visually impaired people. In: Proceedings of the 2011 11th international conference on hybrid

intelligent systems, IEEE Computer Society, Malacca, Malaysia, pp 306–310

4. Yang SY (2005) Introduction of an example program framework. VC++ image processing

programming design. Tsinghua University Press, Beijing, pp 336–341 (In Chinese)

5. Cai RZM, Cai ZJ (2011) Study on the text analysis and processing for Tibetan TTS. In:

Proceedings of the 4th international conference on intelligent networks and intelligent systems,

IEEE Computer Society, Kunming, China, pp 229–231

6. Beg A, Ahmed F, Campbell P (2010) Hybrid OCR techniques for cursive script languages–a

review and applications. In: Proceedings of the second international conference on computa-

tional intelligence, communication systems and networks, IEEE Computer Society, Liverpool,

United Kingdom, pp 101–105

7. Wang HZ, Li MJ, Zhang LW (2011) The distortion correction of large view wide-angle lens

for image mosaic based on OpenCV. In: Proceedings of 2011 international conference on

Mechatronic Science, Electric Engineering and Computer (MEC), IEEE Computer Society,

Jilin, China, pp 1074–1077

Table 2 Recognition rate and speed tests

Classification

Recognition

rate (%)

Recognition

speed (s)

The flat paper page 99 33

The paper with a large distortion in the spine 73 37

The paper with a large distortion in the surface of the page 69 38

Design and Implementation of an Embedded Intelligent Reader 455



8. Behin H, Ebrahimi A, Ebrahimi S (2010) Incorporated preprocessing and physical layout

analysis of a binary document image using a two stage classification. In: Proceedings of 2010

international conference on computer and communication engineering, IEEE Computer Soci-

ety, Kuala Lumpur, Malaysia, pp 1–5

9. Yalniz IZ, Manmatha R (2011) A fast alignment scheme for automatic OCR evaluation of

books. In: Proceedings of the 2011 international conference on document analysis and

recognition. IEEE Computer Society, Beijing, China, pp 754–758

10. Yu ZL, Yue DJ, Zu YQ, Chen GL (2010) Word intelligibility testing and TTS system

improvement. In: Proceedings of the IEEE 10th international conference on signal processing,

IEEE Computer Society, Beijing, China, pp 593–596

11. Sun YQ, Zhou Y, Zhao QW, Yan YH, Wu X (2009) One fuzzy retrieval algorithm for speech

navigation system. In: Proceedings of the international conference on bioMedical information

engineering. IEEE Computer Society, Sanya, Hainan, China, pp 85–89

12. Su B, Lu SJ, Tan CL (2011) Combination of document image binarization techniques. In:

Proceedings of 2011 international conference on document analysis and recognition. IEEE

Computer Society, Beijing, China, pp 22–26

13. Zong L, Wu YH (2009) A parallel matching algorithm based on image gray scale. In:

Proceedings of the international joint conference on computational sciences and optimization.

IEEE Computer Society, Sanya, Hainan, China, pp 109–111

456 L. Tong et al.



Modeling of High Throughput Screening

Systems

Danjing Li, Xiaobin Li, Heng Wan, Bing Xu, and Jianhua Wang

Abstract In this paper we propose a max-plus algebra modeling, which guarantees

non-negative order models for any predetermined optimal schedule of high

throughput screening systems. Often for such systems, some events in previous

batches are expected to happen after certain events in later batches. Therefore there

are negative order system matrices in the corresponding models. With a straight-

forward re-indexing process, the proposed modeling avoids searching and calculat-

ing of transformation matrix and thus derives non-negative order models directly

and quickly.

Keywords High throughput screening systems • Max-plus algebra • Modeling

1 Introduction

High throughput screening (HTS) systems [1] are used in fields of biology, chem-

istry and especially in pharmaceutical industries to automatically identify biochem-

ical and/or chemical compounds. In a very short time, HTS processes are able to

automatically screen thousands of substances. In such processes, hundreds of

substances are aggregated within one batch. A large number of batches have to

pass through resources (e.g., incubators, pipettes) to finish all activities or work

steps.

In order to compare many different batches of an assay, it is often required that

each batch follows an identical time scheme. In other words, HTS systems are

operated in a strictly cyclic way. Although cyclic operation is sometimes also
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applied to other discrete event system (DES) applications such as manufacturing or

chemical engineering, the HTS scheduling problem and its control still differ from

problems of those systems [2]. For example, there may be upper and/or lower time

bounds for batch time scheme. Especially, in HTS systems, resources may be

shared by several batches and may be revisited several times by the same batch.

Moreover, there are no buffers between the resources. Mayer, Raisch and

colleagues proposed a method to determine the globally optimal schedules for

such systems [1, 2]. With max-plus algebra, it is then possible to model the

predetermined optimal schedule to perform further system analysis and control.

Often for such optimal schedules of HTS systems, some events in previous

batches are expected to occur after certain events of later batches. This results in

negative order system matrices in the corresponding models. By introducing the γ
transformation [3, 4], the existing negative order system matrices could be

eliminated with the help of some certain transformation matrix t.

However, in this paper, instead of searching for the corresponding transforma-

tion matrixt, we especially discuss a straightforward re-indexing process to model

predetermined schedules for HTS systems. For a predetermined HTS optimal

schedule, by appropriately re-indexing the events of the considered system, the

improved modeling avoids searching and calculating of transformation matrix t.

Therefore, the proposed modeling derives non-negative order model directly and

quickly.

This paper is structured as follows. Section 2 briefly describes the basic ideas of

max-plus algebra. Illustrated with an HTS application presented in Mayer and

Raisch [2], the specifications for high throughput screening systems and the

modeling of predetermined time schedules with max-plus algebra are explained

in Sect. 3. In Sect. 4, an improved modeling idea avoiding negative order system

matrices is provided. Conclusions and suggestions for future work are included in

Sect. 5.

2 Max-Plus Algebra

Max-plus algebra [3] is a convenient tool to model and analyze timedDES. The DES

timing often involves maximum and addition operations. The equations describing

the behavior of the system are nonlinear in the conventional algebra, but are linear in

the sense of max-plus algebra. Max-plus algebra is the set Rmax ¼ R [ f�1g ,
endowed with two operations: addition � and multiplication �. Addition � is

defined to be the maximum of two elements in conventional algebra, while multi-

plication � is defined to be conventional addition, i.e., 8a; b 2 Rmax:

a� b :¼ maxða; bÞ; (1)

a� b :¼ aþ b: (2)
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As in conventional algebra, the multiplication symbol is sometimes omitted and

a � b is written as a b. The additive identity (neutral element of addition) in

max-plus algebra is � 1, also denoted as ε. The multiplicative identity (neutral

element of multiplication) in max-plus algebra is 0, also denoted as e:

8a 2 Rmax; a� ε ¼ ε� a ¼ a: (3)

8a 2 Rmax; a� e ¼ e� a ¼ a: (4)

Matrix addition in max-plus algebra is defined as:

Cij ¼ ðA� BÞij ¼ Aij � Bij; A;B;C 2 Rp�q
max ; (5)

while the definition of matrix multiplication in max-plus algebra is:

Cij ¼ ðA� BÞij ¼
Mm
k¼1

Aik � Bkj ¼ max
k

ðAik þ BkjÞ; (6)

where A ∈ Rmax
l�m, B ∈ Rmax

m�n, C ∈ Rmax
l�n. The identity matrix in max-plus algebra

is denoted as I, for i ¼ j, Ii j ¼ e, for i6¼j, Ii j ¼ ε. The null matrix in max-plus

algebra is N, Nij ¼ �1 :

Normally, the max-plus algebra model for a noncyclic deterministic DES system

has the form of:

X ¼ A0 � X � B� u; (7)

Y ¼ C� X: (8)

System state xi denotes the earliest possible event time (EPET) of event i,
(i ¼ 1, � � � n). A0½ �ij , the element of system matrix A0 represents the minimum

time needed from the occurring of event j to the happening of event i. ui and yi
correspond to earliest happening time instants of certain input and output events

respectively. For such a deterministic DES system (which should be

implementable), the above implicit model can be transferred into an explicit

max-plus algebra model:

X ¼ A�
0 � B� u; (9)

Y ¼ C� X; (10)

where

A�
0 ¼ ½An�1

0 � � � � � A0 � I�: (11)
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3 Modeling of High Throughput Screening Systems

The time scheme for a single batch is determined according to requirements

specified by users. An HTS process contains several resources. A single batch has

to pass through resources in a fixed sequence to finish corresponding activities. It

may also revisit a resource several times. Here we assume that each resource has

capacity one, so once a resource is allocated by a batch, it is not possible for other

batches to occupy the resource.

To maximize the throughput of an HTS system, usually several batches are

operated concurrently to make better use of system resources and the system

operation is in a cyclicly repeated fashion. In the following, we first show the

modeling for a single batch time scheme.

3.1 Modeling of Single-Batch Time Scheme

For the HTS application discussed in Mayer and Raisch [2], considering the

operation requirements, the desired time scheme for a single batch is shown in

Fig. 1. For this HTS process, a batch has to finish six activities on a total of three

resources: activity 1 to activity 4 allocate resource 1 while activity 5 and activity 6

occupy resource 2 and resource 3 respectively. In other words, resource 1 is

revisited by a single batch. The six activities are performed in the following

order: activity 1 ! activity 5 ! activity 2 ! activity 3 ! activity 6 ! activity

4. The starting time (or the ending time) of activity i is not necessarily the entering

time oi (or the leaving time ri) of the corresponding batch on the resource because

there may exist either pre-processing or post-processing time requirements.

For this single batch time scheme, the corresponding precedence graph is shown

in Fig. 2. xi is the earliest possible event time of starting event i (or ending event)

for a certain activity. To reduce the complexity of the system model, some entering

events and leaving events are omitted from the graph, once xi is determined, the

occurring time of its corresponding entering event (or leaving event) could be easily

obtained.

Resource 1

Resource 2

Resource 3

3 0
3 0

8 3 81 8 2 2 8

5 24 1

1 24 7

30

Acti. 5

Acti. 1 Acti. 2 Acti. 3 Acti. 4

Acti. 6

o5 r5

r2 r3 r4o3 o4o1 r1 o2

o6 r6

Fig. 1 Time scheme for a single batch
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Since in Fig. 2, all events belong to a same batch, the arcs connecting events are

called zero order arcs. A0½ �ij , the element of zero order system matrix A0 is the

weight of the arc connecting from event j to event i, specifically, A0½ �2;1¼ A0½ �6;5
¼ A0½ �8;7¼ A0½ �12;11¼ 8, A0½ �4;3¼ A0½ �10;9¼ 24, A0½ �3;2¼ A0½ �9;8¼ 3, A0½ �5;4¼ A0½ �11;10
¼ e, A0½ �7;6¼ 30, and for all other (i, j), A0½ �ij¼ ε, i.e., there is no time constraint from

event j to event i.

3.2 Modeling of Cyclicly Repeated HTS

To maximize the throughput of an HTS plant, obviously it is not optimal to operate

the first activity of a single batch always after all activities of its previous batch have

been finished. On the contrary, at a certain time instant, several different batches

could occupy different resources simultaneously. As represented by a Gantt chart

shown in Fig. 3, the optimal schedule derived in Mayer and Raisch [2] is an

example of the better use of system resources. Different batches pass through

resource 3 (and resource 2 as well) sequentially. Therefore, for resource 3, as

shown in Fig. 4, i.e., the corresponding precedence graph for the optimal schedule,

there is a first order arc (marked with one small slash “ ∕ ”) connecting from x10 to
x9. The arc represents the fact that the starting event 9 of a later batch ρ + 1 happens

after the ending event 10 of a previous batch ρ.
On resource 1, according to Fig. 3, different batches share the resource in the

following way: the first activity of batch ρ follows the second activity of batch

ρ � 1 and then is followed by the fourth activity of batch ρ � 3 and this activity is

then followed by the third activity of batch ρ � 2. Correspondingly in Fig. 4, for

instance, the negative order arc (marked with three small circles “ ∘ ”) connecting

x2 and x11 ensures the first activity of batch ρ happen before the fourth activity of

batch ρ � 3. Furthermore, the fourth order arc connecting x12 and x1 always ensures
the fourth activity of batch ρ happen before the first activity of batch ρ + 4.

Compared with Fig. 2, the additional arcs in Fig. 4 ensure safe resource sharing.

Based on Fig. 4, the max-plus algebra model for the optimal schedule shown in

Fig. 3 then can be represented as:

XðρÞ ¼
M4

m¼�3

�
Am � Xðρ� mÞ

�
� Bu; (12)
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Fig. 2 Precedence graph for a single batch scheme
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YðρÞ ¼ C� XðρÞ; (13)

where the element of the precedence matrix Am½ �ij is the weight of them-th order arc
connecting from event j of a batch ρ � m to event i of a batch ρ. Specifically, the
elements for non-zero order precedence matrices Am½ �ij;m 6¼ 0 are: A�3½ �11;2¼ 0,

A�1½ �7;6¼ 0, A1½ �1;6¼ A1½ �7;12¼ A1½ �3;4¼ A1½ �9;10¼ 0, A2½ �5;8¼ 0, A4½ �1;12¼ 3, for m

¼ �3; � � � � 1; � � � 4 and all other (i, j), Am½ �ij¼ ε.

With the existence of negative order system matrices, the implicit model (12) is

acasual in terms of batches. Unlike the noncyclic case described at the end of

Sect. 2, the corresponding explicit model cannot be derived directly from (12). For

analysis and control of general DES models with negative order system matrices,

one possible solution is to transform the acasual model into a casual one first, with

the help of γ transformation and an appropriate transformation matrix t [4, 5]. In

the next section, we propose an easy and fast way, in which γ transformation and the

searching for t are not involved, to model the original system without negative

order system matrices directly.

R3

R2

R1

batch r−3 batch r−2 batch r−1 batch r+1 batch r+2 batch r+3 batch r+4batch r

Fig. 3 Gantt chart of the optimal schedule for batches
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Fig. 4 Precedence graph for the optimal schedule with negative order arcs
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4 Improved Modeling of HTS Systems

In the above derived model (12), with the existing of Am, m < 0, the states for

batch ρ, i.e., X(ρ) depends on the states of later batches (ρ � m), which is acausal

with respect to batch index ρ. To facilitate further analysis and control, it is

preferred that HTS systems are modeled so that there are no precedence matrices

Am, m < 0.

The sequence of batches performed on resource 3 (or resource 2) is casual, the

acasual parts of the system matrices resulted from the acasual visiting sequence of

batches on resource 1. However, on resource 1, for each individual activity, as

demonstrated in Table 1, the sequence of batches is also casual. For example, after

batch ρ � 1 finishes activity 2, the next batch to perform activity 2 is batch ρ, then
batch ρ + 1 and so on.

Therefore, instead of considering all six activities of one single batch, if we

appropriately choose and include six different activities from several batches into

one group, which is called a “cycle” in Table 1, the resulted system model with new

indexing is casual with respect to cycle index.

Suppose for each resource i, the number of its related activities is Nri. In the new

indexing system, each cycle is also ensured to contain Nri activities related to

resource i. Since only resource 1 is revisited and four out of six activities revisit

resource 1, for this HTS system, Nr1 ¼ 4,Nr2 ¼ Nr3 ¼ 1. The maximum number of

activities performed on resources is

Nmr ¼ max
i

ðNriÞ ¼ Nr1 ¼ 4:

For each resource i, we choose Nri activities in such a way that they are

consecutive (i.e., no other activity interrupting them) in the Gantt chart. The first

resource considered is always the one which has the maximum number of activities,

i.e., Nri ¼ Nmr. Here it is resource 1. Although for a predetermined schedule, the

performing order of Nri activities on a resource i is fixed (e.g., for resource 1, the

performingorder is activity2 ! activity 1 ! activity 4 ! activity 3 ! activity2),

there are different options for the selection of Nri activities. As long as the selected

Nri activities are consecutive in the Gantt chart, there is no constraint on batch

indices of activities. In Table 1, for resource 1, the following Nmr, i.e., four activities

are included into cycle k: activity 2 of batch ρ, activity 1 of batch ρ + 1, activity 4 of

Table 1 Re-indexing

events with cycle index
R3 Acti.6 x9 ! x10 ρ � 3 ρ � 2 ρ � 1 ρ ρ + 1

R2 Acti.5 x3 ! x4 ρ ρ + 1 ρ + 2 ρ + 3 ρ + 4

R1 Acti.2 x5 ! x6 ρ � 1 ρ ρ + 1 ρ + 2 ρ + 3

Acti.1 x1 ! x2 ρ ρ + 1 ρ + 2 ρ + 3 ρ + 4

Acti.4 x11 ! x12 ρ � 3 ρ � 2 ρ � 1 ρ ρ + 1

Acti.3 x7 ! x8 ρ � 2 ρ � 1 ρ ρ + 1 ρ + 2

Cycle k � 1 k k + 1 k + 2 k + 3
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batch ρ � 2, activity 3 of batch ρ � 1. Instead of activity 3 of batch ρ � 1, for

example, another possible selection could be: activity 3 of batch ρ � 2, which is

also consecutive with the other three activities.

Once the first Nmr activities have been decided to form a cycle k, for each of the

rest resources, its corresponding Nri activities (which are consecutive in the Gantt

chart if Nri > 1) are selected from the ones occurring right before or right after any

of the first Nmr activities, if not simultaneously. Normally, they have same batch

indices as those of the first Nmr activities, for there are no buffers between resources,

e.g., for resource 2 and resource 3, cycle k contains activity 6 of batch ρ � 2 and

activity 5 of batch ρ + 1. Among all these six activities which belong to different

batches, activity 1 	 4 relate to resource 1, since they are all indexed with cycle k,
no negative order system matrices are needed in the new model.

On the other hand, activities used to be in one single batch now could belong to

different cycles. For example, in Table 1, activity 2 and activity 5 of batch ρ are

indexed with cycle k and cycle k � 1 respectively, the zero order arc connecting

from x4 to x5 in Fig. 4 now should be of first order, as shown in Fig. 5, i.e., the

corresponding precedence graph for the new model. With the cycle indexing shown

in Table 1, this precedence graph devoid of negative order arcs can be derived

directly from the Gantt chart shown in Fig. 3. It can be seen from Table 1 that based

on Fig. 4, if we perform the following procedure, we also get Fig. 5: decrease the

batch index of x1 	 x4 by one batch and denote it with the new cycle index (i.e.,

ρ + 1 ! k), furthermore, increase the batch indices of x7 	 x8 and x9 	 x12 by one
batch and two batches (i.e., ρ � 1 ! k and ρ � 2 ! k) respectively, and finally

remain the batch index of the rest xi (i.e., ρ ! k).
Figure 5 consists of zero order arcs and first order arcs. Thus the new model

contains only A0 and A1:

XðkÞ ¼ A0XðkÞ � A1Xðk � 1Þ � Bu; (14)
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YðkÞ ¼ C� XðkÞ: (15)

Of course, here A0, A1, B and C are different from the ones in (12) and (13), e.g.,

now A0½ �5;4¼ ε while A1½ �5;4¼ e. Furthermore, as the noncyclic case, the implicit

model of (14) and (15) can be transformed into the following explicit model:

XðkÞ ¼ A�
0 � A1 � Xðk � 1Þ � A�

0 � B� u; (16)

YðkÞ ¼ C� XðkÞ; (17)

For any predetermined implementable schedule of an HTS system, regardless of

the number of revisited resources and the number of activities performed on such

resources, the improved modeling guarantees non-negative order precedence matri-

ces. With model (16) and (17), it is straightforward and easy to perform system

analysis, simulation and control.

5 Conclusion

This contribution proposed an improved max-plus algebra modeling for

predetermined optimal schedules of a class of specific DES systems, i.e., high

throughput screening systems. For an HTS plant, resources could be revisited by

one single batch and also are shared by several batches. Normally, the resulted

model contains negative order system matrices and therefore is not convenient for

further system analysis and control. With a straightforward re-indexing process, the

proposed modeling guarantees non-negative order system matrices.

With the derived non-negative order model of the predetermined optimal sched-

ule, it is then possible for an online supervisory control to ensure safe running of the

HTS system. For the control framework, one aspect that will be considered in the

future is how the throughput can be increased under disruptive environments.
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Power Management Strategy of Low Voltage

DC Micro Grid

Ming Lei, Yue Guo, and Kai Ding

Abstract In order to improve the efficiency and safety of the utilization of

user-invested small scale renewable distributed generation (RDG), a structure of

multi level DC micro grid based on the load classification, and corresponding

stabilizing strategy were proposed in this paper. The methods of load classification

and multi-level grid are introduced to design the structure of DC micro grid. Three

flexible operational modes of the structure and corresponding stabilizing strategy in

grid mode based on the calculation of real-time status of user-level micro grids were

discussed. A minimum test bench with two users was established, and a LabVIEW-

based control system consists of supervisory terminal and main controller was

designed for test and illustration. The results showed that the system can track the

changes of status such as varying the loads and irradiance, and keep the bus voltage

of the micro grid within a pre-set range.

Keywords Photovoltaic • DC micro grid • Power management • Distributed power

resource

1 Introduction

In recent years, modern industries are exhausting the fossil energy, such as crude

oil, coal, and natural gas, and the consuming of fossil energy will result in severe

environmental problems. In this case, the renewable distributed generations (RDG),

with PV arrays and wind turbines as the representatives [1, 2], are playing a more

important role in the global energy market.

As we know, small-scale standalone RDG systems are inefficient, and

connecting the RDGs directly to the distribution grid, however, will degrade the
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stability and quality of power supply due to the unreliability and unpredictability

characteristics of renewable energy. Thus, connecting the small-scaled distributed

RDGs to a node with local loads and energy storage devices, to form a micro grid

system [3] becomes a commonly used approach to improve the efficiency of the

renewable energy and reduce the dependence of fossil energy [4].

The commonly used structures of micro grids are single-leveled, which confined

the utilization of RDGs to one specific operational mode. If the requirements of

such mode cannot be satisfied, the whole system will be out of service.

Micro grid can be classified as AC micro grid and DC micro grid [1]. In

low-voltage cases, the DC micro grids are more efficient, less complicated, and

safer than AC micro grids as described in [1, 2].

Therefore, in this paper, a multi-level DC micro grid structure designed for

low-voltage DC micro grid connecting user-invested RDGs and household

appliances together, and the flexible operational modes of this structure were

proposed, and related stabilizing strategy in grid mode was discussed. The test

results verified the feasibility and the performance of this strategy.

2 Multi Level DC Micro Grid Structure

2.1 Structure Introduction

The proposed structure of DC micro grid is shown in Fig. 1. The micro grid consists

of a community-level micro grid and several user-level micro grids, the former is a

bus that connects all the user-level micro grids together, and the latter are double-

bus structures serving as intermediates of municipal distribution grid, community-

level micro grid and the users’ appliances.

Fig. 1 Multi level structure of DC micro grid
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Users’ appliances include RDGs, loads, and batteries (BATTs). The loads can be

classified as regular loads (LRs) and compatible loads (LCs), while the LRs refer to

the loads that require high power quality and reliability, such as air conditioner, and

the LCs refer to the loads that are more compatible with various sorts of power

supply, such as electronic digital appliances.

Distributed grid bus and micro grid bus are connected separately to municipal

distribution grid and community-level micro grid via breakers.

LCs and BATTs are connected to the double bus via DC/AC inverters, DC/DC

charge/discharge controllers and switches, while the RDGs are connected only to

the micro grid bus via DC/DC stabilizers and breakers. LRs are plugged directly

into distribution grid to acquire high-quality power.

The one-way power transmission from community-level micro grid to distribu-

tion micro grid can be implemented via grid inverter and breaker. The transmission

only occurs when the output of inverter meets the synchronization requirements of

distribution grid.

2.2 Operational Modes

There are three operational modes of the above mentioned micro grid structure as

followed:

1. Standalone mode: users may choose to isolate the user-level micro grid from the

community level micro grid, and local controller operates the micro grid. If the

RDG is not available, LC can be instantly switched to distribution grid bus.

2. Grid mode: if majority of the LCs are in service, users may choose to join the

community level micro grid and share the power with other users. All the RDGs,

LCs, and BATTs are connected to micro grid bus. The distribution bus is serving

as backup power.

3. Feedback mode: if few LCs are in service, the system will decide to feedback the

energy to distribution grid, the grid inverter converts the DC power to AC power

and adjust to meet the synchronization requirements, while the LCs are

connected to distribution grid to acquire the AC power.

2.3 Components Description

As shown in Fig. 1, the main parts to build a micro grid are converters and switches,

which are described as followed:

1. DC/DC regulators and charge/discharge controllers are utilized in the middle of

DC micro grid bus and RDGs/BATTs, to ensure the output power to the bus keep

a certain voltage. Buck and Boost structure are commonly used in the DC/DC

voltage conversion devices [5].

Power Management Strategy of Low Voltage DC Micro Grid 469



2. DC/AC inverters are utilized to convert DC power from DC micro grid bus to

AC power to serve the household appliances.

3. Switches in the DC micro grid are SPST and SPDT, which are controlled by

system controller. Relays are usually used in automated micro grid systems.

3 DC Micro Grid Stabilizing Strategy

Although the DC/DC stabilizer is capable of clamping the voltage of micro grid bus

within a certain range, as described in Sect. 2, the output power of RDGs, which is

mainly depend on weather conditions, cannot be as easily controlled as traditional

power plant. Thus, the switches of LCs and RDGs should be adjusted dynamically.

The strategy is described in Fig. 2, all the status data of user-level micro grids,

including voltage Ubus, load current IL, and power current IG, are firstly collected

and organized periodically to form a node list, which is real-time updated. Then the

output power of RDG PGi and the power of load PLi of each node can be calculated

as Eq. 1.

PGi ¼ Ubus � IGi;PLi ¼ Ubus � ILi (1)

If the power of RDGs in the micro grid is insufficient to supply all the LCs, the

output voltage of DC/DC stabilizer will drop down according to the voltage

regulation [6] and MPPT algorithm [7]; the deviation of bus voltage from the

pre-set value ΔUbus is used to estimate the power shortage PS, as described in Eq. 2.

PS ¼ U
0
bus � Ubus

� �
�
X

ILi ¼ ΔUbus �
X

ILi (2)

Fig. 2 Flowchart of the stabilizing strategy
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The strategy traverses the node list for appropriate idle RDG to activate

according to criterion C1 in Eq. 3, which means the power output of chosen RDG

PGc, which can be estimated as Eq. 4, minimally outnumbers Pm. If all the RDGs in

the list are activated, the system determines appropriate LC to be switched off

according to criterion C2 in Eq. 5 similar to Eq. 3.

C1 ¼ MIN PGc � PSð Þ (3)

PGc ¼ Umppt � Imppt � η (4)

C2 ¼ MIN PS � PLið Þ (5)

If there is an excess of power supply in the micro grid, a voltage rise will be

detected by the system. Similarly, the power residue PR is calculated, as described

in Eq. 6.

PR ¼ U
0
bus � Ubus

� �
�
X

ILi ¼ ΔUbus �
X

ILi (6)

Then the strategy traverses the node list for appropriate idle LC to plug in,

according to criterion C3 in Eq. 7, which means the power residue minimally

outnumbers the power consuming of chosen LC PLc, which can be estimated as

the apparent power of the LC as in Eq. 8. If there is no idle LC, an appropriate RDG

is to be chosen to be switched off according to criterion C4 in Eq. 9.

C3 ¼ MIN PR � PLcð Þ (7)

PGc ¼ Uac � Iac (8)

C4 ¼ MIN PGi � PRð Þ (9)

4 Simulation Test System Design

The minimum test bench consists of two users with PV arrays, DC/DC regulators,

relays and control system. In this test bench, paralleled DC bulbs and single phase

off-grid inverters are used as DC loads. The components used in the system are

listed in Table 1. The interface of the test system is shown in Fig. 3.

The control system is designed based on the platform of LabVIEW. Compact

RIO modules are used to sample the status data of each user node, including analog

statuses Ubus, IL, IG, Iac, etc., digital statuses of the relays, and sensor statuses of

irradiance and temperature. The implementation of the strategy is in the module of

LabVIEW.
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The DC/DC regulator of user A is assigned to be the voltage anchor, the output

voltage is the reference of Ubus, and the counterpart of user B use the MPPT to

supply the maximum power to the micro grid. The irradiance to PV arrays is varied

to simulate the situation of weather condition. The loads that connected to DC

power adaptor are plugged or unplugged to simulate the variation of LCs.

Initially, all the switches in the test bench are OFF state, the RDGs and loads are

not connected to the bus. Then the strategy is enabled, the RDG of user B is chosen

by the system to be put in service, and then the load of user A is plugged in to pull the

bus voltage that over the upper limit back to the preset range, as shown in Fig. 4a.

Since the load of user A is gradually increased, the output power of MPPT could

not satisfy all the loads, the bus voltage is pulled below the lower limit, as shown in

Table 1 Components parameters

Device type Parameters Remarks

PV module Peak power P ¼ 40Wp User A & B

Short circuit current Is ¼ 2.56 A

Open circuit voltage Vo ¼ 21.5 V

MPPT voltage Vp ¼ 17.5 V (25 �C)
MPPT current Ip ¼ 2.33A (25 �C)

DC/DC regulator MPPT enable User A & B

Voltage regulation VR ¼ 5 %

Convert efficiency η ¼ 90 %

Preset min bus voltage Vmin ¼ 9.6 V

Preset max bus voltage Vmax ¼ 10.4 V

Loads DC bulbs User A & B

Single phase inverters

Relay Operate voltage Vop ¼ 5 V User A & B

Fig. 3 Interface of simulation test system
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Fig. 4b, since all the RDGs are in service, the load of user B is chosen to be switched

off the micro grid, and the bus voltage is back in range.

Then part of the load of user A is cut off from the micro grid, as shown in Fig. 4c,

the bus voltage is over range, load of user B is chosen to be plugged in to pull the

bus voltage back in range.

5 Conclusion

Renewable distributed energy is a good solution to the world energy shortage

situation. In order to solve the inefficiency and instability problem in the renewable

energy utilization, a kind of multi level structure of DC micro grid based on the load

classification, with three flexible operational modes that can be altered aiming at the

best cost-effective goal, was proposed in this paper. A corresponding strategy that

manages the power of the DC micro grid was also proposed, and implemented on

the platform of LabVIEW. A simulation test bench with PV arrays, DC/DC

regulators, and DC loads was established to test the performance of the efficiency.

The results showed that the strategy can work effectively in maintaining the DC

micro grid stable.
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Manipulation of Pneumatic Components

in Microfluidic Chips by Circuit Based

on Single-Chip Microcomputer

Xiaona Sun

Abstract In order to control and drive the pneumatic components in the

microfluidic chips for the complicated manipulation of the fluid in the

microchannels, a control system based single-chip microcomputer is introduced

in this paper. This system could provide an integrated approach to control several

pneumatic components in the microfluidic chips simultaneously by the circuit

design and programming. The microchannels, micro valves and micropumps

integrated in one chip could be controlled by the system through press keys and

solenoid valves. The fluid in the microchannels is selected or driven with the actions

of the micro components. The pulsatile characterization of the fluid driven by the

system is also analyzed. This circuit can make it easy to control the fluid in the

microfluidic chips in a simple and robust way. And it could extend to different

microfluidic platforms for complicated applications.

Keywords Microfluidic chips • Single-chip microcomputer • Microfluidic control

• Micro valves

1 Introduction

Microfluidic chips have been an attractive platform for biochemical application

since they appeared in the 1980s, because of their characterizations of miniaturiza-

tion, integration, automation, process controllability, regent saving et al. [1, 2]. They

are fabricated by micro-electro-mechanical systems (MEMS) and equipped with

channel networks of micro or nano scale, where all the manipulations and reactions

performed.
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The fluid in these microchannels is the key element in the application of

microfluidic chips because all the information is contained there. So it is important

to explore technologies to control the fluid in the microfluidic chips, such as

peristaltic pumps, syringes, electric field and so on. However, these technologies

are limited by the fact that they do not consider the integration with microfluidic

chips.

With the development of microfabrication, it prefers to use the microstructures

integrated in the chips to control the fluid, such as micro valves and micro pumps

[3]. They can control the fluid more precisely and flexible. The more complex the

experiments are, the more valves and pumps they need [4]. So it is a challenge to

operate these components accurately. And the structures of the microfluidic vary

according to different applications. But there is not a universal platform for these

requests. In this paper, we introduce a control unit based on single-chip microcom-

puter for the manipulation of the microvalves and micropumps integrated in the

microfluidic chips. Single-chip microcomputers worked as the programmable units

have been widely used for control and information processing. Here, the specially

designed circuit board includes independent keys, which were used to control the

corresponded microstructure to drive the microfluidic inside the chip. This system

is of good stability and maneuverability. And it is also easy to upgrade to control

more units or perform other actions for different systems and applications. The

characteristics of the fluidic driven by the pneumatic components in the

microchannels is also analyzed.

2 System Design

2.1 Working Principle

Pneumatic microvalves and micropumps fabricated by soft lithography are simple

and robust ways to move fluids in the microfluidic chips [5]. They consist of several

microchambers connected in series. When the air is compressed into or released

from these chambers sequentially, the thin film between microchamber and

microchannel is deformed to drive fluids. These pneumatic devices are requested

to be manipulated separately and continuously at different working frequency. So it

needs a control unit to manipulate these components. The circuit based on a single-

chip microcomputer will satisfy this requirement easily. Each pneumatic device

corresponds to a button, which can send a command to the single-chip microcom-

puter. The control unit can be extended to different kinds of platforms for the

manipulation of fluids in the microchannels.
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2.2 System Architecture

The system consists of two parts: one is the microfluidic chip with microchannels,

micropumps and microvalves fabricated by MEMS technology; and the other is the

control unit based on single-chip microcomputer for the manipulation of the

pneumatic device in the microfluidic chip.

The microfluidic chip is the classical Y-shape microchannel structure as shown

in Fig. 1. There are two inlet wells to load different reagents and an outlet well to

storage waste reagent. In order to choose different reagent to flow into the main

microchannel, a pneumatic microvalve locates on each inlet microchannel. On the

main microchannel, a pneumatic micropump locates there to move fluid in the

whole chip.

There are three separated pneumatic components that need to be controlled to

charge or release air. Each of the pneumatic component is connected a nitrogen

cylinder by a three-way solenoid valve. If the solenoid is energized, the compressed

air flows into the corresponded microchamber in the chip. And if it is not energized,

the microchamber connects with the atmosphere, and then the compressed air flows

out from the chip. In particular, the micropump needs to repeat the process

continuously to make the fluids flow in the chip. So the corresponded solenoid

valve should be driven by a continuous pulse signal. In order to satisfy these

requirements, we develop a general platform for easy and reliable manipulation

of the pneumatic components.

The platform is a control circuit, which use a sing-chip microcomputer,

STC90C516RD + (Hongjing Technology, Guangdong), as the control unit.

Because the microcomputer is low power device, it can’t drive solenoid valve

directly. So we use a ULN2003 chip and electric relay to solve the problem,

which also can isolate the disturbance for these electronic components. Then the

orders from the keys can transfer to the solenoid valve through the single-chip

Fig. 1 Schematic

illustration of the Y-shaped

microfluidic chip
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microcomputer. And the system architecture is shown in Fig. 2. The LEDs indicate

the working states of different pneumatic components in the microfluidic chip.

3 Experiments

3.1 Microfluidic Chip Fabrication

The microfluidic chip is fabricated by well established photolithography and

micromolding methods [6]. According the design, the chip consists of three layers,

the upper polydimethylsiloxane (PDMS) layer for pneumatic micropumps and

microvalves, the middle PDMS layer for fluid circulation and cell culture, and the

bottom glass layer for bonding. First, two SU-8 structures are fabricated on silicon

wafers, one is the Y-shape microchannel, and the other is the pneumatic

microchambers. Then the well mixed PDMS is poured on the master and cured in

an oven. Then the PDMS layers with embossed surface pattern are peeled off and

cut down to size. And the inlets and outlets for the fluids are punched out by

sharpened blunt-tip needles. Then the two layers of PDMS are bonded by an oxygen

plasma treatment. In the end, the glass substrate is bonded with these PDMS layers

to form the sealed microchannels.

3.2 System Programming

According to the system architecture, the single-chip microcontroller should be

configured by the program. It continuously processes the information from the keys

and generates output commands to the relevant solenoid valve by the ULN2003 and

Fig. 2 Schematic illustration of the system architecture of the control unit
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the electric relay to choose the inlet and drive the fluids flow in the microchannels.

And the LEDs also indicate the work status of each component. All the programs

are written by C language, and then stimulated and compiled in Keil C. Finally, the

compiled program is downloaded to the STC90C516RD + single-chip microcon-

troller through the serial port of the computer. Then the microcontroller can identify

the different keys. When the key 1 or key 2 is pressed, the solenoid 1 or solenoid

2 will be turned on or off. The compressed air is charged into the microvalves to cut

off the fluid or the air is release to restore the flow. Because the fluid flow in the

microchannel must be driven be the continuous charging and releasing air in the

micropump, the signal from the microcontroller for the selonoid is the pulse signal.

And the working frequency can be easily changed in the program to drive the fluid

flow in the different flow rate. When the key 3 is pressed, the solenoid 3 will turned

off or turned on and off continuously by the electronic pulse signals from the

microcontroller, while the LED3 is dark or blinking at a certain frequency.

4 Results

4.1 Fluidic Drive and Flow Rate Analysis

The Y-shape microfluidic chip can be worked as a mixer or a selector. We can press

key 1 or key 2 to activate the microvalves on the inlet channels to select one reagent

into the main microchannel. We also cannot activate any microvalves to select both

of the reagents. Then we press the key 3 to activate the pneumatic micropump to

drive the fluids flow in the microchannel. The LED 3 will blink at the same

frequency with the pulse signal. So it is easy to control the component integrated

in the microfluidic and indicate their working state separately. Although the control

unit is very simple, it can also be extend to control more devices. Only a part of the

pins of the microcontroller are used, the free pins can be used for more solenoids

and keys. The program is easily be modified for the complex control.

Pneumatic micropumps have been efficient driving equipments in the

microfluidic chips. Because the volume driven by the micropump is definite in

one working cycle, the pumping performance is dependent on the working fre-

quency. We measure the flow rate in the microchannel with the working frequency

between 0 and 3.0 Hz. Their relationship is shown in Fig. 3. The pressure of the

compressed air is 0.1 MPa. The flow rate at 2 Hz is about 5 nL/s. The flow rate

driven by the pump in the microchannel increases with the working frequency

becomes higher. But it is not entirely linear relationship as shown in the figure. With

the frequency increases, the growth of the flow rate is become lower. This is

relevant to the properties of the PDMS. The PDMS is flexible material, and it

takes a certain amount of time to regenerate the deformation. The interval between

the two pulses becomes short with the frequency increase, which is not enough to

completely regeneration. This may contribute to the lower flow rate growth. If the
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working frequency becomes higher, the flow rate is not inexorably going up. We

must adjust the frequency on the solenoid to meet the conditions of flow rate for

analysis. This can be easily achieved by the control unit, which is an advantage of

the system.

4.2 Flow State Analysis

The control unit based on the single-chip microcomputer works well to drive the

fluid in the microfluidic chips. But the fluids flow driven by the pneumatic

micropump show different feature in the microchannel. The flow state is not

uniform velocity, not the same as the fluids driven by the syringes. The flow

shows pulsatile characterization in the microchannel. In order to analyze the flow

feature, we infuse the medium with suspending cells. The cells can flow with the

fluids and indicate the flow feature. The motion tack of the cells following the fluids

is shown in Fig. 4, and the working frequency is 1Hz. Before working, the cell

locates at the zero point. As shown in the figure, in each cycle it moves forward and

backward. But the forward distance is longer than the backward distance, the cell is

moving forward. The pulsatile characterization is resulted in the working principle

of the pneumatic micropump. In a cycle the microchambers of the pump are

activated by charging and releasing compressed air. On a micro level, it doesn’t

work in a steady state. This instability is indicated by the fluids in the microchannel.

Except the fluids flowing, the pulsatile shows the advantage in some fields. For

example, it improves the efficiency of the mixer. And it also can simulate the

situation inside the blood vessel.

Fig. 3 Relationship

between the flow rate and

working frequency of the

pneumatic micropump
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5 Conclusion

This paper introduced a control unit based on a single-chip microcomputer for the

manipulation of the fluid in the microfluidic chips. It can be used to control the

pneumatic micropumps and microvalves assembled in a Y-shaped microfluidic

chip. It shows the characterizations of convenience and stability. Especially, the

control unit is a universal platform for the manipulations of the pneumatic compo-

nent in the microfluidic chips. It can be easily extended to other microfludic

platforms by updating the program downloaded in the single-chip microcomputer.

The flow rates in the microchannel and their relationship with the working fre-

quency were analyzed as well. In some frequency range, they showed a linear

relationship. We also study the flow state driven by the pneumatic micropump,

which shows pulsatile motion state. This additional feather shows potential values

in the future applications.
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A Summary of Line Selection in Single

Phase Earth Fault System

Zhixia Zhang and Xiao Liu

Abstract Single-phase-to-earth fault is the most common fault in distribution

network. To perfect the existing fault line selection methods and enhance their

accuracy in small current grounding system, research on the accuracy of selecting

fault feeder has been conducted by many experts in relay protection field. This

paper analyzes those common methods on selecting fault line in phase-to-ground

system, and summarizes their advantages and shortages. Through systematically

analyzing, some new study directions about the accuracy of fault feeder selection

are advanced to improve the safe power supply level. This paper may have guiding

significance for further fault line selection study.

Keywords Distribution network • Single-phase-to-earth fault • Line selection

methods

1 Introduction

About 80 % of distribution networks in China are neutral non-effectively grounding

system [1]. When phase-to-earth fault occurs, the short-circuit current is too small

to constitute low impedance circuit [2]. Such a system is called small current

neutral grounding power system [3]. During fault time, the value of fault phase-

voltage almost drops to zero while the healthy value rise to the value of line voltage

[4, 5]. Rose phase-voltages are potential threats to grid insulation. The fault line

must be found and removed as soon as possible. A lot of research on this problem

was done by many experts in recent years and some useful methods were put

forward too.
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2 Research Situation

Lots of researchers have presented a good deal of methods on fault line selection as

there is a single-phase-to-earth fault in non-effective neutral grounding system

since the nineteenth century. These methods can be divided into two basic types:

steady line selection method and transient line selection method [6].

2.1 Steady-State Detection Method

Steady-state method requires steady-state information of fault current signal and

fault voltage signal. Nowadays, steady-state method commonly includes residual

incremental method, injection method, comparing amplitude and phase of zero-

sequence current method.

2.1.1 Residual Incremental Method

The amplitude and phase of zero-sequence current in fault line are closely related to

the compensation of arc suppression coil in the case of single permanent phase earth

fault. The damping size of arc suppression coil must be changed to judge the active

component change of zero-sequence currents in all lines. The line whose zero-

sequence current changed is the fault line. This method can realize fault line

selection by detecting changes of zero-sequence current when compensation-

degree was changed. a current or voltage time threshold can be set up before fault

happens. When the ground fault duration exceeds the set threshold, the fault can be

considered as a permanent ground fault [1].

This method can eliminate the influence of Current Transformer (CT), and is

useful to select fault feeder. But in isolated neutral system and high impedance

neutral system this method is non-effective.

2.1.2 Injection Method

A current signal whose frequency is between n time and n + 1 time of industrial

frequency is injected into the grid when phase-to-earth fault occurs. The injected

signal flows into the earth along the fault line. Using signal detection and signal

tracking, fault selection and location can be realized [7]. The schematic of injection

method is shown in Fig. 1.

The line which the injected signal flows into is selected as the fault line. But in

this method, the intensity of the injected signal is limited by the voltage transformer

capacity. If the grounding resistance is too large, the capacitance of fault lines’ will

influence the accuracy of fault feeder selection. When intermittent arc grounding
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fault occurs, the detection is not very good because of the ever-changing injected

signal [8].

Besides, an additional detecting system is needed which is used to offer the

injecting current signal in this method, which may increase the testing cost.

2.1.3 Method of Comparing Amplitude and Phase

of Zero-Sequence Current

In this method, several zero-sequence currents with large amplitude need to be

collected. Compared the phases of these currents, the line who has opposite phase

with others may have fault. If there isn’t such a line, then the faulty part is in bus

line [1]. This method can make up the deficiency of comparing amplitude or phase

respectively but it can’t eliminate the wrongly selected rate fundamentally

[6]. When single-phase-to-earth fault occurs in system through arc suppression

coil, zero-sequence current is changed because of the compensation of arc suppres-

sion coil. Amplitude of zero-sequence current in fault line is usually smaller than

that in non-fault line at this time. And the phase of fault line is same to non-fault

line. The main shortage of this method is it may result in false selection when

feeders are short or feeders are earthed through large resistance.

2.1.4 Harmonic Method

The method of comparing amplitudes and phases of zero-sequence currents is not

adaptive in neutral earthed via arc extinguishing coil system.

The Device Signal
Current Injects Into

A B C
N L

1

A
B

C

2

LnL2L1

Fig. 1 The schematic of injection method
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There are lots of harmonic signals in fault current. The most abundant among

them is the fifth harmonic current [9]. The compensation offers by arc suppression

coil has great influence on zero-sequence current but little on five harmonic. Based

on these two factors, the harmonic method can be applied to fault line selection. The

amplitude of five harmonic current is large relatively and its phase is opposite in

fault line compared with non-fault line [10].

As the five harmonic current is less than fundamental harmonic in zero-sequence

current. In order to improve sensitivity of selection, the sums of squares of 3, 5, and

7 harmonic amplitudes in all lines can be compared [11]. In addition, we must to

seek an effective method to obtain five harmonic current accurately.

2.2 Transient-State Detection Methods

The transient-state detection methods can select fault feeder by using momentary

voltage and current signal. The most famous method is wavelet method.

2.2.1 Wavelet Method

As wavelet analysis has good localizing peculiarity and multi-solution feature in

time and frequency domain [12], it is used to analysis transient signals to collect

amplitude and phase of zero-sequence current. And it can reflect the relationship of

frequency and time domain of transient signals. The wavelet transformation can be

applied to obtained fault signals after wavelet transformation of transient zero-

sequence current. The difficulty of wavelet method is to choose wavelet decompo-

sition scale and primary function. The choice usually lack of theoretical bases [13].

With the widespread use of nonlinear electrical load such as power electronic

equipment in power distribution network, harmonic content in network is greatly

increased, which may have great influence on the accuracy of fault line selection.

Although lots of research on wavelet method in theory has been done, the applica-

tion of research achievement is poor.

2.2.2 Method of First-Half Wave

The basic condition of first half wave method is an assumption that the single phase-

to-earth fault occurs at the maximum of fault phase voltage [14]. It is acknowledged

that the capacitance of fault phase discharges to fault point through fault line. The

first half wave of fault line short-circuit current has different direction with normal

lines’. This method can detect unstable earthed fault whose polarity relationship

exists for a relatively short time. This method requires a high data-sampling rate.

Large amount of data is easily affected by some factors, like transmission line

parameters, fault initial angles, and so on.
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Because of the non-mutation current in arc suppression coil, this method can

only be used in non-resonant system. Besides, when the fault occurs nearby zero

value of phase-voltage, the transient component current is very small, which may

elicit misjudgment of polarity.

2.2.3 Method of Transient Energy of Zero Sequence Current

The integration of 0 model instantaneous power is 0 model energy function. In

contrast with correct lines, the amplitude of energy function of the fault line is the

biggest and the function polarity is inverse [15]. The fault line selection can be

realized from the theory above. However, the biggest defect of transient energy of

zero sequence current method is a poor proportion of active component in transient

current. This method can’t make full use of the information provided by transient

signal. The detection sensitivity is low [16].

3 Influence Factors of Accurate Selection

Theories about fault line selection mentioned above are very mature. Those

methods can be applied to various kinds of devices which are accurate theoretically

but actually they don’t perfect in the practical application [17]. There are some

reasons shown as follow.

3.1 Different Device Has Different Influence
on Fault Line Selection

The influence of devices characteristics on selection’s characteristics was

summarized up in three aspects.

3.1.1 Different Neutral Grounding Mode

In neutral non-grounding system [18], high impedance neutral system and coil of

arc extinction neutral grounding system have extremely different characteristics

[19]. For example, earthed current is compensated when neutral grounded system

adopts coil of arc earthed way. The earthed current in isolated neutral system is

different. That is harmful to extract characteristics of signal [19].
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3.1.2 The Unbalance Current’s Impacts

The offset voltage resulted from the unbalance parameters of three phases naturally

produces unbalance current which is mutable. When single phase earthed fault

occurs, not only zero current but unbalance current can be detected. Selection may

have mistake if the unbalance current is too large [20].

3.1.3 The Influence of Transformers

The loss of CT excitation current is zero and the current in primary side is equal to

secondary side current in amplitude and phase in an ideal state. Actually they are

not equal accurately for the existence of excitation current [20].

3.2 The Modelling of Single Phase-Ground Fault Is Difficult

There are types of fault generally summarized as stable ground fault and unstable

fault. Stable ground faults include metal ground fault, low resistance ground fault,

and high resistance fault. Unstable faults consist of transient arc-ground fault, and

unstable arc-ground fault. Therefore, the circumstance is very complex. The

modeling which is suitable to all kinds of single phase-ground fault is difficult [3].

4 Future Research Directions

4.1 New Harmonic Method

Compared with traditional harmonic method, new harmonic method adopts effec-

tive digital filter or modified phase-locked loop to extract frequency range of

harmonic with the highest energy. This method avoids false selection caused by

drawing single harmonic frequency [21].

4.2 Mathematical Morphology Method

The mathematical morphology is a nonlinear filtering method based on set theory

and integral geometry. Its basic principle is measurement and extraction of struc-

tural correspondence in signals and rejection of irrelevant structure through struc-

ture element [22]. This kind of measurement and extraction can realize signal

analysis and identification [23]. When the single phase earthed fault occurs, this
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method can be used to dispose zero-sequence fault currents, like filtering harmonic

component, noise, shift [24]. After that, effective fault information can be obtained

and fault line can be distinguished by using appropriate algorithm.

4.3 Multi-source Data Fusion Algorithm

With the development of power system, single route selection theory can’t satisfy

with the demand of system with abnormal complex fault types and variable mode of

operations. A technique with a variety of new selection criterions and modern

information fusion is essential to improve the robustness and precision of line

selection devices [25].

Although there are many multi-source data fusion algorithms, like extension

theory [26], neural network and fuzzy theory [27], these methods only stay in theory

research levels and have great distance to practical application.

5 Conclusion

From the analysis above, every method has its superiority and shortage. Selection

methods based on steady component are usually low-sensitivity, susceptible to

electric arc, and lack versatility. Other methods based on transient component are

susceptible to harmonic interference and fault occurrence time. Some methods

cannot make full use of fault signal. Seeking an universal selection method which

may adapt to all kinds of power system or overcoming the shortage of a present

selecting method should be studied.
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Micro-grid Environmental Economic

Dispatch Using Improved Linearly

Decreasing Weight Particle Swarm

Optimization

Gujing Han, Yunhong Xia, and Wuzhi Min

Abstract Comparing with large power grid, micro-grid is quite different in

operation method, energy strategy, power source type, load characteristics, power

quality constraints and so on. These make its environmental economic dispatch

technically difficult. Based on the improved linearly decreasing weight particle

swarm optimization, this paper makes an exploratory study on the environmental

economic dispatch of a simplified micro-grid which consists of photovoltaic gener-

ation, wind turbine, micro gas turbine, fuel cell, battery and electric loads.

A mathematical model is built, which includes fuel cost, operation cost, mainte-

nance cost and emission cost. Given several related constraint conditions, the model

could be effectively solved by the improved WPSO. Different objective functions

were carried out by computer simulation in three energy management operation

policies between micro-grid and large power grid. The results showed the improved

algorithm were theoretically correct and practically feasible.

Keywords Environmental economic dispatch • Weight particle swarm optimiza-

tion • Power generation cost • Emission cost

1 Introduction

Protecting environment, reducing emission and making full use of renewable

energy and new energy are the inevitable choices to achieve persistent development

for China. As effective complement and strong support to the large power grid,

micro-grid is getting more and more attention, for being environmentally friendly

and low construction cost [1]. It integrates generators, loads, energy storage and

control equipments to a single control unit. Comparing with large power grid,
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micro-grid has much difference in operation method, energy strategy, power source

type, load characteristics, power quality constraints and so on, which makes its

environmental economic dispatch technical difficult [2]. This paper made some

exploratory research on such problem. On grid-connected condition, considering

the power supply cost of the micro-grid, environmental economic dispatch model

was built for the lowest cost with a variety of constraints and solved by the

improved weight particle swarm optimization(WPSO) algorithm. Different objec-

tive functions were carried out by computer simulation in three energy management

operation policies between micro-grid and large power grid. The results showed the

improved algorithm were theoretically correct and practically feasible.

2 Simplified Micro-grid

A simplified micro-grid structure is shown in Fig. 1. It consists of photovoltaic

generation (PV), wind turbine (WT), micro gas turbine (MT), fuel cell (FC), battery

and electric load. The simplified structure directly reflects the relationship between

supply and demand within the micro-grid. Based on this structure, the following

analysis and calculation will be carried out for micro-grid environmental economic

dispatch.

3 The Objective Function for Environmental

Economic Dispatch

Environmental economic dispatch of the micro-grid is to reasonably and effectively

arrange the output of all micro power sources under the condition of load demand

and the lowest cost generation and emission cost [2, 3]. This paper does not consider

the cost of energy storage equipment. The objective functions are as follows.

Low voltage
distribution network

Load PV WT

µ

MT FC
Storage
battery

… … …

Micro-grid

Fig. 1 Simplified structure

of the micro-grid
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minF ¼ ρ � Cgen þ ω � Cemission þ
X24
t¼1

ðCbuyðPt
gridÞ � CsellðPt

gridÞÞ (1)

Cgen ¼
XT
t¼1

XN
i¼1

ðCf ;iðPt
iÞ þ COM;iðPt

iÞÞ
 !

(2)

Where, ρ and ω respectively represent the proportion of power generation cost

and the emission cost. Cgen is micro-grid power generation cost and Cemission is

micro-grid emission cost. T is the scheduling cycle of the micro-grid, commonly

choosing 24 h. N is the total number of micro power sources which can be

scheduled. Cf ;iðPt
iÞ are the fuel cost of several micro power sources, and COM;iðPt

iÞ
is the operation and maintenance cost of them.

Photovoltaic cells and wind power are natural without consumption of primary

energy, so their fuel costs are zero. However, Fuel cells and micro turbines consume

fossil-fuel energy, and there is significant relationship between their fuel costs and

their work efficiency [4]. The fuel cost of fuel cells and micro turbines is as Eq. 3.

Cfuel ¼ ðCnl=LÞ �
X
j

Pj=ηj (3)

Where, Cnl is the natural gas price (RMB/m3). L is the natural gas low-hot value,

taken as 9.7 kWh/m3. Pj is the output power within the time period. ηj is the

efficiency within the time period j. The operation and maintenance cost of micro

power sources can be expressed as Eq. 4.

COM ¼
XN
i¼1

kOM;i � Pi (4)

Where, kOM;i is operation and maintenance coefficient of the micro power source.

Pi is the output power of the micro power source. And the emission cost is as Eq. 5.

Cemission ¼
XT
t¼1

X3
j¼1

αj �
XN
i¼1

βij � Pt
i

 !
(5)

Where, j represents the total number of pollutant, and the pollutants include

NOx、SO2、CO2. αj is the processing price of the pollutant j. βij is the emission

factor of the pollutant j when micro power source i output Pt
i.
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3.1 Power Balance Constraint

Pt
L þ Pt

loss ¼ Pt
WT þ Pt

PV þ Pt
MT þ Pt

FC (6)

Where,Pt
L is the load at time interval t.Pt

loss is the loss at time interval t.Pt
WTP

t
FC

Pt
PV and Pt

MT respectively represent the output power of WT, FC, PV and MT.

3.2 Inequality Constraints

Inequality constraints contain upper and lower constraint of the micro source

power, emission constraint, and physical interaction power constraints between

micro grid and the large power grid.

Upper and lower constraint of the source power is as Eq. 7

Pt;min
i � Pt

i � Pt;max
i (7)

Where, Pt;min
i Pt;max

i respectively represent the lower and upper constraint of the

power of micro source i.
And emission constraints can be expressed as Eqs. 8, 9, and 10 [5].

XN
i¼1

βi;co2 � Pt
i � Lco2 (8)

XN
i¼1

βi;so2 � Pt
i � Lso2 (9)

XN
i¼1

βi;NOx
� Pt

i � LNOx
(10)

Where, LCO2, LSO2, LNOx respectively represent the emission limit of CO2, SO2

NOx in control region. The limit of power interaction between micro grid and the

main grid is as Eq. 11

Pmin
grid � Pt

grid � Pmax
grid (11)
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4 Operation Policies

The output power of WT and PV are taken use in priority for environmental reason.

Then, considering the dispatching order of other micro power sources and whether

there is power interaction between micro grid and the large power grid, there could

be three operation policies.

1. Use FC and MT in priority to meet the micro grid load. If they cannot meet the

load, power should be purchased from the large power grid and micro-grid does

not output power.

2. FC, MT and the large power grid participate in system optimization together and

power can be also purchased from the large power grid but no power output to it.

3. FC,MTand the large power grid participate in systemoptimization together.Micro

grid can purchase power from the large power grid when the power generation of

micro grid is lower. Besides, micro grid can sell power to the large power grid.

5 Solution by the Improved Weight Particle Swarm

Optimization Algorithm

In particle swarm algorithm (PSO), inertia weight is one of the most important

parameters. For PSO algorithm is easy to precocious and later is easy to oscillation

near the global optimal solution, linearly decreasing weight particle swarm optimi-

zation algorithm can be used, and the modified formula is as Eq. 12 [6].

ω ¼ ωmax � t� ðωmax � ωminÞ
tmax

(12)

Where, ω is inertia weight. ωmax and ωmin are maximum and minimum weight.

t is the number of iterations, and tmax indicates the maximum number of iterations.

In micro grid, micro source output range is commonly from 0 to rated value and

can be continuously adjustable. Therefore, the unit commitment problem in the

micro grid can be simplified. The economic dispatch cannot consider the unit start

and stop. In this paper, the micro-power output active power in each time interval.

Pt
i is the random generation of the unit output among [0, Pt;max

i ]. 0 represents that

unit i turns off. And whenPt
i exceeds the upper limit, it equals its upper limit [7]. For

Eqs. 6, 8, 9, and 10, a mixed penalty function can make them equivalent in the

objective function (1). The modified objective function can be expressed as Eq. 13.

minF0 ¼ Fþ rk
Xm
i¼1

1

giðxÞ þ
2ffiffiffiffi
rk

p
Xn
j¼1

½hjðxÞ�2 (13)

Where, gjðxÞ are inequality constraints, and hjðxÞ are equality constraints.
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6 Example Analysis

6.1 System Parameters

In the simplified micro-grid system as Fig. 1, the standby power battery neither

charges nor discharges. Penalty price and emission factors of pollutants are shown

in Table 1 [4]. Table 2 are parameters of different scheduling micro sources. Table 3

is physical power limits transferred between the micro-grid and the main grid in

different operation policies. The 24 h forecast curves of the photovoltaic and wind

turbine and 24 h forecast curve of load are referred from [8], shown in Figs. 2 and 3.

6.2 Results and Analysis

Computer simulation is based on MATLAB 7.10, and the computation cycle is

24 h. The current price of natural gas in Wuhan is 2.53 yuan/m3. Ignoring grid loss,

the relevant parameter values set for PSO are as follows. The size of the particle

swarm is 20. The maximum number of iterations is 200. ωmax ¼ 0:9, ωmin ¼ 0:4.
Power purchase price and sale price are both 0.6 yuan in RMB.

6.2.1 ρ:ω = 1:1 in Different Operation Policies

When ρ : ω ¼ 1 : 1 was set in Eq. 1, Figs. 4, 5, and 6 showed the different results in
the three different operation policies. Figure 4 was for the first policy. It could be

seen that FC was used in priority, because the total cost of FC was lower than

MT. During 18–20 time intervals, which were peak hours, micro-grid could not

meet the load demand, so it needed to purchase power from the large power grid.

Figure 5 was for the second policy, and FC was still used in priority. Because the

total cost of MT was higher than the large power grid, the power purchased from the

Table 1 Penalty price and emission factors of pollution emissions

Emission type αj (RMB/kg) βMT (kg/kWh) βFC (kg/kWh) βPV (kg/kWh) βWT (kg/kWh)

NOx 62.946 0.00003 0.00044 0 0

SO2 14.842 0.000006 0.000008 0 0

CO2 0.210 0.001078 0.001596 0 0

Table 2 Parameters of different scheduled micro sources

Control

strategy

Operation and maintenance coefficient

(RMB/kg)
The upper limit

(kW)

The lower limit

(kW)

MT 0.088 30 0

FC 0.0293 40 0
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grid was used in priority. And MT couldn’t be used at all. Figure 6 was for the third

policy. At 1–5 time intervals, FC output was full-fat. There remained surplus power

which could be sole to the large power grid to obtain certain benefits, and MT did

not used at all.

6.2.2 Different Optimization Goals

In policy 3, optimization results with different ρ and ω were shown in Figs. 7 and 8.

When ρ : ω ¼ 0 : 1was set in Eq. 1, the optimization result was to obtain the lowest

value in Eq. 5. From Fig. 7, it could be seen that the emission cost of FC was higher

than MT. Meanwhile, the purchase cost from the large power grid was higher than

the emission costs of FC and MT. So, it was in priority to dispatch MT and

FC. After meeting the load demand, the remained surplus power could be sole to

the main grid to obtain certain benefits. But it could not exceed energy interaction

limit between micro grid and the large power grid, such as 1–6 time intervals and

12–14 time intervals. When ρ : ω ¼ 1 : 0 was set, the results was shown in Fig. 8,

and it was similar to Fig. 6 that FC was dispatched in priority.

Table 3 Physical

power limits
Control strategy 1 2 3

Pmin
grid/kW 0 0 �20

Pmax
grid /kW 40 40 40
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Fig. 2 Forecast curves of PV and WT
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7 Conclusion

This paper analyzed the micro-grid connected with large gird in different operation

policies. For typical cases in micro-grid environmental economic dispatch, three

operation policies were proposed. Besides, for one typical operation policy, two

optimization goals were realized by WPSO. Computer simulation results showed

that optimized by WPSO through different control policies, different micro sources

could be reasonably dispatched, and micro-grid could be made more environment-

friendly and more economical to run.
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Comparative Study of Grey Forecasting

Model and ARMA Model on Beijing

Electricity Consumption Forecasting

Wenyan Guo, Xiaoliu Shen, Xinke Ma, Li Ma, and Ting Cao

Abstract With the rapid development of the national economy, the power

consumption is increasing. It is of great significance that how to make an accurate

prediction of electricity consumption. Through the prediction model, the energy

structure can be adjusted and the energy policies can be made to guide power

consumption. In this paper, the Beijing electricity consumption is forecasted with

Grey Prediction model and ARMA model based on the real data over years. Next

these two models are compared. It can be seen from the comparison that the GM is

more suitable for the prediction of electricity consumption and the prediction

accuracy can be increased to 98.2 %. Based on the theoretical study, Beijing

electricity consumption is well forecasted to support the government decision

making.

Keywords ARMA • GM • Electricity consumption

1 Introduction

After china enters into the industrialization, energy-intensive industry grows

quickly and energy consumption increases rapidly, so china has become the first

major energy producer and the second energy consumer. In China the electric

power enterprise is the main energy consumers as well as the ones which discharge

the most pollutant. The electricity industry has always been the basic industry of our

country’s national economic development for a long time, it is also the important

indicator of checking national energy consumption [1]. Thus, we should coordinate

W. Guo (*) • X. Shen • X. Ma • L. Ma • T. Cao

School of Control and Computer Engineering, North China Electric Power University,

Beijing, China

e-mail: guowenyanking@163.com

W. Wang (ed.), Mechatronics and Automatic Control Systems, Lecture Notes
in Electrical Engineering 237, DOI 10.1007/978-3-319-01273-5_55,

© Springer International Publishing Switzerland 2014

501

mailto:guowenyanking@163.com


the relationship among electricity supply, electricity demand and economic growth

and we also should do the research of electricity power consumption forecasting

well to avoid blocking the economic growth because of the future electricity power

shortage or surplus under the form of our country’s rapid economic growth. The

objective of this paper is to forecast the Beijing electric power demand with two

different models and do a contrast.

The electric demand forecasting has always been widely focused by most

scholars. The frequently-used forecasting models are as follows: Grey Forecasting

Model(GM) and ARMA Model (Auto Regressive integrated Moving Average). In

this paper, to compare the two model’s accuracies of electric power demand

forecasting, based on the electric consumption data in a 20-year between 1991

and 2010, the model used areGMð1; 1ÞGrey Forecasting Model andARMA,then the
results from the established models are compared, and finally it finds the most

suitable model for electric power demand forecast [2].

2 Grey Forecast Model

2.1 Construction of Grey Prediction Model

In the grey system theory, the model of description of continuous change of inside,

using less or uncertain data to present the system behavior characteristics, it is

called the grey model (GM). It is a dynamic model based on pseudo differential

equation, which can describe system characteristics and development trends. Its

extrapolating performance is superior to the statistical regression equations, and it

does not require the sample data have a larger capacity and meet a certain statistical

distribution [3].

The specific model construction is as follows [4]:

1. Get Original Sequence:Xð1Þ ¼ Pm
1

Xð0Þm.Xð1Þ is the orginal sequence,Xð0Þm is the

accumulative sequence.

2. Get u and a: Based onXð1Þ and LSM, the a and u in the model can be determined,

that is to say, from
a
u

� �
¼ BTBð Þ�1

BTY, then get the value of a and u.

3. Get B and Y: Based on

B ¼

� 1

2
Xð1Þð1Þ þ Xð1Þð2Þ
h i

; 1

� 1

2
Xð1Þð2Þ þ Xð1Þð3Þ
h i

; 1

� � � � � �
� 1

2
Xð1Þðn� 1Þ þ Xð1ÞðnÞ
h i

; 1

2
6666664

3
7777775
; Y ¼

Xð0Þð2Þ
Xð0Þð3Þ
� � �
Xð0ÞðnÞ

2
6664

3
7775
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4. Construct Accumulative Sequence:

Xð1Þðk þ 1Þ ¼ Xð0Þð1Þ � u

a

� �
e�ak þ u

a

5. Analyze Model.

6. Predict according to the GM.

2.2 Empirical Analysis

Now, according to the step of modeling, the empirical analysis result is as follows.

1. Get Original Sequence: According to the raw data Xð0Þ of Beijing Statistical

Yearbook 1991–2010 annual electricity consumption and the data sequence after

a summation Xð1Þ:

Xð0Þ ¼ (1,613,977, 1,759,611, 1,924,978, 2,054,504, 2,225,922, 2,443,709,

2,636,078, 2,762,080, 2,972,629, 3,844,266, 3,999,415, 4,399,637, 4,676,056,

5,131,804, 5,705,364, 6,115,719, 6,670,089, 6,897,189, 7,391,465, 8,099,000).

Then the result of Xð1Þ can be found:

Xð1Þ ¼ (1,613,977, 3,373,588, 5,298,566, 7,353,070, 9,578,992, 12,022,701,

14,658,779, 17,420,859, 20,393,488, 4,237,754, 28,237,169, 32,636,806,

37,312,862, 42,444,666, 48,150,030, 54,265,749, 60,935,838, 67,833,027,

75,224,492, 83,323,492).

2. Get u and a: According to the least square method, we will find the parameter

values a ¼ �0.08462, u ¼ 1,611,064.16.

3. Get GM:

Xð1Þðk þ 1Þ
¼ ðXð0Þð1Þ � u=aÞeð�akÞ þ u=a

¼ ð1; 613; 977þ 19038159:2761Þe�19038159:2761k þ 19038159:2761

4. Result: Computing the absolute error and relative error between annual electric-

ity consumption and predictive value in Beijing from 1991 to 2010 (Table 1).

5. Result Analysis: According to the relative error of the residuals, we can find that

the average relative error is 1.68 % and the prediction accuracy is 98.32 %.

Forecasting data is as shown in Fig. 1.
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Table 1 The absolute error and relative error of Beijing electricity consumption

Years Actual value Predictive value Absolute error Relative error

1991 1,613,977 1,613,977 0 0

1992 1,759,611 1,823,719.604 �64,108.60436 �0.036433396

1993 1,924,978 1,984,766.053 �59,788.05257 �0.031059084

1994 2,054,504 2,160,033.962 �105,529.9625 �0.051365177

1995 2,225,922 2,350,779.183 �124,857.1828 �0.056092344

1996 2,443,709 2,558,368.462 �114,659.4619 �0.04692026

1997 2,636,078 2,784,289.241 �148,211.241 �0.056224149

1998 2,762,080 3,030,160.312 �268,080.3124 �0.097057403

1999 2,972,629 3,297,743.418 �325,114.4182 �0.109369322

2000 3,844,266 3,588,955.874 255,310.126 0.066413231

2001 3,999,415 3,905,884.307 93,530.69307 0.023386093

2002 4,399,637 4,250,799.607 148,837.3929 0.033829471

2003 4,676,056 4,626,173.199 49,882.80083 0.010667708

2004 5,131,804 5,034,694.751 97,109.24918 0.018923024

2005 5,705,364 5,479,291.445 226,072.5549 0.039624563

2006 6,115,719 5,963,148.955 152,570.0453 0.024947197

2007 6,670,089 6,489,734.268 180,354.7319 0.027039329

2008 6,897,189 7,062,820.532 �165,631.5316 �0.024014353

2009 7,391,465 7,686,514.085 �295,049.0853 �0.039917538

2010 8,099,000 8,365,283.886 �266,283.8861 �0.032878613

Fig. 1 The data of Beijing 1991–2010 forecasting electricity consumption
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3 ARMA Model

3.1 Construction of ARMA Model

ARMA model is the important research method on time series forecasting, it is

mixed by autoregressive model (AR model) and sliding average model. In this

model, the prediction index is regarded as a random sequence with time change, the

dependency relations with this set of random variables is embodied the continuity

of original data. The time series is approximately regarded as a zero mean station-

ary series, in this situation, the condition of ARMA model construction is met. If

this condition can’t be met, the difference method can be taken to make the random

fluctuating item as far as possible approach zero mean stationary time series [5].The

ARMA (p, q) is as follows:

yðtÞ ¼ �
Xp
i¼1

ϕk � yðt� iÞ þ
Xq
j¼1

θj � αðt� jÞ þ αðtÞ (1)

In this equation, p and q are the order number of autoregressive part and sliding

average part respectively; (i ¼ 1,2. . .p) is the coefficient of autoregressive

part, (j ¼ 1,2. . .q) is the coefficient of sliding average part, ϕiði ¼ 1; 2; 3; :::::; pÞ,
θjðj ¼ 1; 2; 3; :::::; qÞ,αt � Nð0; σ2αÞ. To determine the unknown parameters, firstly,

we must get the order of the model. In this paper, it mainly analyzes the Beijing city

electric power consumption using SAS software. According to the auto correlation

and partial autocorrelation functions, we can get the specific form of ARMAmodel.

3.2 Empirical Analysis

1. Actual Data: Sequential chart based on Beijing electricity consumption over the

years: From the Fig. 2, we find that the time sequence is not smooth, so the data

must be processed to meet the conditions. The method used is method of least

squares, finally we can get the autocorrelation function and partial autocorrela-

tion function.

2. Autocorrelations: From the Tables 2 and 3, we find the data processed by

second-order difference is stationary. From the Table 4, the p value is 1, q

value is 2, BIC(1,2) ¼ 24.38823 is smallest, so the model ARMA(1,2) is

selected.

3. Result Analysis: Set the confidence degree is 95 %, the prediction curve is shown

in Fig. 2. From the prediction figure, we find that the fitting degree of predictive

value and actual value is high in a small interval.
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4 The Prediction Model of GM(1, 1)-ARMA(p, q)

From the above, we can know that Beijing’s electric power demand is forecasted by

GM and ARMA model separately and the results are compared. Figures 1 and

2 show the actual consumption value and predicted value in Beijing over the years.

The conclusion can be gotten that with the changing of the time series, the actual

and predictive values of GM have a higher similarity, and the prediction accuracy

of GM can be up to 98.2 %. Therefore, to establish gray prediction model can

objectively reflect the dynamic trend of electricity consumption in Beijing, and

Table 2 Autocorrelations
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Fig. 2 Predictive curve (the fitting degree is 95 %)
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ARMA model for steady trend forecast. Meanwhile, electricity demand time series

for both to contain deterministic dynamic trends contain random fluctuations in

non-stationary time series.

First, through gray theory we can get the GM model from the historical data

trend items of the electricity demands, second, getting time series analysis of the

data after removing the trend term, and establish the ARMA model, finally,

combining the above two models constitute a combined model for forecasting

electricity demand. Then we can get the GM (1, 1)-ARMA (p, q) prediction

model as follows:

XðtÞ ¼ ½1� expðαÞ� � Xð0Þð1Þ � u

a

� �
e�ak

h i
exp½�αðk � 1Þ�

�
Xp
i¼1

ϕk � yðt� iÞ þ
Xq
j¼1

θj � αðt� jÞ þ αðtÞ (2)

Table 4 Minimum

information criterion
Lags MA0 MA1 MA2 MA3 MA4

AR0 25.40699 25.28611 25.35714 25.29863 25.22052

AR1 24.44172 24.5278 24.38823 24.49417 24.58308

AR2 24.55248 24.47504 24.49502 24.51476 24.62199

AR3 24.42988 24.48035 24.5911 24.61607 24.6908

AR4 24.50162 24.57038 24.6251 24.72277 24.50527

Error series model: AR(4)

Minimum table value:BIC(1,2) ¼ 24.38823

Table 3 Inverse autocorrelations
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In the formula, the first part is gray model GM (1, 1) of the development trend

items, the after three parts are ARMA (p, q) model of Random fluctuation items,

The formula has considered the time sequence of certainty trends and random

fluctuations characteristic, therefore it has a better fitting prediction accuracy.

5 Conclusion

This paper mainly studied Beijing’s demand of electricity through the GM model

and the ARMA model for those years. However, the annual electricity demand of

time series contains both deterministic dynamic trend and randomness fluctuations

in non-stationary time series. ARMA is one of the most sophisticated statistical

analysis methods of stationary random sequence, and the grey system theory is a

dynamic trend in forecasting theory. Therefore, the next step is to combine these

two models to constitute a combination of model, after research achieving more

accurate prediction analysis. Therefore, the next step is to combine these two

models, which may generate more accurate prediction analysis in the power

industry.
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Design and Realization on Evolvable

Circuit Self-Repair

Jianan Lou, Chuantao Li, Jianhua Yu, and Jie Chu

Abstract This study exploits and tests the circuit self-repairing based on the

evolution technology using Virtual Reconfigurable Circuit technology in order to

further improve the viability of electronic system under a severe environment. First

of all, this paper builds a gate circuit model for the digital circuit evolution and

designs a binary chromosome encoding according to Virtual Reconfigurable Circuit

technology. Afterwards, it puts forwards the working process to realize circuit self-

repair and discusses ways to diagnose and repair circuit faults. In the simulation that

a single particle in the space burns the logic gate in the DC brushless motor control

circuit, common SA faults are produced, leading to abnormal operation of the

motor. Finally, by means of online evolution method, the motor may rotate again

by skipping wrong units. This experiment demonstrates that the evolution method

may effectively solve SA faults in circuits, thus improving the reliability of circuits.

Keywords Evolvable circuit • Self-repairing • Virtual reconfigurable circuit

• Chromosome encoding

1 Introduction

As the electronic technology develops rapidly, it becomes increasingly complex,

accompanied by a larger error rate. For example, in the application field of space

technology, such high-energy particles as X-ray in the space may seriously affect its

performance and reliability in the core control parts of an on-orbit spacecraft. In

September 1988 and September 1990, China launched two polar orbiting meteoro-

logical satellites of FY-1A and FY-1B successively, both of which were out of

order respectively after they have operated normally for 3 days and 165 days due to
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the space particle bombardment on the on-board control system. Besides,

technicians could not repair them at site, which, however, may be solved by the

evolvable hardware technology.

Upon the completion of traditional electronic equipments, their inner structures

and functions may not be easily changed and self-repairing may not be realized in

case of faults. However, the evolvable hardware provides a technology used in the

self-repairing of the electronic system. Thompson and others from Britain put

forward an idea of using genetic algorithm to reconfigure a system with a fault

and recover it. With the genetic algorithm, they conducted on-line self-diagnosis

and self-repairing on the full adder and double-digit multiplier, etc. [1]. Researchers

of U.S. Jet Propulsion Laboratory conducted self-repairing experiment on the half-

wave rectifier under 300 K Rad TID (Total Ionizing Dose), �196 �C, 280 �C, and
other extreme environments by the use of a stand-alone board-level evolvable

system [2, 3].

There are some papers show about circuits self-repair [1], which is an assump-

tion of the fault self-repairing of the logic door. There also some papers well

introduced the circuit self-adaption to the temperature [2, 3]. This paper simulates

very common SA faults which produced during a single particle in the space

burning the logic door in DC brushless motor controller circuit, and aiming at the

electronic commutation circuit of DC brushless motor, realizes a circuit failure self-

repairing method combining evolution and rapid reconfiguration based on the

circuit model of VRC.

2 Realization of Circuit Evolution

The early evolvable hardware technology was mainly software simulation. There is

also outer evolution. In other words, the circuit is evolved by PC and the elite circuit

is loaded in the film, which is called outer evolution. The outer evolution has

distinctive birth defects in designing the adaptive circuit. For example, with the

embedded development, the circuit module often operates independently from PC,

but the evolution of outer evolvable circuit must be provided with one set of PC

loaded with windows XP and the development software of FPGA. Therefore, the

evolution way of the outer evolvable circuit limits the application of the evolvable

hardware technology in the circuit self-adaption. This paper evolves the rotor

commutate of the brushless DC motor by loading Microblaze [4] and VRC matrix

in FPGA. The chromosome encoding of circuit dynamically generated through

evolution algorithmmay selectively use the logic unit in VRCmatrix, making every

PE unit in PE matrix become a dynamic backup unit [5, 6]. Therefore, compared

with the traditional circuit, the circuit designed in VRC matrix has some distinctive

characteristics, which are just analyzed and researched in this thesis.

Figure 1 is the experiment platform of the design. Its main chip is XC3S500E

including 9,312 Slices of Spartan 3E series. PS21353-G is a motor control chip, of

which the auxiliary signal conditioning circuit completes the power supply and
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commutation of the DC brushless motor. MP25P80 FLASH chip of a third party is

designed on the board, ensuring that FPGA may run automatically upon being

electrified. In addition, USB chip is added on the board in order to supervise the

operating condition of the board. In this way, while the evolution algorithm analysis

is conducted by the use of the board, only a USB cable may complete the power

supply to the board and computer communication, which is extremely convenient

for debugging.

Any digital combinational logic circuit may be realized by some basic logic units

such as AND, NOR or OR gate circuits. There are a large quantity of basic logic

units in Spartan3E such as LUT (Look-up Table) and every LUT may realize the

logic function of any four (or less than four) input. Corresponding logic circuits

may be realized through interconnection between units. The LUT in FPGA is

compared to a neuron and lines between LUT is compared to axons between

neurons, then a similar feed forward neural network circuit model shown in

Fig. 1 is built on FPGA.

Compared with the multi-layer feed forward neural network, units in the circuit

model realize the digital logic treatment function and the link weights between

nodes in different layers reflect the link relation of nodes, in which ‘1’ represents

link and ‘0’ represents link failure, but not reflect the link weight values. The circuit

encoding is the first procedure to evolve a circuit, which first express the topological

structure of a circuit in mathematic language and then evolve the circuit by the use

of the evolution algorithm. The circuit encoding not only decides the individual

chromosome arrangement pattern, but also decides the decoding method of com-

mutating the genotype of an individual in the search space to a phenotype in the

solution space. Figure 3 shows a unit in Row H1 shown in Fig. 2. In the design,

there are four functional units: when FunChose is 00, it represents AND gate; when

FunChose is 01, it represents OR gate; when FunChose is 10, it represents NAND

gate; when FunChose is 11, it neither represents NOR gate (Fig. 3).

Fig. 1 Motor evolution

mother board based on

Spartan3E FPGA
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Every PE (Programmable Element) unit also needs two input signals and the

input signals are selected from a one-of-eight multichannel selector, i.e. determined

by HighDatainSel ¼ “000” represents selecting 0st signal, “001” represents

selecting 2st signal. . .“111” represents selecting seven signal.
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Fig. 2 Multi-layer feed forward neural network circuit model
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Every PE unit has two three-bit one-of-eight signal selection units. In this way,

every PE unit has a chromosome encoding with the bit length of 2 + 3 + 3 ¼ 8. As

shown in Fig. 2, the encoding length of a matrix of 8*4 PE units is 8*8*4 ¼ 256

bits. However, in order to improve the evolution speed, the design adopts circuit

self-growth evolution mode simulating the creature growth mode, which is also

called layered evolution.

The commutation table of the motor rotor is a 3-input and 6-output logic

conversion table. However, a large number of experiments demonstrate that the

PE matrix units from 8*4 bits to 8*7 bits may not easily evolve the motor

commutation table. Therefore, the self-growth evolution way only evolves 3-

input and 2-output for any matrix shown in Fig. 2. Such three circuits constitute a

motor commutation circuit. There into, the three position signals of the three

circuits are not linked together and output signals are also independent. Therefore,

the chromosome encoding length of such genetic algorithm is 3*256 ¼ 768 bits,

which means that the target circuit may be found in 2768 possibilities by the use of

the genetic algorithm.

The genetic algorithm adopts a common (1 + λ) evolution strategy in the design
of evolvable circuit by VRC in the world. With multiple experimental trials, we find

that the combination of “roulette” selection and “roulette” selection parent and the

evolution strategy of the “immune” operator splendidly balances the contradiction

between the diversity of the population and the algorithm convergence speed,

achieves good effects, and improves (1 + λ) evolution algorithm.

fitness ¼
Xm
i¼1

Xn
j¼1

Cði; jÞ;C ¼ X�M (1)

In Eq. 1 formula, X is the corresponding simulation output matrix of the

individual and M is a standard output matrix.

3 Operating Process of The Circuit Self-Repairing

and Analysis on the Experimental Result

There are two running modes for a circuit board including the operating mode and

fault self-adaption mode. Under the operating mode, while the circuit is electrified,

the serial FLASH chip will automatically configure FPGA and Microblaze loaded

in FPGA will take out the chromosome encoding of VRC from a specific address of

FLASH and rapidly configure VRC unit upon running, and then the motor will

operate. When a circuit cannot operate in case of TID (Total Ionizing Dose), SEU

(Signal Event Upset), and SEB (Signal Event Tran-Silent), etc., the circuit enters

the fault self-adaption model. Under such a model, Microblaze soft core in FPGA

re-configures VRCmatrix of fault units and avoids the fault logic gates by the use of

the genetic algorithm, thus realizing the circuit self-repairing.
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This thesis researches the experiment of logic gate damage and self-repairing of

PE units in the first row of the matrix constituted by 8*4 PE units of VRC. The

commonest fault in the digital circuit is SA faults, which refers to that the node

outputs a fixed logic value for whatever inputs. In references [7, 8], the problem of

the reliability of SA fault model is analyzed. SA fault may be caused by the

accumulation of faults in FPGA or that the single particle in the space burns the

logic gate unit in FPGA. SA faults include [7, 8], SA-0 (stuck-at-0) and SA-1

(stuck-at-1) and this thesis inputs SA-0 faults on PE unit in the first row.

In this thesis, assuming there is a fault on a logic gate in a PE unit, the whole PE

unit may not run normally. This thesis tests 0 logic gate to 6 logic gates of faults in

the first row, and every fault mode is represented by PE0 ~ PE6 respectively

(Fig. 4).

This experiment saves the input of the button through D flip-flop and leads the

input to the output of PE unit, thus mandatorily lowering down the output of PE unit

and producing SA-0 fault. Parameters adopted by the genetic algorithm: the popu-

lation scale is 10, the rate of variation is 0.02, the crossover rate is 0.3, and the

maximum evolution generation is 100,000. According to the damaged number of

PE units in the first row, seven different fault modes are designed. The evolution

algorithm needs a mass of random number seeds. A seed of key shall be given to the

function of strand ((unsigned) key) in the initialized population and correspond-

ingly there is an evolution generation on a key. Every fault adopts 100 different

random number seeds. In other words, 100 experiments are conducted on every

fault. Every evolution is conducted for about 10 min and the statistic result of

evolution is shown in Table 1.

The experimental results demonstrate that a correct solution in the VRC evolu-

tion with Microblaze core may be found within 1,00,000 generations, which

successfully proves the good fault tolerance of the algorithm. The reason why

PE6 mode circuit cannot evolve a correct unit to avoid the fault is that when

KEY TEMP
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D
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AND2

NAND2

OR2

NOR2

Fig. 4 Button inject SA-0 fault to FPGA inside circuits

514 J. Lou et al.



there are six damaged PE units in the first row, the three-input of the circuit changes

to be two input through the input signals of two PE units, in which there is no any

unit to transmit all input information to PE units in the second layer. Therefore, a

correct circuit may not be evolved. PE5 may evolve a correct circuit, which just

proves the strong search capacity of the evolution algorithm. Therefore, this circuit

design effectively improves the drawback of one unchangeable design of the

traditional circuit design, making a circuit avoid fault units in case of a fault and

realizing functional self-repairing.

4 Conclusion

The evolvable hardware method based on VRC designed a multi-layer feed forward

neural network model and introduced the chromosome encoding way of this

experimental board and evolution model in details. Besides, it tested the effective-

ness of this model circuit by the evolution the commutation table circuit of the

motor rotor. Related fault test data demonstrated that this method may realize the

circuit self-repairing in a timely way. However, this experiment focused on narrat-

ing a method and thought instead of a large scale circuit evolution. Next, the

intellectual evolution of large-scale circuit may be studied. In other words, the

evolvable hardware will be applied to the electromagnetic bionics.
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Design and Application of Solar Power

Supply System

Pengfei Liu, Xiaoqian Lu, and Xueyan Bai

Abstract In order to reduce the loss of power transmission and distribution and

save electricity, this paper discusses the mechanism of solar photovoltaic power

generation and photovoltaic system maximum power tracking point Principle in

depth and adopt disturbance observation method to realize the most power tracing

and design an intelligent power supply system, whose main power is solar panels

and batteries, and the backup power is city power. These power supplies are

switched on different conditions. Practical application shows that: the voltage and

current outputted by this intelligent power supply system are pretty good. In a word,

this design realize the concept of low carbon green.

Keywords Solar power • Micro systems • Solar panel

1 Introduction

Widely distributed and inexhaustible energy, solar energy resources is renewable,

which is free from the restriction of geography, elevation and other factors. Solar

power generation does not consume non-renewable resources such as oil, coal and

natural gas. The electric power generation process does not discharge any hazard-

ous material including greenhouse gases and this process has features such as no

pollution and no noise. Developing solar energy and using renewable energy have

become the key role in solving the world energy crisis.
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Solar photovoltaic as a new form of energy [1] has made great development in

recent years. In regions with abundant light supply but short of electricity. Solar

power may be used to meet the needs of electricity. This paper on one hand

describes the concept and practice of the system, on the other hand improves the

awareness of energy conservation which provides an idea for building a society

with green environmental protection.

2 The Mechanism of Solar Power

2.1 Photovoltaic Effect Principle

The principle of solar photovoltaic is the photovoltaic effect. Photovoltaic effect

refers to the fact that through using of solar cell’s photo galvanic effect, making the

radiant energy of sunlight directly into electricity. Figure 1 shows the detailed

principle of this process: after absorbing light, some special semiconductor

materials produce a pair of separate positive and negative charges which generate

an outside current field. Then the current flows to the battery negative terminal

through the load from the bottom of the battery of crystalline silicon.

2.2 Photovoltaic System Maximum Power
Tracking Point Principle

Photovoltaic array output characteristic has nonlinear characteristic, and its output

is affected by sunshine intensity, environment temperature and load condition.
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Fig. 1 Principle of photovoltaic effect diagram
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Photovoltaic array can work in different output voltage under certain sunshine

intensity and environment temperature. But only in one value, the output power

of Photovoltaic array can achieve maximum, then its working point reach the

highest point of the output power voltage curve, called the maximum power point

(MPP, maximum power point). Thus, to improve the efficiency of the photovoltaic

power generation system [2], an important way is to adjust photovoltaic array

working point in real-time – making the working near to the maximum power

point, this process is called MPPT (maximum power point tracking).

One of the main disadvantages of Photovoltaic power generation system is that

its cost is too high, and its low efficiency of the solar cell photoelectric conver-

sion. Generally speaking, the efficiency of polycrystalline silicon solar cell

photoelectric conversion is about 12–14 %. In order to solve these problems, on

the one hand, we must develop photoelectric material who with low price and

high efficiency of energy conversion, on the other hand is that: realize the high

power output of the solar cell through controlling grid inverter. At present, there

are certain degree of research on MPPT [3] control technology at home and

abroad, such as persistence voltage tracking method (CVT), disturbance observa-

tion (P&O), incremental conductance method and so on. Through the actual test

and verify, the disturbance observation method can realize the most power tracing

successfully.

Perturbation and observation principle is that disturb output voltage value (U +

Δu), then measure the power change. Compared with the no disturbance power

value, if the power value increases, it means the disturbance in the right direction,

moving in the same direction (+ Δu). If the power value decrease, moving in the

opposite direction (� Δu).
Connect Access database in VB6.0, write the convenient VB operation interface

for users, just as the following Fig. 2 shows.

The text box in the upper-left corner is voltage output, click command1, no

matter how much of the voltage, the power can achieve maximum 75.983 W. The

other text boxes of the frame are intermediate variable, can be set to invisible, and

finally to simplify as Fig. 3.

3 The Design of Photovoltaic Power Supply System

3.1 Design Proposal

Solar photovoltaic power generation system mainly consists of the solar cell

module, batteries, solar controller and automatic switching device just as Fig. 4

shows. The system which consists of these electronic components, is installed and

maintained conveniently and the operation is stable and reliable. During the day,

solar panels [3, 4] will turn the luminous energy into electricity which will be stored in
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the battery. The night, it will be released from the battery and supply power for indoor.

If the system detects battery power is not enough and solar panels output voltage is

insufficient, it will switch to the city electric power.

Fig. 2 Disturbance

observation in the VB

operation interface

Fig. 3 Operation interface
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Fig. 4 The diagram of the solar power system
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Solar cells as a main power produce electrical energy. Storage battery as a

storage device store up the excess of energy and supply power at night. Solar

controller link solar panels and battery and control them. Three ways of power

are controlled by a switching device, which works according to their respective

voltages.

3.2 Equipment Selection

3.2.1 Solar Panels

Solar panels [4] are equipped with the biaxial movable tracking system. The

Horizontal rotation angle of the equipment is 360� and the vertical one is 90�.
Rotation is driven by an external battery panels and the position of the sun is tracked

by light sensors and built-in controller as Fig. 5 shows.

3.2.2 Controller

Since the voltage of Solar panels is unstable owing to factors sun light intensity

changes, loads and temperature, solar controller [5] is particularly important as the

core of the whole system. This controller provides continued direct current (DC) for

load and controls battery charging and discharging by adopting PWM control

technique. When the voltage of solar panels below the storage battery’s, the

controller removes the solar panel system and offers power to the load by battery

as Fig. 6 shows.

Fig. 5 Double axes tracking system the actual fig
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3.3 Setting up System

The system employs 16 pieces of Solar Module [6] whose nominal voltage is 12 V,

nominal power is 100 W and total power is 1.6 kW. Storage battery employing

Lead-acid batteries(nominal voltage is 12 V, capacity is 200 Ah) and Lithium

Battery matches with Solar Module. The Power Capacity of Control Inverter is

2.2 kW, while the input DC value is 12 V and the AC output is 220 V. The

conversion efficiency is more than 80 %. Figure 7 shows the overall power supply

system and the equipment of the system selected on the bases of given parameters.

4 The Analysis of Application

Measured on the power supply platform, the results indicate, during the day with

sufficient sunshine, the open-circuit voltage of Solar panels is 21 V(fluctuate for

1 V); And the working voltage is 12.8 V, slightly above the voltage of the battery,

and solar panels charge battery up through the controller. Until after 5 PM, as light

intensity weakens largely, this moment the output voltage of the solar panels

changes obviously. When it stays down to the battery voltage, the solar panels

has voltage but no current output. Then it will be removed from system temporarily

and the battery will turn to supply power. And the load voltage would still maintain

at 12 V. According to the measured data, we can draw the voltage、current and

power of solar panels changes with time curves in the system, as Fig. 8 shows.

For solar controller, through the record of the experiment, it is known that no

matter how solar panels output voltage change, the output voltage of the controller

Fig. 6 Controller
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and output current is constant, not affected by external light intensity, temperature

conditions and other factors influence.

Thus, the solar panels can maintain a more stable output level and voltage

fluctuation is not large during the day. But the short circuit current changes greatly.

However, the intensity of light is not sufficient when the sun set, which make the

battery plate output voltage decrease obviously. Solar energy controller can

improve this situation and provide a stable power supply environment.

Fig. 7 Actual building system
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Fig. 8 Solar panels working voltage, current and power changes with time
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5 Conclusion

Our research on solar system is in a bottleneck stage. Compared with the traditional

power, the up-front investment of solar photovoltaic power generation is more, and

subsequent economic benefit is very good. Developing micro commonly used solar

photovoltaic power generation systems can reduce the loss of power transmission

and distribution and save electricity. Solar photovoltaic power generation systems

have the maintenance operation cost and a high degree of automation. And in

protecting the environment and reducing carbon emissions, it has irreplaceable

function and broad development prospects.
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Emergency DC Power Support in Parallel

AC/DC Power System

Xiangqiang Liu, Huifan Xie, Haijun Wang, Zhaoshuo Wang,

and Jinzhuang Lv

Abstract Emergency DC Power Support (EDCPS for short) is an economical and

practical emergency control measure to enhance the transient stability in parallel

AC/DC power system and deserves further research. In this paper some research

issues related to EDCPS in parallel AC/DC system are presented, including the

mechanism of howEDCPS enhances transient stability inmulti-machine system, the

optimization of EDCPS strategy parameters and the effect of load characteristics on

EDCPS strategy. As for online prediction control, an online preconceive calculation

and real-time matching EDCPS control framework for China Sothern Power Gird is

put forward, and as for time control for EDCPS, the optimal sequence time control

theory is introduced, so is auto-disturbance rejection control theory. And finally the

limitation for EDCPS is brought forward, and how to own a quick starting-time and

quick DC power changing-rate deserves further research.

Keywords Parallel AC/DC system • Emergency DC power support • Online

prediction control • Time-optimal control theory • Auto-disturbance rejection

control theory

1 Introduction

With the complete implement of power supply strategy of “Nationwide Network

Connection, Power Transmitted from West to East and Mutual Supply South and

North”, more and more HVDC projects will be put into practice in China network,

and HVDC will lead a dominant role in that proposed power supply strategy.
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Since it has a large transmission capacity and what’s more, with 1.1 times’

longtime overload-ability and 1.5 times’ overload-ability for 3 s, HVDC can

enhance transient stability after heavy disturbance in parallel AC/DC power grid.

HVDC can quickly modulate both active and reactive power in a large scale, and

when there exits heavy disturbance, those available HVDC systems can rapidly

modulate active power into AC systems and finally compensate the power unbal-

ance between the sending and receiving network, which is named Emergency DC

Power Support [1, 2] (EDCPS for short), accordingly better last-low-voltage level

or voltage vibrating conditions. EDCPS owns a great deal advantages, such as

rapidity, reliability and great capacity, thence for the time being EDCPS has been

an economical and practical emergency control measure and therefore deserves

further research.

2 Study on Mechanism of Emergency DC Power Support

EEAC [3] is introduced to explain the mechanism of how EDCPS enhances

transient stability by heavy disturbance in AC/DC power grid. After heavy distur-

bance, all generators in power grid can be divided into two groups, namely severely

disturbed group (S group) and remnant group (R group), and then the whole system

can be equaled into two-machine-unstable model. Considering that it is an unstable

model of S group relative to R group, the whole system can be further equaled into

One-Machine-Infinite-Bus system. In One-Machine-Infinite-Bus system, the DC

power should be increased to make increasing area smaller than decreasing area,

which will enhance transient stability, as illustrated in Fig. 1, and during the angle-

swing-back course, DC power should be reduced to make increasing area smaller

than decreasing area, which will better transient stability during swing-back course

[5], as illustrated in Fig. 2.

3 Study on Emergency DC Power Support Strategies

Deep study has been done on Emergency DC Power Support Strategy, including the

HVDC power support starting-time, the power support increment, the rising-rate

and the lasting-time. The Yun-guang UHVDC Emergency DC Power Support

Strategy in China Southern Power Grid of year 2010 is studied by PSD-BPA

simulation tool, which is useful for power flow calculation and transient stability

analysis. Study results show [4] that: DC power increment should be appropriate,

bigger increment leads to bigger reactive power consumption, resulting in unfavor-

able effect on voltage recovery, while the power angle stability is enhanced; support

starting- time should be proper, advanced start causes bigger reactive power

consumption while delayed start may not provide enough accelerating area, as
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shown in Fig. 3; rising rate should not be too fast, otherwise reactive power

consumption will increase and phase conversion voltage stability decrease; an

appropriate DC power decrement during the swing-down of OMIB system power

angle will enhance transient stability. After heavy disturbance, Emergency DC

Power Support Strategy will take both angle stability and voltage stability into

account, the HVDC power support starting-time, the power support increment, the

rising-rate and the lasting-time all should be optimized.

Influence of load model on the Emergency DC Power Support Strategy is well

analyzed. The impact of ZIP load (including constant -active-power-load, constant-

current-load and constant-impedance-load), IM load (dynamic induction motor

model), load composition, and load location of the specific CSG network on the

EDCPS performance following large disturbances are studied by FASTEST tool,
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Pm – Pdm

P

dt
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which is useful for transient security quantitative analysis [5]. It is found that

following a large disturbance, IM load absorbs more active power than ZIP load

and the influence of the sending-end IM load on the post-fault EDCPS power-angel

stability is completely opposite to that of receiving-end load. The sending-end loads

are helpful to enhance the system stability. In the case that the sending-end load is

smaller than the receiving-end load, synthesis load tends to deteriorate the post-

fault EDCPS effect, and the active power support needs to be increased or provided

in good advance.

IM model low-voltage response characteristic will deteriorate the EDCPS effect.

Low voltage causes IM slip-ratio to increase, rotor equivalent resistance to decrease

and stator current to increase so greatly that the absorbed reactive power increases

too, which ultimately leads to low voltage because of lack of reactive power. In

view of EEAC, the maximal value of electromagnetic power decreases and will

reflect in the Power-Angel characteristic chart, which shows that the accelerating

area increases and decreasing area decreases, and it is necessary for DC power to be

increased to make accelerating area smaller and decreasing area bigger. What’s

more, the EDCPS starting-time should be appropriate, neither too early nor too late.

If EDCPS starts too late, it can’t provide enough decreasing area, and if EDCPS

starts too early during voltage-dropping period, it will leads much more fluctuant to

inverter commutation voltage and under the function of Voltage Depend Current

Limiter Unit the actual DC power increment will be delayed and even be held back

to drop. Figure 4 shows actual Yunnan-Guangdong UHVDC power by different

Guangdong IM load proportions, with the function of Voltage Depend Current

Limiter Unit the actual DC power can’t reach the expected value 3,750 MW and

after near 0.5 s the DC power drops to lower than 2,500 MW. It is easy to come to a

conclusion from Fig. 4 that the bigger IM model proportions in Guangdong power

grid the worse the power system stability.

Longer study reveals that with a timely EDCPS, an appropriate DC power rise

and the corresponding rising rate in the first two up-swing courses, and with a

suitable drop and the corresponding dropping rate in the first two back-swing

courses, the transient stability is well imp roved. Moreover, by using the genetic-

taboo searching algorithm, the modulation parameters are well optimized. Thus,
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according to the pre-set key power flow or the real-time power flow as well as the

preconceive accident sets in the energy management system, the transient stability

parameters of some serious preconceive accident sets can be calculated off line or

on line in a certain operation mode. Case study indicates that the proposed EDCPS

strategy effectively improves the transient stability of the power system.

4 Emergency DC Power Support Strategies Online

Prediction Control

For emergency control framework of Online Preconceive Calculation and Real-

time Matching, an Online Preconceive Calculation and Real-time Matching

EDCPS Strategy [6] is put forward based on Integrated Extended Equal Area

Criterion. The post-fault generators are firstly divided into two generator groups,

namely severely disturbed group and remnant group, and then that proposed two

groups are equated into One Machine Infinite Bus System. EDCPS strategies,

including EDCPS starting-time, DC power rising-amount, rising and dropping

ratio, are optimized by Enumeration Method with transient angle stability margin

and transient voltage-drop acceptable margin as the objective index. EDCPS table

can be made online in less than 5 min with the real-time data from Energy

Management System (EMS for short).

Emergency DC Power Support function can quickly modulate available DC

power when heavy fault occurs in parallel AC lines or other HVDC systems, and

finally enhances transient stability with short-time DC overload capacity. There-

fore, how to implement online EDCPS prediction by Wide Area Measurement

System (WAMS for short) signals is of great significance and deserves to be

researched. An online EDCPS prediction model based on WAMS signals is

established for EDCPS online prediction control, and a newly structured Multi-

resolution Analysis Orthogonal Wavelet Neural Network (MAOWNN for short) is

constructed and applied to ECDPS prediction. The rotor speed and its

corresponding changing-rate signals from generators near the available HVDC
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converter station are mapped by IEEAC as the characteristics signals for

MAOWNN input, as formulas (1a and 1b), and the output of MAOWNN is the

DC power rising-amount and its corresponding ratio. Adopting orthogonal scaling

function as activation function, the proposed MAOWNN can converge fast and

ensure the uniqueness of approximating function expression. Simulation results

show that based on dimension-reduced principal components the MAOWNN can

accurately give the controlled quantity of EDCPS.

X ¼ ½X1;X2; . . .Xn;XΣ; _XΣ�
Xn ¼ ω1

sa:n;ω
2
sa:n; � � � ;ωk

sa:n

XΣ ¼ ω1
sa:Σ;ω

2
sa:Σ; � � � ;ωk

sa:Σ

8><
>: (1a)

δsa ¼
X
i2s

Miδi=
X
i2s

Mi �
X
j2a

Mjδj=
X
j2a

Mj

ωsa ¼
X
i2s

Miωi=
X
i2s

Mi �
X
j2a

Mjωj=
X
j2a

Mj

_ωsa ¼
X
i2s

Mi _ωi=
X
i2s

Mi �
X
j2a

Mj _ωj=
X
j2a

Mj

8>>>>>>><
>>>>>>>:

(1b)

Where, s is the severely disturbed generator group near rectifier station, a is the

remnant generator group neat inverter station, and k is the sampling points.

And the output of the DC power rising-amount and its corresponding ratio are

shown as the following formula (2)

ΔPd; ΔPd 2 ½0; 0:3; 0:5�p:u:
Vd; Vd 2 ½0; 999�MW=min

(
(2)

5 Advanced Control Technology on Emergency

DC Power Support

Advanced control technology is introduced to Emergency DC Power Support for

better angle stability and voltage stability, and Time-optimal Control Theory [7]

(TOC for short) is applied successfully.

Based on the equivalent-two-machine-two-area AC/DC parallel system, a TOC

plane for second-order oscillation system is deduced, as shown in Fig. 5, and a TOC

strategy for quickly suppressing inter-zone disturbance is proposed.

The second-order oscillation system TOC rule for an equivalent two-machine-

two-area power system is deduced to determine when to raise DC power and when

to drop DC power to quickly suppress disturbance, the rule is given in formula (3).

Firstly TOC theory drives system state to a post-fault equilibrium point and Linear
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Quadratic Optimal Control (LQOC for short) theory is used to fix state in that

equilibrium point. Switching curve is improved to avoid DC power jump-changing

and to eliminate high-frequency nonlinear chattering and overshoot, and an optimal

DC power control amount is calculated for fewest switching control. The proposed

TOC strategy can well combine with the practical DC Emergency Run-up and

Run-back control function effectively and quickly suppress inter-zone oscillation

after first angle swing [8].

ΔPdc ¼

ΔPdc:max; if ð�NΔδ12;�NMη

ξ
Δδ12 � 2NM

ξ
Δω12Þ 2 Rþ [ rþ

ΔPdc:min; if ð�NΔδ12;�NMη

ξ
Δδ12 � 2NM

ξ
Δω12Þ 2 R� [ r�

rþ ¼ [1
k¼0

rkþ; r
� ¼ [1

k¼0
rk�

8>>>>>><
>>>>>>:

(3)

Where,ΔPdc:max andΔPdc:min are respectively the max DC power rising-amount

and the max DC power decreasing-amount, and with the range

0 < ΔPdc:max � 0:5;�0:5 � ΔPdc:min � 0:
Auto-disturbance Rejection Control (ADRC for short) owns high adaptability

and robustness and is also introduced.

Based on Time-optimal Control Theory and Auto-Disturbance Rejection Con-

trol theory [9] (ADRC for short), a new EDCPS control rule for quickly suppress

disturbance in parallel AC/DC network is designed with WAMS signals.

TOC theory is introduced to drive and fix system state to a post-fault new

equilibrium point which based on Integrated Extended Equal Area Criterion can

be approached on-line with WAMS signals, and finally Auto-disturbance Rejection

Control theory is introduced to trace the virtual control input. Simulation results of

six-machine-dual-infeed three-area system show that the proposed EDCPSCS can

take advantage of quick DC power modulation and short-time overload capability

to provide emergency control and power support and has a better control effect than

that of traditional linear DC power modulation. ADRC owns characteristics of high
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adaptability and robustness in disturbance and model uncertainty, moreover,

control effect aimed at the new equilibrium point is better than that aimed at the

original one [10].

6 Limitations and Difficulty of Emergency

DC Power Support

HVDC owns 1.1 times’ long-time overload-ability and 1.5 times’ overload-ability for

3 s and can enhance transient stability after heavy disturbance in parallel AC/DC

power grid. EDCPS owns a great deal of advantages, such as rapidity, reliability and

great capacity, thence for the time being EDCPShas been an economical and practical

emergency control measure. But there still exists some limitation and difficulty for

EDCPS in practical HVDC. For example, firstly, the starting-time is not as quick as

assumed because of AC filter’s slow action; secondly, the DC power rising-rate and

DC power decreasing-rate are lower than assumed, the max rates of HVDC power

changing-rate in China Sothern Power Gird are both 999 MW per minute, and suck

slow active power support makes no effect in transient stability. Hence how to own a

quick starting-time and quick DC power changing-rate deserves further research.
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Application of Soft Switching Technology

in Inverter and Its Influence

on Electromagnetic Interference

Yinghua Yang, Honglin Gao, Xinhua Wang, Jinfei Tang,

Jialiang Li, and Yu Tian

Abstract This paper analyzes the electromagnetic interference (EMI) source and

spread path of traditional PWM inverter. To reduce the EMI it puts forward a new

soft switching PWM inverter, and expounds the inverter’s working principle. It

applies soft switching technology to traditional inverter. It measures the turn-on

voltage spike and the EMI conductive noise of AC inverter system through experi-

ment. It also analyzes and compares under hard switching condition and soft

switching condition respectively. It proves that soft switching inverter can reduce

EMI effectively.

Keywords Soft switching • Inverter • EMI • Noise spectrum

1 Introduction

At present, switching frequency of the traditional PWM inverter becomes higher

and higher. The higher frequency makes inverter output more pulses during per

period, so the equivalent voltage wave closes to sine wave much more. Then it can

reduce harmonic output and improve speed regulation performance.

However, the traditional inverter runs under hard switching condition, namely

the switches of inverter turn on and turn off under non-zero voltage switching

(NZVS) condition or non-zero current switching (NZCS) condition. It causes

problems such as switching loss, diode reverse recovery, inductive turn-off, capac-

itive turn-on and electromagnetic interference (EMI) [1]. When the inverter is

working, it causes EMI to other devices, which get more severe with higher
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frequency. It involves mighty conductive EMI caused by high du/dt and di/dt of
power devices. It also causes great electromagnetic radiation, which can cause

mistake to itself and EMI to other equipments and affect their performance.

2 Electromagnetic Interference Source and Spread

Route of PWM Inverter

In motor drive system high du/dt and di/dt occur with performance of power device

because of PWM modulation. Harmonic waves of the voltage and current range

from several kHz to hundreds of MHz. These high frequency factors shape leaking

current through parasitical capacity and common impedance and produce conduc-

tive EMI. There are two spread routes of leaking current of motor drive system. One

is coupling of the parasitical capacity between power electronic device and radiator,

the other is coupling of the distributive capacity between motor winding and stator

enclosure. Coupling of the distributive capacity between cable and the earth should

be taken into account if the inverter output cable is very long. The return route of

leaking current is mainly neutral point grounding wire of system transformer. The

EMI spread route of motor PWM drive system is shown in Fig. 1 [2, 3]. In Fig. 1

Csg is the distributive capacity between motor winding and stator enclosure; Clg is
the distributive capacity between cable and the earth; Cll is the distributive capacity
between cables. In addition, there is parasitical capacity between power electronic

device and radiator. The dashed line is differential mode current route and the

dotted line represents common mode current route.

3 The Novel Soft Switching Inverter

The effective method to overcome shortcomings of traditional PWM inverter is soft

switching technology. Soft switching involves zero voltage switching (ZVS) and

zero current switching (ZCS) [4–6]. The switch turns on and off under ZVS or ZCS

condition, which can restrict turn-on di/dt and turn-off du/dt, so as to reduce EMI.

PCC

VAC

g

n a
b

c

Ll Cll

Clg

Csg

S

3-Φ
Load

Fig. 1 EMI spread route of motor PWM drive system
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The paper puts forward a new parallel resonant DC link inverter (PRDCLI),

Fig. 2 is the topology. The circuit includes auxiliary resonant link, inverter circuit

and AC motor. The auxiliary switch T1, diode D1, auxiliary switch T2, diode D2,
resonant inductance Lr and resonant capacitance Cr constitutes the auxiliary circuit.
The resonant inductance Lr and resonant capacitance Cr compose of resonant link

circuit. The resonant link causes periodic ZVS grooves on DC side. It provides soft

switching condition for power devices S1~S6 of the 3-phase full bridge inverter.

The advantage of the new inverter is all the switching devices operate under soft

switching condition. Switch T1 turns on and turns off under ZVS condition, Switch

T2 turns on under ZCS condition and turns off under ZVS condition. It brings no

extra voltage and current stress to the main switches. The circuit is simple and easy

to control. It can make voltage of DC side descend to zero and hold for a needed

time for inverter PWM modulation and soft switching operation. Voltage of Cr
descends to zero when the main switches turn on.

4 Experimental Result and Analysis

The experimental parameters are: DC voltage Us ¼ 200 V, resonant inductance
Lr ¼ 1 μH, resonant capacity Cr ¼ 3.8 μF, inverter frequency f ¼ 10 kHz, resonant
frequency f ’ ¼ 80 kHz. The experiments are carried through under hard switching

condition and soft switching condition respectively.

4.1 Improving of Turn-On Peak of Inverter Switch

Figure 3 is voltage waves of main switches under hard switching (a) and soft

switching (b). Figure 3 proves that with resonant link the turn-on du/dt peak of

main switch is improved greatly. The max turn-on du/dt peak of main switch

Cd

Us

D2

Lr

Resonant link

Cr

T2

D1

T1

3-phase full
bridge inverter
and AC motor

Fig. 2 Topology of novel

PRDCLI
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reduces from 200 V under hard switching to 140 V under soft switching condition,

the reducing amplitude is beyond 30 %. So it can reduce EMI greatly.

4.2 EMI Experimental Result and Analysis

Conductive EMI can be measured through linear impedance steady net (LISN). The

EMI measurement system is shown in Fig. 4 [7]. The equivalent circuit of LISN is

shown in Fig. 5. Noise voltage Ua and Ub are the output of LISN, which are fed to

spectrum analyzer. We can use FFT function of spectrum analyser to analyse Ua or
Ub and get EMI spectrum. We measure noise voltage of hard switching inverter and

soft switching inverter under the same condition, and feed them to Tektronix

TDS1012B-SC scope. We use the scope’s FFT function to analyze noise voltage

and get EMI spectrum.

Figure 6 shows the EMI noise spectrum of hard switching inverter and soft

switching inverter.

The paper Compares Fig. 6a with Fig. 6b, it shows that during most of the

frequencies the soft switching inverter reduces EMI noise greatly. It is because in

soft switching inverter all the main switches perform under ZVS condition, it

reduces the switching du/dt and di/dt. And the auxiliary switches T1 and T2 operate

Fig. 3 Waveforms of device switch voltage under hard switching and soft switching situation

Fig. 4 EMI measurement

system
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under soft switching too. The auxiliary switch T1 turns on and turns off under ZVS

condition. The auxiliary switch T2 turns on under ZCS condition and turns off

under ZVS condition.

The comparison shows that soft switching inverter can immensely reduces

conductive noise of traditional hard switching inverter. And then it can reduce the

EMI to other equipment, so as to ensure the system perform safely and normally.

4.3 Comparison with the Related Works

Figure 7 shows the EMI noise spectrum of the new switching inverter and the

related works.

The paper also compares Fig. 7a with Fig. 7b, it shows that during most of the

frequencies the new soft switching inverter can reduces EMI noise more than the
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related works. It is because in the new soft switching inverter all the switches

operate under soft switching condition, it can reduce the switching du/dt and di/dt
greatly. But the auxiliary switches of the related works do not operate under soft

switching condition, it brings more EMI. So it proves that the new soft switching

inverter is more advanced than other related works.

5 Conclusion

The paper presents a new soft switching inverter to reduce EMI of traditional hard

switching inverter. It measures the turn-on voltage spike and the EMI conductive

noise of AC inverter system. It also analyzes and compares the EMI noise spectrum

under hard switching and soft switching condition. It also compares the EMI noise

spectrum with other related works. Finally it proves the new soft switching inverter

can reduce effectively EMI. The soft switching inverter is feasible and positive.
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A Summary of Harmonic Detection

in Electricity Distribution Based

on the Instantaneous Power Theory

Zhi-xia Zhang, Chang-liang Liu, Xin-yu Zhang, and Funaki Tsuyoshi

Abstract In order to prove that the Instantaneous power theory can be applied to

the power quality research field, applications of the harmonic detection method

based on the instantaneous power theory in three-phase four-wire electricity distri-

bution and single-phase electricity distribution were discussed. Moreover, basic

approaches of the instantaneous power, pq method and ip � iq method were

introduced. Simulations about pq method and ip � iq method were built by the

MATLAB software to confirm the validity of the method. The harmonic detection

method based on instantaneous power theory in three-phase four-wire electricity

distribution and single-phase electricity distribution was easy to implement, and

harmonic current can be detected accurately and real-time in the case of voltage

distortion or frequency changes.

Keywords Harmonics • Instantaneous power theory • Current detection • Low-

pass filter • Electricity distribution

1 Introduction

In modern power system, because of increasing using nonlinear loads, especially

power electronic devices, a large number of harmonics and reactive current [1]

inject into the grid, causing problems that voltage flicker, the frequency changes,

three-phase imbalance, which will affect power quality, transmission efficiency and

equipment safety. The harmonics and reactive power compensation have received

increasing attention. Currently, an important trend of harmonic suppression is to

use active power filter (APF). APF can track the frequency and amplitude of the

grid current which are parameters of making a compensation, and its compensation
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characteristic cannot affected by network impedance, so it plays an important role

in harmonic suppression. Its principle is that harmonic current is detected from

compensation object by the compensation device on the purpose of generating

compensation current which compare with the harmonic current, its size is equal

but the polarity is reverse, consequently, grid current only contains the fundamental

component. How to extract the harmonic current accurately and real-time from the

grid in the harmonic detection is the big key. The APF compensation characteristics

depend on the algorithm about extracting harmonic current from the grid. Among

harmonic detection algorithms, which is the most widely used in APF is the

detection method based on the “instantaneous power theory”. This paper described

the application of the harmonic detection method based on the instantaneous power

theory in three-phase electricity distribution and single-phase electricity

distribution.

2 Instantaneous Power Theory Basis

Akagi Thai, Japanese scholar in 1983 [2], proposed the instantaneous power theory

in the three-phase circuit firstly, which is also known as pq theory. In 1990s, Wang

Zhao-an, a professor in Xi’an JiaoTong University, completed instantaneous cur-

rent definition of the instantaneous power theory. The instantaneous power theory is

based on the definition of the instantaneous active power p and instantaneous

reactive power q [3]. Instantaneous active power p(instantaneous reactive power q)
is the product of voltage vector e and instantaneous active current ip (instantaneous
reactive current iq), and then a matrix form of formula can be written to arrive at the

coefficient matrix.

Suppose the three-phase currents in the grid are the iabc. Equation 1 is the

currents transform formula, the voltages transform is same as the currents.

iα

iβ

" #
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2
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The traditional active power and reactive power are defined in the average

concept or phasor concept which can only apply to the case when the voltage and

current are sine-wave. However, the concept of instantaneous power theory, is

defined on the basis of the instantaneous value which not only applies to sine

wave, also applies to non-sine wave and any other transition processes. It can be

seen from all of the above definition of the concept of instantaneous power theory

that the new theory is very similar with the traditional theory in form and can be

treated like the promotion and extension of the traditional theory. Based on this

theory, the two detection methods named pq detection method and ip�iq detection
method can be drawn to calculate the harmonics of three-phase circuit.
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2.1 pq Detection Method

The pq detection principle is that the current (voltage) is converted from matrix

transformation of three-phase to two-phase reference frame.

Through the operator matrix, three-phase active power p and the three-phase

reactive power q can be drawn, through low-pass filter, the DC component of p and
q will be lefted. After getting the fundamental component of the current through the

matrix operations, fundamental active current in three-phase reference frame can be

drawn from the two-phase to three-phase transformation. Then the three-phase

harmonic current iah, ibh, ich can be obtained by original current subtracting from

the fundamental grid current. Figure 1 shows its principle block.

Where the matrix Cpq is

Cpq ¼ vα vβ
vβ �vα

� �
(2)

2.2 ip�iq Detection Method

ip�iq detection principle is that active current ip and reactive current iq can be

obtained by multiplying the current in two-phase reference frame by matrix C,

which is gained from the first-order phase-locked loop [4] by a phase voltage.

Fundamental active current in three-phase can be obtained through the LPF and

two-phase to three-phase transformation, then the three-phase current harmonic

currents iah, ibh, ich can be gained by the original current subtracting from the

fundamental active current. Figure 2 shows the principle block. It can be seen

from the above theory, pq detection method requires the detection of three-phase

currents and voltages, its service condition is that three-phase grid voltage cannot

distort, otherwise, the harmonic current cannot be detection accurately and real-

time. ip�iq detection method is the improvement of pq detection method. It only
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Fig. 1 pq detection method principle block
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needs the phase information of a phase voltage, but does not need all of three-phase

voltages, therefore harmonic current can be detected accurately under the voltage

distortion.

Where matrix C is

C ¼ sinωt � cosωt

� cosωt � sinωt

" #
(3)

2.3 Simulation

Based on the above principle, Matlab/Simulink toolbox is used to build a simulation

model. Take pq detection method for example. The settings of simulation are that

AC voltage 220v, 50Hz, three-phase symmetric linear load and distortion current is

generated by the rectifier bridge. Figure 3 shows A-phase result which are A-phase

voltage va, current ia, fundamental current iaf and harmonic current iah respectively.
Simulation model of ip�iq is built based on its principle block. Using the phase-

lock loop to track phase information, and rest of ip�iq simulation model is similar to

pq model. Parameter settings are the same. In the same condition, its simulation

result is also shown as Fig. 3.

3 Application in Three-Phase Four-Wire Electricity

Distribution and Single-Phase Electricity Distribution

3.1 Application in Three-Phase Four-Wire Electricity
Distribution

At present, China’s low-voltage distribution system mainly uses three-phase four-

wire power system, such as factories, residential and urban power systems. There-

fore, the compensation strategy of the harmonic current detection method in the
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Fig. 2 ip�iq detection method principle block
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three-phase four-wire electricity distribution has an important practical signifi-

cance. Harmonic detection based on instantaneous power theory cannot be used

in three-phase four-wire electricity distribution originally, because three-phase

current contains zero-sequence component(i0).A simple solution is to remove

zero-sequence component, afterward detecting harmonic current. In three-phase

four-wire electricity distribution, three-phase currents contain the zero-sequence

components equal, and its values are one-third of sum of three-phase currents, as

the following Eq. 4 shows,

ia0 ¼ ib0 ¼ ic0 ¼ ðia þ ib þ icÞ 3= (4)

After the zero-sequence components are subtracted from three-phase currents

respectively, the traditional detection based on instantaneous power theory can be

used. The principle block is shown in Fig. 4 (Take ip�iq method for example).

3.2 Application in Single-Phase Electricity Distribution

Harmonic detection method also cannot be used in single-phase electricity distri-

bution, because single-phase circuit only has one phase current and one phase

voltage. Transformation is a necessary process if the harmonic detection method

want to be used.

One solution method is the single-phase current or voltage decomposition

method, which is based on three-phase voltage phase relationship that differ 120�

respectively [5]. Assume v and i are single-phase voltage and single-phase current

respectively in the single circuit, lagging vs 120
� and 240� can structure vb and vc,

make is the same treatment. Consequently, the pq detection method or ip�iq
detection method can be used. Because of the advantages of the ip�iq method,

the new detection method under ip�iq detection method is taken into consideration.

Its principle block is shown in Fig. 5.

-200
0

200

-4
-2
0
2
4

-5

0

5

0 0.02 0.04 0.06 0.08 0.1
-2

0

2

4

Fig. 3 Result of simulation

of pq detection method

A Summary of Harmonic Detection in Electricity Distribution Based on the. . . 545



Another solution method is to construct two-phase reference frame current

(voltage) directly from the single-phase current (voltage) [6]. The method is that

taking is is iα and taking is lagged 90
� is iβ. Harmonic current also can be detected by

this method real-time and accurately. It is similar to the first method but is more

easier than it. The characteristic of this approach is easy to implement.

It has theoretically testified that two methods mentioned above are effective.

Figure 6 shows the second method’s principle block. At present, many scholars,

professional and technical personnel has make in-depth and meticulous research

about harmonic detection in theory and in fact, initially realized, but still not

perfect [7].

4 Conclusion

According to the above analysis results, in the situation of three-phase imbalanced

and voltage distortion, ip�iq detection method can calculate the harmonic current of

the power grid real-time and accurately, while the result of the traditional pq
detection method has error, because voltage in the grid with distortion is not

involved in the ip�iq detection method. Therefore, ip�iq detection method can be
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applied in the grid parameters measurement technology more widely. Even though

harmonic detection method based on instantaneous power theory was originally

supposed to be applied for the three-phase three-wire circuit, in three-phase four-

wire electricity distribution, the detection method can be used when the zero-

sequence component is removed from the grid current. Regarding to single-phase

electricity distribution, in accordance with single-phase voltage and current, it can

construct the corresponding three-phase system (or construct orthogonal variables

in two-phase reference frame directly) and consequently, the harmonic current

detection methods also can be applicable.
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Reduce-Size Dual-Polarized Microstrip

Antenna

Yong Cheng and ZhenYa Wang

Abstract This study proposes a new design of dual linearly polarized microstrip

(patch) antenna which uses a set of slits and slots to effectively reduce the area of

patch compared with the conventional, dual linearly polarized square patch. The

proposed antenna was simulated by using EM simulator IE3D. The antenna is

designed on inexpensive FR4 substrate. Simulated results show that at the same

operates frequency the proposed antenna is more than 50 % smaller compared to a

conventional dual-polarized square patch. Isolation between the port1 and the port2

is lower than 35dB. Additionally, the cross-polarization level of the proposed

compact dual-polarized is better than -30dB in the E- and H-plane patterns.

Keywords Compact microstrip antenna • Dual-polarized radiation

1 Introduction

Microstip antennas are widely used in the wireless communications, because of its

compact size, low prices and. To achieve circularly polarization, a microstrip line is

used to feed a square ring patch [1] and a inverted L slit is embedded in the ground

plane to excite two orthogonal vectors [2]. Meandering probes feed the patch to

obtain dual-polarized performance [3]. A novel microstrip dual-polarized antenna

is excited by a hook shaped probe [4] and other excites method [5] are reported. In

this article, some symmetrical slits and slots are embedded in the radiation patch to

make the size of the antenna be reduced significantly while excited the excellent

dual-polarized radiation for the operating frequency. Two probe feeds are used to

excite two line polarizations.
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2 Antenna Design

A novel antenna with the addition of slits and slots is described in this section. The

side length of the square radiating patch is L which is 28.5 mm. The substrate of the

antenna is FR4 with thickness 1.6 mm and relative permittivity 4.4. The width of

the slits and slots are all 1 mm. The antenna is fabricated on rectangles of FR4

substrate of dimensions: 60.00 � 60.00 � 1.6 (length � width � thickness in

millimeter). The geometry of the antenna is shown as Fig. 1. The antenna is fed

by two coaxial probes. dp ¼ 5.9 mm represents the location of the two feeding

points away from the antenna center.

The proposed design, optimized for a resonant frequency of 1.72 GHz. Each slit

has length of y1 ¼ 11.65 mm and the cross slot has length of y3 ¼ 10.0 mm. The

other four slots are the same and have length of x1 ¼ 9.23 mm and y2 ¼ 4.57 mm,

and they are at a distance of 5.25 mm away from the patch edge (x2 ¼ 5.25 mm).

The combination of slits and slots effectively increases the length of the current

streamlines. Consequently the fundamental frequency is lower than for a conven-

tional microstrip antenna without slits and slots. Therefore the size of the proposed

antenna can be reduced than the conventional design at the same operating

frequency.

3 Simulated Results and Discussion

Antennas A1, A2, A3 are three kinds of prototype with the same dimension but

different dp (the position of the feeding point). Reference antenna A is a

corresponding antenna without slits and slots. All of the antennas have the same

Fig. 1 Geometry of the antenna
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size. The four antennas are studied to compare their performances. The Table 1

shows the parameters of the slits and slots and the dual-polarized bandwidths.

Figure 2 presents the S11 and S21 versus frequency.

As the Fig. 2 shows, it is obviously that the obtained resonant frequency of

antenna A2 is much lower than that of the reference A. The resonant frequency of

antenna A2 is 1,720 MHz. That is lower about 29 % compared to the operating

frequency of reference A,2,434 MHz. It is observed that the variations of S11 are not

sensitive to the feed position dp. It moved from 5.7 mm (antenna A1) to 6.1 mm

(antenna A3). However, the isolation between the port1 and the port2 changes

greatly versus frequency with a small variation in the probe feeding position.

Finally, it should be noted that as the resonant frequency decreases, the operating

impedance bandwidth decreases. Figure 3 shows the radiation patterns of antenna

Table 1 Antenna parameters and performances

dp

(mm)

x1

(mm)

x2

(mm)

y1

(mm)

y2

(mm)

y3

(mm)

L

(mm)

Fr

(MHz)

BW

(%)

Antenna A1 5.7 9.23 5.25 11.65 4.57 10.0 28.5 1,715 1.46

Antenna A2 5.9 9.23 5.25 11.65 4.57 10.0 28.5 1,720 1.51

Antenna A3 6.1 9.23 5.25 11.65 4.57 10.0 28.5 1,722 1.50

Reference A 5.9 0 0 0 0 0 0 2,434 2.42

Fig. 2 Simulated S11 and S21 versus frequency; (a) A1.(b) A2. (c) A3. (d) Reference A
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A2 at 1,720 MHz. The excitation is fed from port1. The cross-polarization levels of

antenna A2 in the E- and H-planes are both better than �30 dB.

To see the size merit of the design more clearly, we simulate another antenna

Reference B, a conventional, dual linearly polarized square patch without slits and

slots, and the fundamental resonant frequency is 1.72 GHz which is same as

Antenna A2. The parameters and performances of Antenna A2 and Reference B

are given in Table 2. For the same resonant frequency, the proposed design A2 with

slits and slots has side dimensions of L ¼ 28.5 mm, whereas Reference B had

dimensions of 40.55 mm. Hence, Antenna A2 has achieved the 50 % size reduction

comparing the reference antenna. Figure 4 presents the S11 and S21 versus fre-

quency of antenna Reference B.

Fig. 3 Co-polarization and cross-polarization radiation patterns of antenna A2

Table 2 Antenna parameters and performances

dp

(mm)

x1

(mm)

x2

(mm)

y1

(mm)

y2

(mm)

y3

(mm)

L

(mm)

Fr

(MHz)

BW

(%)

Antenna A2 5.9 9.23 5.25 11.65 4.57 10.0 28.5 1,720 1.51

Reference B 9.1 0 0 0 0 0 40.55 1,720 2.2

Fig. 4 Simulated S11 and

S21 of reference B:

L ¼ 40.55 mm
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4 Measurements

After studying the antenna detailly by using EM software, a prototype of the

antenna is fabricated. The photo of the antenna is shown in Fig. 5. The antenna is

fed by two probes. The characteristics of the two input ports are measured using

vector network analyzer 8720ET. The results are shown in Fig. 6. The center

frequency is 1,718 MHz and the bandwidth (below �10 dB) is 27 MHz. Relative

bandwidth is 1.57 %.

The isolation between the port1 and port2 is measured and shown in Fig. 7.

At the center frequency, the isolation is below �30 dB.

Fig. 5 The photo

of the antenna

Fig. 6 The return loss

of the antenna
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5 Conclusion

In this paper, a novel, microstrip patch antenna which has compact size, dual-

polarization is investigated. By embedding some slits and slots in the square

radiating patch to change the electrical current that the resonant frequencies of

the two linear polarizations can be lowed. In the proposed design, the cross

polarization level is lower than�30 dB and the size of the antenna can be reduced

of 50 %.
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Grain Logistics Management Information

System Based on Short Message Service

Technology

Feng Wang, Zhaohui Xu, Tong Zhen, Xiaoming Zhang, and Meng Zhang

Abstract For grain logistics information’s real-time transmission and management,

a method of using smart phone as a client terminal is proposed and a relevant grain

logistics management information system based on SMS technique designed. The

grain logistics information can be transmitted between the smart phone and the

database server by means of SMS and windows service. And the real-timemonitoring

of grain logistics can be realized in virtue of the platform of management information

system. This system realized such functions as collecting grain logistics information,

distributing scheduling information and monitoring the grain vehicle location infor-

mation. Test results showed that the grain logistics information can be collected and

managed conveniently and effectively with our system.

Keywords Grain logistics • Short message service • Windows service

1 Introduction

Grain is a special commodity which has close relationship to national economy and

the people’s livelihood [1]. The production, circulation, processing and sale of

grain play an important role in the national economy and social development.
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The modern food logistics system building is the key link to guarantee our

country’s food security. Short messaging service (SMS) technology has the

advantages of GSM (Global System for Mobile Communications) network of the

high efficiency of spectrum, safety, high stability, large capacity, wide covering

range and strong anti-noise ability advantages [2]. Its application to the grain

logistics management information businesses can provide data support for the

grain logistics management, and then the real-time transmission and management

of grain logistics information can be achieved.

2 System Design

2.1 System Architecture

The smart phone is used as user terminal on platform of the development grain

logistics management information system, and the application software is devel-

oped on it to realize the information transmission between the user terminals and

management information system platform. To complete the whole system function,

the SMS cats, communication server and database components are needed. The

system architecture is shown in Fig. 1.

Smart phone interact information with communication server and database

through SMS cats and the platform of management information system operate

the database directly [3, 4]. The system has features of low coupling and is

expandable.

2.2 The Main Functional Modules of the System

The system functional module structure is shown in Fig. 2. The platform of

management information system realize the functions of delivering grain schedul-

ing information, managing grain operation information and monitoring the grain

Smartphone SMS cats

Communication
sever

Database
The platform of

management
information systemFig. 1 System architecture
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vehicle location information, etc; the smart phone system realize the functions of

confirming grain scheduling information, collecting grain operation information

and grain vehicle location information, etc.

3 Key Techniques of the System

3.1 Smart Phone Terminal

3.1.1 SMS Processing Flow

In this paper, the windows mobile smart phone terminal with GPS functional

module is selected. It can receive, process and send grain logistics information.

After the enablement of smart phone terminal system, the application program calls

Windows CE Mail Application Programming Interface (hereinafter referred to as

CEMAPI) through the “platform invocation services” to read specific grain sched-

uling message (hereinafter referred to as the “specific message”) from message

inbox automatically, analysis and abstract the mobile phone number, transportation

Grain logistics management information system based on SMS

Smartphone terminal
The platform of

management information
system

C
onfirm

ing grain scheduling
inform

ation

P
ublishing grain scheduling

inform
ation

M
onitoring the grain vehicle location
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ation

M
anaging grain operation
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ation

C
ollecting grain vehicle location
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ation

C
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Fig. 2 System structure
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contract number and GPS sending time interval corresponding to the message,then

confirm scheduling information, collect data related to grain logistics, and finally,

complete the sending of grain logistics data. The SMS processing flow chart is

shown in Fig. 3.

3.1.2 Reading and Analysing the Specific Message from Inbox

The application program uses CEMAPI to realize reading specific messages from

inbox automatically, and the specific steps are as follows. Firstly, analysis and get

session object which the IMAPISession access. Secondly, abstract short message’s

IMsgStore store object. Thirdly, abstract IMAPIFolder directory objects of the

inbox. Finally, get IMessage object, and compare the attribute of sender to contact

list members to judge whether the message is sent by the platform of management

information. If so, after reading message content to data table named DataGrid, the

application program analysis the message content based on message agreement, get

the transportation contract number and GPS sending time interval, transfer them

Start

Stop

Read inbox messages

Is grain logistics message?

Is scheduling
message?

Agree scheduling?

Analysis the massage content

Confirming scheduling information

Send agreeing scheduling message Send refusing scheduling message

Collect and Send grain logistics information message

Y N

Y

N

Y

N

Fig. 3 Flow chart of the SMS handling of smart phone
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and then show them to respective relevant interface of the application program

automatically. Users only need simply input loading, unloading, weighing and other

few necessary information.

3.1.3 Obtaining Grain Vehicle GPS Information

The smart phone’s GPS module transfer text format data made by NMEA (National

Marine Electronics Association) through the serial port. Using GPSID (GPS Inter-

mediate Driver) to analysis NMEA grammar can obtain GPS information which

contains longitude, latitude, speed and time. The schematic diagram is shown in

Fig. 4.

In Fig. 4, GPSID is a device driver located between the application program and

interface layer of the GPS module [5], and it packages the serial port operation,

making the developed applications access GPS module directly without through

serial port, instead, access API functions provided by it, and then it access GPS

module.

3.1.4 The Grain Logistics Message Agreement

The types of information sent by mobile phone including the confirmation schedul-

ing, loading and unloading good’s weight and vehicle’ GPS information. To

distinguish them, the judgment information type’s marks are added as follows:

confirmation scheduling ¼ 1, loading information ¼ 2, unloading information

¼ 3, vehicle’s GPS information ¼ 4. The symbol “/” is used to demarcate each

field of grain logistics message content. Various kinds of message agreement

content format are as follows:

1. 1/transportation contract number/[agree with scheduling or disagree];

2. 2/transportation contract number/the longitude of loading place/the latitude of

loading place/gross weight after loading;

3. 3/transportation contract number/the longitude of unloading place/the latitude of

unloading place/weight after unloading;

4. 4/transportation contract number/the longitude of transportation vehicle/the

latitude of transportation vehicle.

Application
program

API functions
provided by GPSID

Set messages (in
registry)

GPS module

Fig. 4 Schematic diagram

of obtaining the GPS

information
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For example, a grain unloading message is as follows:

3#04#86136********#3/2010041501/113.544305/34.831813333333/30#10-4-

1514:30:12

In this message, ‘3/2010041501/113.544305/34.831813333333/30’ is unloading

information, including fields of flag bits, transportation contract number, the

longitude of unloading place, the latitude of unloading place and weighting

unloading, etc.

3.2 Communication Server

The communications server adopts windows service technology and multi-thread

mechanism to realize the sending and receiving of the grain logistics SMS through

calling the dynamic link libraries of SMS cats. The sending SMS thread and

receiving SMS thread should be opened. When these two threads use the serial

communication of SMS cat, it uses the thread synchronization mechanism. The

process of sending SMS thread is described as follows.

A queue is used to storage outgoing SMS messages. It should be judged whether

the queue has outgoing messages. When there are messages in the queue, reading

them one by one and calling the SMS sending function in the dynamic link libraries

of SMS cat to send messages. If send successfully, add messages to sending

successful table; otherwise, add messages to sending failed table. When the queue

is empty, continue to cycle and judge whether the queue has outgoing messages.

The process of receiving SMS thread is described as follows. The new SMS

discrimination function in the dynamic link libraries of SMS cat is used to judge

whether the system has received a new SMS. If a new message received, the

receiving message function in dynamic link libraries to read the new message is

called. The message’s legality is determined. If the SMS is legal, then add the

messages to receiving SMS table and delete the received messages in the SIM card.

Otherwise, delete the received SMS in the SIM card directly. Then go to begin and

determine whether the system has received a new SMS. The flow chart is showed

in Fig. 5.

3.3 Database Server Message Processing

The smart phone and the platform of management information system realize data

transmission through interaction with database respectively.

The platform of management information system generates the scheduling

information according to the transportation contract table and the vehicle informa-

tion table in database, and inserts it into the outgoing messages table in database. If

the outgoing messages table has new message inserted, the platform uses trigger to

call user-defined communication client for data transmission, and then in Windows
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server use TCP protocol communication technology and multi-thread processing

mechanism to receive the data from communication client, and put data into the

outgoing message queue one by one, so as to realize that the database changes will

be automatically notified by communication server.

The grain logistics messages database insert the receiving SMS table through

SMS cats and communication server. SQL Server Service Broker is used to create

conversation, and exchange messages between the target and the initiator;

SqlDependency is used to provide SQL query statement of setting rules to SQL

Server Service Broker for subscribing query notification. When the data in database

change, OnChange events will be triggered automatically by SqlDependency to

inform the application program, so as to achieve the purpose that the system data or

cache be updated automatically.

3.4 The Platform of Management Information System

The messages sent by the platform of management information system include

grain scheduling information and grain vehicle GPS information. Considering the

convenience of receiving message function of using smart phone operating system

Startup

Communication device initialization

Open sending SMS thread Open receiving SMS thread

Having massages in sending
queue?

Having massages in receiving
queue?

Reading message Open sending SMS thread

Legal message?
Sending successfully?

Add the message to
receiving SMS table

Delete the received
messages in the SIM card

End

Add the message to
sending success table

Add the message to
sending failed table

End

Y

N

Y
N N

N

Y

Y

Fig. 5 Flow chart of the SMS handling of windows service
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and understanding the message content for mobile phone users, we added the

information type’s judgment marks, “scheduling instruction” or “GPS instruction”.

The symbol “*” is used to demarcate each field of grain logistics message content.

The formats of grain logistics message content in platform are as follows:

1. Scheduling instruction * transportation contract number. . . * scheduling content;
2. GPS instruction * transportation contract number. . . * time interval (minutes).

4 Test Results and Conclusions

The functions of the system were tested by the Grain Trading Logistics Market in

Henan Province, China. It’s a large special enterprise involves with grain’s

purchase, sale and logistics. Test results showed that the grain logistics information

can be collected and managed conveniently and effectively with the system.

SMS technology’s application to the grain logistics management information

businesses can provide key data support for the grain logistics management. And

the real-time transmission and management of grain logistics information can be

achieved.
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Pricing Strategies for Reverse Supply Chain

of Electronic Waste Based on Game Theory

Huali Sun, Feng Hong, and Yaofeng Xue

Abstract The pricing strategies of the reverse supply chain system of electronic

waste (e-waste) consisted of recyclers and processors are proposed. The

trapezoidal fuzzy membership functions are used to describe the uncertainty of

the recycling price. The amount of recycling e-waste, the recycling price and the

profits of recyclers and processors in cooperation and non-cooperation game

decisions are presented. The simulated results show that the cooperation,

the elasticity coefficients of price, the remanufactured rate, the recycling cost,

the re-manufacturing cost and the government subsidy for non-recycled e-waste

will affect the recycling price, the amount of recycling e-waste and the profits of

recyclers and processors directly. The results in this paper can provide good

guidance and reference for the operation of the e-waste reverse supply chain

system.

Keywords Electronic waste • Reverse supply chain • Price decision • Trapezoidal

fuzzy number • Game theory

1 Introduction

The electronic waste (e-waste) refers to all kinds of electronic products which

nearly reach the end of their life cycle, such as the computer waste, the communi-

cation equipment waste, the household appliance waste, the electronic instrument

and meter waste. The e-waste contains a large number of harmful materials such as
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lead, cadmium and mercury. If the harmful materials are processed improperly,

they will seriously threaten the natural environment and human life. At the same

time, e-waste contains precious metals such as gold, silver and platinum. These

precious metals have economic value by being processed effectively. Therefore, the

reverse supply chain of e-waste plays an important role in the environmental

protection, reducing the consumption of resources and achieving sustainable devel-

opment. However, the market of the reverse supply chain of e-waste in China is still

lacking of a reasonable pricing mechanism.

In recent years, many scholars studied the reverse supply chain pricing

[1, 2]. E-waste is more valuable than other wastes, and its recycling pricing is

more complex. There is little work for e-waste reverse supply chain pricing. Wang

(2006) discussed the pricing problem of e-waste reverse supply chain with three

recycling models, including the national investment model, industry alliance model

and manufacturer model. The results show that the manufacturer model of recycling

system can obtain the maximal profit at the lowest price in competition [3]. Mitra

(2007) analyzed the pricing problem of the mobile phone waste in India with

achieving the maximum value of the revenue function. She considered that differ-

ent recycling products in quality will lead to different prices [4]. Sun developed the

pricing strategy of the close-loop supply chain of e-waste between the single

manufacturer and the single distributor. A Stackelberg game model and a coopera-

tion game model were formulated in which the manufacturer is leader and the

distributor is follower [5]. Cao built a three-level reverse supply chain model of

e-waste which consists of manufacturers, repair centers and retailers. The model

achieves the Stackelberg equilibrium and the optimal solution of cooperation

mechanism by using the game theory. This paper studies the reverse supply chain

consisted of recyclers and processors of e-waste. In view of the uncertainty of

e-waste recycling in quality, the trapezoidal fuzzy membership functions describing

the uncertainty of the recycling prices are proposed. The parameters standing for

harmless processing cost and the government subsidies are added to the recycling

pricing model. After discussing the recycling pricing strategies, some practical

suggestions are presented.

2 Problem Description

2.1 Model Assumptions and Symbol Descriptions

It assumes that, in the reverse supply chain including single recycler and single

processor of e-waste, the recycler recycles e-waste from customers, and processor

must purchase all e-waste from recycler. The processor classifies the e-waste into

different grades by quality. The irreplaceable products will be processed harmlessly

and the replaceable products will be re-manufactured in order to return the market.

The market information is known completely. The e-waste recycler and processor
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are independent decision makers. Their decision objectives are to achieve the

maximum value of their own profit. At the same time, the government provides

economic subsidies for harmless treatment of e-waste.

Here are symbol descriptions of model:

p0 denotes a unit sale price of re-manufactured products re-manufactured

by processor. ~pr denotes a unit fuzzy recycling price of e-waste recycled

by processor from recycler. According to the trapezoidal fuzzy number [6]

~pr ¼ðσpr � L; σpr; pr; pr þ RÞ ,where R; L; σ are values with regard to expe-

riences; pr is a decision variable for the recycling price of the good quality of

e-waste by processor; σpr is the recycling price of bad quality of e-waste. In

addition, 0 < σ < 1. cr denotes a unit recycling cost of e-waste processor. c0r
denotes a unit re-manufacturing cost of e-waste processor. ψ denotes the transfer

recycling price of e-waste recycler. ~ph ¼ ð1� ψÞ~pr denotes a unit fuzzy

recycling price of e-waste by recycler. ~ph ¼ ðð1� ψÞσpr � ð1� ψÞL; ð1� ψÞ
σpr; ð1� ψÞpr; ð1� ψÞpr þ ð1� ψÞRÞ , where ph is a decision variable of

e-waste recycler. ch denotes a unit recycling cost of recycler. c0h denotes a

unit management cost of recycler. ~D denotes the recycling quantity of e-waste,

~D ¼ dð~phÞk; ðd > 0; k > 1Þ,d is the conversion factor, k is the elastic coefficient

of price. t denotes a unit cost of harmless processing for irreplaceable e-waste

by processor. The total processing cost is T ¼ tð1� ηÞD ¼ tð1� ηÞdpkh, where η is
the re-manufactured rate. θ denotes a unit subsidy for irreplaceable e-waste

products; the total subsidies are θð1� ηÞdpkh , and the total subsidies are less

than the total processing costs of non-value e-waste. ~πr denotes the fuzzy profit

for processor. ~πh denotes the fuzzy profit of recycler. ~π denotes the fuzzy profit of

the supply chain system, ~π ¼ ~πr þ ~πh.

2.2 Estimation Values of ~πr, ~πh and ~π

According to trapezoidal fuzzy number [6] and let Δ ¼ R�L
4

, the estimation values

of ~πr, ~πh and ~π are as follows respectively:

Eð~πrÞ ¼ p0 � 1þ σ

2
pr þ Δ

� �
� cr � c0r

� �
dð1� ψÞk � 1þ σ

2
pr þ Δ

� �k

þðθ � tÞð1� ηÞdð1� ψÞk � 1þ σ

2
pr þ Δ

� �k (1)

Eð~πhÞ ¼ 1þ σ

2
pr þ Δ

� �
ψ � ch � c0h

� �
dð1� ψÞk � 1þ σ

2
pr þ Δ

� �k

(2)
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Eð~πÞ ¼ p0 � cr � c0r � ch � c0h � 1� ψð Þ 1þ σ

2
pr þ Δ

� ��

þ ðθ � tÞð1� ηÞ
�
dð1� ψÞk 1þ σ

2
pr þ Δ

� �k (3)

ðpr;ψÞ is the pricing strategy. Thus, the following lemma can be proved:

Lemma when

2ðk � 1Þ
ð1þ σÞðk þ 1Þ ½p0 � cr � c0r þ ðθ � tÞð1� ηÞ� � 2Δ

1þ σ
þ 4ðch þ c0hÞ
ð1þ σÞðk þ 1Þ < pr

<
2

1þ σ
ðp0 � cr � c0r � ΔÞ;

ch þ c0h
1þ σ

2
pr þ Δ

< ψ <
2

k þ 1
þ ðk � 1Þðch þ c0hÞ
ðk þ 1Þ 1þ σ

2
pr þ Δ

� � ;

Eð~πrÞ is the lower convex function of pr; Eð~πhÞ is the lower convex function of ψ;
Eð~πÞ is the lower convex function on ðpr;ψÞ;F and ðpr;ψÞ is the set of pricing
strategies.

F ¼
(
ðpr;ψÞj 2ðk � 1Þ

ð1þ σÞðk þ 1Þ ½p0 � cr � c0r þ ðθ � tÞð1� ηÞ�

þ 4ðch þ c0hÞ
ð1þ σÞðk þ 1Þ �

2Δ
1þ σ

< pr <
2

1þ σ
ðp0 � cr � c0r � ΔÞ;

ch þ c0h
1þ σ

2
pr þ Δ

< ψ <
2

k þ 1
þ ðk � 1Þðch þ c0hÞ
ðk þ 1Þ 1þ σ

2
pr þ Δ

� �
) (4)

Lemma shows that, when ðpr;ψÞ=2F , both parties have no benefit, or the fuzzy

estimation values of the profit of processor, the profit of recycler and the total profit

of the supply chain will reduce due to the reduced recycling amount. Therefore,

both parties make pricing decisions in F, which is called a feasible set.

3 Non-cooperation Game Model for Pricing

In the non-cooperation game theory [7], the processor is the leader and the recycler

is the follower. It is a typical Stackelberg game model. Thus, we can formulated the

following decision model:
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MaxEð~πrÞ ¼ p0 � 1þ σ

2
pr þ Δ

� �
� cr � c0r þ ðθ � tÞð1� ηÞ

� �

� dð1� ψÞk 1þ σ

2
pr þ Δ

� �k

(5)

s:t:MaxEð~πhÞ¼ 1þσ

2
prþΔ

� �
ψ� ch� c0h

� �
dð1�ψÞk � 1þσ

2
prþΔ

� �k

(6)

Estimation the recycling price of e-waste by recycler:

Eð~phÞ� ¼
k2

ðk þ 1Þ2 ½p0 � cr � c0r � ch � c0h þ ðθ � tÞð1� ηÞ� (7)

Estimation the profit of processor:

Eð~πrÞ� ¼ d
k2k

ðk þ 1Þ2kþ1
½p0 � cr � c0r � ch � c0h þ ðθ � tÞð1� ηÞ�kþ1

(8)

Estimation the profit of recycler:

Eð~πhÞ� ¼ d
k2kþ1

ðk þ 1Þ2kþ2
½p0 � cr � c0r � ch � c0h þ ðθ � tÞð1� ηÞ�kþ1

(9)

Estimation the profit of the supply chain system:

Eð~πÞ� ¼ dð2k þ 1Þ k2k

ðk þ 1Þ2kþ2
½p0 � cr � c0r � ch-c

0
h þ ðθ � tÞð1� ηÞ�kþ1

(10)

4 Cooperation Game Model for Pricing

In cooperation decision model, there is a cooperation between processor and

recycler. Both parties work together to achieve the maximal profit, we can formu-

late the following decision model:

MaxEð~πÞ ¼ p0 � cr � c0r � ch � c0h � ð1� ψÞ 1þ σ

2
pr þ Δ

� �
þ ðθ � tÞð1� ηÞ

� �

dð1� ψÞk 1þ σ

2
pr þ Δ

� �k

; s:tðp;ψÞ 2 R

(11)

Pricing Strategies for Reverse Supply Chain of Electronic Waste. . . 567



The solution set is:

F ¼ ð�pr; �ψÞf jð1� ψÞ 1þ σ

2
pr þ Δ

� �

¼ k

k þ 1
� ½p0 � cr � c0r � ch � c0h þ ðθ � tÞð1� ηÞ�g (12)

Eð~phÞ� ¼
k

k þ 1
½p0 � cr � c0r � ch � c0h þ ðθ � tÞð1� ηÞ� (13)

Eð~πÞ� ¼ dkk

ðk þ 1Þkþ1
½p0 � cr � c0r � ch � c0h þ ðθ � tÞð1� ηÞ�kþ1

(14)

By comparing the results of the two decision models, several conclusions are

summarized:

(a) In the non-cooperation decision model, the profit of processors is higher than

that of recycler.

(b) In the cooperation decision model, the recycling price, the recycling amount

and the system profit of recycler are higher than that of processor.

(c) The relationship of government subsidies for the recycling price and the

recycling profit is positive growth in both decision models. Thus, the profits

of recycler and processor will increase, when the government subsidies, the

recycling prices and the recycling amount increase. Conversely, the profits of

recycler and processor will decrease, when the recycling prices decrease and the

recycling amount reduces.

(d) In both decision models, the profit of processors will decrease, when the

recycling price and the re-manufactured cost increase and the sale price of

re-manufactured products decrease, and vice versa.

5 Numerical Simulations

In order to analyze how the elasticity coefficient of price and the re-manufactured

rate will affect the recycling price, the recycling amount and the profits of both

parties in both decision models, the numerical simulation of an example is

presented. In this example, p0 ¼300, cr ¼50, c0r ¼10, t ¼10, θ ¼5, ch ¼5,

c0h ¼5, d ¼20. All of the units are Yuan (the Chinese Currency Unit) per unit.

The value of k ranges among 0~1. The recycling price, the recycling amount

and the profits of both parties on the condition of η ¼ 0:2 and η ¼ 0:8 are

compared. The relevant information is shown in Figs. 1, 2, and 3.
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From the Figs. 1, 2, and 3, we can reach the following conclusions:

(a) The recycling price will increase with the elasticity coefficient of price. With

the same elasticity coefficient of price, the recycling price in cooperation model

is higher than that in non-cooperation model. In addition, the recycling price in

cooperation model grows faster than that in non-cooperation mode.

(b) The recycling amount will increase with the elasticity coefficient of price. With

the same elasticity coefficient of price, the recycling amount in cooperation

model is larger than that in non-cooperation model.

(c) The profits of e-waste recycler and processor will increase with the elasticity

coefficient of price. With the same elasticity coefficient of price, the profits of

e-waste recycler and processor in cooperation model are larger than that in

non-cooperation model.

(d) The margin of the recycling price, the recycling amount and the profits of both

parties between the two decision models will increase with the elasticity

coefficient of price. With the same elasticity coefficient of price, the increase

of profits in cooperation model is larger than that in non-cooperation model.

6 Conclusion

The paper discussed that in non-cooperation decision and cooperation decision

models, e-waste recycler and processor make their equilibrium recycling price

based on their own maximal profits. The results show that, in order to gain more

profit, the recycler should cooperate or reduce the recycling and re-manufacturing

costs of e-waste or improve the recycling quality of e-waste (the re-manufactured

rate). For the e-waste with lower quality (the re-manufactured rate is low), the

government should provide more supportive measures to e-waste processor,

increase the capital investment and improve the financial subsidies to the recycling

processor. The research results are also instructive for other reverse supply chain.
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A Novel Wide Area Protection Zone Division

and Main Station Selection Method

Tong Wang

Abstract In order to address the problems of protection zone-division and main

station-selection of the regional wide area protection system, a new protection

zone-division scheme for regional wide area protection system is proposed in this

paper. In this scheme, protection zone-division principles of the main station

selection, overlapping coverage and most coverage of the regional wide area

protection system are firstly discussed on the basis of degree priority of the

power law statistical characteristic of the network topology. Then, based on the

above principles, original main stations of protection zones are determined and the

cut of the alternative main stations of protection zones are selected sequentially by

searching from the original main stations as the starting point with three logical

lengths. Finally, the circular grid-formed and overlapping coverage protection

zone-division is formed. Test results of IEEE-39 test system and an actual 68 bus

system in North America power system show that divided protection zones are

clear and meet the principle of overlapping coverage. Also, main station is set

reasonably and not need to be optimized manually. Furthermore, the protection

zone-division searching method which is simple is feasible and more applicable for

practical use.

Keywords Regional wide area protection • Circular grid formed protection zone

• Overlapping coverage zone-division principle • Degree priority • Power law

statistical characteristic
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1 Introduction

The increasingly complex and gradually flexible structure of grid has caused it

difficulty to the traditional protection scheme merely on the basis of local statistics.

The contradiction between selectivity and sensitivity is becoming more and more

obvious [1, 2]. So it is imperative to focus on wide area protection system

multipoint communication of power system [2].

There are three main ways divided by the composition of wide area protection

system: the distributed wide area protection system, the substation wide spread

protection system and the regional wide area protection system. A kind of

distributed wide area protection system based on intelligent electronic device

(IED) is constructed, determined the principle of division on protecting scope

[3]. On that basis, one based on longitudinal comparison principle is proposed to

overcome the faults resulted from some refuse operation of IED [4]. However, the

communication structure and logic of the distributed wide area protection is so

intricate that it is hard to achieve the large regional protective functionality flexibly.

Therefore, a kind of substation wide spread protection system is proposed [5]. This

system used direction comparison principle to judge fault component taking some

situation into account such as the refuse operation of main protection, breaker

failure and the disappearing of the adjacent substation direct current. Meanwhile

the system put bus and converter into protection can promote the adaptability of the

electrical wiring of the main forms. On that basis, a three layers fault-tolerant

algorithm is proposed [6], much enhanced the performance of the substation wide

area protection system. Considering that the actual communication competence and

DMU (decision making unit) data handling capacity, a regional wide area protec-

tion system is proposed collecting direction information in area of each substation

lines protection devices quick judged the lines faults and make the operation

decision. The concept of area protection is proposed, with an area protection system

constructed being able to cooperate work with main protection and backup protec-

tion. On that basis, double DMU in area protection architecture is raised [7], solved

the protection system mal-operation caused by communication factors, enhanced

fault-tolerant performance of the relay protection.

In accordance with the problems of protection zone-division and main station-

selection of the regional wide area protection system, a new protection zone-

division scheme for regional wide area protection system is proposed [8, 9] in

this paper. This paper mainly studied protection zone-division principle and

searching method on the basis of degree priority of the power law statistical

characteristic of the network topology. Test results of IEEE-39 test system and an

actual 68 bus system in North America power system show that divided protection

zones are clear and meet the principle of overlapping coverage. Also, main station

is set reasonable and not need to be optimized manually. Furthermore, the protec-

tion zone-division searching method which is simple is feasible and more suitable

for being into practice.
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2 Regional Wide Area Protection System Operation Mode

Regional wide area protection system can work with traditional main protection and

backup protection provided a new kind of protection system. The specific contents

of the operation mode are summarized as follows:

Divided the power system into several protection zone, each zone composed of a

main station and several sub-station. In each substation of the protection zone,

every IED in charge of collecting the information of analog quantity and state

quantity at the relay location and uploading the information to MCU of the

substation via process layer bus and station layer bus (main control unit) sent as

GOOSE/GSSE packets. MCU of each sub-station used ATM communication

technology to upload the message to the DMU of their zone main station. The

DMU of the main station judged the fault component according to the summarizing

message, formulated protect strategy and sent trip signals as GOOSE packets when

fault occurs. MCU of each sub-station selected related IED and carried out protec-

tion function according to the trip signals combined with the wiring form.

3 The Zone-Division Principles of Regional Wide Area

Protection System

3.1 The Principle of Main Station Selection

3.1.1 Principle of Degree Priority

Defining substation degree as the numbers of the lines directly linked with. The

result of statistic character of electrical power system demonstrated multi-IEEE test

system and the average degree of Sino-US actual power system substation range

from 2 to 3 following a power-law distribution. These substations are almost high

voltage grade or hubs even though the substations with higher degree held a very

small proportion. So the degree can reflect the importance of the substation to some

extent. Considering line personnel, communication facilities, protection devices

and other factors, these substations are prior to main station selection.

3.1.2 The Principle That Borderline Network Stations Are Not Suitable

for Using as Main Stations

Defining the borderline network stations as the substations with degree one. A

borderline network station may only be step-up station or step-down station end

radial network under normal network topology structure. These substations with

low voltage located on the beginning and the end of power system grid will finally
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become unmanned substations. Use these substations as main stations create small

scope of protection, low equipment utilization rate and the developing direction in

want of more line personnel against power system. So the borderline network

stations are not suitable for using as main station on the basis of practical engineer-

ing application.

3.1.3 The Principle That Any Two Main Stations Are Nonadjacent

In the architecture of regional wide area protection, there will be too many

overlapping coverage protection zone that makes the whole grid holds excessive

protection zones if any two main stations are adjacent. Thus it will cause a series of

troubles, for instance, increasing line personnel, high construction cost, more

maintenance charge and pressure build-up of communication system.

3.2 Principle of Overlapping Coverage

The protection scope of regional wide area protection system can cover all the

components, that is to say, any station or bus will be divided in a specific protection

zone. Therefore overlapped area of two adjacent zones includes at least one station.

What’s more, because the directly lined lines will lose protection when DC source

of the overlapped station is off, so overlapped area of two adjacent zones includes at

least one line. It is called principle of overlapping coverage. This principle ensured

the integrity of the whole grid protection scope.

3.3 Principle of Most Coverage

A few main stations and their protection zone can be defined by principle of degree

priority in the power system. Besides, it is imperative to use less protection zone to

coverage the whole grid. Think of the protection radius of regional wide area

protection system and principle of overlapping coverage, searching should start

from defined main stations, outward with three logical length to determine the set of

alternative main stations. When the alternative main stations with the highest

degree are not unique, choose the one overlapping coverage with the most zones

that is called principle of most coverage.

It needs to point out that the above zone-division principles are suitable for any

electrical power system. The paper show the simple electrical network in Fig. 1,

introduced the principle of protection zone-division. Supposed that B1 is the main

station, so its protection scope V1 includes: lines L1, L2, stations B1, B2, B3.

Because the zone-division of regional wide area protection should meet all the

576 T. Wang



principles of zone-division, the only two modes if this network zone-division

protection are:

Mode 1: station B4 is the main station, B2, B3 and B5 are sub-stations. This

protection zone V2 includes: lines L2, L3 and L4, stations B2, B3, B4 and B5.

Mode 2: station B3 is the main station, B1, B2, B4 and B5 are sub-stations. This

protection zone V2 includes: lines L1, L2, L3 and L4, stations B1, B2, B3, B4

and B5.

4 Example Analysis

When the status of substation network is changed locally, the existing methods need

to re-read the substation network status to detect the connectivity. The advantage of

tracking algorithm for substation network topology analysis is tracking local

changing of the network timely and needn’t to re-read the substation network

status. Whereas it’s disadvantage is taking plenty of time to estimate the network

status for the first time. And the calculation speed is not as fast as expectation. The

improved tracking algorithm is easy to put into practice and fast. Especially there

are only three steps for calculation when the network nodes are connected, which

improved the speed of the network state estimation tremendously.

This paper used IEEE-39 node system as test system. Its undirected network

topological graph is shown in Fig. 2.

Calculated the degree of all the test stations in the system, selected the station

B16 with highest degree as the main station. Searching outward started with the

main station B16, determined the set of waiting main stations {B3, B4, B13, B14,

B18, B20, B22, B23, B26, B27} and selected B26 as the main station. Searching

outward started with B26, determined the set of waiting main stations {B1, B2, B3,

B18} and selected B2 as the main station. Searching outward started with B2, get

the set of waiting main stations {B4, B5, B9, B14, B18, B39}.

Now the degree of all waiting main stations less than the degree of B6, so

selected B6 as the main station. Searching outward started with B6, determined the

set of waiting main stations {B4, B8, B9, B10, B12, B13, B14} and selected B4 as

the main station. Searching outward started with B4, get the set of waiting main

stations {B8, B9, B10, B12, B13} and selected B13 as the main station. Searching

outward started with B13, get the waiting main stations set is empty.

B1

L1 L2 L3 L4

B2 B3 B4 B5

Fig. 1 Sketch map of protection zones of limited wide area protection system
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Now the degree of all waiting main stations less than the degree of B6, so

selected B6 as the main station. Searching outward started with B6, determined the

set of waiting main stations {B4, B8, B9, B10, B12, B13, B14} and selected B4 as

the main station. Searching outward started with B4, get the set of waiting main

stations {B8, B9, B10, B12, B13} and selected B13 as the main station. Searching

outward started with B13, get the waiting main stations set is empty.

Put all the possible remaining stations into set {B8, B9, B18, B20, B22, B23, B39}

and determined B9 and B18 as the main stations. Searching outward started with B9

and B18, the set of waiting main stations is empty. Put all the possible remaining

stations into set {B20, B22, B23} and determined B22 as the main station. Searching

outward started with B22, the set of waiting main stations is empty. Put all the

possible remaining stations into set {B20}, determined B20 as the main station.

Now that the searching flow is over. The results of zone-division list in Table 1.

Fig. 2 Undirected

topological graph of IEEE-

39 bus system

Table 1 Protection zones of IEEE-39 node system

Zone number Main station Sub-station

V1 B2 B1, B3, B4, B9, B18, B25, B26, B30, B37, B39

V2 B4 B2, B3, B5, B6, B8, B13, B14, B15, B18

V3 B6 B4, B5, B7, B8, B10, B11, B12, B31

V4 B9 B1, B5, B7, B8, B39

V5 B13 B4, B10, B11, B12, B14, B15, B32

V6 B16 B14, B15, B17, B18, B19, B20,

B21, B22, B23, B24, B27, B33

V7 B18 B2, B3, B4, B16, B17, B27

V8 B20 B16, B19, B33, B34

V9 B22 B16, B21, B23, B24, B35, B36

V10 B26 B2, B17, B25, B27, B28, B29, B37, B38
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It can be inferred from Table 1, the whole system has been divided into

10 protection zones, each zones set a main station. Because each line can achieve

its main protection and backup protection through a main station working indepen-

dently, so it’s no need to communicate among the main stations with low commu-

nication pressure. Besides, there are many advantages that the selected main station

covered all hub substations in the whole grid, follow the principle of overlapping

coverage, reasonable setting, practical and suitable for being into practice.

5 Conclusion

This paper proposed a new protection zone-division scheme for wide area protec-

tion system. It has the following characteristics:

1. It proposed a new circular grid-formed and overlapping coverage protection

zone division scheme based on power law statistical characteristic with degree

priority, and established a sound searching method of protection zone-division.

2. Divided protection zones are clear and meet the principle of overlapping cover-

age. Also, main station is set reasonably and not need to be optimized manually.

3. The searching method is simple, practical, accords with actual engineering and

suitable for any power system.
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Monte Carlo Based Predictive Method

for Determining Work Envelope of Spacesuit

in EVA Operation

Huaiji Si, Qianfang Liao, and Wanxin Zhang

Abstract Astronauts worn spacesuit manipulate objects in the extravehicular

environment is strikingly different from that on the ground. A critical issue

addressed in planning for Extra-Vehicular Activity (EVA) and evaluating EVA

worksites is whether the astronaut can reach and comfortably work in the designed

worksite or not. In this paper, a 9-DOF arm model of spacesuit is established, Monte

Carlo based computer simulation and predictive method are researched and the arm

workspace is predicted by the limitations of spacesuit joint angles. The prediction

result is verified by a Articulated Arm Coordinate Measuring Machines (AACMM).

This method provides a basis for planning EVA tasks of space suit and further study

of mobility of space suit.

Keywords Monte Carlo • Work envelope • Spacesuit • Mobility • Extravehicular

activity

1 Introduction

A spacesuit for EVA is a small space craft with complicated life support systems,

which can to keep astronauts alive in the harsh environment (vacuum and extreme

temperature) of outer space [1]. A critical issue addressed in planning for EVA and

evaluating EVA worksites is whether the astronaut can reach and comfortably work

in the designed worksite. Reaching envelope is the boundary of the space that a

person can reach and the work envelope is a subset of the reach envelope, in which a

person can work comfortably [2]. These two types of envelopes depend not only on

the size but also the flexibility of the individual. Work envelope analysis that
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incorporates the mechanics of the space suit and ergonomics of the astronauts is a

useful method for both assessing potential worksite locations and evaluating the

functional significance of modifications to space suit mobility and visibility [3].

The microgravity environment and spacesuits constrain astronauts’ body

motions in significant and complicated ways make EVA operations strikingly

different from those performed on the ground [4]. Since the cost of experimenting

in microgravity is high and underwater training lead to motions inappropriate for

microgravity. Traditional computational methods used inverse kinematic method

with simplified model to avoid the complicated calculation, which were adopted by

researchers to simulate in the ground [5]. In this article, a prediction method based

on Monte Carlo using a 9 DOF kinematic arm model was present and the result was

agreed well with the experiment.

2 Monte Carlo Predictive Model

2.1 Human Upper Limb and Spacesuit Arm

When an astronaut wearing a spacesuit to move his body to manipulate objects,

he must do extra work every time as bending the joint and maintain a force to keep

the joint bent, which is strikingly different from operates on the ground. All

movable upper limbs joints of human wearing spacesuit are as shown in Fig. 1, in

which three glenohumeral joints (abduction-adduction, flexion-extension, and rota-

tion), elbow extension joint, elbow abduction joint, wrist extension and wrist

abduction are included. All joints are sequenced by the spacesuit joints. Generally,

a 7-DOF arm model without acromioclavicular joints is adopted to construct upper-

limb kinematics model. Acromioclavicular joints have rather small motion limits,

their existence greatly enlarge motion limits of upper limbs. In this paper, a 9-DOF

model including acromioclavicular joints is applied, so as to make workspace of

mobility better approximate that of real human body wearing spacesuit. As many

researchers have done, the Denavit-Hartenberg convention is used to compute

segment parameters of the upper limbs of spacesuit. Parameters of transform matrix

between different coordinate systems with DH parameters are shown in Table 1.

i�1
iT ¼

cθi �sθi 0 ai�1

sθicαi�1 cθicαi�1 �sαi�1 �sαi�1di
sθisαi�1 cθisαi�1 cαi�1 cαi�1di

0 0 0 1

2
664

3
775 (1)

By replacing parameters in Table 1 with the transform matrix in Eq. 1, kinemat-

ics model of spacesuit arm can be obtained.
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0
endT ¼ 0

1T
1
2T

2
3T . . . 89T

9
endT ¼

nx ox ax px
ny oy ay py
nz oz az pz
0 0 0 1

2
664

3
775 (2)

Obviously, the model is rather complex, and it is impossible to accomplish by

inverse kinematics analysis method. In this paper, forward kinematics analysis

method based on Monte Carlo is applied.

To supply enough oxygen for respiration, a spacesuit using pure oxygen must

have a pressure of about 32.4 kPa (240 Tor, 4.7 psi), which means an astronaut

move his body to operate objects need extra effort to bend the limbs, resisting a soft

pressure garment’s natural tendency to stiffen against the vacuum.

Compared with human arm joints angular limits, EVA spacesuit has smaller

angular limits due to manufacturing process and limitation of joints. Thus, it will be

Fig. 1 Kinematic model

of human upper left limb by

the sequence of spacesuit

joints

Table 1 DH Parameters

for spacesuit-human arm
Num Joint αi�1 ai�1 di θi
1 Si1 0� 0 L1 θ1(90�)
2 Si2 90� 0 0 θ2(�90�)
3 So1 �90� 0 L2 θ3(0�)
4 So2 90� 0 0 θ4(90�)
5 So3 �90� 0 0 θ5(90�)
6 E1 0� 0 �L3 θ6(�180�)
7 E2 �90� 0 0 θ7(90�)
8 W1 0� L4 0 θ8(180�)
9 W2 �90� 0 0 θ9(�90�)
End Palm �90� 0 �L5 �90�
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unreliable to determine workspace of spacesuit by mobility of human arm. Some

originally achievable attitudes can no longer be achieved, and some originally

reachable areas can no longer be reached, since astronauts are limited and affected

by spacesuit when he bends joints.

2.2 Monte Carlo Predictive Method

Reachable workspace is defined asWR, that is the maximummobility limits of arms’

ends, or volume that reachable points of arms’ ends take. According to kinematics

definition,WR can be regarded as mapping from joints space variables to reachable

workspace, and can be expressed as:

WR ¼ fpðqÞ : q 2 Qg � R3 (3)

In Eq. 3, where in pðqÞ : Q ! R3 represents a position component of kinematics

mapping positive solution, q represents generalized joints variables, Q represents

joints workspace, WR represents reachable workspace and R3 the whole three-

dimensional space.

According to mapping relationship of forward kinematics, a certain number of

random quantities in accord with demand of joints’ changes are assigned to joints’

variables by uniform distribution, in order to obtain a graph made up by random

points of reachable workspace, which forms Monte Carlo workspace. Decision

method of Monte Carlo workspace has following steps:

Step1. According to space-coordinate point cloud acquired by kinematics

equations, firstly identical numbers of random quantities are assigned to nine joints’

variables (θi, i ¼ 1 to 9) within their value ranges on the basis of the mapping

relationship of each joint’s variable and arm’s reachable workspace. Then the nine

joints’ variables are mapped to workspace by kinematics equation to form three-

dimensional “nephogram”. But this nephogram cannot be observed or analyzed,

and needs further processing in the following steps.

Step2. Divide series of strata of the nephogram according to the height, extract

boundaries on different strata, and connect extracted boundaries by sequence to

form boundary lines. The Monte Carlo workspace and Curve shown in Fig. 2 is

acquired by kinematics model of spacesuit and spacesuit angular limits.

Step3. Boundary lines acquired in Step2 is reachable workspace envelop of

spacesuit, that is maximum limits actually reached by spacesuit arm. The final

workspace is obtained by combining reachable workspace with visible workspace.

Visibility of points in reachable workspace can be obtained on the basis of mesh

generation method and successive judgment of each point’s visibility. Visible

points’ reachable points are the workspace of spacesuit. Visibility analysis of

reachable workspace envelop is shown in Fig. 3 and the final maximum workspace

envelop is shown in Fig. 4.
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Work envelope and reach envelope was distinguished by the visibility of points,

which were shown in Fig. 3.

This model can clearly report the region of left hand, right hand and both hands.

And the volumes of the operation regions are accurately calculated. The measure-

ment provides a reliable support in the spacesuit engineering design. The shape and

size of work envelop calculate by this method was shown in Fig. 4.
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3 Experimental

For the verification of the Predictive Model, a mechanical manipulator has been

developed to measure the mobility and work envelope of astronaut wearing

spacesuit. The measuring arm was designed combining the advantages of perpen-

dicular ACMM which includes four rotation mechanical arms in horizontal plate

and elevation device. Interface of test routine is shown in Fig. 5.

During reach envelop testing process, two subjects (male youth) wearing

spacesuit respectively to operate the test handle moving in a horizontal plane.

The motion path was recorded by testing routine, which is shown in Fig. 6. When

a horizontal plane test was finished, height of test handle can be adjusted by lift to

another horizontal plane. By testing motion path in each horizontal plane, the reach

envelope can be calculated with reverse engineering method.
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Experiments were performed to verify the Monte Carlo method simulation

result, which were shown in Fig. 6. Compared with experiment result, the simula-

tion result was similarity of shape and volume differ within 5 %, which prove the

method meet the project need.

Fig. 5 Interface of spacesuit work envelope testing system

Fig. 6 Compared with experimental work envelope (left and mid) and simulation work envelope

(right)
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4 Conclusion

In this paper, a predictive method is used to determine work envelope of astronaut

wearing spacesuit during EVA operating which considered the influence of

spacesuit and human upper limbs. Monte Carlo based work envelope predictive

model was established with kinematic model of human upper limbs by considering

the sequence of spacesuit joints. A mechanical testing system was developed to

verify the model. Different individuals wearing different spacesuit operated the

manipulator to test the reach and visible envelope. Testing results and computa-

tional results were compared to verify the model.

The results of the project serve as a stepping stone for further research in this

area, the availability of spacesuit-arm model, predictive model, and testing system

will allow us to implement different modify and control methods to analyze the

effect on the spacesuit’s mobility performance.
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Reduced Thrust Take-Off of Large Passenger

Aircraft Based on Derate Method

Xinmin Wang, Haitao Yin, Yi Zheng, and Rong Xie

Abstract As the actual take-off weight of the aircraft is less than the maximum

take-off weight, the technology which use thrust less than maximum take-off

thrust for take-off is called reduced thrust take-off. Derate Method is one of the

methods. In this paper, the principle of reduced thrust take-off is analyzed, and

process and limitation are studied, and principle and application conditions of

Derate Method are analyzed. At last, the vertical control law of Derate Method

Reduced Thrust Take-off is designed and simulated to a large commercial

aircraft. The results show that, under the safe flight condition, Derate Method

reduced thrust take-off reduces fuel consumption effectually and is very mean-

ingful to improve economic.

Keywords Reduced thrust takeoff • Derate method • Aircraft engine

1 Introduction

During the flight of the large commercial aircraft, the take-off stage is one of the

most important stage in the whole flight. It not only directly affects flight safety, but

also has significant influence on the engine performance. Research further reducing

the operating costs of airlines on the basis of meeting safety performance of take-off

is an important issue faced by Civil Aviation [1–3].

Civil Aviation large transport aircraft mostly use the Reduced Thrust Take-off

technology. Reduced Thrust Take-off is that aircraft use thrust less than normal

engine thrust to take off on the premise to ensure the flight safety [4, 5].
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This paper first describes the principle of Reduced Thrust Take-off, and then

introduces the principle of Derate Method, and the example is simulated at last.

Necessity to implement Reduced Thrust Take-off in large aircraft is analyzed with

quantitative data.

2 Principle of Reduced Thrust Take-Off

Reduced Thrust Take-off (known as flexible thrust take-off) is that aircraft use

thrust less than normal engine thrust to take off on the premise to ensure the flight

safety (meet to the requirements of the appropriate regulations).

2.1 Process of Reduced Thrust Take-Off

The take-off process of the aircraft is shown as Fig. 1. In the process of take-off,

ground acceleration stage is from loosing brake to lifting the front wheel; take-off

decision speed V1 is reached at some point of that stage; take-off cannot be

interrupted when V1 is reached. The speed when lifting the front wheel refers to

as VR , pilots should keep the nose about 8
�
in this stage until aircraft leave the

ground. Then aircraft needs to accelerate to take-off safety speed. After climbing,

the aircraft usually keeps speed V2 þ 10knð Þ before it reaches enough height [6].

When the weight of the aircraft is less than weight limited by airport length, V1,

V2 and VR will be reached in advance. Thus the aircraft will take-off without the

whole runway and Reduced Thrust Take-off can be used by excess runway. And it

is possible to implement Reduced Thrust Take-off.

2.2 Restriction of Reduced Thrust Take-Off

The lighter weight of the aircraft is, the larger climb gradient is, and the higher flight

altitude is. The greater thrust is, the larger climb gradient is [7]. The aircraft cannot

Loose
brake Begin to lift 

front wheel

Leave 
the 

ground

Ground 
acceleration

Lift front 

wheel

Air
acceleration

V1 VR V2

Fig. 1 Longitudinal sectional view of take-off
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take off safely when the thrust of the engine cannot satisfy the minimum climb

gradient.

Now we analyze the relationship of the take-off weight and thrust by the climb

gradient [7]. As angle of attack α and angle of incidence of engine φT is very small,

we can get,

F� D� mg sin θ � m
dV

dt
¼ 0 (1)

By Eq. 1 and definition of rate of climb (r c= ) we can obtain,

r c= ¼ V sin θ ¼ F� Dð ÞV
mg

� V

g

dV

dt

By the definition of the climb gradient (C.G), we gen formula of C.G,

C:G ¼ r c=

V
¼

F

mg
� CD

CL

1þ V

g

dV

dh

(2)

In formula (2), F is thrust of engine,D is air resistance,m is take-off weight, V is

take-off speed, θ is pitch angle, CL is lift coefficient, CD is drag coefficient. With

given conditions of take-off, the greater the take-off weight is, the smaller the climb

gradient is. The minimum available climb gradient provided by American Airlines

Management Regulations (FAR-25) limits the maximum take-off weight. Equa-

tion 2 shows that, when lift coefficient and drag coefficient are dug out and take-off

speed is determined, we can determine the relationship of thrust and take-off

weight.

3 Derate Method

The essence of Derate Method is engine is regarded as a smaller power engine. The

thrust of take-off must not exceed the maximum thrust of the virtual small power

engine.

Figure 2 is variation of engine thrust dependent on temperature which aircraft

take off with whole thrust and different levels of Derate Method. In general engine

set two derating thrust level, TO1 and TO2. Each level has its restriction. The

maximum thrust will decrease when derate level is selected in take-off. As Derate

Method determines the take-off performance, take-off performance chart

corresponded to power must be used. Derate Method have no operating limitation.

It can be used under any circumstances provided aircraft performance is allowed.

Reduced Thrust Take-Off of Large Passenger Aircraft Based on Derate Method 593



Different derate level usually corresponds to fixed reduced thrust, and specific

data reduced by each airline may also be different (TO1 is 10 % and TO2 is 20 % in

China Southern Airlines) [6]. And not all type can use Derate Method. Currently, all

of types of Boeing can use Derate Method, and only can A319, A321, A330 and

A340 use Derate Method in Airbus. There are six levels in A330 and A340. And

thrust reduced is 4 %, 8 %, 12 %, 16 %, 20 % and 24 %. It cannot be used on other

types.

4 Establishment of Fight and Propulsion

Comprehensive Model

Establishing fight and propulsion comprehensive system requires that thrust

provided by engine and thrust needed by plane is balance. So we can get general

expression of state-space equation of the fight and propulsion comprehensive

system [8],

_X ¼ AX þ BU

Y ¼ CX þ DU
:

(
(3)

In Eq. 3,

X ¼ Xp;Xe

� �T ¼ V; α; θ; q; nl; nh½ �T ; Y ¼ Yp; Ye
� �T ¼ V; α; θ; q; nl; nh;F½ �T ;

U ¼ Up;Ue

� �T ¼ δe;mf ;Ae

� �T

Thrust
EPR
N1/ θ

TO2

TO1

Normal take-off thrust

TREF

Fig. 2 The principle of

Derate method
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A ¼

�0:0069 6:5191 �9:8000 0 0:0007 0 0

�0:0003 �0:6105 0 1 0 0 0

0 0 0 1 0 0 0

0:0027 �2:3540 0 �0:4970 0 0 0

0 240 240 0 0 0 0

0 0 0 0 �2:3410 �3:5730 0:6720

�0:0318 0 0 0 �3:2410 0:3370 �3:4920

2
666666666666666664

3
777777777777777775

;

B ¼

0:3504 0:0003 0

�0:0251 0 0

0 0 0

�1:8867 0 0

0 0 0

0 0:4960 0:6690

0 0:6360 3:6040

2
666666666666666664

3
777777777777777775

C ¼

1 0 0 0 0 0 0

0 1 0 0 0 0 0

0 0 1 0 0 0 0

0 0 0 1 0 0 0

0 0 0 0 1 0 0

0 0 0 0 0 1 0

0 0 0 0 0 0 1

0:3950 0 0 0 67:3260 3:8357 1:3573

2
666666666666666666664

3
777777777777777777775

;

D ¼

0 0 0

0 0 0

0 0 0

0 0 0

0 0 0

0 0 0

0 0 0

0 29:8606 �0:5174

2
666666666666666666664

3
777777777777777777775

5 Simulation Example

5.1 Structure and Processes of Simulation

Vertical Derate Method control law is taken to design and simulate to a large

passenger aircraft. The given aircraft is equipped with four turbofan engines; the

maximum thrust of single engine is 84.48 kN; the maximum thrust of aircraft is
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320.8 kN. Speed of lifting the front wheel is read as VR ¼ 69:72m s= , and Take-off

Safety Speed is V2 ¼ 72:5m s= [7]. Simulation process is shown as Fig. 3.

The aircraft takes off from loosing brake. First, press the joystick; when speed

reaches to the speed of lifting the front wheel VR, aircraft lifts the front wheel with

the pitch angular rate of 2:5
�
s= and prepares to take off; pitch angle maintains to7:5

�

at last and continues to climb. The take-off stage ends when the altitude reaches to

35 ft (10.7 m).

Now we make simulation with Derate Method take-off. Derate Method is set as

two levels by the rules of a airline. TO1 is set as 10 %, and TO2 is set as 20 %. The

structure of longitudinal take-off combining of aircraft and engine is shown as

Fig. 4, which aircraft model is controlled with PID and engine model is controlled

with Optimal Servo.

5.2 Simulation Results

The model is simulated by MATLAB 7.8. Responses of speed, altitude, distance

rolling and fuel quantity of the full thrust and Derate Method is show as Figs. 5, 6, 7,

and 8.

Loosing
break

Accelerating &
pressing joystick

V>=VR?

N

Y
Accelerating & lifting the front

wheel & angular velocity = 2.5� �s
/s

θ= 2.5�

Y

N

Y

H= 35ft>

Accelerating

N

End of Take-
off

Fig. 3 Simulation process

of take-off
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As shown from Figs. 5, 6, 7, and 8, time of TO1 and TO2 are respectively 28.77

and 31.95 s; speed of them are respectively 73.81 and 72.6 m/s; distance of them are

928 and 1052 m; fuel quantity of them are 265 and 262 kg. Compared Derate

Method with full thrust, take-off time of TO1 is prolonged 4.05 %, and distance is

increased 5.82 %, and fuel is reduced 4.35 %, take-off speed is V ¼ 73:81 > V2 .

Take-off time of TO2 is prolonged 15.55 %, and distance is increased 19.95 %, and

fuel is reduced 5.07 %, take-off speed is V ¼ 72:6 > V2. Simulation results show

that, as length of runway allowing, using Derate Method can ensure the security of

take-off, and reduce fuel consumption greatly, and has a significant role in improv-

ing economic efficiency.
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6 Conclusion

In this paper, the simulation is proved that Derate Method can reduce fuel con-

sumption and transportation costs. Derate Method can also reduce in-flight shut-

down rate and unscheduled engine removal rate, and improve safety standard of

airlines. So it is necessary to study and spread Reduced Thrust Take-off.
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Permanent Magnet Synchronous Motor

Feedback Linearization Vector Control

Hehua Wang and Xiaohe Liu

Abstract In order to solve the control problem of a class multiple-input

multiple-output nonlinear system, the feedback linearization method is introduced.

By calculating the output variables of Lie derivative, the appropriate coordinate

transform and nonlinear state feedback are obtained, then through the coordinate

transformation and state feedback, the input-output linearization is realized and the

system decoupling is achieved. According to the system’s linear model, the actual

control rate is designed. For illustration, a multiple-input multiple-output nonlinear

system example is utilized to show the feasibility of the feedback linearization in

solving the permanent magnet synchronous motor, and then combines with the

vector control method. Using MatLab7.6/Simulink to build modular and simulation

verifies the effectiveness of the algorithm. Empirical results show that the feedback

linearization is a better method to handle nonlinear system. From the simulation

results we can be obtained that the feedback linearization vector control method has

a good control effect.

Keywords Feedback linearization • Vector control • Effectiveness

1 Introduction

In recent years, with the high performance permanent magnet material technology,

power electronics technology and microelectronics technology growing fast. Make

permanent magnet synchronous motor be characterized by small volume, high

efficiency, and the advantages of small losses. The PMSM plays an increasingly

important role in small power motion control system. With the deepening of vector

control theory and automatic control principle, the permanent magnet synchronous
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motor control system has developed rapidly. As a nonlinear system, the precise

control methods have been studied by many scholars, among which the one based

on differential geometry feedback linearization has achieved a big development.

People have successfully solved the many problems about motor control with it,

and got a good control effect. Such as the PMSM control systems based on

SVPWM [1], the designs of PMSM in the vector control system, which has a

good control effect for PMSM [2], and research the application feedback lineariza-

tion in PMSM [3].

2 Description of Problem

For the following n-order multi-variable nonlinear system, using state space form to

describe as follow types of equations:

_x ¼ f ðxÞ þPm
i¼1

giðxÞui
y1 ¼ h1ðxÞ

� � �
ym ¼ hmðxÞ

(1)

Here f ðxÞ; g1ðxÞ; � � � ; gmðxÞ is n-dimensional smooth vector function; h1ðxÞ; � � � ;
hmðxÞ is a scalar function. These equations can be more compact form:

_x ¼ f ðxÞ þ gðxÞu
y ¼ hðxÞ (2)

HeregðxÞ ¼ ðg1ðxÞ; � � � ; gmðxÞÞ isn� morder matrix;hðxÞ ¼ ðh1ðxÞ; � � � ; hmðxÞÞT
is m-dimensional column vector. Given the definition of the relation degree:

1. LgiL
k
f hiðxÞ ¼ 0;

2. The m-dimensional square AðxÞ is singular at x0.

AðxÞ ¼
Lg1L

r1�1
f h1ðxÞ � � � LgmL

r1�1
f h1ðxÞ

Lg1L
r2�1
f h2ðxÞ � � � LgmL

r2�1
f h2ðxÞ

Lg1L
rm�1
f hmðxÞ � � � LgmL

rm�1
f hmðxÞ

0
B@

1
CA

Here LgiL
k
f hiðxÞ ¼

@Lk
f
hiðxÞ
@x giðxÞ; Lkf hiðxÞ ¼

@Lk�1
f

@x f ðxÞ; Lf hðxÞ ¼ @hðxÞ
@x f ðxÞ; the

Lf hðxÞ can also be written in the form of ðxÞ; f ðxÞ > that is Lie bracket, they

Lf hðxÞ can also be defined as the derivative of hðxÞ along the vector field f ðxÞ. The
formula LgLf hðxÞ ¼ @Lf hðxÞ

@x gðxÞ is the derivative of hðxÞ along the vector field f ðxÞ,
and then along the vector field gðxÞ.
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The relation degree vector is fr1; � � � ; rmg, the relation degree is r ¼ r1 þ � � � rm.
Now we discuss system feedback linearization problem.

1. If r ¼ r1 þ � � � þ rm � n, for any 1 � i � m meets:

ϕ1ðxÞ ¼ h1ðxÞ
ϕ2ðxÞ ¼ Lf h2ðxÞ
� � �
ϕiðxÞ ¼ Lif hiðxÞ

(3)

Here Lif hiðxÞ ¼
@Li�1

f
hi�1ðxÞ
@x f ðxÞ, Lf h1ðxÞ ¼ @h1ðxÞ

@x f ðxÞ.
When r ¼ r1 þ � � � þ rm is strictly less than n, so can find n� r functions ϕrþ1

ðxÞ; � � � ;ϕnðxÞ, which make mapping ΦðxÞ ¼ ðϕ1
1ðxÞ; � � � ;ϕ1

r1
ðxÞ; � � � ;ϕm

1 ðxÞ; � � � ;
ϕm
rm
ðxÞ;ϕrþ1ðxÞ; � � � ;ϕnðxÞÞT have a nonsingular Jacobian matrix at x0 , so the

mapping is equivalent to a local coordinate transformation at a neighborhood of x0.
The values of these additional functions can be arbitrary chose according to

the following condition:

LgjϕiðxÞ ¼ @ϕiðxÞ
@x gjðxÞ ¼ 0, For any x within a field of x0, r þ 1 � i � n and

1 � j � m.
2. When r ¼ r1 þ r2 þ � � � þ rm is strictly equal to n, so can find out a set of

functions: ϕi
kðxÞ ¼ Lk�1

f hiðxÞ, 1 � k � ri, 1 � i � m. We can define ϕi
kðxÞ as a

local coordinate transformation in a neighborhood of x0. By the local coordinate

transformation, the system can use this form of m-group equations described

under the new coordinate, making zi ¼ ϕiðxÞ ¼ Li�1
f hðxÞ.

_z1 ¼ z2
_z2 ¼ z3
..
.

_zr�1 ¼ zr
_zr ¼ Lrf hðxÞ

8>>>>><
>>>>>:

(4)

By the above-mentioned transforms, z is selected as a new variable, the system

becomes a linear system.

3 Mathematical Model of AC PMSM and Simulation

3.1 Mathematical Model of AC PMSM

The stators of Ac permanent magnet synchronous motor (PMSM) and general

electric excitation three-phase synchronous motor are similar, if the permanent
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magnet produces the induced electromotive force and the excitation coil generates

induced electromotive force are the same, also to be the sine wave. The mathemati-

cal models of PMSM and electric excitation synchronous motor are the same. Some

assumptions are made as follows:

1. Magnetic saturation, eddy current loss and hysteresis loss are neglected

2. Oversight space harmonic, three-phase winding symmetry, the air gap magnetic

field is sine distribution

3. Three-phase power supply voltage balance

Based on the above assumptions, the mathematical model of PMSM under d-q
coordinate system is [4]:

_id
_iq

_ω

2
64

3
75 ¼

�R

L
Pnω 0

�Pnω �R

L
�Pnφf

L

0
3Pnφf

2L
�B

J

2
6666664

3
7777775

id

iq

ω

2
64

3
75þ

ud
L
uq
L

� TL
J

2
666664

3
777775 (5)

Here id, iq denote d-q reference current, ud, uq denote d-q equivalent voltage, R is

stator resistance, Pn denotes the number of pole pairs, L is equivalent inductance, ω
is rotor speed, TL represents load torque, J is the moment of inertia, B denotes the

friction coefficient,φf represents the magnetic flux. Then Eq. 5 can be written in the

form of affine nonlinear systems standards:

_x ¼ f ðxÞ þ g1ðxÞud þ g2ðxÞuq (6)

Here x ¼ ½id; iq;ω�T ; g1ðxÞ ¼ ½1L ; 0; 0�
T
; g2ðxÞ ¼ ½0; 1L ; 0�

T
; f ðxÞ ¼

�R
Lid þ Pnωiq

�R
Liq � Pnωid � Pnφf

L ω
3Pnφf

2J iq � B
Jω� TL

J

2
664

3
775 . In order to make the system into linear system can

make the following transformation, choosing ω; id as the output of the system,

defining new output variables:

z1 ¼ h1ðxÞ ¼ ω
z2 ¼ Lf h1ðxÞ
z3 ¼ h2ðxÞ ¼ id

8<
: (7)
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State equation of the system under new coordinate system as follows:

_z1 ¼ z2
_z2 ¼ L2f h1ðxÞ þ Lg1Lf h1ðxÞud þ Lg2Lf h1ðxÞuq
_z3 ¼ Lf h2ðxÞ þ Lg1h2ðxÞud þ Lg2h2ðxÞuq

:

8<
: (8)

The system can be feedback linearized because it contains three inputs, three

outputs and its relation degree vector is {1, 1, 1}. That means the sum of vectors is

equal to the rank of the system. So the system can be described as exact feedback

linearization and won’t appear zero dynamics problems, selecting the new

variables:

_z1 ¼ z2
_z2 ¼ ν1
_z3 ¼ ν2

8<
: (9)

This system has become a linear system. We can select v1 and v2 as the control
variables of the system. According to linear system poles configuration theory and

state feedback, we can achieve the linear design of the system [5].

v1 ¼ �k1ðy1 � y1ref Þ � k2 _y1 ¼ �k1ðω� ωref Þ � k2 _ω
v2 ¼ �k3ðy3 � y3ref Þ ¼ �k3ðid � idref Þ (10)

Let v1 and v2 be the control variables of system, so the actual control variables of

the system are ud uq.

uq ¼ 2JL
3Pφf

3Pφf

2JL
R
L iq þ Pωid þ Pφf

L ω
� �

þ B
J

3Pφf

2J iq � B
J ω� TL

J

� �
þ v1

h i
ud ¼ L R

L id � Pωiq þ v2
� � (11)

3.2 Simulation Module Introduction

According to the established mathematical model and feedback linearization of

knowledge, and the knowledge of the motor control [4], we can get the system

control diagram as follows the Fig. 1. Depending on the Eq. 10, we can know that

the P controller can be used in the comparison between id and idref , the comparison

between ω and ωref can use the PI controller.
In the MATLAB7.6/Simulink environment, set up its simulated modules based

on the system control diagram. The following will describe a few of the more

important in the simulated model.
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1. Vector control module

The basic thought of vector control is that through three to two transformation

make two phases stationary coordinate system of the alternating current iα , iβ
equivalent to three-phase static coordinate system of the stator alternating

current ia, ib, ic. Then after rotor field orientation rotation transformation, letting

iα, iβ equivalent into two phases rotating coordinate system of the current id, iq, id
equivalents to DC motor of the excitation current, iq equivalents to DC motor

armature current. Realize vector control need two modules [6]: abc2alfa� beta
and alfa� beta2dq transformation modules. As shown Figs. 2 and 3:

Compute
Ud and Uq

2 to 2
transform

SVPWM

Idref

ωref

ω

I qId

PI

P

-

-
Invertor
bridge

Vector
control
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Fig. 1 Block diagram of the control system
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3.3 Simulation Results Analysis

According to the above each simulation module, In the MATLAB7.6/Simulink

environment, the PMSM parameter is set as follows: R ¼ 4. 2 Ω, L ¼0. 0153 H,

φf ¼ 0:175Wb, J ¼0. 0021 kg * m 2, Pn ¼3, B ¼0.006 Nm.Sec/rad. At first, given

the referenceωref is 800 rad/s, after two seconds the referenceωref is 1,500 rad/s, the

simulated results as follows. The speed variation is Fig. 4:

From the Fig. 4 we can clearly see that the system will soon be able to track the

reference ωref , and no overshoot and steady state error. It can be known from the

simulated result that the system responds rapidly and has good robust stability.

At the same time we can get phase current iq change curve Fig. 5. We can clearly

see that the phase current iq soon enters a stable state and the change of the reference
ωref will cause the current change of iq . We can know that different sizes of ωref

disturbance to iq is not the same, but the phase current iq can be able to quickly run in
the stable state.

From the above the simulated result we can know that feedback linearization

vector control method has a good control effect. The system responds rapidly and

has good robust stability. We also know that the system can quickly run in the stable

state, the response is fast, almost no steady-state error.

Fig. 4 Speed variation
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4 Conclusion

This paper described the Feedback linearization vector control of PMSM, using the

MATLAB7.6/Simulink to construct the system of the simulated model. The

simulated result shows that the system runs smoothly, with good dynamic perfor-

mance; the feedback linearization vector control method has a good control effect;

the designed system responds rapidly and has good robust stability, which will

provide useful reference to the PMSM control system design and analysis later.
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Design and Simulation of Image

Compensation Control System

Chan Tan and Lei Ding

Abstract Image compensation is a key to high resolution imaging. This paper

designs and simulates an image compensation control system based on swing

pointing mirror. The principle of pointing mirror compensation is presented and

the mathematical model of pointing mirror’s driving motor is established. Based on

this model, a high accurate controller which consists of current loop and velocity

loop is designed and simulated. Considering that there is disadvantage of traditional

speed PID controller in dynamic performance, which is speed overshoot, the speed

loop adopts pseudo derivative feed-forward (PDFF) controller. Theoretical analysis

and simulation results show that the designed image compensation control system

has good characteristic in following performance, dynamic response and noise

resistance.

Keywords Image compensation control • Swing pointing mirror • PDFF controller

1 Introduction

If there is relative motion between camera and aim during exposure time, the target

image recorded in detectors is moved and blur. So it is necessary to compensate

image shift due to the limitation of MTF (Modulation Transfer Function). In order

to resolve the image motion, many methods have been proposed, including

mechanical compensation [1], electronic compensation such as TDI (Time Delay

Integration) CCD and whole frame transfer CCD [2], optical compensation such as

optical joint correlators [3, 4] and swing mirror, and software compensation [5] etc.
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However, mechanical compensation is only applied in film camera, and electronic

compensation based on TDI CCD merely achieves one-dimension compensation,

and optical joint correlator is strict to the environment, while compensation based

on swing mirror could not only compensate forward image shift but also pitching

and yawing image shift.

To achieve the compensation, the swing pointing mirror has to swing at certain

speed during satellite’s forward flight, and due to its extreme low compensation

speed, the servo system of pointing mirror must be stable and high accuracy.

Because PMSM have excellent speed adjustment performance and high efficiency

which is fit for high-powered close-loop control system and small torque ripple.

So this paper chooses PMSM as swing pointing mirror’s driving motor.

Firstly, this paper gives the principle and calculation of swing pointing mirror

compensation, and then establishes mathematical model of PMSM. Based on this

model, a high accurate controller is designed including current loop and speed loop.

Besides, in order to reduce speed overshoot, the speed loop adopts PDFF controller.

Theoretical analysis and simulation results show that the designed image compen-

sation control system has good characteristic in following performance, dynamic

response and noise resistance.

2 SwingMirror-Based ImageCompensationControl System

2.1 Principle of Swing Pointing Mirror Compensation

The principle of pointing mirror compensation is shown in Fig. 1 [6].

It can be seen that before compensation, with the forward flight of the camera,

the aim’s image is moved and blur on CCD plane. After compensation, when the

camera is flying forward, the mirror is swing at certain speed, by whose lead the aim

Fig. 1 Pointing mirror compensation principle chart
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images on CCD, in other words, CCD camera “sees” the same aim at time T0 and

T1, thus the image’s residence time increase. In a word, the purpose of pointing

mirror compensation is to make sure CCD camera imaging the same aim for several

continuous times with the pointing mirror swing on its axis at certain speed, thus

increase the resident time of CCD camera.

2.2 Calculation of Swing Speed of Compensation
Pointing Mirror

All detail analysis and calculation of motion compensation speed could be seen in

reference [7], here just gives the final calculation formula shown as follows.

ωm ¼ K � 1

2K

H
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 � ðRþ HÞ2sin22θm

q
cos 2θm

½ðRþ HÞ cos 2θm �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 � ðRþ HÞ2sin22θm

q
�
2
Ω (1)

Where ωm is pointing mirror’s angle speed, θm is pointing mirror’s pointing

angle, H is orbit height, R is the earth radius, Ω is satellite’s angle speed and K is

multiple of CCD camera’s residence time. The relationship between ωm and θm in

different orbit height H and different K is shown in Fig. 2.

It can be seen that with the increase of orbit height, the compensation speed

becomes lower. Even when the orbit height is 100 Km, the largest compensation

speed is 2� per second, which needs the servo control system to be highly stable and

accurate. This paper chooses PMSM as compensation mirror’s driving motor due to

its high accuracy in closed-loop control system.

3 Mathematical Model of PMSM

The mathematical model of PMSM in d-q synchronous rotating coordinate is shown

as follows [8]:

d

dt
id ¼ 1

Ld
Ud � R

Ld
id þ Lq

Ld
Pnωriq

d

dt
iq ¼ 1

Lq
Uq � R

Lq
iq � Ld

Lq
Pnωrid �

ψ f

Lq
Pnωr

ψq ¼ Lqiq

ψd ¼ Ldid þ ψ f

Te ¼ 1:5Pn½ψ f iq þ ðLq � LdÞidiq�
J
dωr

dt
¼ Te � Bωr � Tl

(2)
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Where Ud and Uq is d-axis and q-axis stator voltage respectively, id and iq is

d-axis and q-axis stator current respectively, ψd and ψq is d-axis and q-axis stator

magnet linkage respectively, ψf is magnetomotive, R is stator resistance, ωr is

rotator angle speed, Te is magnet torque, Tl is load torque, J is rotary inertia and

B is friction coefficient. The control diagram of PMSM, which is shown in Fig. 3,

could be achieved by transforming the mathematical model of PMSM into

Laplace form.

There are many control methods of PMSM and the most widely used control

strategy is field orientated control. When id is equal to zero, the motor could gain

the largest torque, which is space vector control method [9]. Thus the control

structure of PMSM is shown in Fig. 4, where GASR and GACR is speed and

current PID adjustor respectively. Especially, when the pointing mirror performs

the function of image compensation, the input is compensation speed calculated

in second part, so the control structure of PMSM is just speed loop and

current loop. In next part, this paper will discuss how to design speed and current

PID adjustor.

Fig. 2 Relationship of

pointing mirror’s speed to

its angle

-
Uq(s) 1

Ls+R

Iq(s)
1.5PnYf

Te(s)

Tl(s)

1
Js

PnYf

r(s)ω

-

Fig. 3 Control diagram

of PMSM
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4 Design of PID Controller

To design multiple loop system, outer loop sees inner loop as a whole element, and

according to practice experience, when the bandwidth of inner loop is over five

times of outer loop’s, the inner loop could be seen as first-order inertial element.

4.1 Current Loop Controller

As the inner most loop, current loop must have the characteristic of fast following to

the change of input voltage and excellent noise resistance, no matter when the

pointing mirror performs orientation or compensation. According to the model of

PMSM, the motor armature is equivalent to a first-order inertial loop with time

constant Tm ¼ L/R, and the PWM inverter is also a first-order inertial loop with

time constant Ti, so the control object of current loop is two first-order inertial

elements, whose transfer function is as follows:

Giobj ¼ 1

ðLsþ RÞðTisþ 1Þ (3)

According to the design method in engineering, the system should be adjusted

into I-system, and the controller has an integrating element and a proportional

element [10], thus the controller’s transfer function is shown in Eq. 4,

GACRðsÞ ¼ Kip
τisþ 1

τis
(4)

+− +−

+−

PMSMencoder

Speed
estimate

*
cω GASR

Isq

Isd = 0

Id

Inverse
Park

GACR

GACR

Inverter

Park

Ia

Ib

SVPWM

Clark

Iq

'θ

eω

*ω

Fig. 4 Control structure of PMSM
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Where Kip is the proportional coefficient and τi is integrating time constant.

Making τi ¼ L/R and KI ¼ Kip/Rτi, the current loop’s open-loop transfer function
is

GiðsÞ ¼ KI
1

sðTisþ 1Þ (5)

To consider dynamic response and overshoot, make KI * Ti ¼ 0.5. Supposing

the motor’s inductance L ¼ 8.5 mH, and resistance R ¼ 6.42 Ω, using MATLAB/

SIMULINK to simulate the current loop, and the result shows that the �3 dB

bandwidth is 3.37 KHz and the gain in low frequency band is smooth, which

approaches the first-order inertial element, besides, the step response is stable at

1.8 ms and no overshoot. Moreover, the amplitude of noise response is 2.8 % of

input noise, and decreases to zero in 10 ms. So the designed current loop satisfies

the characteristic in fast response, no overshoot and strong noise resistance.

4.2 Speed Loop Controller

From above discussion, the current loop is similar to first-order inertial element, and

it could be seen as an element of speed loop. Besides, according to Fig. 3, the

current loop and the integrated element Kt/Js constitute the control object of speed

loop. In general, the system should be adjusted into II-system, however, this kind of

system always has large overshoot, which is not tolerable in image compensation

because as long as the mirror’s speed deviates the compensation speed shown in

Fig. 2, the compensation loses its function. To resolve this problem, speed differ-

ential negative feedback is introduced; nevertheless, speed differential would

introduce noise, even though some of the noise could be eliminated by filter,

while the filter would lead to phase delay, limiting system’s performance improve-

ment. Thus, this paper adopts a pseudo derivative feed-forward controller, which

has a gain adjustable feed-forward channel, and changing this gain could improve

dynamic response and decrease overshoot. Use MATLAB/SIMULINK to build the

simulation model as Fig. 5, where Kvfr is gain constant of feed-forward channel,

τs is integration time constant and KS is proportional coefficient, and GACR is the

current loop above designed.

So the speed loop’s close-loop transfer function is shown in Eq. 6.

Hs ¼ KvfrKtKsKIτssþ KtKsKI

Jτss3 þ JτsKIs2 þ KtKsKIτssþ KtKsKI
(6)

When Kvfr ¼ 0.6, τs ¼ 0.025 and KS ¼ 14, use MATLAB to analyze the

transfer function, and the result shows that �3 dB bandwidth of speed loop is
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101 Hz and the step response is stable at 0.06 s and no overshoot. Furthermore, the

speed loop’s step noise response is only 5 % of input and decreases to zero in 0.1 s.

Besides, use SIMULINK to see how the speed loop’s following performance is

and the result is shown in Fig. 6. It can be seen that the speed loop follow the input

compensation speed very well and the follow error is less than 0.001, thus the

designed speed loop satisfy the requirements.

10.4771
1

0.04s
1/s Icmd Iout

GACR
Kt 1/Js

Vcmd

SCOPE

Vout

Kvfr

sτ Ks

+

+

−

+−

Fig. 5 Simulation model of speed loop

Fig. 6 Speed loop’s response to input compensation speed (from up to down: input, output, error)
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5 Conclusion

This paper designs and simulates an image compensation control system based on

pointing mirror driven by PMSM. The principle and calculation of pointing mirror

compensation is given firstly and then the mathematical model and control structure

of PMSM is established. Finally, based on this model, a high accurate controller

including current loop and speed loop is designed and simulated, the simulation

results show that the designed controller has good performance in fast response, no

overshoot and noise resistance.
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μ-Method for Robust Stability of Active

Aeroelastic Wing with Multiple Control

Surfaces

Fu-hu Liu, Xiao-ping Ma, and Zi-jian Zhang

Abstract μ-method for robust stability of an active aeroelastic wing section with

leading and tailing edge control surface is developed. Robust system is constructed

to account for the uncertainty parameters associated with the variable structural

damping and the nonlinear structural stiffness. The nominal and robust stability

margins, critical flutter airspeeds and frequencies are computed to analyze the

aeroelastic and aeroservoelastic robust stability in the μ-framework. The analysis

process shows μmethod for robust stability analysis of aeroservoelastic system with

uncertainties is effective. The simulation results indicated that uncertain perturba-

tion reduces stability margin of system. The aeroservoelastic system increases

flutter speed and critical dynamic pressure to the aeroelastic (openloop) system,

specifically increases in flutter speed is 12 % when leading edge flap activated and

32 % when both leading and trailing edge flap activated. The system tends to

stabilize more quickly and trailing edge flap deflects smaller by using both the

leading and trailing edge control surfaces simultaneously.

Keywords Robust stability • Aeroservoelastic • Uncertain perturbation

1 Introduction

For the active aeroelastic wing [1], researchers have focused much attention on

active flutter suppression (AFS). Great progress has been made since active control

technology has been further developing. However, few literatures have been written

about AFS on an active aeroelastic wing with multiple control surfaces. Platanitis
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and Strganac [2] used feedback linearization and adaptive control method for the

suppression of limit-cycle oscillations (LCO) of a typical wing section with leading

and trailing edge control surfaces. It is compared with the study of the wing with

only trailing edge control surface, which investigated by Jeffry and Thomas [3]

using full-state feedback control law. The result shows that globally stabilizing

control may be achieved by using two control surfaces.

Uncertainty is an important issue to its stability for the modern control system.

Therefore, robust stability has been put forward. It means the systems with uncer-

tainty can keep stable. Aeroservoelastic (ASE) system considers the interaction of

aeroelastic (AE) system and servoactuators. Aeroservoelastic stability has been a

necessary condition for safety of air vehicles flight. In the classical control systems

analysis of aeroservoelastic stability, the precision magnitude and phase stability

margin can be reduced from Nyquist method, which is for single-input-single-

output (SISO) system. For multi-input and multi-output (MIMO) system stability

analysis, it is a well-known and practically effective technique to use minimum

single value method. However, it cannot analyze robust stability for the system with

parametric uncertainties. The result of minimum single value method is deficient

because it only considering unparametric uncertainties, such as additive perturba-

tion and multiplicative perturbation. Therefore, so many researchers examined

μ-method in their analysis to solve this problem. Livne indicated that the

uncertainties are one of the important effects in future aeroelasticity research

[4]. Lind and Brenner at the NASA Dryden Flight Research Center combining

μ-method and flight test data for the estimation of robust flutter and aeroservoelastic

margins of F/A-18 research aircraft, and which improve safety of flight test [5,

6]. Lind suggested a match point solution method for a robust flutter prediction. He

analyzed the variation of the air vehicles flutter speed in terms of the altitude

[7]. Borglund suggested a μ-k method for a robust aeroelastic stability analysis

[8]. It proves that μ-method for robust flutter and analysis is more practicable.

In this paper, a typical wing section with leading and trailing edge control

surfaces is concerned with the structural and dynamic pressure uncertainty. We

construct uncertain AE and ASE system. Furthermore, robust stability for uncertain

system is analyzes with μ-method. Herein, robust stability of active aeroelastic

wing with multiple control surfaces is studied.

2 Structured Singular Value μ-Method

Standard P� Δ configuration shown in Fig. 1, where P is the plant of a system, and

Δ is structured matrix of perturbations. For P 2 Cn�n and a known structure of Δ,

Δ ¼ ½diagðδ1Ir1; . . . δsIrs;Δ1; . . .Δf Þ : δi 2 C;Δj 2 Cmj�mj � (1)
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Note the structured perturbation Δ is a block diagonal matrix, where
Ps

i¼1 ri

þPf
j¼1 mj ¼ n with n is the dimension of the block Δ.

The structure singular value μ is defined by

μΔðPÞ ¼ ðminfσmaxðΔÞ : Δ 2 �Δ; detðI � PΔÞ ¼ 0gÞ�1
(2)

and unless I � PΔ is not singular for any Δ 2 �Δ, then μΔðPÞ ¼ 0 [9].

It is obvious that the structured singular value μ denotes a measure of the

smallest destabilizing perturbation. The robust stability result with regard to

structured uncertainty is given as follow.

Robust stability theorem [10]: Let the nominal feedback system be stable and let

γ >0 be an uncertainty bound, i.e. Δk k1 � γ . The perturbed system of Fig. 1 is

robustly stable, with respect to Δ, if and only if μΔðPÞ < 1 γ= .

Generally we assume the set of Δ is bounded to unity Δk k1 � 1, the robust

stability condition is then μΔðPÞ < 1.

3 System Model

3.1 A Typical Wing Section

A typical wing section with both a leading and trailing edge control surface is

shown in Fig. 2, where b is semichord of the wing, a is nondimensional distance

from the midchord to the elastic axis, h is plunge displacement, α is pitch angle, β
and γ are trailing and leading edge flap deflection, xα is nondimensional distance

between the elastic axis and the center of mass, Kh is structural stiffness in plunge,

Kα is structural stiffness in pitch.

The wing has four degrees of freedom, and the frequency dynamics of the

control surfaces are far higher the dynamics of the primary system. Thus the motion

of the system, with two degrees of freedom pitch and plunge, may be described by

mt mwxαb
mwxαb Iα

� � €h

€α

" #
þ Ch 0

0 Cα

� � _h

_α

" #
þ Kh 0

0 Kα

� �
h

α

" #
¼ �L

M

" #
(3)

P

w z

D
Fig. 1 P� Δ block

diagram for robust stability

analysis
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where mt is total mass of the pitch-plunge system,mw is total mass of the wing plus

mount mass, Iα is total mass moment of inertia about the elastic axis. Ch and Cα are

structural damping coefficients in plunge and in pitch. The lift L and moment M are

quasi-steady aerodynamic forces and moments with leading and trailing edge have

been based on Theodorsen’s theory and Fung’s theory [11]

L ¼ q 2bspCLα½αþ ð _h V= Þ þ ð0:5� aÞbð _α V= Þ�� þ2bspCLββ þ 2bspCLγγ
�

(4)

M ¼ q 2b2spCmα½αþ ð _h V= Þ þ ð0:5� aÞbð _α V= Þ�� þ2b2spCmββ þ 2b2spCmγγ
�

(5)

where sp is wing span,q is dynamic pressure,q ¼ 1
2
ρV2,ρ is air density, V is velocity,

CLα, CLβ and CLγ are lift coefficient per angle of attack, trailing edge flap deflection

and leading edge flap deflection,Cmα,Cmβ andCmγ are moment coefficient per angle

of attack, trailing edge flap deflection and leading edge flap deflection.

3.2 Nominal AE Systems

To compute stability margin, the unsteady dynamic pressure can be modeled as the

nominal dynamic and perturbation associate with unsteady dynamic pressure

q ¼ qnom þ δq (6)

where δq is the perturbation of unsteady dynamic pressure, δq 2 R.
In order to construct μ framework, we let

Fig. 2 The wing section with two degrees of freedom with multiple control surfaces
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z1 ¼ 2bspCLα½αþ ð _h V= Þ þ ð0:5� aÞbð _α V= Þ�� þ2bspCLββ þ 2bspCLγγ
�

(7)

z2 ¼ 2b2spCmα½αþ ð _h V= Þ þ ð0:5� aÞbð _α V= Þ�� þ2b2spCmββ þ 2b2spCmγγ
�

(8)

w1 ¼ δ1z1 (9)

w2 ¼ δ2z2 (10)

where δ1 ¼ δ2 ¼ δq.
Combining Eqs. 4, 5, 6, 7, 8, 9, and 10, the aerodynamic loads are reformulated

L ¼ qnomð2bspCLα αþ ð _h=V� �þ ð0:5� aÞbð _α=VÞ�
þ 2bspCLββ þ 2bspCLγγÞ þ w1

(11)

M ¼ qnom 2b2spCmα αþ _h=V
� �þ ð0:5� aÞb _α=Vð Þ� ��

þ 2b2spCmββ þ 2b2spCmγγÞ þ w2

(12)

Combining Eqs. 3, 4, 5, 6, 7, 8, 9, and 10 we obtain nominal system is shown in

Fig. 3, where Δq ¼ diagðδ1; δ2Þ.

3.3 Robust AE and ASE Systems

Robust system is the nominal system considers structure perturbation. The struc-

tural damping coefficient due to variable damping can be defined as

Ch ¼ Chnom þW3δ3 ¼ Chnomð1þ e3δ3Þ (13)

Cα ¼ Cαnom þW4δ4 ¼ Cαnomð1þ e4δ4Þ (14)

where δ3 and δ4 are perturbation to the structural damping coefficient in plunge

Chnom and in pitch Cαnom , δ3; δ4 2 R and δ3j j � 1, δ4j j � 1; W3 and W4 are the

weighting on perturbation to the structural damping coefficient in plungeChnom and

Dq

P

w1

w2

z1

z2

β

γ
h

α

Fig. 3 Nominal AE system

block diagram
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in pitch Cαnom,W3;W4 2 R; e3 and e4 are weighted modeling error on the structural

damping coefficient in plunge Chnom and in pitch Cαnom, and e3j j � 1, e4j j � 1;

Similar the structural stiffness coefficient with perturbation can be defined as

Kh ¼ Khnom þW5δ6 ¼ Khnomð1þ e5δ5Þ (15)

Kα ¼ Kαnom þW6δ6 ¼ Kαnomð1þ e6δ6Þ (16)

where δ5 andδ6 are perturbation to the structural stiffness coefficient in plungeKhnom

and in pitchKαnom, δ5; δ6 2 R and δ5j j � 1, δ6j j � 1;W5 andW6 are the weighting on

perturbation to the structural stiffness coefficient in plungeKhnom and in pitchKαnom,

W5;W6 2 R ; e5 and e6 are weighted modeling error on the structural damping

coefficient in plunge Khnom and in pitch Kαnom, and e5j j � 1, e6j j � 1;

In order to construct μ framework, we let

z3

z4

z5

z6

2
6664

3
7775 ¼

W3

W4

W5

W6

2
664

3
775

_h

_α

h

_α

2
66664

3
77775 (17)

w3

w4

w5

w6

2
6664

3
7775 ¼

δ3
δ4

δ5
δ6

2
664

3
775

z3

z4

z5

z6

2
6664

3
7775 ¼ Δp

z3

z4

z5

z6

2
6664

3
7775 (18)

where Δp is the perturbation block, Δp ¼ diagðδ3; δ4; δ5; δ6Þ and Δp

�� ��
1 � 1.

Combining Eqs. 2, 17, and 18, the motion of the system are reformulated

mt
€hþ Sα€αþ Chnom

_hþ Khnomhþ w3 þ w5 ¼ �L

Sα €hþ Iα€αþ Cαnom _αþ Kαnomαþ w4 þ w6 ¼ M
:

(
(19)

The robust AE system block diagram can be constructed as shown in Fig. 4,

where ½wi� ¼ diagðw3;w4;w5;w6Þ, ½zi� ¼ diagðz3; z4; z5; z6Þ.
The robust ASE system block diagram is constructed by adding two

servocontrols to the robust AE system. The transfer functions for trailing edge

flap Kβ and leading edge flap Kγ can be defined as

K ¼ δðsÞ
δcðsÞ ¼

k

ð1=ω2Þs2 þ ð2ζ=ωÞsþ 1
(20)
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where δ is the deflection of the control surface,δc is the input deflection command of

the control surface, k is the gain of servoactuators,ω is frequency of servoactuators,

ζ is damp ratio of servoactuators.

In this paper, based on characteristic of the trailing edge flap and leading edge

flap, servoactuators parameters are ωβ ¼ ωγ ¼ 50Hz, ξβ ¼ ξγ ¼ 0:5, kβ ¼ �1:02,

kγ ¼ 23:4. The robust ASE system block diagram shown in Fig. 5, where dβ and dγ
are additional inputs of trailing and leading edge flap deflections.

3.4 State-Space Model

For the robust stability analysis, the uncertainty system should be constructed as

state-space model form. Let Xs ¼ ½ h α �T and combining Eq. 19 and Fig. 4, the

motion of the system are reformulated in matrix form

Ms
€Xs ¼ ðCa � CsÞ _Xs þ ðKa � KsÞXs þ Bau

zi½ � ¼ Cz Xs
_Xs

� �T þ Dz β γ½ �T
:

(
(21)

P

wi zi

β

γ

h

α

Dq

Δp

Fig. 4 Robust AE system

block diagram

P

wi zi

h
α

γK

βK

dβ
dγ

Dq

Dp

Fig. 5 Robust ASE system

block diagram
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where u ¼ w1 w2 w3 w4 w5 w6 β γ½ �,

Ms ¼ mt mwxαb
mwxαb Iα

� �
; Cs ¼ Chnom 0

0 Cαnom

� �
; Ks ¼ Khnom 0

0 Kαnom

� �

Ca ¼ qnom
�2bspCLαð1 V= Þ �2b2spCLαð0:5� aÞð1 V= Þ
2b2spCmαð1 V= Þ 2b3spCmαð0:5� aÞð1 V= Þ

� �
;

Ka ¼
0 �qnom2bspCLα

0 qnom2b
2spCmα

" #
;

Ba ¼
�1 0 �1 0 �1 0 �qnom2bspCLβ �qnom2bspCLγ

0 1 0 �1 0 �1 qnom2b
2spCmβ qnom2b

2spCmγ

" #
;

Cz ¼

0 2bspCLα 2bspCLαð1 V= Þ 2b2spCLαð0:5� aÞð1 V= Þ
0 2b2spCmα 2b2spCmαð1 V= Þ 2b3spCmαð0:5� aÞð1 V= Þ
0 0 W3 0

0 0 0 W4

W5 0 0 0

0 W6 0 0

2
666666664

3
777777775
;

Dz ¼
2bspCLβ 2bspCLγ

2b2spCmβ 2b2spCmγ

� �

Then defining the state variables x ¼ ½ h α _h _α �T , one obtains the state-

space form of the openloop AE system, which represent P in Fig. 5

_x ¼ Axþ Bu

y ¼ Cxþ Du

(
(22)

where output y ¼ ½ z1 z2 z3 z4 z5 z6 h α �T; input u ¼
½w1 w2 w3 w4 w5 w6 β γ �,

K ¼ Ka � Ks; C ¼ Ca � Cs:
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4 Simulation Results and Discussion

Platanitis and Strganac give a wing section with training and leading edge flaps, and

we use the parameters of this wing [2]. The wing in experiments occur flutter at

13 m/s for openloop AE system [2]. Therefore, in this research, the systems are

simulated at nominal speed 13 m/s. Let the system initial state variables are

x ¼ [0.01 0.1 0 0]T and perturbation parameters are e3 ¼ e4 ¼ 0.4, e5 ¼ e6
¼ 0.05. Both system modeling of analysis and the computation are code with

MATLAB μ-Analysis and Synthesis Toolbox [12]. The iteration flow chart of

stability margin is shown in Fig. 6, which include AE system, ASE system, nominal

system and robust system.

The concerned parameters in this study are flutter speed VF, flutter frequency fF,
critical dynamic pressures qcr, and stability margins δqmax. δqmax is the maximum of

dynamic pressure perturbation stabilize system, and qcr ¼ qnom þ δqmax: Figure 7

shows the iteration process of μ value for robust AE system. The iteration is not

interrupt until μ < 1. When system reach critical stable structured singular value μ
curves are shown in Fig. 7, where ASE (one flap) represents the ASE system with

the leading edge flap, and ASE (two flaps) denotes the ASE system with both the

leading and trailing edge flap. The computation results are presented as in Table 1.

By above figure, frequency versus structured singular value μ ¼ 1 means flutter

frequency. Robust AE system fF ¼9.69 rad/s, robust ASE system with leading

edge flap fF ¼13.80 rad/s, robust ASE system with both leading and trailing edge

flap fF ¼13.01 rad/s (Fig. 8).

From table above, we observe that stability margin of system. Flutter frequency

is identical to Fig. 7. Uncertain perturbation reduces stability margin of system. The

decrease in stability margin is 69 % for AE system, 64 % for ASE system (one flap)

Start

Initial δq

Structure singular
value µ<1?

Stability margin:dqmax, VF, fF

No

Yes 

Reduce dq

System
ASE =AE+Servoactuators

Robust =Nominal+Perturbation

Fig. 6 Iteration flow chart

of stability margin
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and 58 % for ASE system (two flaps). The ASE system increases flutter speed and

critical dynamic pressure to the AE (openloop) system, specifically increases in

flutter speed is 12 % when leading edge flap activated and 32 % when both leading

and trailing edge flap activated. By using both the leading and trailing edge control

surfaces are more effective on flutter suppression.

10-1 100 101 102
0

1

2

3

4

5

6

7

Frequency(rad/s)

μ

Fig. 7 Iteration process of

μ value for robust AE

system

Table 1 Computation results

of system at V ¼ 13 m/s
System model Type VF (m/s) fF (Hz) δqmax (N/m

2)

AE Nominal 13.9752 1.7264 16.1133

Robust 13.3062 1.5425 4.93345

ASE (one flap) Nominal 17.9044 2.1274 92.8345

Robust 14.9529 2.1971 33.4359

ASE (two flaps) Nominal 22.5324 1.9675 207.458

Robust 17.6148 2.0724 86.5338

10-1 100 101 102
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Frequency(rad/s)

μ

Fig. 8 AE system

structured singular value

μcurves
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Figure 9 shows time response of ASE system with only leading edge flap

(dotted line) and ASE system with both leading and trailing edge flaps (solid

lines). Examining time response process of plunge, pitch and control surface, one

notes that the system tended to stabilized more quickly and trailing edge flap

deflects smaller by using both the leading and trailing edge control surfaces

simultaneously.

5 Conclusion

μ-method for robust stability of an active aeroelastic wing section with leading and

tailing edge control surface is developed. Nominal AE system with dynamic

pressure perturbation is established. Robust AE system is constructed to account

for the uncertainty parameters associated with the variable structural damping and

the nonlinear structural stiffness. Robust ASE system is constructed by adding two

servocontrols to the robust AE system. The nominal and robust stability margins,

critical flutter airspeeds and frequencies are computed. We investigate the aeroelas-

tic and aeroservoelastic robust stability in the μ-framework.

The analysis process shows μ method for robust stability analysis of

aeroservoelastic system with uncertainties is effective. The simulation results

indicated that uncertain perturbation reduces stability margin of system. The ASE

system increase flutter speed and critical dynamic pressure to the AE (openloop)

system. The system tends to stabilized more quickly and trailing edge flap deflects

smaller by using both the leading and trailing edge control surfaces simultaneously.
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Fig. 9 Time response of robust ASE system with single control surface and multiple control

surfaces at V ¼ 14.5 m/s
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Nonlinear Flight Controller Design Using

Combined Hierarchy-Structured Dynamic

Inversion and Constrained Model Predictive

Control

Chao Wang, Shengxiu Zhang, and Chao Zhang

Abstract In order to account for hard limits on state and actuator range, a

nonlinear flight control method combined hierarchy-structured dynamic inversion

(HSDI) and constrained model predictive control (MPC) was proposed for a

researched unmanned aircraft (RUA). First, the HSDI control law linearizes the

nonlinear dynamic model of the aircraft. Then, constrained MPC is designed in

accordance with Pseudo-linear system to guarantees HSDI and determines online

constrained optimal inputs. Finally, the robust performance of the combined con-

troller is improved by employing on-line identification for uncertainties based on

adaptive estimation approaches. The nonlinear model was updated with adaptive

parameter T-S fuzzy model to improve the fidelity of the model used for controller

synthesis. Simulation results show satisfactory performance of the presented con-

troller for attitude command tracking control, and the robustness to parameters

variations and the disturbance rejection are successfully accomplished.

Keywords Flight control • Hierarchy-structured dynamic inversion • Constrained

model predictive control • T-S fuzzy model • Adaptive parameter approximation

1 Introduction

New nonlinear guidance and control laws will command and execute agile flight

with rapid manoeuvring capability, large thrust, and closer approach to stall

boundaries for fast deceleration and rapid turning than previously possible.

Such performance improvements expand the operational regime of UAVs. Nev-

ertheless, because of dynamic constraints such as limited manoeuvrability, mini-

mum turn radius for the specified airspeed, and actuator saturation, the physical
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impossibility of applying unlimited control signals makes actuator saturation a

ubiquitous problem in control systems. A known approach to this task is the

treatment of the flight control as a nonlinear model predictive control (NMPC)

problem [1–3]. However, this is computationally demanding due to the

nonlinearities that have to be considered. Whenever the computational power of

the onboard computer is limited, a straight forward NMPC implementation

becomes very difficult, or even impossible. One alternative approach is to linear-

ize the nonlinear system on-line using Feedback Linearization (FBL) which can

be combined with linear, discrete-time MPC. Van Soest has done this, for

example, including only input constraints [4]. Guemghar has also taken state

constraints into account, and there the principle of Time Scale Separation (TSS)

is used [5]. Nevertheless, uncertainties and disturbances have not been discussed

in above literatures.

In this paper, the combination of hierarchy-structured dynamic inversion (HSDI)

control and constrained model predictive control (MPC) is applied to track the

reference attitude angles for a RUA, which is modeled to be nonlinear with hard

limits on state and actuator range. Combining HSDI with MPC gives the best of

both worlds: HSDI allows application of the simple linear discrete model predictive

control concept; MPC provides explicit constraint handling as part of the optimiza-

tion process. In order to deal with uncertainties and disturbances, this paper

therefore improves the nominal combined controller by employing on-line identifi-

cation for uncertainties using T-S fuzzy model. The nonlinear model developed

based on first principle theory was updated with adaptive parameter T-S fuzzy

model to improve the fidelity of the model used for controller synthesis. An online

adaptation algorithm for the parameter matrixes of T-S fuzzy model is designed.

The paper is organized as follows: In the next section, the RUA nonlinear

dynamic is given. On-line estimator for uncertainties based on adaptive parameter

T-S fuzzy model is introduced in Sect. 3. Sect. 4 designs the combined controller

and the constraint mapping algorithms. The simulation results are shown in Sect. 5.

Finally, Sect. 6 draws the conclusions.

2 Research Unmanned Aircraft Model

Let x1 ¼ ½ α β μ �T , x2 ¼ ½ p q r �T and control input u ¼ ½ δa δe δr �T .
Where α, β and μ respectively denote angle of attack, sideslip angle and conical

rotation angle; p, q and r respectively denote roll, pitch, and yaw rates about the

body axes; δa; δe and δr denote deflections of aileron, elevator and rudder,

respectively. Based on the assumption of the flat Earth and constant mass properties

[6], the general nonlinear 6DOF dynamic of the RUA with uncertainties and

disturbances can be written as [7]:
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_x1 ¼ f 1nðx1Þ þ g1nðx1Þx2 þ h1nðx1Þuþ Δ1

_x2 ¼ f 2nðx1; x2Þ þ g2nðx1Þuþ Δ2

(1)

Where subscript n is added to indicate the nominal situation; The functions f 1n, f 2n,
g1n; g2n and h1n for each controller design are given by Cao [7]; Δ1 ¼
½Δα Δβ Δμ �T and Δ2 ¼ ½Δp Δq Δr �T are lumped disturbances. With

assumptions 2 in Cao [7] (which implies that h1nu � 0 ) and given a specific

sampling time Ts, we have a discrete-time MIMO affine nonlinear system:

x1ðk þ 1Þ ¼ f 1nðkÞ þ g1nðkÞx2ðkÞ þ Δ1ðkÞ
x2ðk þ 1Þ ¼ f 2nðkÞ þ g2nðkÞuðkÞ þ Δ2ðkÞ

(2)

3 On-line Identification for Uncertainties

In the system (2), there are some unknown uncertainties Δf ið�Þ and Δgið�Þ and

disturbances di. They are combined to form an unknown nonlinear function Δi as

follows:

Δ1ðkÞ ¼ Δf 1ðkÞ þ Δg1ðkÞx2ðkÞ þ d1ðkÞ
Δ2ðkÞ ¼ Δf 2ðkÞ þ Δg2ðkÞuðkÞ þ d2ðkÞ

(3)

To identifyΔiðkÞ i ¼ 1; 2, T-S fuzzy model is applied. The j-th fuzzy rule can be
described as:

Rj : IF x1ðkÞis Fj
1 and � � � xnðkÞis Fj

n and u1ðkÞis Fj
nþ1 and � � � unðkÞis Fj

2n

THEN Δ̂iðkÞ ¼ ÂjðkÞxðkÞ þ B̂jðkÞuðkÞ
(4)

Where xðkÞ ¼ ½x1ðkÞ; x2ðkÞ; � � � ; xnðkÞ�T 2 <n is the state vector, uðkÞ ¼
½u1ðkÞ; u2ðkÞ; � � � ; unðkÞ�T 2 <n is control input.

Applying some commonly used defuzzification strategies, system (3) becomes:

Δ̂iðkÞ ¼
Xr

j¼1

wj½ÂjðkÞxðkÞ þ B̂jðkÞuðkÞ� (5)

Where wj ¼ Q2n
l¼1

μFi
j
ðzjÞ

.Pr
j¼1

Q2n
l¼1

μFj
l
ðzlÞ:; j ¼ 1; 2; � � � r , μFj

l
ðzlÞ is the value of the

membership function, zl ¼ ½ xðkÞ uðkÞ �T .
By choosing the following parameter adaptation law:

Nonlinear Flight Controller Design Using Combined Hsdi and Constrained MPC 631



Â
jðkÞ ¼ Â

jðk � 1Þ � γaw
j½AseðkÞ�TPxðkÞ

B̂
jðkÞ ¼ B̂

jðk � 1Þ � γbw
j½AseðkÞ�TPuðkÞ

(6)

And according to a standard Lyapunov theorem extension [8], the tracking error

vector for the state variables eðkÞ is bounded above by ε defined in Eq. 7. Therefore,
the adaptive law Eq. 6 permits the adaptation of T-S fuzzy model parameters.

eðkÞ : eðkÞk k < ε ¼ ρ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λmaxðPÞ κ=

pn o
(7)

Where γa, γb is a gain in adaptive law; λmaxðPÞ is the largest singular value ofP; ρ
is a positive constant.

The T-S fuzzy model of the ΔiðkÞ; i ¼ 1; 2 is identified and validated, as

explained above. Using Eq. 5, system (2) can be rewritten as:

x1ðk þ 1Þ ¼ f 1ðkÞ þ g1ðkÞx2ðkÞ
x2ðk þ 1Þ ¼ f 2ðkÞ þ g2ðkÞuðkÞ

(8)

Where f 1ðkÞ ¼ f 1nðkÞ þ
Pr
j¼1

wj
1Â

j
1ðkÞx1ðkÞ, g1ðkÞ ¼ g1nðkÞ þ

Pr
j¼1

wj
1B̂

j
1ðkÞ; f 2ðkÞ

¼ f 2nðkÞ þ
Pr
j¼1

wj
2Â

j
2ðkÞx2ðkÞ, g2ðkÞ ¼ g2nðkÞ þ

Pr
j¼1

wj
2B̂

j
2ðkÞ.

4 The Controller Architecture

This section provides the theory of both HSDI and MPC and discusses in-depth the

interconnection issues that arise from this combination. Figure 1 provides an

overview of how MPC and NDI are to be combined in each subsystem.

4.1 Hierarchy-Structured Dynamic Inversion

An HSDI-based flight control law is developed in such a way that a general fixed-

wing aircraft system is decomposed into subsystems according to the time scales

inherent in the dynamics and nonlinear dynamic inversion (NDI) is applied to each

subsystem. In each subsystem, the slow variables are controlled by taking the fast

variables as fictitious control input. HSDI therefore features a simple nested

structure of the first order NDI controllers. Thus, considering the two time scales

nonlinear system (8), inner-loop and outer-loop controllers are designed by NDI.

Control law in each loop of the system is given by:
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x2cðkÞ ¼ g�1
1 ðkÞ½�f 1ðkÞ þ v1� (9)

uðkÞ ¼ g�1
2 ðkÞ½�f 2ðkÞ þ v2� (10)

Nonlinear control of the “inner loop” (i.e., rate loops) and the “outer loop” (i.e.,

attitude loops) is accomplished via HSDI. This yields a discrete-time linear system

with inputs that are subject to state-dependent constraints. Instead of employing a

simple HSDI design which has the possibility of generating extremely large control

inputs, the feedback-linearized system is regulated with a linear model predictive

controller with explicit constraint handling capability.

4.2 Constrained Model Predictive Control

The closed-loop systems with HSDI controllers (9) and (10) are defined as:

x1ðk þ 1Þ ¼ v1ðkÞ (11)

x2ðk þ 1Þ ¼ v2ðkÞ (12)

Equations 11 and 12 represent the basic models for the MPC design in this

section. The designs of outer loop’s MPC1 and inner loop’s MPC2 are identical,

only the design of MPC2 is discussed here. The basis of MPC controller is an

optimization problem. Therefore, the task of the controller has to be translated into

a Performance Index (PI). Optimization of this PI leads to an optimal input

sequence. The goal of the inner loop controller is to track the reference trajectory

commanded by the outer loop controller as good as possible and since this trajec-

tory is defined in terms of angular rates, the PI is based on the error between the

Affine
Nonlinear
System

r v u

x

NMPC

MPC NDI

generalized linear plant

uncertainties
identification

Fig. 1 MPC+NDI control concept. The input to the MPC controller is the reference and current

system state, the output is a virtual control input which is mapped by the NDI control law to the

input signal of the system
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actual measured angular rates and the reference angular rates. The PI needs to be

minimized is defined as:

J ¼
XNp

i¼1

e k þ ijkð ÞTQe k þ ijkð Þ (13)

Where eðk þ ijkÞ ¼ x̂2ðk þ ijkÞ � x2cðk þ ijkÞ , Q � 0 is the weighting matrix of

tracking error, and x̂2ðk þ ijkÞ is the predicted value of x2ðk þ iÞ at time k.
Using relationship (12), the control variable u is replaced by the intermediate

variable v2, the PI (13) of the standard MPC is transformed as follows:

J ¼ ð�x2 � �x2cÞT �Qð�x2 � �x2cÞ ¼ ð�v2 � �x2cÞT �Qð�v2 � �x2cÞ ¼ �vT2
�Q�v2 � 2�xT2c

�Q�v2 (14)

Where �x2¼½x2ðk þ 1jkÞ; � � � ; x2ðk þ Npjk�T ; �x2c¼½x2cðkþ1jkÞ; � � � ; x2cðkþNpjk
Þ�T ; �u ¼ ½uðkjkÞ; � � � ; uðk þ Np � 1jkÞ�T ; �v2 ¼ ½v2ðkjkÞ; � � � ; v2ðk þ Np � 1jkÞ�T ; �Q

¼ INp
� Q; INp

is an identity matrix of size Np, and the operator � indicates the

Kronecker product of two matrices.

The PI to be minimized on every sampling instant k is a quadratic criterion on�v2.
In this case, fast and reliable quadratic program (QP) optimization routines can be

used to find the solution of �v2. The QP can take any kind of constraint into account,

provided it is linear. Due to the NDI controller the actual inputs and states are not

directly ‘visible’ for the MPC controller and the constraints on the actual inputs and

states have to be converted by the NDI control law, which is called the constraint

mapping. Below first the input constraint mapping will be explained followed by

the state constraint mapping.

4.3 Constraint Mapping

Both input and state constraints are considered. The input constraints are defined as

aerodynamic control surface deflections, all the control surface deflections are

limited to �25 deg. State constraints are defined in terms of maximum and

minimum allowed deviations of the body angular rates p; q and r; and the

aerodynamic angles α, β and μ, the magnitudes of the state constraints are given

in Table 1.

4.3.1 Input Constraint Mapping

Consider the vectors of upper and lower bounds on u:
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�In In½ �|fflfflfflfflfflffl{zfflfflfflfflfflffl}
M

Tu 	 �umin umax½ �|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
bu

T
(15)

The implementation of the NDI scheme maps the input vector of u into the

predictive controller’s output v2 through the inverse of the NDI law (16), thus the

original set of linear inequality constraints u in Eq. 15 is transformed into a new set

of non-linear inequality constraints in v2.

v2ðkÞ ¼ f 2ðkÞ þ g2ðkÞuðkÞ (16)

Expanding Eqs. 15 and 16 over the control horizon as follows:

ðINp
�MÞ|fflfflfflfflfflffl{zfflfflfflfflfflffl}
�M

�uðkÞ 	 ½11 � � � 1�T � bu|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
�bu

(17)

�v2 ¼
f 2ðkÞ
..
.

f 2ðk þ Np � 1Þ

2
64

3
75

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Φ

þ
g2ðkÞ 0 � � � 0

..

. ..
. . .

. ..
.

0 0 � � � g2ðk þ Np � 1Þ

2
64

3
75

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Θ

�u (18)

Equation 17 can be substituted for u in Eq. 18. This results in the following

expression:

�M1�v2 	 �b1 (19)

Where �M1 ¼ �MΘ�1, �b1 ¼ �bu � �MΘ�1Φ.

Expression Eq. 19 clearly shows the problem of the constraint mapping, the

inequality constraint is not only depending on the state xðkÞ, but also on the future

statexðk þ iÞ. However, the future statexðk þ iÞ is not known until theMPC problem

is solved. To address this problem, we present constant constraint mapping. The

inequality constraint for timekof Eq. 19 is valid for the entire control horizon; that is,

x̂ðk þ iÞ ¼ xðkÞ. Thus, matrix Θ � INp
� gðkÞ, Φ � ½11 � � � 1�Tf ðkÞ.

The reason for using constant constraint mapping can be explained as follows:

the constraints on v2ðkÞ depend on the actual measured state, only the constraints on

v2ðk þ iÞ for i ¼ 1 : Np � 1 are approximations. Therefore, the implemented inputs

Table 1 State constraints

Attitude angle Amplitude range/
 Angular rate Amplitude range/


α �10 ~ +15 p �80 ~ +80

β �5 ~ +5 q �30 ~ +30

μ �60 ~ +60 r �15 ~ +15
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v2ðkÞ are feasible to satisfy the original input constraints at time k. The actual

implemented input is not affected by the approximation.

4.3.2 State Constraint Mapping

With the state bound defined as:

�In In½ �|fflfflfflfflfflffl{zfflfflfflfflfflffl}
M

Tu 	 �x2min x2max½ �|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
bs

T
(20)

And the state space model as Eq. 12. For each i ¼ 1 : Np � 1, the state constraints

are transformed into input constraints, resulting in the inequality constraint

�M2�v2 	 �b2 (21)

Where �M2 ¼ �M, �b2 ¼ ½11 � � � 1�T � bs.
Together with Eqs. 19 and 21 forms the final inequality constraint used in the

optimization of v2ðkÞ.

�Mv�v2 	 �bv (22)

Where �Mv ¼ ½ �M1
�M2 �T , �bv ¼ ½ �b1 �b2 �T .

Now, using the NDI and the constraint mapping, the constrained control problem

in the original nonlinear system is transformed into the intermediate variables. With

this formulation, the nonlinear predictive control problem is solved using a standard

quadratic programming (QP). It is much less computationally intensive to solve a

MPC problem of the following form:

min
v

J ¼ �vT2
�Q�v2 � 2�xT2c

�Q�v2

s:t: �Mv�v2 	 �bv
(23)

The MPC2 controller calculates the optimal inputs v2ðkÞ based on the reference

trajectory in termspc,qc, rc andx2ðkÞ. The continuous time input v2ðkÞ is defined by a
zero-order hold function on v2ðkÞ. Based on v2ðkÞ and x2ðkÞ and aerodynamic data,

the combined controller calculates the reference tracking input uðtÞ, which is the

actual input to the RUA.
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5 Simulation Results

The proposed controller was tested on the GNC simulation platform. The guidance

commands had been calculated to get the vehicle follows the trajectory. The

controller is evaluated on tracking performance and robustness. The parameters

considered for the MPC are Ts , Np , Nc and Q. The sample time Ts is set at 0.1 s

resulted in a satisfying tradeoff between computation speed and tracking perfor-

mance. The prediction horizon is set at 3 s (Np ¼ 30), with a corresponding control

horizon of 2 s (Nc ¼20). Two simulation scenarios have been carried out to verify

the proposed controller in different way, one of which presented in this section is

aims at pointing out the explicit constraint handling capabilities enabled by the

constrained MPC+HSDI approach. The other aims at demonstrating the improved

robustness characteristics of the constrained MPC+HSDI with adaptive parameter

T-S fuzzy model.

5.1 MPC+HSDI Versus HSDI

To demonstrate the effective constraint handling capability of the combined for-

mulation, The constrained MPC+HSDI control concept is numerically evaluated

and compared with HSDI control design by flown a relatively aggressive attitude

reference command. The results of both controllers are starting with the case

without uncertainties. See Fig. 2. The blue curve in Fig. 2 shows that the perfor-

mance of the constrained MPC+HSDI controller is able to keep the vehicle stable

and behaved well by tracking the desired references effectively. The inputs and

states all change in the given constraint domains. The red curve in Fig. 2 displays

the control effect of the HSDI controller. The results show that the closed-loop

system is not stable during the conical rotation maneuver. As demonstrated in

Fig. 2c, the saturation of ailerons and rudders plays an important role. As a result

of saturation, HSDI cannot be accomplished, resulting in large tracking errors.

5.2 Robust MPC+HSDI Versus Nominal MPC+HSDI

To demonstrate the robustness of the combined formulation with adaptive parame-

ter T-S fuzzy model, uncertainty is introduced into model parameters. The simula-

tion presented here assumes that there are +30 % and �30 % uncertainties in the

aerodynamic coefficients and aerodynamic moment coefficients respectively.

Besides, the disturbance moments upon the RUA are both selected as

sinðπtÞ½ 0:05 0:01 0:05 �T . In approximating Δ1 and Δ2 , the inner and outer

loop adaptive parameter T-S fuzzy models are applied. For outer-loop, five fuzzy

sets are defined forx1 and three fuzzy sets forx2c; for inner-loop, three fuzzy sets are
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defined for x2 and five fuzzy sets for u. All adjustable parameters are initialized to

0.01 to represent the initial absence of knowledge about the uncertainties, where the

gain of adaptive law γa ¼ 1 and γb ¼ 0:5 are used.

In the first case, we assume that no parameter adaptation law is applied. The blue

curve in Fig. 3a shows the tracking performance when uncertainties of aerodynamic

parameter and disturbances are considered by adopting the nominal constrained MPC

+HSDI method, it can be seen that the overshoot is large and has side-effects like the

steady state error. The control results may be worse if uncertainties became much

bigger.

In order to improve the control effects in control system, Eq. 6 is applied to

update the estimated parameters in the second case. The red curve in Fig. 3a show

that the angle of attack, sideslip angle and conical rotation angle commands

tracking is quite good for the constrained MPC+HSDI controller with adaptive

parameter T-S fuzzy model despite the unknown nonlinear function, the addition of

adaptive parameter T-S fuzzy model compensating controllers makes a significant

improvement for tracking performance in each channel. The approximation perfor-

mance for Δβ and Δq are shown in Fig. 4.
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Fig. 2 Tracking performance comparison between the constrained MPC+HSDI and HSDI, (a)

response of angle commands tracking, (b) time histories of body angular rates, (c) time histories of

control surface deflections
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Fig. 3 Tracking performance comparison between the robust constrained MPC+HSDI and

nominal constrained MPC+HSDI, (a) response of angle commands tracking, (b) time histories

of body angular rates, (c) time histories of control surface deflections
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6 Conclusion

The nonlinear fight control algorithm based on hierarchy-structured dynamic inver-

sion and constraint model predictive control presented in this paper provides a real-

time feasible solution to attitude command tracking of a RUA with constrained

dynamical behavior. Better results are obtained when compared with the HSDI.

Simulation show that constrained MPC+HSDI is superior to HSDI, with respect to

both tracking performance and control behavior. Furthermore, when the perfor-

mance of the constrained MPC+HSDI control law deteriorates much under strong

uncertainties, on-line identification for uncertainties using adaptive parameter T-S

fuzzy model is combined with the controller design for its capability of canceling

out the negative effects of uncertainties and disturbances. The simulation results

show that the robust controller indeed has improved robustness characteristics

compared to a nominal constrained MPC+HSDI controller, while constraints on

the input and states are satisfied.
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Cooperative Multitasking Software Design

for Gas Pressure Control Based

on Embedded Microcontroller System

Pubin Wang and Longxiang Lou

Abstract In order to control the pressure of coal gas fed to thermal treatment

furnaces, a multitasking design method base on the RTX51 Tiny is used in this

paper. The control system’s hardware was mainly made up of microcontroller,

analog, digital and serial interfaces. According to the features of control process and

the hardware’s performance, the system’s software was divided into control task,

manual task, display task, alarm task and command task. By running in cooperative

multitasking manner, the five tasks handle various functions of the system. For

illustration, each task’s code structure is provided, and the task scheduling is

explained. It is shown by application that the system satisfies the control requi-

rements. With the advantages of multitasking software framework, simple hard-

ware architecture, low cost and reliability, the design method we mentioned is

valuable for developing embedded microcontroller control systems.

Keywords Cooperative multitasking • Gas pressure control • Embedded micro-

controller • RTX51 Tiny

1 Introduction

One mechanical equipment manufacturing company has several thermal treatment

furnaces, which use coal gas as fuel to heating iron and steel parts. The heat

treatment processes for many parts often maintain above 10 h. During so long
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heating durations, the temperature control systems of those furnaces need the coal

gas pressure steady or fluctuation less. But the pressure of the coal gas which was

supplied by another company are rise or fall every now and then, sometimes the

variable ranges were even too high. Operators had to adjust the coal gas main pipe

valve manually to decrease the outlet pressure. In order to make the quality of

thermal treatment products even better, coal gas pressure control system was

required. For this purpose, a coal gas pressure control system was designed. In

that system, a microcontroller was used as the core, and the real time operation

system RTX51 Tiny was used as software kernel.

2 Hardware Composition

The main framework of the control system is shown in Fig. 1. A buttery valve was

fixed on the coal gas main pipe. The inlet and outlet differential pressure sensors

were fitted both sides of the valve. When coal gas moves through the main pipe, two

differential pressure transducers convert the input and output gas pressures to

normal voltages. Two TLC549 A/D converter chips change those two analog

voltages to digital values for the microcontroller reading. After averaging the

digital values, the AT89S52 microcontroller executes control routine and puts the

result to TLC5615 D/A converter chip, which converts the digital value to analog

voltage and sends it to an electric actuator connected to the buttery valve. Finally,

the actuator drives the buttery valve rotate between 0� and 90� so as to adjust the

coal gas outlet pressure within a preset range.

The hardware also includes some parallel interfaces for manual operations. In

order to reduce misoperations, only a few buttons and switches were used in the

system, keyboard was not assigned. Several LEDs and seven segment displays

(7-SEGs) are used to display system running states and the real time pressures. In

addition, by RS485 serial interface, the microcontroller can communicate with the

factory’s host computer, which performs the works of sending commands and

receiving history data.

3 Software Design

There are several actions and operations in the control system. Some of them are

periodic, such as sampling, real time control computing, reporting data to the host

computer with serial communication interface and displaying messages. Manual

operations and receiving command information from the host computer are sto-

chastic. So it is reasonable to use real time operation system in control software

design [1]. We selected RTX51 Tiny as the software development platform.

Real time applications are composed of one or more tasks that perform specific

operations [2]. We can take some sequence operations to one task. As we

642 P. Wang and L. Lou



mentioned above, from reading A/D converter values to driving the buttery valve

waggling, the procedure is ordinal, thus all operations of that procedure can be

assigned in one task. Another manner of planning task is according to hardware

functions. For example, manual task is related to buttons and switches digital input

interfaces, display task is related to LEDs and 7-SEGs digital output interfaces,

command task is depended on the RS485 serial interface. In the end, the whole

software includes five tasks, shown in Fig. 2.

3.1 Manual Task, Display Task and Alarm Task

The manual task scans manual inputs and deals with them. A few buttons were

assigned to perform manual operations. One reset button was used to clear alarm

state and make the system return to initial state. A shift button was used to display

preset pressure or set point value. Two buttons were assigned to turn the preset

pressure value increasing and decreasing manually.

The control system has two running modes: automatic mode and manual mode.

In automatic mode, the buttery valve’s swing is adjusted by control program

automatically. While in manual mode, the buttery valve’s movement is driven

directly by pushing manual operation buttons on the control panel. A mode select

switch was set to choose one of the two modes.

Microcontroller

LEDs,
7-SEGs,
speaker

A/D converter

Transducer

Inlet pressure sensor

A/D converter

Transducer

Outlet pressure sensor

D/A converter

Actuator

Buttery valve

Buttons,
switches

RS485

Fig. 1 Framework of system structure
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The code structure of manual task is shown as follows:

void manual_task (void) _task_ 3 {
while (1) {
if(shiftKEY¼¼HIT && incKEY¼¼HIT)setVAL++;
if(shiftKEY¼¼HIT && decKEY¼¼HIT)setVAL–;
if(RESET_BUTTON¼¼HIT)reload_args( );
run_mode¼(MODE_SLCT¼¼ON) ?
AUTOMATIC_MODE : MANUAL_MODE;
os_wait (K_TMO, MANUAL_TICKS, 0); }
}

Several large scale 7-SEG chips were used to display real time control variables

for the convenience of the operator’s observation. The inlet and outlet pressures are

displayed commonly. When the shift button is pushed, it can display current preset

pressure.

The code structure of display task is shown as follows:

void display (void) _task_ 1 {
while (1){
if (shiftKEY¼¼HIT) display_normal( );else display_set
point( );
os_wait (K_TMO, DISPLAY_TICKS, 0); }
}

The main function of alarm task is to check if the inlet and/or outlet pressures are

out of their preset limits. If those situations occur, it should be noticed and the

operator notified. The alarm task is responsible for this.

RTX51 Tiny
kernel

Command
task

Host
computer

Serial
interrupt

Control
task

Manual
task

Manual
task

Manual
task

Timer 0
interrupt

Fig. 2 Software structure
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The code structure of alarm task is shown as follows:

void alarm_task (void) _task_ 2 {
while (1) {
alarmLED ¼ realVAL > alarmVAL ? ON:OFF;
alarmBEEP ¼ realVAL > alarmVAL ? ON:OFF;
os_wait (K_TMO, LED_BLINK_TICKS, 0);alarmLED ¼ OFF;
os_wait (K_TMO, LED_BLINK_TICKS, 0); }
}

3.2 Control Task

This task runs the gas pressure control loop periodically. The process includes a

series of steps as follows: getting the gas inlet and outlet pressure digital values

from A/D converters, and several samples are required for filtering typically

(sampling); in order to attenuate noise and external disturbance effects, using

averaging those digital values or other calculating and filtering methods to get an

estimative result (filtering) [3]; calling control computing routine to work out the

digital output value (computing); if the system is running in automatic mode,

sending the result to D/A converter to convert it to an analog voltage so as to

driving the butterfly valve swing (output). Otherwise, the program goes to next loop

directly. The code structure of control task is shown as follows:

void control (void) _task_ 0 {
init_serial_port ( );
os_create_task (1);os_create_task (2);os_create_task (3);
os_create_task (4);
while (1) {
for(unsigned char i ¼ 0;i < NUMBER_OF_SAMPLING;i++){
get_inlet_pressure( );get_outlet_pressure( );
os_wait (K_TMO,SAMPLING_TICKS , 0);}
filtering( );
control_computing( );
if(Automatic_mode¼¼1)dac_output( );
os_wait (K_TMO,CONTROL_TICKS , 0); }
}

3.3 Command Task

This task receives the host computer’s commands with the microcontroller serial

port and executes them. The commands that sent form host computer include

setting control arguments and pressure ranges, reading them, and telling
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microcontroller report real time data, such as inlet, outlet and preset pressures. The

serial interface data receiving is performed by serial interrupt routine, which is

independent of RTX51 Tiny kernel.

The code structure of command task is shown as follows:

void serial (void) interrupt 4 using 2 {
unsigned char c ¼ SBUF;RI ¼ 0;
if(SM2¼¼1){if(c¼¼STATION_ID){SM2¼0; rcvinx¼0;}}
else{rcvbuf[rcvinx] ¼ c;

if(rcvinx<BUF_LENGTH-1)rcvinx++;
if(c¼¼’\r’)
isr_send_signal(COMMAND);}
}
void command (void) _task_ 4 {
while (1) {

os_wait (K_SIG, 0, 0);
unsigned char cmd ¼ rcvbuf[0];
SM2¼1;
os_clear_signal(COMMAND);
switch(cmd){
case ’A’: set_alarmVAL( ); break;
case ’P’: set_presetVAL( ); break;
case ’R’: report_data( ); break;
/*other commands. . .. . .*/
default:break;}
}
}

4 Task Scheduling

RTX51 Tiny supports cooperative multitasking, which was used in our software

design. By setting the TIMESHARING variable to 0 in the ‘Conf_tny.A51’ file,

task switches are only performed when the running task voluntarily gives up control

of the processor [4]. For example, when the function of os_wait (K_TMO, n, 0) is

called, the running task will gives up CPU an interval of n ticks at least, in which

task switches are performed.

RTX51 Tiny maintains each task in exactly one state (Running, Ready, Waiting,

Deleted, or Time-Out). Only one task at a time may be in the Running State.

Figure 3 shows the chart of the five tasks’ switching sequences. The state ‘1’

indicates a task is in the Running state, while state ‘0’ indicates a task is in one of

the other states, or we can say it is idle. In Fig. 3a, the grid interval is 5 s. Due to the

execution period of a task is far less than the grid interval, it appears a vertical line.

In Fig. 3b, the grid interval is 1 s, so the running states of control task and command

task appear two pulses. The control task cycle was set as 30 s, and each cycle
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includes 11 times sampling. The command task cycle was set as 10 s for sending

data to the host computer. The cycles of display task and alarm task were set as 2 s,

and the cycle of manual task was set as 150 milliseconds.

Limited to the electric actuator’s action frequency, 10 times per minute maxi-

mally, the control task execution cycle should be set not less than 30 s. Furthermore,

the on-the-spot tests shown that even that cycle was set as 60 s, the control system

could meet the requirement of the factory’s actual production process effectively.

This means that rapid response would not be needed for the gas pressure control

system. Therefore, the processor has enough time to run other tasks in so long

control period. Figure 3 shows that other tasks were inserted ceaselessly during one

control task execution cycle of 0–30 s, and all tasks were executed seemingly at the

same time.

If tasks work cooperatively, the os_wait function or the os_switch_task function

must be called somewhere in each task. These functions signal RTX51 Tiny to

switch to another task. If one task consumes much CPU time, it will deprive other

task’s execution. For example, if the display task is always in the Running state,

then other tasks will have no opportunity to run. In fact, the cycle of a typical

Fig. 3 Chart of task switching
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periodic task consists of action time and idle time. Why a running task state shown

in Fig. 3 looks like a vertical line? The reason is that its action time is very smaller

than its idle time. By calling the os_weit function during its idle time, a task will

gives up CPU an interval. Thus, if every task has enough idle time, the task

scheduling would be performed effectively. Such a situation was shown in

Fig. 3a. With RTX51 Tiny, task-level response is still non-deterministic [5]. As

we mentioned above, responsiveness is not important for the gas pressure control

system. Thus, cooperative multitasking kernel is a reasonable selection.

A cooperative multitasking kernel does not interrupt a task unless the task itself

calls a certain procedure. Thus, a function or a program in a running task will not be

broken by other tasks. This feature ensures that the function of control_computing

in the control task can be executed simultaneously. Compared with round-robin

system, the stability of control system has been improved.

5 Conclusion

Based on the RTX51 Tiny and microcontroller hardware, a real time multitask

control system has been build. It is indicated by practical application that the system

has good stability and reliability. The thermal treatment product quality has been

improved. With cooperative multitasking kernel, though the system’s task-level

response is non-deterministic, but it can meet the requirement for the gas pressure

control system. RTX51 Tiny is a very small system, so the gas pressure control

software has the feathers of low cost and small code size. In the control software,

many fixed interval operations were arranged in their related task. That makes the

control program simple and realistic. By assigning several operations in one task,

the system’s task number was reduced and the task switching efficiency was

improved.
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Robust H‘ Filtering for Uncertain Switched

Systems Under Asynchronous

Guihua Li and Jun Cheng

Abstract This paper investigated the problem of robust H1 filtering for uncertain

switched systems with asynchronous switching and average dwell time. The asyn-

chronous switching concerned in this paper represents that the switching instants of

the presented controllers are lag behind those of the considered subsystems. Based

on the Lyapunov function approach and average dwell time technique, sufficient

conditions of the robust H1 filter are derived. Finally, an example is also given to

illustrate the advantages and effectiveness of the theoretical results.

Keywords Switched neutral systems • Asynchronous switching • Exponential

stability • Linear matrix inequality • Average dwell time

1 Introduction

The H1 filter problem has been a wide range of discussed over the past a few

decades and its applications in all kinds of areas, for example signal estimation,

signal processing, pattern recognition and communications, control application as

well as some other practical control systems. During the last few years, the H1
filtering technique was first proposed in [1], which has been received much

attentions and it is very important to investigate for many others [2, 3]. A great

number of useful results have showed up for analyzing the H1 filtering conditions
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with delay-dependent [4, 5]. However, time delays is very important which always

encountered in many practical systems such as electronics, hydraulic or networked

control systems and so on [5, 6]. Therefore, it is important to investigate H1
filtering issues with the time-varying delays.

It has nothing to do that the aforementioned results are based on the average

assumption that, in practice, the filter switching instants is simultaneous with those

of the system. The controller switching signal is not match the proposed system

switching signal precisely and inevitably exists the asynchronous switching. In real

world, during the filter and the system in actual operation, there exists asynchronous

switching, which means that, the real switching instants of the filter lag behind or

exceed those of the proposed system, which may lead to performance of the systems

deteriorated. In fact, during many chemical and mechanical systems, it has been

shown the necessity of taking the asynchronous switching into consideration in

efficient controller design. There are extensively results about asynchronous

switching presented on control synthesis have been proposed [7–9]. However, to

the best of authors’ knowledge, the problem of asynchronous switching filter design

for switched systems has not been fully considered, this motivated us to do this

study.

In this paper, the problem of robust H1 filtering for uncertain switched systems

with asynchronous switching has been proposed. The dwell time approach is

utilized for the stability analysis and controller design, then the design asynchro-

nous switching of the filters for switched systems is also developed. At last, a

numerical example is provided to illustrate the effectiveness of proposed design

approach.

2 Preliminaries

In this paper, we consider the following

x
� ðtÞ ¼ AσðtÞðtÞxðtÞ þ AhσðtÞðtÞxðt� τ1ðtÞÞ þ AτσðtÞðtÞxðt� τ2ðtÞÞ þ BσðtÞωðtÞ;
yðtÞ ¼ CσðtÞðtÞxðtÞ þ CdσðtÞðtÞxðt� τ1ðtÞÞ þ DσðtÞωðtÞ;
zðtÞ ¼ LσðtÞðtÞxðtÞ;
xt0 ¼ xðt0 þ θÞ ¼ φðtÞ; x�t0 ¼ x

� ðt0 þ θÞ ¼ ϕðtÞ; θ 2 ½�maxfτ1; τ2g; 0�:

8>>><
>>>:

(1)

Where xðtÞ 2 Rn is the state of the system,ωðtÞ 2 Rp is the noise input, yðtÞ 2 Rm

is the measurement vector, zðtÞ 2 Rq is the signal to be estimated. Switching

signal σðtÞ is a piecewise constant function of time t, and takes values in a finite set
P ¼ f1; 2; . . . rg; r > 1denotes the number of subsystems.σðtÞ ¼ i 2 Pmeans the i th

subsystem is active. AiðtÞ;AhiðtÞ;AτiðtÞ;CiðtÞ; and CdiðtÞ are uncertain real-valued

appropriate dimensions matrices. BiðtÞ;DiðtÞ are known real constant matrices.
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Without loss of generality, we assume that the uncertain real-valued matrices

satisfying the following relations:

AiðtÞ ¼ Ai þ ΔAi;AhiðtÞ ¼ Ahi þ ΔAhi;AτiðtÞ ¼ Aτi þ ΔAτi;CiðtÞ ¼ Ci þ ΔCi;

CdiðtÞ ¼ Cdi þ ΔCdi; Fi
TðtÞFiðtÞ � I; ½ΔAi;ΔAhi;ΔAτi;ΔCi;ΔCdi�

¼ MiFiðtÞ½N1i;N2i;N3i;N4i;N5i�;

Where Ai;Ahi;Aτi;Ci;Cdi;N1i;N2i;N3i;N4i;N5i; are known real constant matrices

with appropriate dimensions and FiðtÞ is unknown time-varying matrix. τ1ðtÞ and
τ2ðtÞ denote the time-varying delay which satisfy

0 � τ1ðtÞ � τ1; 0 � τ2ðtÞ � τ2; τ
�
1ðtÞ � d1 � 1; τ

�
2ðtÞ � d2 � 1;

For known constants τ1; τ2; d1; d2:
In this paper, the switching signal σðtÞ considered is time-dependent, that is σðtÞ:

fðt0; σðt0ÞÞ; ðt1; σðt1ÞÞ; . . . ; ðtk; σðtkÞÞg, where t0 is the initial instant and in this paper
we denote tk represent the kth switching instant. For simplicity, σf ðtÞ is given to

denote the filter switching signal, which can be written as

σf ðtÞ : fðt0; σf ðt0ÞÞ; ðt1 þ Δ1; σf ðt1 þ Δ1ÞÞ; . . . ; ðtk þ Δk; σf ðtk þ ΔkÞÞg

where σf ðt0Þ ¼ σðt0Þ, σf ðtk þ ΔkÞ ¼ σðtkÞ,Δk > 0 orΔk < 0 denotes the period that

the filter switching instants exceed or lag behind those of the system. In the whole

paper we consider the case of Δk > 0.

It is always assumed that, during the switching instant tk�1, the ith subsystem is

activated and at the switching instant tk the jth subsystem is activated. Thanks

to asynchronous switching, the filter switching instant reacting to jth subsystem is

tk þ Δk , there must exists at least a matched period during the time interval

½tk�1 þ Δk�1; tkÞ, then we can obtain a mismatched period correspond at time

interval ½tk; tk þ ΔkÞ.
In this paper, we assume the filtering problem considered in this paper is to

design a filter with the following structure

xf
� ðtÞ ¼ Af σf ðtÞðtÞxf ðtÞ þ Bf σðtÞyðtÞ;
zf ðtÞ ¼ Lfσf ðtÞðtÞxf ðtÞ;

(
(2)

Where Af σf ðtÞ;Bfσf ðtÞ; Lfσf ðtÞ are filtering matrices which needed to be determined

later, xf ðtÞ 2 Rn is the filter state, zf ðtÞ 2 Rq is the output of the filter. Denote
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ηðtÞ ¼ ½xTðtÞ; xf TðtÞ�T; z ¼ zðtÞ � zf ðtÞ;AeiðtÞ ¼
AiðtÞ0

BfiCiðtÞ Afi

2
4

3
5;

BeiðtÞ ¼
AhiðtÞ

BfiCdiðtÞ

2
4

3
5

CeiðtÞ ¼
AτiðtÞ

0

2
4

3
5;DeiðtÞ ¼

BiðtÞ

BfiDi

2
4

3
5; Lei ¼ Li �Lfi½ �;AeijðtÞ ¼

Af ðtÞ 0

BfiCjðtÞ Afi

2
4

3
5;

BeijðtÞ ¼
AhjðtÞ

BfiCdjðtÞ

" #
;CeijðtÞ ¼

AτjðtÞ
0

" #
;DeijðtÞ ¼

Bj

BfiDj

" #
; Leij ¼ Lj �Lfi½ �

When t 2 ½t0; t1Þ [ ½tk�1 þ Δk�1; tkÞ; k ¼ 2; 3; . . . ; that is to say when the pro-

posed switched system runs at the matched period, then we have the filtering error

system as follows

Σ η
� ðtÞ ¼ AeiηðtÞ þ Beiηðt� τ1ðtÞÞ þ Cei η

� ðt� τ2ðtÞÞ þ DeiωðtÞ;
zðtÞ ¼ LeiηðtÞ;

�
(3)

When t 2 ½tk; tk þ ΔkÞ; k ¼ 1; 2; . . . ; that is to say when the proposed switched

system runs at the mismatched period, then we have the filtering error system as

follows

Σ1 η
� ðtÞ ¼ AeijηðtÞ þ Beijηðt� τ1ðtÞÞ þ Ceij η

� ðt� τ2ðtÞÞ þ DeijωðtÞ;
zðtÞ ¼ LeijηðtÞ

�
(4)

In this paper, during ½t0; t�, let Tþðt0; tÞ represents the total matched period and

T�ðt0; tÞ represents the total mismatched period, respectively.

Definition 1:½7� For given a switching signal σðtÞ , the trajectory of the given

filtering error system (3) and (4) satisfies xðtÞk k � α xðt0Þk ke�βðt�t0Þ, then filtering

error system (3) and (4) are said to be exponential stability, where α > 0; β > 0 and

t � t0.
Definition 2:½9� For given scalars T2 > T1 � 0 , let NσðT1; T2Þ denote the

switching number of σðtÞ during ðT1; T2Þ. If NσðT1; T2Þ � N0 þ ðT2�T2Þ
Ta

holds for

N0 � 0 and Ta > 0, then N0 and Ta are called chattering bound and average dwell

time, respectively. Moreover, assume N0 ¼ 0 for simplicity as extensively in the

literature.
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Lemma1:Suppose0 < hm < hM, andxðtÞ 2 Rn, for any positive matrixQ 2 Rn�n,

then

� ðhM � hmÞ
ðt�hm

t�hM

xTðsÞQ
�

x
� ðsÞds � xðt� hmÞ

xðt� hMÞ
� �T �Q Q

� �Q

� �
xðt� hmÞ
xðt� hMÞ

� �
:

3 Main Results

Theorem 1 For given scalars α > 0; β > 0, then the system (3) and (4) is exponen-
tially stable, if there exists positive-definite symmetric matricesPi;Pij;Qi;Qij;Ri;Rij;

such that the following LMIs hold:

Ξ1i ¼

Ξ1
1;1 PiBei þ Hie

�ατ1 PiCei PiDei AT
eiRi τ2AT

eiHi

� Ξ1
2;2 0 0 BT

eiRi τ2BT
eiHi

� � �ð1� d2Þe�ατ2Ri 0 CT
eiRi τ2CT

eiHi

� � � �γ2I DT
eiRi τ2DT

eiHi

� � � � �Ri 0

� � � � � �Hi

2
6666666664

3
7777777775
< 0

(5)

Ξ2i ¼

Ξ2
1;1 PijBeij þ Hije

�ατ1 PijCeij PijDeij AT
eijRij τ2AT

eijHij

� Ξ2
2;2 0 0 BT

eijRij τ2BT
eijHij

� � �ð1� d2Þe�ατ2Rij 0 CT
eijRij τ2CT

eijHij

� � � �γ2I DT
eijRij τ2DT

eijHij

� � � � �Rij 0

� � � � � �Hij

2
6666666664

3
7777777775
< 0

(6)

Where Ξ1
1;1 ¼ PiAei þ AT

eiPi þ αPi þ Qi þ LTeiLei � Hie
�ατ1 ;Ξ1

2;2 ¼ �ð1� d1Þe�ατ1

Qi� Hie
�ατ1Ξ2

1;1 ¼ PijAeij þ AT
eijPij þ αPij þ Qij þ LTeijLeij � Hije

�ατ1 ;Ξ2
2;2 ¼ �ð1�

d1Þe�ατ1Qij � Hije
�ατ1

In this situation, the average dwell time of switching signal satisfies

Ta
�
a ¼

ln μ2μ1
κ

;
Tþðt0; tÞ
T�ðt0; tÞ �

β þ κ

α� κ
; 0 � κ < α
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system (3) and (4) is exponential stability with anH1weighted level γ, where μ � 1

satisfying that

Pj � μ1Pij;Pij � μ2Pj;Qj � μ1Qij;Qij � μ2Qj;Rj � μ1Rij;Rij � μ2Rj;

Hj � μ1Hij;Hij � μ2Hj; 8i 6¼ j; i; j 2 P

Theorem 2 For given scalars α > 0; β > 0, Pi ¼ P1i 0

0 P2i

� �
, Pij ¼ P1ij 0

0 P2ij

� �
,

then the system (3) and (4) is exponential stability with a performanceH1 level γ for
any average dwell time of switching signal and (7) and (8), such that the following
LMIs hold:

Π1
1i Π1

2i

� Π1
3i

� �
< 0; (7)

Π2
1i Π2

2i

� Π2
3i

� �
< 0; (8)

Where

Π1
1i ¼

Π1
1;1 Π1

1;2 Π1
1;3 P1iAτi P1iBi AT

i Ri τ2AT
i Hi

� Π1
2;2 X2iCdi 0 X2iDi 0 0

� � Π1
3;3 0 0 AT

hiRi τ2AT
hiHi

� � � Π1
4;4 0 AT

τiRi τ2AT
τiHi

� � � � �γ2I BT
i Ri τ2BT

i Hi

� � � � � �Ri 0

� � � � � � �Hi

2
6666666664

3
7777777775
;

Π1
2i ¼

ε1iP1iMi NT
1i ε2iNT

1i 0 0 0 ε4iNT
4ii

0 0 0 0 ε3iX2iMi 0 0

0 NT
2i ε2iNT

2i 0 0 NT
5i 0

0 NT
3i ε2iNT

3i 0 0 0 0

0 0 0 0 0 0 0

0 0 0 RiMi 0 0 0

0 0 0 τ1HiMi 0 0 0

0

X2iMi

0

0

0

0

0

2
666666664

3
777777775
;

Π1
3i ¼

�ε1iI 0 0 0 0 0 0 0

� �ε1iI 0 0 0 0 0 0

� � �ε2iI 0 0 0 0 0

� � � �ε2iI 0 0 0 0

� � � � �ε3iI 0 0 0

� � � � � �ε3iI 0 0

� � � � � � �ε4iI 0

� � � � � � � �ε4iI

2
66666666664

3
77777777775
;
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Π2
1i ¼

Π2
1;1 Π2

1;2 Π2
1;3 P1ijAτij P1ijBj AT

j Rij τ2AT
j Hij

� Π2
2;2 Π2

2;3 0 Π2
2;5 0 0

� � Π2
3;3 0 0 AT

hjRij τ2AT
hjHij

� � � Π2
4;4 0 AT

τjRij τ2AT
τjHij

� � � � �γ2I BT
j Rij τ2BT

j Hij

� � � � � �Rij 0

� � � � � � �Hij

2
6666666664

3
7777777775
;

Π2
2i ¼

ε1ijP1ijMj NT
1j ε2ijNT

1j 0 0 0 ε4ijNT
4j

0 0 0 0 ε3ijP2ijP
�1
2i X2iMj 0 0

0 NT
2j ε2ijNT

2j 0 0 NT
5j 0

0 NT
3j ε2ijNT

3j 0 0 0 0

0 0 0 0 0 0 0

0 0 0 RijMj 0 0 0

0 0 0 τ1HijMj 0 0 0

0

P2ijP
�1
2i X2iMj

0

0

0

0

0

2
666666664

3
777777775
;

Π2
3i ¼

�ε1ijI 0 0 0 0 0 0 0

� �ε1ijI 0 0 0 0 0 0

� � �ε2ijI 0 0 0 0 0

� � � �ε2ijI 0 0 0 0

� � � � �ε3ijI 0 0 0

� � � � � �ε3ijI 0 0

� � � � � � �ε4ijI 0

� � � � � � � �ε4ijI

2
66666666664

3
77777777775

With

Π1
1;1 ¼ P1iAi þ AT

i P1i þ αP1i þ Qi þ LTi Li � Hie
�ατ2 ;Π1

1;2 ¼ CT
i X

T
2i � LTi X3i;

Π1
1;3 ¼ P1iAhi þ Hie

�ατ2 ;Π1
2;2 ¼ XT

1i þ X1i þ αP2i � XT
3iX3i;

Π1
3;3 ¼ �ð1� d1Þe�ατ2Qi � Hie

�ατ2 ;Π1
4;4 ¼ �ð1� d2Þe�ατ2Ri;

Π2
1;1 ¼ P1ijAj þ AT

j P1ij � βP1ij þ Qij þ LTj Lj � Hije
βτ1 ;Π2

1;2

¼ CT
j X

T
2iP

�1
2i P2ij � LTj X3i;

Π2
1;3 ¼ P1ijAhj þ Hije

βτ2 ;Π2
2;3 ¼ P2ijP

�1
2i X2iCdj;Π2

2;5 ¼ P2ijP
�1
2i X2iDj;

Π2
2;2 ¼ P2ijP

�1
2i X1i þ XT

1iP
�1
2i P2ij � βP2ij � XT

3iX3i;

Π2
3;3 ¼ �ð1� d1Þeβτ1Qij � Hije

βτ2 ;Π2
4;4 ¼ �ð1� d2Þeβτ2Rij
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What’s more, a design filter of the system (2) is

Afi ¼ P�1
2i X1i;Bfi ¼ P�1

2i X2i; Lfi ¼ X3i:

Remark 1 It is pointed that the linear matrix inequalities (5), (6), (7) and (8) are

dependent on each other. Moreover, we can obtain the feasible solutions through

fixed parameter appropriately.

4 Conclusion

This paper is investigated with the problem of robust H1 filtering for uncertain

switched systems with asynchronous switching, based on the average dwell time

technology, the obtained sufficient conditions of a linear filter to ensure the filtering

error system is exponential stability.
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A Kind of Adaptive Backstepping Sliding

Model Controller Design for Hypersonic

Reentry Vehicle

Congchao Yao, Xinmin Wang, Yao Huang, and Yuyan Cao

Abstract In order to solve a class of hypersonic vehicle nonlinear multi-input and

multi-output (MIMO) systems control problem, a new kind of adaptive controller is

designed in this paper. Backstepping is used to build the control law. To ensure the

stability of each uncertain subsystem in each step, a virtual zero-order controller is

given in sliding surface design, which can guarantee the robustness. A second-order

filter is utilized to replace virtual input to avoid the huge computation complexity in

multi-step derivatives. The effectiveness of the control law is verified by simulation

even under deep uncertainty. The results suggest the feasibility of this method.

Keywords Hypersonic vehicle • Sliding model control • Backstepping control

• Adaptive control

1 Introduction

Hypersonic vehicle (HSV) is one kind of aircraft with large envelope. Their special

high-speed and complex environments require much more challenges on design of

flight control system [1, 2].

Backstepping is considered as an effective method to design flight control

system [3, 4]. To achieve global regulation or tracking, the stabilizing controller

is designed step by step. Adaptive control methods such as robust, neural network

are used based on it [5–7]. Dynamic surface control (DSC) method was first

proposed by Swaroop [8, 9]. Calculating expansion can be caused by multi-step

derivatives. To avoid this problem, a first-order low-pass filter is introduced to

estimate the virtual control law [10].
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Based on the results before, this paper includes the following works: (1) A new

kind of adaptive backstepping controller is designed based on dynamic surface

technology; (2) A second-order filter is proposed to avoid the “calculating expan-

sion” by instead of virtual control input, which can estimate the measurement noise

and time derivative effectively.

2 Problem Statement

To solve the control problem of a general hypersonic vehicle, which is a strict-

feedback affine nonlinear uncertain MIMO system, the vehicle can be described as

follows:

ð1Þ

where x1 ¼ ½α; β; μ�T are angle of attack, sideslip angle and roll angle, respectively.
x2 ¼ ½p; q; r�T are roll rate, pitch rate and yaw rate, respectively. u ¼ ½L;M;N�T are
roll, pitch, yaw control torque caused by aerodynamic control surfaces. Define

and as follows:

ð2Þ

where d1 and d2 are external disturbances. and are parameters and modeling

uncertainties.

Because of the existence of the uncertainties, we should design the effective

control law to make sure that the system outputs can track the desired trajectory yd.

3 Design Adaptive Backstepping Sliding

Model Control Law

3.1 Definition and Assumption

In order to design the control law, first of all, one definition and three assumptions

are given as follows:

Definition 1 The Frobenius norm for a matrix A is defined as Ak k ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
trðATAÞp

.

Assumption 1 The desired trajectories yd are bounded and continuously differen-

tiable. And so are their first derivatives.
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Assumption 2 The inverses of and are existent.

Assumption 3 The uncertainty terms and are bounded.

3.2 Design Control Law

According to Eq. 1, the virtual feedback errors z1 and z2 are defined as bellow

respectively:

ð3Þ

First Step: according to Eqs. 1 and 3, the differential of z1 is expressed as

ð4Þ
Define the second-order sliding mode filter as following:

ð5Þ

There a1d is the expected virtual control input. And q1 = a1..

Lyapunov function V1 and the virtual control input a1d are defined as

ð6Þ

ð7Þ

Omitting the negative definite term of _V1, which is the differentiation of V1, the

follow express can be gotten:

ð8Þ

where ϖ1 ¼ _α1dmax and Ψ1 ¼ ε1max. Select switch gains as:

γ1 ¼ η1ψ1; λ1 ¼ ρ1ϖ1 ðη1; ρ1 > 1Þ (9)

The following conditions which are used to guarantee all factors on the right side

of Eq. 8 negative, should be satisfied to make _V1 < 0.
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z1k k > tan
π

2η1

� �
(10)

ð11Þ
Also, if the conditions bellow can be guaranteed, the boundedness can be

ensured:

z1k k � c1 tan
π

2η1

� �
; c1 > 1 (12)

ð13Þ
Second Step: Lyapunov function V2 and actual control input u are defined as

( ) ( )2 1
1 1
2 2

V V= - -� �TT
2 2 2 1 2 1+ z z + q q q q ð14Þ

ð15Þ
Omitting the negative definite term of _V1, which is the differentiation of V1, the

follow express can be gotten:

ð16Þ
where ϖ2 ¼ €q1max and Ψ2 ¼ ε2max. Select switch gains as:

γ2 ¼ η2ψ2; λ2 ¼ ρ2ϖ2 ðη1; ρ1 > 1Þ (17)

Also we need to satisfy the following conditions to keep all the right side factors

of Eq. 16 negative, so that _V2 < 0 and the stability of the system can be ensured:

z2k k > tan
π

2η2

� �
(18)

ð19Þ
Also, if the conditions bellow can be guaranteed, the boundedness can be

ensured:
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z2k k � c2 tan
π

2η2

� �
; c2 > 1 (20)

ð21Þ

4 Simulation

4.1 Equation of a Hypersonic Vehicle

In order to demonstrate the effectiveness of the control law, simulation is studied.

The hypersonic vehicle six degree-of-freedom (DOF) equations are based on the

Winged-Cone model provided by NASA Langley Research Center [11, 12]. Based

on singular perturbation theory, affine nonlinear model can be obtained as follows:

_Ω ¼ f s þ gs1ωþ gs2δC
_ω ¼ f f þ gfMC

(
(22)

whereΩ ¼ ½α; β; μ�T are angle of attack, sideslip angle and roll angle, respectively,

and ω ¼ ½p; q; r�T are roll rate, pitch rate and yaw rate, respectively. MC ¼
½lctrl;mctrl; nctrl�T are roll control torque, pitch control torque and yaw control torque,

respectively. They are generated by both aerodynamic control surfaces and thrusts.

And f s ¼ ½fα; fβ; fμ�T , f f ¼ ½fp; fq; fr�T .

fα ¼ 1

MV cos β
�q̂SCL;α þMg cos γ cos μ� Tx sin α
� �

fβ ¼ 1

MV
q̂SCY;ββ cos β þMg cos γ sin μ� Tx sin β cos α
� �

fμ ¼ � g

V
cos γ cos μ tan β þ 1

MV
q̂SCY;ββ tan γ cos μ cos β

þ Tx
MV

sin αðtan γ sin μþ tan βÞ � cos α tan γ cos μ sin β½ �

þ 1

MV
q̂SCL;αðtan γ sin μþ tan βÞ

(23)

gs1 ¼
� tan β cos α 1 � tan β sin α

sin α 0 � cos α
sec β cos α 0 sec β sin α

2
4

3
5 (24)

fp ¼ I�1
xx laero � qrðIzz � IyyÞ
� �

fq ¼ I�1
yy maero � rpðIzz � IyyÞ
� �

fr ¼ I�1
zz naero � pqðIzz � IyyÞ
� � (25)
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gf ¼ diag I�1
xx I�1

yy I�1
zz

� �
(26)

Where, L is lift force and Y is side force; m is the quality; V is aircraft speed; γ is
the flight path angle; Tx; Ty; Tz are the three thrusts. laero;maero; naero are the rolling,
pitching and yawing moment, respectively, when deflections of control surfaces

are zero.

4.2 Numerical Simulation

The simulation is done under the condition of 15 Mach and 33.5 km.m is 65,530 kg.

The Ixx; Iyy; Izz are 9.15 � 105 kg · m2. 9.49 � 106, 9.49 � 106 kg · m2, respec-

tively. Transfer function of the actuator is assumed as 50=ðsþ 50Þ. Deflections of
control surfaces are limited in the range of � 30� , while the thrust vectors are

� 15�. The initial values of attitudes are α0 ¼ 1:3�; β0 ¼ μ0 ¼ 0�, and the desired

trajectories areαc ¼ 1:8�; βc ¼ 0:2�; μc ¼ 0:5�. Choose the parameters η ¼ ρ ¼ 1:4,
l ¼ 0:001, and k1 ¼ 4; k2 ¼ 4:7. By Simulating, performances of the attitudesα; β; μ
are shown in Figs. 1 and 2.

From Fig. 1 it’s easy to see that the desired trajectories can be tracked in nearly

2 s. The tracking trajectory is smooth with few overshoots.

It can also be gotten From Fig. 2 that desired ideal trajectories can be tracked in

less than four seconds when model parameters have uncertainty of 40 %. The

controller also has better performance. Although a few overshoots exist, which

are caused by the uncertainty, the overshoots are limited in 5 %. And the purposes

designed are achieved.
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5 Conclusion

High level of technology is required in HSV reentry flight control system design.

The problems of adaptive backstepping control of MIMO system have been

discussed in this article. Based on dynamic surface and backstepping technology,

Lyapunov function is defined to guarantee system stability. In high supersonic

condition, simulation of trajectory tracking is done. The uncertainty is also

discussed. The results display strong robustness of the controller.
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Design of Smith Auto Disturbance Rejection

Controller for Aero-engine

Fang-Zheng Luo, Shi-Ying Zhang, Min Chen, and Yu Hu

Abstract In order to suppress many strong disturbances while aero-engine is

working at steady-state, Auto Disturbance Rejection Control (ADRC) for aero-

engine rotor speed was studied in this paper. By analyzing characteristics of the

controlled object and making full use of Smith predictor, the two-order Smith-

ADRC Controller instead of directly using three-order controller was designed

which could avoid the shortcoming of tuning a large number of parameters and

effectively compensate time delay of the controlled object. The simulation results

show that the designed two-order Smith-ADRC controller can effectively suppress

instantaneous and random disturbance, and can be suitable for aero-engine control.

Keywords Aero-engine • Speed control • Smith-ADRC controller • Time delay

• Disturbance

1 Introduction

In most time of working process, aero-engine works in cruising state, therefore, the

cruising state control called steady-state control is the emphasis of engine control.

At this stage, the control law keeping the rotor speed constant is generally used. In

practical engineering application, PID control algorithm, which is simple and easily

tuned, is usually selected. However, PID control algorithm is only a linear adjust-

ment method based on error feedback signal, which is difficultly used to control the

nonlinear objects. Advantages and disadvantages of PID control algorithm were

deeply analyzed [1, 2], then ADRC controller was further proposed to hopefully

replace PID control algorithm. ADRC controller with strong robustness is a con-

troller that basically not relied on mathematical model of the object and can
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effectively exploit the non-linear function. The controller has been widely exploited

since it was proposed [3], while the algorithm of the controller is so complex that

research and application was seldom developed in the aero-engine field. The

problem of turbo-shaft engine torque disturbed was solved by using ADRC con-

troller [4, 5], and the design of decoupling engine multivariable by using ADRC

controller was achieved [6]. ADRC controller was used to control the two-order

system of turbofan engine, which obtaining better result than using PID controller

[7]. However, at this stage, there is no literature about ADRC controller applied in

this situation, in which aero-engine model considering the model of actuating

mechanism and delay characteristic of engine working process. To solve the

problem, the model of actuating mechanism and the influence of delay characteris-

tic in engine working process were considered. In this paper, taking the high-

pressure rotor speed as the control variable, ADRC control of engine steady-state

process was studied.

2 Selections of Mathematical Model and Control Scheme

With the change of flight altitude and speed, the model of aero-engine is time-

varying. In the field of aero-engine control, the basic mathematical model is

non-linear model, which is established based on the structure and thermodynamics

characteristics of turbofan engine. However, the solving process of nonlinear model

in aero-engine is so complex that it cannot satisfy real-time control. In engineering

application, the simplified model can be gotten by using the linearization method.

Based on operating characteristics of a certain type of turbofan engine, engine high-

pressure speed-fuel control system was regard as the controlled object. Near the

steady-state point (H ¼ 0,Ma ¼ 0, n% ¼ 85%), the simplified engine mathematical

model is

GpðsÞ ¼ sþ 5:38

s2 þ 8:46sþ 16:72
(1)

The mathematical model of actuating mechanism can be approximately

seen as [7]:

GvðsÞ ¼ 1

0:3sþ 1
(2)

The mathematical model of system delay characteristic (delay time is 0.1 s) :

Gτ ¼ e�0:1s (3)

The controlled object transfer function could be assembled by these three-part

series. Actually, it is a three-order delay model.
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GðsÞ ¼ sþ 5:38

0:3s3 þ 3:538s2 þ 13:48sþ 16:72
e�0:1s (4)

Generally speaking, while selecting the control scheme, the order of the

controlled object transfer function should be same to that of the controller

[8]. However, if selecting three-order controller to control three-order system,

there are a large number of parameters needing to be tuned. Therefore, it is can be

considered that using the two-order controller which has been maturely studied at

this stage. Through simulation examples, it was shown that three-order object

could be well controlled by using two-order ADRC controller [9]. The method

that using two-order ADRC controller to control three-order delay object is also

certainly described [8]. However, for the object studying in this paper, there is no

specific description to design the controller. In this paper, the control scheme is

that engine three-order delay object was controlled by the two-order ADRC

controller. By adjusting the parameters, making full use of the strong self-adaption

of ADRC controller, the three-order control object could be regard as a two-order

object to control. System delay characteristics could be compensated by

Smith-predictor.

3 Design of Controller

The principle of ADRC controller is described [1]. Figure 1 shows the basic

structure of ADRC controller. Where r is input signal, r1 is transient process, r2
is differential signal, u is control variable, ω is disturbance, y is system output.

In Fig. 1, ADRC controller is mainly composed by three parts: tracking-

differentiator (TD), nonlinear state error feedback control law (NLSEF) and

extended state observer (ESO). TD is used to track input signal and produce an

approximate differential signal for original input signal. ESO is designed to esti-

mate extended state of system. NLSEF is introduced to compose margin of error in

a nonlinear way and gain control variable. For two-order system, input–output

relationship is directly manifested as two-order differential equations. While uðtÞ
is defined as system control variable, yðtÞ as output variable, control algorithm of

NLSEF

ESO

Controlled
Object

1/b0

TD

w

y

z1
z2

z3

r
r1
r2

u

Fig. 1 The basic structure

of ADRC controller
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this system is expressed by Eq. 5. In Eq. 5, fstð�Þ and falð�Þ are nonlinear functions,
r,h,β1,β2,β3,α1,α2,α3,α4,α5, δ1, δ2, k1, k2 are all undetermined coefficients, b is input
variable magnification coefficient of the controlled object transfer function. Due to

space limitation, specific meanings of related functions and parameters can been

seen in other references [7, 8].

TD : _r1 ¼ r2

_r2 ¼ fstðr1; r2; rðtÞ; r; hÞ

� ESO : ε ¼ z1ðtÞ � yðtÞ
_z1 ¼ z2 � β1 � falðε; α1; δ1Þ
_z2 ¼ z3 � β2 � falðε; α2; δ1Þ þ buðtÞ
_z3 ¼ �β3 � falðε; α3; δ1Þ

8>>><
>>>:

NLSEF : e1 ¼ r1 � z1; e2 ¼ r2 � z2

u0 ¼ k1 � falðe1; α4; δ2Þ þ k2 � falðe2; α5; δ2Þ
u ¼ u0 � z3

b

8>><
>>:

(5)

Combining the parameter tuning methods and practical experience [1, 7, 8], the

parameters can be tuned as follows:

TD: system transition time(t0 ¼ 0:1s), amplitude of tracking signal(d ¼ 1),speed

factor(r ¼ 4); filter factor(h) is equal to emulating time of system, h ¼ 0:001.
ESO: according experience, α1 ¼ 0:5, α2 ¼ 0:25, α3 ¼ 0:1; band width (ω0 ¼ 15

rad=s), β1 ¼ 45, β1 ¼ 675, β1 ¼ 3375.

NLSEF: according experience, α4 ¼ 0:5, α5 ¼ 1:5; the controlled model, b0 ¼ 3:3,
ξ ¼ 1; according to system band width, k1 ¼ 225, k2 ¼ 30.

To compensate the delay characteristics of the system, Smith predictor could be

added to the ADRC controller. The basic principle of Smith Predictor is that import

a suitable feedback element to the controller. The delayed controlled variable can

be reflected in the controller in advance, which can counteract the influence of time

delay [10].

Based on the analysis above, the two-order Smith-ADRC system could be

designed in Fig. 2.

Rotor
Speed Set

Value
(r)

NLSEF

Three-order

ESO

Gp(s)e−τs

+

+

+

_
+

+

TD
wf nh

z1 z2 z3

r1

r2

_

Engine Control
Object

Smith
Predictor

_

1/b0 b0

Gp(s)(1−e−τs)

Fig. 2 Engine two-order Smith-ADRC control system
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4 Results and Analysis

Setting a square wave as the speed tracking signal and applying a Gaussian white

noise signal (μ ¼ 0, σ2 ¼ 1) to the controlled object, the mentioned above tuned

parameters was use to simulate. Simulation results could be seen in Figs. 3 and 4.

In Fig. 3, under initial tuning parameters, system tracking response is stable in

square wave band, settling time was equal to 0.937 s (ts ¼ 0:937s). The applied

noise could be well suppressed by the controller, which has a good tracking
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performance. While adjusting speed factor (r ), the shorter setting time could be

obtained (Fig. 4). In Fig. 4, increasing r to 20 (r ¼ 20), settling time reduced to

0.47 s ( ts ¼ 0:47s). However, if there was no Smith predictor, oscillation could

emerge in system simulation curve. The simulation result shows that Smith predic-

tor can effectively compensate the system time delay.

For engine speed PID and two-order Smith-ADRC control circuits, respectively

applying a step signal, without adding disturbance, step responses of control system

were displayed in Fig. 5.

Where the adoptive parameters of PID controller were kp ¼ 10:22, ki ¼ 5:8,

kd ¼ 1:41. The as seen in Fig. 5, respectively using PID and ADRC controllers to

control the system, the obtained response characteristics were similar. However,

better tracking performance could be obtained by ADRC controller. Using ADRC

controller, it just took 0.4678 s for system to obtain permissible steady-state error,

and overshoot was just 2 %.

Simulation results shown that although the system did not use the above tuning

parameters or given controlled object, the designed controller all had good control

performance. From simulation results, it is also clear that the designed controller

with strong robustness and adaptability is not just suitable for the specific object.

4.1 Robustness of Controller

For a controller, the ability, that adjusting the controller’s parameters in a certain

range has no influence on tracking the set value, is called robustness. For the

designed controller, keeping other parameters unchanged, adjusting the speed

factor (r) within a wide range, the simulation results shown that while r was less

than 10,000, overshoot could be controlled within � 5%.
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While adjusting these parameters (β1, β2, β3, k1, k2), except the contracted

parameters in most of literatures, good curves could be obtained. It is proved that

the controller has strong robustness. Compared with PID controller, although the

ADRC controller has more parameters needing to be tuned, these parameters can be

easily tuned within a wide range.

4.2 Anti-interference Performance of Controller

Increasing intensity of Gaussian white noise signal applied to system, average value

was adjusted to 100 (μ ¼ 100), variance was adjusted to 200 (σ2 ¼ 200), system

tracking curve was displayed in Fig. 6. If applying a white noise with power of

10 (P ¼ 10), system simulation curve was displayed in Fig. 7.

Figure 6 shows that Gaussian white noise could be well suppressed by the

system. In Fig. 7, while applying a white noise with power of 10, oscillation of

high-pressure rotor was within � 0:2. Therefore, the white noise of high-power

could be also well suppressed.

For chronological disturbance, the designed controller also has strong anti-

interference capability. After system working into steady-state, at the 6 s of

simulation time, applying a tunable pulse signal with amplitude of A to system,

the experiment is used to obtain the responses while the two systems undergoing

instantaneous shock. Duration time of the pulse signal was 0.001 s, system response

curve could be seen in Figs. 8 and 9.

In Fig. 8, for PID control circuit, while undergoing instantaneous shock which

was 180 times amplitude of input signal, the response of high-pressure rotor output
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signal was less than 1.06 times. However, for Smith-ADRC control circuit, while

undergoing instantaneous shock which was 1,000 times amplitude of input signal,

the response of high-pressure rotor output signal was less than 1.08 times (Fig. 9).

The results show that ADRC control circuit has stronger shock resistance than PID

control circuit, and ADRC control circuit can be faster entering steady-state than

PID control circuit after undergoing instantaneous shock.
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5 Conclusion

In the paper, by taking the mathematical model of three-order time delay speed-fuel

control system as the control object, a two-order Smith-ADRC controller was

designed, which realized the control of aero-engine steady-state. From the simula-

tion results, although the algorithm of ADRC controller is more complex,

parameters tuning are more accurate than PID engineering tuning, and the ADRC

controller has a strong anti-interference ability. Two-order Smith-ADRC controller,

which can avoid many shortcomings than three-order controller and effectively

overcome the time delay of system, is a new controller suitable for aero-engine

control.
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Asynchronous Motor Vector Control System

Based on Space Vector Pulse Width

Modulation

YingZhan Hu and SuNa Guo

Abstract In order to improve the control result of asynchronous motor with power

supplied by battery, the voltage vector control technology is used to respectively

control the asynchronous motor excitation current and the torque current by mea-

suring and controlling the vector of asynchronous motor stator current according to

the principle of field oriented. The method to realize the algorithm of the voltage

space vector pulse width modulation is introduced in detail, and the simulation

model of three-phase asynchronous motor is built. The algorithm is simulated. The

results show that the algorithm is reasonable, the control performance is better and

application requirements of control for AC motor with power supplied by battery is

satisfied.

Keywords Voltage space vector pulse width modulation • Asynchronous motor

• Vector control • Simulation

1 Introduction

Space vector pulse width modulation (SVPWM) technique is to control the

switching of the inverter in the way of controlling three-phase motor stator to

generate the tracking circular rotating field with power supplied by Voltage Source

Inverter. This control strategy could improve the utilization of the voltage on the

DC side, make the calculation easy [1], reduce the switching loss and thus reduce

motor harmonic losses, lower the torque ripple, is especially for the situation with

power supplied by battery such as electric vehicles.

Vector control theory develops on the electric machine unification theory,

electromechanical energy conversion and coordinate transformation theory, and it
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has features such as advanced, novelty and practical etc. It makes induction

motor-model become a DC motor-model by the coordinate transformation, decom-

pose the stator current into two DC parts which are orientated towards the rotator

magnetic field,control them so as to realize the decouple of magnetic flux and

torque and achieve the DC motor effect.

2 Principle of SVPWM

The main circuit structure of the typical three-phase voltage source inverter is

shown in Fig. 1 [2, 3].

There are two switching devices on each bridge arm. PWM control is to adjust

the average current by adjusting the switch-off time of each bridge arm. The

switching rule of the six switching devices must obey the following rules:

1. The numbers of switching devices in the open state and in the off state must be

three at any time;

2. The two switching devices of the same bridge arm is controlled by complemen-

tary drive signals, and cannot be shoot-through.

The space vector pulse width modulation (SVPWM) is to convert the input

voltage of three-phase inverter to the space voltage vector and approximate the

voltage circle by using the eight space vectors formed by different switching states

of the inverter, and then form the SVPWM trigger wave. The position and size of

eight voltage space vectors is shown in Fig. 2 [4].

There are six nonzero vectors Ux (x ¼ 1, 2, 3, 4, 5, 6) and two zero vectors (U0,

U7) in Fig. 2, The switching states corresponding to the upper bridge of inverter are

marked in small brackets after the vector under the action of each vector. “1”

indicates the on-state, and “0” indicates the off-state. Each of the six nonzero

voltage vectors magnitude is 2Ud/3, and their phase angle difference is π/3 . The

complex plane is divided into six fan-shaped regions, and they are identified as 1, 2,

3, 4, 5, 6 in this paper. In any fan-shaped region, the voltage vector U* can be made

up of the adjacent space voltage vectors (Ux,Ux�60). The corresponding basic space

vector constitute instantaneous command is the purpose of voltage space vector

technology. The average input voltage is made equal to the command voltage U*

•
•

•
•

•

•

UD C M

Fig. 1 Three-phase power

inverter
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during the pulse period T .so that the space voltage vector trajectory approaches a

round.

In other words, in arbitrarily small cycle time T, the output of the inverter is the

same as the average instructions voltage, such as Eq. 1.

1

T

ððnþ1ÞT

nT

U�ðtÞdt ¼ 1

T
ðT1Ux þ T2UX�60Þ (1)

T1, T2 respectively is the action time of Ux, Ux�60. If the sum of T1 and T2 is less
than the pulse period T, the zero vector(U0, U7)will be used to fill up the remaining

time of period T [5] . When the end of the flux vector is stationary under the action

of zero vector, and the original rotation frequency of the flux has been changed. As

a result, Variable frequency is realized [2, 6].

3 Asynchronous Motor Vector Control System

Based on SVPWM

In this system, three-phase windings of Asynchronous Motor adopt Y-connected

without zero line, then ia þ ib þ ic ¼ 0 or ic ¼ �ia � ib. The diagram of rotor field

oriented control system for induction motor based on SVPWM is shown in Fig. 3.

This control system is composed of the outer loop speed control and the inner

loop current control. The speed control loop is the speed command value ωref given

by the user compared with the speed feedback signal ω2 of the optical encoder on

the motor shaft, and its deviation is adjusted through the speed PI regulator, and

output the torque current component used as the command value of inner torque

regulator loop, then compare with the three-phase stator current signal iq after the
Clarke and Park transformations detected by the hall current sensor, then the stator

torque voltage component ν�q in rotating frame is obtained after the torque PI

regulator. In the current control loop, the excitation component command value

idref (zero) compared with the signal iq which is the three-phase stator current signal
after the Clarke and Park transformations detected by the hall current sensor,

voltage excitation component ν�d of the stator in rotating frame will been obtained

U1(100)

U2(110)U3(010)

U4(011)

U5(001) U6(101)

Im

Re

U*

T2

T1

U0(000)

U7(111)

1

2

3

4

5

6

Fig. 2 The space vector

and switching state
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after the torque PI regulator. Then we can transform v�d and v�q to the two-phase

stationary stator frame by the anti-Park transformation, obtain the two voltage

components v�α and v�β which have the same frame with the inverter voltage

space vector. Finally, it uses the space vector pulse width modulation to generate

the PWM waveform of the inverter switch on-state. On-state inverter switching

PWM waveform is generated by the use of the technique of space vector pulse

width modulation [7, 8].

4 The Implementation of SVPWM Algorithm

4.1 Determine the Sector of Space Voltage Vector U*

The command value of space vector voltage U* is determined by the two voltage

components v�α and v�β acquired by coordinate transformation. But it can be

synthesized by adjacent space voltage vectors of a sector only by acquiring the

sector. The period of a wave is divided into six intervals according to three-phase

voltages with an angle width (60�), and the zero-crossing of voltage is used as the

beginning and the end of sector. The sector can be determined by two-phase voltage

and another with the opposite sign, as follows [9]:

1. Segment 1 v�a > 0; v�b < 0; v�c > 0;

2. Segment 2 v�a > 0; v�b < 0; v�c < 0;

3. Segment 3 v�a > 0; v�b > 0; v�c < 0;

4. Segment 4 v�a < 0; v�b > 0; v�c < 0;

5. Segment 5 v�a < 0; v�b > 0; v�c > 0;

6. Segment 6 v�a < 0; v�b < 0; v�c > 0.

IPMSVPWM

αν *

Field oriented

Δiq

PI

PI

dq

αβ

dq

αβ

αβ

abc

M

PI
βν *

q
*ν

d
*νΔididref

ref
ω

2ω

id

iq
a

b

ia

ib

UD

eθ

Battery

photoelectric 
encoder

Fig. 3 The diagram of rotor field oriented control system for induction motor based on SVPWM

678 Y. Hu and S. Guo



Of course, anti-Clarke transformation should been done before above as follows:

v�a ¼ v�β

v�b ¼ �
ffiffiffi
3

p

2
v�α �

1

2
v�β

v�c ¼
ffiffiffi
3

p

2
v�α �

1

2
v�β

(2)

Making P ¼ 4signðv�bÞ þ 2signðv�cÞ þ signðv�aÞ, and looking up Table 1 to deter-

mine the number of sectors.

4.2 Action Time of the Adjacent Switching Vector

Making

X ¼
ffiffiffi
3

p
kv�α

Y ¼
ffiffiffi
3

p
k

2
v�β þ

3

2
kv�α

Z ¼
ffiffiffi
3

p
k

2
v�β �

3

2
kv�α

(3)

There is k ¼ T Ud= in Eq. 3.

The values of T1;T2 is defined according to the different values of P as Table 2.

If T1 þ T2, then amended T1; T2 as follows method:

T1 ¼ T1
T1 þ T2

T; T2 ¼ T2
T1 þ T2

T

The values of T1; T2 in the right hand side of the equal sign is based on Table 2,

the left hand of the equal sign is corrected value. Assume

Ta ¼ ðT � T1 � T2Þ=2
Tb ¼ Ta þ T1=2

Tc ¼ T

:

8><
>: (4)

Table 1 The relationship

of sector and P
P value 1 2 3 4 5 6

Sector number 2 6 1 4 3 5
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Ta,Tb,Tc corresponding to three-phase are defined in Table 3. Ta,Tb,Tc are the

values to generate PWM waveforms by Comparing with the triangular wave.

SVPWM wave is modulated to control the inverter, then to control the motor.

5 Simulation of Motor Vector Control System

The simulation model of three-phase induction motor is shown in Fig. 4, and this

model is based on the three-phase induction motor YTSP90L-4.

The Motor parameters: rated power: 1.5 kw, rated voltage: 380 V, rated cur-

rent:4.0 A, rated frequency: 50 Hz, R1 ¼ 0.07 Ω, the self-inductance of stator

L1 ¼ 0.066 mH, R2 ¼ 0.052 Ω, the self-inductance of rotor L2¼0.101 mH, The

mutual inductance Lm ¼ 2.108 mH, Number of pole pairs np ¼ 2.

As this algorithm above, a simulink model of the rotor flux oriented induction

motor vector control system with simulink is built, shown in Fig. 5.

Figures 6 and 7 are respectively for the motor three-phase speed and the three-

phase current waveform. From the figure we can see, the motor is operated steady

Table 2 Assignment table

of T1, T2
P value 1 2 3 4 5 6

T1 Z Y �Z �X X �Y

T2 Y �X X Z �Y �Z

Table 3 Ta,Tb,Tc

corresponding to three-phase

a,b,c in all sectors

Sector number

1 2 3 4 5 6

Phase a Ta Tb Tc Tc Tb Ta

Phase b Tb Ta Ta Tb Tc Tc

Phase c Tc Tc Tb Ta Ta Tb

1
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Fig. 4 The simulation model of three-phase induction motor
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1500

1000

500

0

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

Fig. 6 The waveform of three-phase motor speed (left)
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Fig. 7 The waveform of three-phase induction motor stator current (right)
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and smoothly when the reference speed is 1,500 r/min, and the overshoot is small

with fast response. The current harmonic is low. The control results are

satisfactory.

6 Conclusion

On the basis of theoretical analysis, the MATLAB simulation model of asynchro-

nous motor vector control system based on SVPWM was realized. The simulation

results verified that the algorithm was correct and scientific and the properties of the

control systems were fine, and it could satisfy the control requirements of the AC

motor with power supplied by battery. The preparations can be made for the

realization of control circuit with the core of DSP, SOPC and so on.
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Design of Direct Current Subsynchronous

Damping Controller (SSDC)

Shiwu Xiao, Xiaojuan Kang, Jianhui Liu, and Xianglong Chen

Abstract First, this article analyzes the basic principles of supplementary

subsynchronous damping controller (SSDC) inhibiting SSO caused by the DC

control system. Second, based on the principle of phase compensation, a multi-

mode SSDC is designed in accordance with the maximum phase compensation

method. Third, test signal method is used to analyze SSDC’s compensation role in

improving the system electrical damping. Finally, the availability of SSDC

designed in this paper is simulated and verified in an actual power system model.

Keywords DC transmission • Subsynchronous oscillation • Phase compensation

• Test signal method • Electrical damping characteristics

1 Introduction

1.1 Mechanism Analysis of SSO Caused
by DC Control System

Interaction of high voltage direct current (HVDC) systems and turbine-generator

units may produce subsynchronous oscillation (SSO) to endanger the safe and

stable operation of the grid and units. The world’s first HVDC causing SSO of

turbine-generator unit was found in the debugging of the Square Butte HVDC

Transmission Project in 1977 [1]. Rapid control of the HVDC transmission system

can cause SSO problem of the system under certain conditions (Fig. 1).
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The tiny rotor mechanical perturbation Δδ ¼ A sin μt on the generator strongly

coupled with the rectifier station, it will cause the terminal voltage (the rectifier

station AC bus voltageUffθU in this case) amplitude and phase perturbationΔU and

ΔθU. Among them, ΔθU makes the same size deviation for the rectifier station

trigger angle and expected firing angle, resulting in a perturbation in the DC bus

voltage Ud ; terminal voltage amplitude perturbation ΔU, also will cause the

perturbation of DC bus voltage Ud: The perturbation of Ud would lead to

perturbation ΔId (and ΔPd ), DC constant current (constant power) control

attempting to prevent perturbation of Id (Pd), which cannot ultimately completely

eliminate ΔId (ΔPd ), resulting in perturbation of the generator electromagnetic

torque ΔTe. Once the phase is appropriate, this ΔTe will help to increase the initial

mechanical disturbanceΔδ, namely the electrical damping becomes negative, once

it is stronger than the showing mechanical damping in the corresponding shaft

frequency, the situation that DC control system causes instability of shaft torsional

oscillation will appear, i.e., SSO caused by the DC control system [2].

1.2 The Principle of SSDC Inhibition to DC SSO

The method, using supplementary subsynchronous oscillation damping controller

(SSDC) to solve the SSO problems caused by HVDC is mentioned in the EPRI’s

research report “HVDC System Control for Damping Subsynchronous Oscillation”

[3]. This method has been used in many DC projects. The basic principle of the

SSDC is to provide positive electrical damping in the subsynchronous frequency

range of the turbine-generator shaft [4].

From the mechanism analysis of DC rapid control system causing SSO, the

direct cause of the instable shaft torsional vibration is the phase angle difference

between generator speed offset Δω and the electromagnetic torque variation ΔTe
exceeds 90� after the disturbance, which produces an electrical negative damping to

help increase the occurrence probability of SSO, as shown in Fig. 2. SSDC usually

selects signals can reflect the severity of the generator shaft torsional oscillation as

inputs. For example, generator speed deviation is selected as input signal. After the

proportion and phase-shift link of SSDC, its output signal through the Constant

Current Control loop to provide an additional electromagnetic torque ΔT 0
e , and

makes the phase angle difference between Δω and the vector synthesized by ΔTe

Ud

Id

U Uθ

Iac

HVDC

G

Fig. 1 SSO’s occurrence

schematic
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and ΔT 0
e smaller than 90�, Therefore, the system eventually will have a positive

damping torque, as shown in Fig. 3. In order to ensure to get the maximum damping

effect, additional electromagnetic torqueΔT 0
e should be provided andΔT

0
e should be

in the same phase with Δω.

2 System Model

For islanding operation mode of Suizhong power plant, the SSO problem is most

serious. So system model for SSO study is established under this operation mode,

shown in Fig. 4. The dynamic response of the speed governor is ignored. DC system

using a unipolar 12-pulse structure, the converter valves are triggered at equal

intervals, the rectifier side of the DC system uses constant current control mode

while the inverter side uses the constant extinction angle control mode [5]. A

detailed block diagram of the constant current controller is shown in Fig. 5, the

DC current deviationΔId is adjusted by the Proportional Integral (PI) component to

output the trigger angle signal α, in which parameters of PI control component are

K ¼ 1.0, T ¼ 0.005 s, βmax ¼ 3.054 rad (175�), βmin ¼ 0.52 rad (30�).

ΔTe

ωΔ

δΔ

Fig. 2 The relationship

of electromagnetic torque

and rotation speed after

disturbance

ΔTe
''

ΔTe
'

ωΔ

δΔ

ΔTe

Fig. 3 Synthetic torque of

additional electromagnetic

torque and the original

electromagnetic torque
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3 The Optimized Design of SSDC

Design methods of SSDC control element can be either the broadband design

method or the narrowband design method. In the narrowband design method,

narrow-band filters are designed respectively according to several torsional vibra-

tion characteristic frequencies of steam turbine with SSO risks, SSO inhibition

effect is designed for different torsional vibration modal frequencies. This method

requires knowing exact shaft characteristic frequencies of the generator sets, and

the designed SSDC link can significantly improve the electrical damping in the

specified shaft modal frequency. The disadvantage of this method is additional

negative damping may be produced near the specified frequency for units. The

broadband design approach is to design a band-pass filter in a frequency range and

the band contains characteristic frequencies may which exist SSO risks of the unit,

so the electrical damping can be improved in the whole band. Compared with the

narrowband design method, additional damping provided by the broadband design

method is relatively small, but its advantage is SSDC can play a role in a very wide

frequency range [6].

The research system in this article has three characteristic frequencies in the

subsynchronous frequency range (see Part IV of this article), and the characteristic

frequency of mode 2 is closer to the characteristic frequency of mode 3. If the

narrow-band method is adopt to design the SSDC, the controller design will be

complex and it is hard to ensure that the designed controller can provide additional

positive damping for units in the entire sub-synchronous frequency range, hence,

broadband method is applied to design SSDC in this paper.

INFINITE
BUS

Fig. 4 System simulation

model

+

−
∑Id

Idref

K

1
sT

+

+
∑ α

1+sT
G

ΔId β −
+

∑

π (180�)
Fig. 5 Structure of

constant current controller
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3.1 Determine the Phase Compensation Parameters

SSDC can modulate both the current reference value and the firing angle to provide

the positive electrical damping in the subsynchronous frequency range to achieve

the purpose of inhibition of synchronous oscillation [7]. And they both can play a

good inhibitory effect on the SSO in the case of rational design. In this design, the

generator speed deviation is used as input signal of SSDC and SSDC’s output signal

is the current reference value input signal of the constant current controller in the

rectifier side.

Figure 6 shows the structure diagram of SSDC. SSDC’s basic principle is that

providing positive damping for the turbine-generator units in the subsynchronous

frequency range, so it should contains the DC blocking element, the high pass filter

element, amplification element, phase compensation elements and limiting

element.

The SSDC parameter to be determined most difficultly is the time constants of

the phase shift aspects, the compensated phase of shift aspects is determined

according to the phase of the current reference value input signal of the constant

current controller lagging behind the electromagnetic torque which can be

measured in the time domain simulation. This phase can be easily got by the

test signal method, the detailed steps are as follows: First, based on the simulation

system shown in Fig. 4, put a series of small-signal oscillating current ΔI0
processed by the DC blocking link of SSDC and low-pass filter in the current

reference areas of the DC constant current regulator (containing different fre-

quency components, the frequency range is 7–40Hz), when the system run to

steady state, measure the generator electromagnetic torque and get the

corresponding output response ΔTe ; then, analyze ΔI0 and ΔTe in the public

cycle with Fourier decomposition, the phase difference between the electromag-

netic torque and the test signal under different frequencies can be calculated in

turn, the calculated results are shown in Fig. 7.
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Fig. 6 SSDC structure diagram
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Use two lead links to fit the curve of be compensated phase and then time

constants can be calculated out as T1 ¼ T3 ¼ 0.002828, T2 ¼ T4 ¼ 0.001. The

lead compensation phases in accordance with fitting function are shown in Fig. 7.

3.2 Determine the Phase Compensation Parameters

Shaft using a single rigid block model, test signal method is applied to simulate the

study system, analyze the SSDC effect on SSO electric damping characteristics of

the generator set. Curves of generating units’ electrical damping coefficient De in

the subsynchronous frequency range in different circumstances: without SSDC,

SSDC amplification gain Kw ¼ 1 and SSDC amplification Kw ¼ 5 can be

obtained respectively, as shown in Fig. 8.

We can see from Fig. 8, electrical damping within the entire synchronization

band significantly increases when SSDC is applied, the band width corresponding

to the system negative electrical damping is greatly reduced, which helps to avoid

the SSO occurrence. The greater controller magnification is, the more beneficial to

the SSO inhibition. But taking it into account that applying SSDC should not

change the system stability, So the controller magnification should not be selected

too large.

Fig. 7 Be compensated phase and the compensated phase of SSDC’s phase shift links
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4 Simulation Results

Time-domain simulation of the power system shown in Fig. 4 is conducted with

electromagnetic transient simulation software PSCAD/EMTDC. The Suizhong

generator shaft using the multi-rigid-body model, the shaft consists of the high-

pressure cylinder (HP), the medium-pressure cylinder (IP), the low-pressure cylin-

der A (LPA), the low-pressure cylinder B (LPB) and the generator (GEN5), totally

five concentrated mass blocks. The shaft contains four torsional vibration modes,

the torsional vibration frequencies are 13.39, 23.30, 26.74 and 53.89Hz. Observe

the electrical damping characteristics curve without SSDC in Fig. 8, we can find

that the shaft torsional vibration under the frequency of mode 1 is highly likely to

occur when there is no SSDC applied.

The SSDC has a complete control structure and the amplification gain Kw is

taken as 5. Observe the changes of modal generator speed differences after the

system disturbance when there is no SSDC or not by time-domain simulation.

Simulation results are shown in Figs. 9 and 10. A single phase to ground fault is

applied in 4.3 s moment in the AC bus of the rectifier side, the fault duration is

0.1 s. Seen from Fig. 9, When the SSDC controller is not applied, the modal

1 generator speed difference is divergent, illustrates the SSO is unstable. Seen

from Fig. 10, When the SSDC controller is applied, the modal 1 generator speed

difference is decaying rapidly after fault, demonstrates that SSDC can damp the

shaft torsional vibration effectively. This conclusion is consistent with the analy-

sis results of the electrical damping characteristics and verifies the validity of

SSDC.

Fig. 8 The influence of magnification Kw on the electrical damping coefficient De
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5 Conclusion

This article designed SSDC is accordance with the broadband design method based

on the phase compensation principle. The test signal method was used to analyze

the electrical damping characteristics before and after the SSDC is applied. Analy-

sis results demonstrated that the designed SSDC has the ability to significantly

increase the electrical damping in the subsynchronous frequency range. Time-

domain simulation results also verify the effectiveness of the designed SSDC.
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Three Current-Mode Wien-Bridge

Oscillators Using Single Modified Current

Controlled Current Differencing

Transconductance Amplifier

Yongan Li

Abstract In order to obtain new current-modeWien-bridge oscillators using single

modified current controlled current differencing transconductance amplifier

(MCCCDTA) as the active element, according to the terminal relations of

MCCCDTA as well as the basic structure of current-mode Wien-bridge oscillator,

three new current-mode Wien-bridge oscillators are presented. The canonical

number in proposed oscillators was used for component quantity and the condition

and frequency of oscillation can be controlled electronically by means of adjusting

bias currents of the MCCCDTA. The oscillators provide current output from high

output impedance terminals. Finally, frequency error for one of the proposed

oscillators is analyzed. The computer simulation results are given to verify the

realizability of the derived circuits.

Keywords Wien-bridge oscillator • Error analysis • Current-mode circuit

• MCCCDTA

1 Introduction

Several Wien-bridge oscillator structures made use of different design methods

have been reported [1–3]. Although the oscillators based on voltage feedback

operation amplifiers (VFAs), current feedback operation amplifiers (CFAs), and

second generation current conveyors (CCIIs) possess simple structure, they lack the

electronic adjustability. While the oscillators using operation tranconductance

amplifiers (OTAs) have good electronic adjustability, they undergo complex struc-

ture and a number of active components. The quadrature and multiphase oscillators
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employing current differencing transconductance amplifiers (CDTAs) have also

been reported [4, 5]. They not only provide the independent electronic control

between the oscillation frequency and the oscillation condition by tuning the bias

current of the CDTA, but also possess high out impedances and low input

impedances. However, because of the parasitic resistances at input ports, the

circuits using CDTA must make use of some external passive resistors. This

makes it not suitable for integrated circuits due to take up too much chip area.

Recently, a current controlled current differencing tranconductance amplifier,

CCCDTA, has been popularized [6, 7]. As using an input bias current can control its

parasitic resistances at two current input ports, the circuits using CCCDTAs are

superior to ones using CDTAs. The universal biquad filters and sinusoidal

oscillators [6, 7] have supported this viewpoint well.

In this paper, three Wien-bridge oscillators using MCCCDTA [7] are given.

They use only one MCCCDTA, two capacitors, and one resistor or resistor less, and

are easy to be integrated. The condition for oscillation and oscillation frequency can

be varied through controlling bias currents of the MCCCDTA. The outputs of the

circuit have high output impedances; the circuit has a low sensitivity. Finally,

frequency error for one of the proposed oscillators is analyzed and the results of

the circuit simulation are in agreement with theoretical anticipations.

2 Circuit Description

2.1 Three Wien-Bridge Oscillators Using MCCCDTA

According to the terminal relation of MCCCDTA as well as Fig. 2a in [7], three

Wien-bridge oscillators using MCCCDTA is given in Fig. 1.

Figure 1a shows the class A oscillator using MCCCDTA. The oscillator consists

of one grounded capacitor, one floating capacitors, and one current-controlled

current amplifier with the gain IB1/8IB0. The parasitic resistance Rp is used as R1

in the series and parallel RC networks, and the second-stage OTA in MCCCDTA is

used as R2, R2 ¼ 1/gm ¼ 2VT/IB2.
Figure 1b shows the class B oscillator using MCCCDTA. The oscillator consists

of one grounded capacitor, one floating capacitors, one grounded resistor, and one

current-controlled current amplifier. Z-Copy CCCDTA and second-stage OTA in

the MCCCDTA are served as the current-controlled current amplifier with the gain

IB2/IB1. The parasitic resistance Rp is served as R1 in the series and parallel RC

networks.

Figure 1c shows the class C oscillator using MCCCDTA. The oscillator uses one

grounded resistor and two capacitors, one of the ground, the other floating. The

parasitic resistance Rp is used as R1 in the series and parallel RC networks, and

second-stage OTA in the MCCCDTA is used as R2 in ones. Z-Copy CCCDTA is

used as current-controlled current amplifier with the gain RZ1IB1/2VT.
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If C1 ¼ C2, and R1 ¼ R2, using Eqs. 5, 6, and 7 in [7], the conditions for

oscillation, the frequencies of oscillation and the current ratio for three circuits

can be given, respectively, as shown in Table 1.

From Table 1, for class A, if IB ¼ IB2 ¼ 4IB0, the frequency of oscillation, fo,
varies with bias current, IB, whereas the oscillation condition separately varies with
bias current, IB1. It is clearly shown that both the condition for oscillation and fo
cannot be varied independently by controlling the bias currents.

For class B, fo can vary with IB0 without affecting the condition of oscillation,

which can also vary with IB1 or IB2 without affecting fo. This means that the

oscillation condition and fo can be varied electronically and independently. How-

ever, the adjusting law for fo is nonlinear.
For class C, if IB ¼ IB2 ¼ 4IB0, fo can be turned electronically and linearly by

adjusting IB without affecting the condition for oscillation, which can also be tuned

electronically and linearly by adjusting IB1 without affecting fo. This means that the

circuit provides the attractive feature in independent linear current control of fo and
the oscillation condition.

Fig. 1 (a) Class A oscillator, (b) class B oscillator, (c) class C oscillator

Table 1 Oscillation conditions, oscillation frequencies and current ratio of the proposed circuits

Number Oscillation conditions Oscillation frequencies Current ratio Remarks

A IB1 � 24IB0 ¼ 6IB fo ¼ IB=4πVTC Io1=Io2 ¼ 1=3 IB ¼ IB2 ¼ 4IB0
B IB2 � 3IB1 fo ¼ 1=2πC

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2VT=2IB0

p
Io1=Io2 ¼ 1=3

C IB1 � 6VT=Rz1 fo ¼ IB=4πVTC Io1=Io2 ¼ 1=3 IB ¼ IB2 ¼ 4IB0
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2.2 Adjustment Circuit for the Bias Currents

4IB0 and IB2 can be varied together by a multi-transistor proportion current mirror,

as shown in Fig. 2. Assuming that all transistors are matched and Early voltage is

infinite, The relationship between each load current and the reference current can be

written as follows:

IR ¼ VC � VEE � VBE

Rþ Re0
; (1)

IB0 ¼ Re0

Re1
IR; IB2 ¼ Re0

Re2
IR: (2)

Assuming Re1 ¼ 4Re2, from (2), we obtain IB ¼ IB2 ¼ 4IB0. It is natural that if
the circuit parameters Re0, Re1, Re2, VEE, and VBE are available, the load currents,

IB2 and 4IB0, can be raised or lowered simultaneously by changing an external

control voltage, VC.

3 Non-ideal Analysis

Since the adjustment rule about the oscillation condition and frequency in Fig. 1c

are non-interactive and independent, we only study non-ideal analysis for Fig. 1c.

The parasitic capacitances emerging at terminal x1 can be absorbed into the external
capacitor, as they are shunt with the external one. Since the parasitic capacitors at

terminal p and n can be neglected, we only take into account parasitic capacitance

appearing at terminal z. It is clear that this parasitic capacitance, Cz1, is shunt with

the external resistor. Again, analyzing the circuit in Fig. 1c produces the following

the modified gain of the current-controlled current amplifier

Ai ¼ gm1Rz

1þ sRzCz1
¼ GB

sþ GB=A0

: (3)

Fig. 2 Multi-transistor

proportion current mirror
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Here, A0 is DC gain, GB ¼ gm1/Cz1, it represents the gain-bandwidth of the

current-controlled current amplifier. Thus, the finite GB has changed the amplifier

from the ideal current amplifier to a first-order low-pass filter. Considering (3),

C1 ¼ C2, and R1 ¼ R2, we can get the modified characteristic equation:

s3 þ s2a2 þ sa1 þ a ¼ 0: (4)

Here, a2 ¼ GB

A0

þ 3

RC
; a1 ¼ GB

RC
ð 3
A0

� 1Þ þ 1

R2C2
; a0 ¼ GB

A0

þ 1

R2C2
:

In order to made the circuit to oscillate, the coefficients must satisfy a2a1 ¼ a0.
Hence,

GB

A0

þ 3

RC

� �
GB

RC

3

A0

� 1

� �
þ 1

R2C2

� �
¼ GB

A0R2C2
: (5)

Let A0 ¼ 3 + ΔA and simplify:

ðGBRCÞ2ΔAþ 3ð3þ ΔKÞðGBRCÞΔA� 3ð3þ ΔAÞ2 ¼ 0: (6)

As long as GBRC> > 9, |ΔA | < <3, the above equation reduces to

ΔA ¼ 27

ðGBRCÞ2 ¼ 27
ωo

GB

� �2

: (7)

Hence, the critical value of the gain must be set higher than for the ideal case to

sustain oscillations. The higher the frequency of oscillation, the higher is the

required gain for oscillation. Consequently, unless additional circuitry is used the

oscillator will drop out of oscillation as the frequency is changed to a higher value.

Using ωom ¼ (a0/a2)
0.5, we can obtain the modified frequency of oscillation [8]:

ωom ¼ ωoffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 3A0ωo=GB

p � ωoð1� 9ωo=2GBÞ: (8)

The deviation for oscillation frequency is

Δf
fo

� � 9ωo

2GB
: (9)

Hence, if A0 is adjusted to the critical value, the higher fo, the higher becomes

|Δfo/foj.
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4 Simulation Results

In order to confirm the performances of the proposed circuit, the circuit model for

the MCCCDTA [7] is constructed on transistor QNL and QPL by ELECTRONICS

WORKBENCH 5.0 software (EWB5.0), and then Fig. 1c is created. Finally, the

circuit of Fig. 1c is simulated with parameters: VCC ¼ 1.5 V, VEE ¼ �1.5 V,

C1 ¼ C2 ¼ 1 nF, Rz1 ¼ 1kΩ, IB ¼ IB2 ¼ 4IB0 ¼ 250 μA, and IB1 ¼ 156 μA.
Theoretically, the circuit will oscillate when IB1 ¼ 156 μA, as mentioned in

Table 1. However, in practical behavior, IB1 must be 160 μA. It is slightly higher

than 156 μA to sustain oscillation, as mentioned in (5). The simulation result is

shown in Fig. 3. It goes without saying that the circuit really realizes a sinusoidal

oscillation. Using Table 1 can get the design value: fo ¼765.556 kHz and using the

pointer in EWB5.0 can obtain the actual value: fom ¼ 571.429 kHz, so the deviation

for fo is (571.429–765.556)/765.556 ¼ �25.36 %. The error results from the

parasitic capacitance emerging at terminal z1. Using the frequency analysis in

EWB5.0, we receive the parasitic capacitance Cz1 ¼ 0.03006 nF. Substituting

these data into (6) gives that the theoretical expected value for relative error is

�21.09 %.

To illustrate the tuning characteristic of fo by adjusting IB, letting C1 ¼ C2 ¼ 1

nF, Rz1 ¼ 1kΩ IB ¼ IB2 ¼ 4IB0 ¼ 125 μA, and IB1 ¼ 158 μA, we obtain the

simulation result shown in Fig. 4. Similarly, the deviation for fo is

(308.642–382.778)/382.778 ¼ �19.37 %, Cz1 ¼ 0.04502 nF, and the theoretical

expected value for relative error is �16 %.
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Fig. 3 Waveforms for the circuit of Fig. 1c with IB ¼ IB2 ¼ 4IB0 ¼ 250 μA, C1 ¼ C2 ¼ 1 nF,

and IB1 ¼ 160 μA
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Fig. 4 Waveforms for the circuit of Fig. 1c with IB ¼ IB2 ¼ 4IB0 ¼ 125 μA, C1 ¼ C2 ¼ 1 nF,

and IB1 ¼ 158 μA

698 Y. Li



It is seen that the deviation will be increased when the design value for fo
increases. By setting C1 ¼ C2 ¼ 10 nF, Rz1 ¼ 1kΩ IB ¼ IB2 ¼ 4IB0 ¼ 250 μA,
and IB1 ¼ 156 μA, the simulation result is given in Fig. 5. In like manner, the

deviation for fo is (76.3359–76.5556)/76.5556 ¼ �0.29 %, CZ1 ¼ 0.03 nF, and the

theoretical expected value for relative error is �2.1 %. It is noted that the circuit

simulation results are basically consistent with theory.

When IB ¼ IB2 ¼ 4IB0 ¼ 250 μA, C1 ¼ C2 ¼ 10 nF, and IB1 ¼ 156 μA, the
total harmonic distortion of the circuit THD � 1.75 %. The oscillations growing

exponentially in amplitude cause the distortion while the OTA and the current

mirror in MCCCDTA come near to their saturation regions. The oscillator can

maintain output signal with low distortion.

5 Conclusion

Based on the traditional Wien-bridge oscillator, three classes for current-mode

Wien-bridge oscillator employing single MCCCDTA are provided, which furnish

two current outputs from high output impedance terminals and enjoy low passive

and active sensitivities and are canonic in component count. The oscillation condi-

tion and frequency of class C oscillator can be tuned linearly and independently by

means of controlling bias currents of the MCCCDTA. The main disadvantage of the

circuit is that fo is dependent on temperature. In additional, there is a floating

capacitor. Therefore, further research is needed.
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Improved Phase-Locked Loop Based

on the Load Peak Current Comparison

Frequency Tracking Technology

Bingxin Qi, Hui Zhu, Yonglong Peng, and Yabin Li

Abstract Considering that the induction heating power supply controlled by pulse

density modulation operated in the free resonance state, it was impossible to

precisely detect a very small amount of load current, a conventional PLL (Phase-

Locked Loop) circuit does not work properly, so a improved PLL frequency

tracking control technology is presented in this paper. When the power stage

decreased the discharge power into 1–10 % of the full power, the S/H (Sample

and Hold) circuit and the PCD (Peak Current Detector) were used to guarantee the

inverter working at the vicinity of the resonant frequency. The output signal from

PCD opened and closed the S/H to drive the VCO (voltage-controlled oscillator),

and a selected load peak current reference value was compared with the actual load

peak current to control the PCD. Finally the control strategy is verified by using the

Matlab / Simulink simulation results, the power stage can always work in the state

of zero current and zero voltage switching and the phase-locked failure is avoid.

Keywords Induction heating power supply • Pulse density modulation • Frequency

tracking control • Improved phase-locked loop

1 Introduction

Induction heating technology is developed in the direction of high-power and high

frequency. Different heating process such as smelting, diathermy, annealing and

hardening have special requirements for the power and frequency, and then leads to

a variety of power conditioning and frequency tracking control method. According

to the adjustment link, the power modulation method can be divided into rectifier

regulation, DC side control and inverter power regulation [1, 2].
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The inverter side power regulation in line with different control ways can be

divided into pulse frequency regulation [3], pulse phase shift modulation [4] and

pulse density modulation. Power switching devices using the pulse frequency

regulation and pulse phase shift modulation method [5, 6] will work incessantly

in the non-zero current and non-zero voltage switching state, it will lead to the

increase of switching losses and electromagnetic noise interference [7]. In addition,

the pulse frequency regulation and pulse phase shift modulation will change the

phase between output voltage and current during regulating the output power, thus

affecting the performance of the frequency tracking controller or phase-locked loop

controller [8]. The pulse density modulation proposed in literature [9] adopt a

reasonable choice of pulse sequence to realize a greater adjustment range in the

output power and ensure that the inverter always operating in a quasi- resonance

state, thus achieving zero current and zero voltage switching. However, the resto-

ration from the free resonance state to the output power state needs to re-lock

the operating frequency of the inverter, which could easily lead to the system out

of control.

To avoid phase lock failure after the end of the pulse density modulation period,

a improved phase-locked loop control scheme based on the load peak current is

proposed in this paper, when the induction heating power supply changes from the

powering state to a free resonance state and again returned to the powering state,

according to the sampling hold circuit, two different reference current values are

analyzed and calculated, a current selection scheme corresponding to the minimum

pulse density value is proposed, the simulation results verified the feasibility of the

proposed scheme.

2 The Principle of Pulse Density Modulation

According to the main circuit structure shown in Fig. 1, the equation can be

expressed as follows:

L
dio
dt

þ 1

C

Z
iodtþ rio ¼ 4Ud

π
sinωt (1)

Only considering the fundamental voltage component added to the load when

the load circuit is at the resonance state. Where, ω ¼ ωr ¼ 1/(LC)1/2, assume that

2ωrL/r ¼ 2Q>> 1, Q represents the quality factor of the resonant circuit, so load

current can be given:

io ¼ 4Ud

πr
ð1� e�

r
2L
tÞ sinωt (2)

Although the load resonant circuit is a second order system, however, Fig. 2

shows that the envelope line of the load resonant current is fist-order response, and
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the time constant τ ¼ 2 L/r, then the envelope line of the resonant current iE can be

expressed as:

iEðtÞ ¼ Îð1� e�
t
τÞ þ Imine

� t
τð0 � t � TAÞ

iEðtÞ ¼ Imaxe
�t�TA

τ ðTA � t � TÞ
:

(
(3)

Where:

Imin ¼ Î
e
TA
τ � 1

e
T
τ � 1

(4)

Imax ¼ Î
1� e�

TA
τ

1� e�T
τ

(5)

Î is the current when the modulation ratio is D ¼ TA/T ¼ 1.
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Fig. 1 The main circuit of

series resonant inverter
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3 Improved Phase-Locked Loop Control Based

on the Load Peak Current Comparison

This paper uses the load current comparison control method, introduces the load

peak current detection section and compares the load current with the preset

reference current value, when the peak current is higher than the set reference

value, the sample hold circuit works at the state of sampling, the frequency tracking

circuit still operating in the normal phase-locked loop, however, when the peak

current detection value is lower than the reference current, sample and hold circuit

will no longer receive the output signal of the filter, but keep the signal in the last

moment before the state transition to drive the VCO continue working, the control

principle is shown in Fig. 3.

However, induction heating surface treatment sometimes needs to reduce the

output power to 10 % of the rated power or even lower, namely, when the pulse

density modulation ratio decreases, the output load current will be small, according

to present resolution and accuracy, the peak current detector have been unable to

accurately detect such a small current, thus the frequency tracking circuit will not

function properly. So how to select the appropriate current reference value ensure

that the frequency tracking control circuit to work properly must be solved.

Further analysis, consider the main circuit parameters shown in Fig. 1, the load

quality factor Q ¼ 10, the difference of the maximum peak current Imax and the

minimum peak current Imin is shown in Fig. 4.

Noted from Fig. 4 that when D > 0.1, the difference between the maximum

value Imax and the minimum value Imin increases as the modulation ratio signifi-

cantly increases, when D ¼ 0.5 the difference is the maximum, the performance of

the phase-locked loop frequency tracking control circuit in the small fluctuations of

the sampled signals is much better than the larger signal fluctuations, the smaller the

signal fluctuations, the higher the resolution of the phase-locked loop, the more

sensitive to changes in the signal phase, while for the large disturbance is not

sensitive, which leads to the judgment delay, even in some cases beyond its phase

capture range leads to lock failure.
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Io
+
-

PCD
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Po
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Fig. 3 The frequency tracking circuit based on load peak current detection

704 B. Qi et al.



Based on the above analysis, D ¼ 1/16 as the lower bound and 1 ‰ as the gain,

infinitely approaching to D ¼ 0.1, the function relationship of the phase-locked

angle and the corresponding minimum current of the peak current Imin ranging

from D ¼ 1/16 to D ¼ 0.1 is obtained, as shown in Fig. 5.

It can be reduced that when the phase-locked angle is a very small inductive

angle ranging from 0 to 0.1, Imin can be equal to 9.5, 10.5, 11.5A. Then the optimal

peak current reference value selection scheme will be obtained by simulation

analysis.
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4 Simulation Analysis

A single phase series resonant inverter model is built by utilizing the Matlab/

Simulink tools, main circuit parameter is shown in Fig. 1, DC source voltage is

Ud ¼ 500 V, the resonant load parameters are L ¼ 5 μH ,C ¼ 0.0398 μF,
r ¼ 1.2Ω, the rated power is P ¼ 200 kW, the resonant frequency is fr ¼ 350 kHz,

RC snubber parameters are R ¼ 11.5Ω,C ¼ 2200 pF, the main circuit lead induc-

tance is Ls ¼ 0.01 μH, the output power control using pulse density modulation.

Adopting improved phase-locked loop control based on the peak load current

comparison, phase-locked switching process is analyzed as follows. Under the

condition that the DC voltage Ud ¼ 500 V is invariable, regulating the DC side

current achieves the purpose of adjusting the output power, Fig. 6 shows that when

DC current reduced from 90A to 40A the corresponding output load current and

voltage waveform.

1. When the peak load current comparison control is not considered, the pulse

density modulation ratio D ¼ 1: 2 corresponding to the condition that the output

power decrease, the output voltage and current waveforms are shown in Fig. 7,

the phase-lock tracking control circuit output waveform is shown in Fig. 8.

In Fig. 7, at the free resonance state, the load power flows through the RC

snubber and anti-paralleled diode, then the phase angle selection must be

accurate, and can predict the phase-locked position angle in the next pulse

density modulation cycle, when the modulation ratio is 1: 2 or even smaller, as

shown in Fig. 8, the inductive angle is so large that a voltage spike is produced
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during the free resonance state, the switch loss increases, which leads to the

power loss increasing, even at the beginning of the next modulation period,

entering the capacitive area, causing the phase lock failure and then burning

power electronic devices.

2. Considering the load current comparison control, the pulse density modulation

ratio is D ¼ 0.3 or even lower values, we can consider a limit state, when

D ¼ 1/16, the corresponding pulse density modulation minimum value is

calculated by the formula (6) that Iref ¼ 7.95A, the phase control angle is

shown in Fig. 9.
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Figure 9 shows, set Iref ¼ 7.95A as the peak current reference value, when the

load current works at the free resonance state, the sampling hold circuit works at the

hold state, keep the lock phase signal in the last moment before the state transition

to drive the VCO to generate the control pulses, as the linear part shown in the

graph; but when changes from the free resonance state back to the powering state, if

switching phase-locked state at the minimum current reference value Iref ¼ 7.95A,

as shown in Fig. 9, a large inductive angle running at an initial state can be

observed, repeating the separate-excitation turns to self-excitation process when

the inverter startup, at that time the separate-excitation control circuit has stopped

the work, which shows the frequency tracking control circuit is out of control, turns

into the “free resonance” state, at this time any external electromagnetic distur-

bance or fault will cause this condition amplifying, switching devices loss increas-

ing even being burned.

According to the above analysis, when the frequency tracking control circuit

turns from the powering state to the free resonance state, set a small load current as

the reference value of the peak current comparison to ensure reliable work, a load

current value is also calculated as the peak current reference value when changes

free resonance state back to the powering state to further improve the phase-locked

loop load resonant frequency tracking speed. According to the analysis of 3.2 and

phase angle and the minimum current Imin distribution relationship in Fig. 5, select

Iref ¼ 9.5, 10.5, 11.5A respectively, the corresponding phase angle experimental

waveforms are shown in Fig. 10. The Imin ¼ 10.5A is the most appropriate peak

current reference value when changing from the free resonance state back into the

powering state.
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5 Conclusion

In order to meet the requirement of switching frequency constant when the output

power drops below 10 % of the rated power in the heating process, an improved

phase-locked loop control method based on the load peak current comparison is

proposed in this paper. Adding the sampling hold device to the existing phase-

locked loop circuit without changing the capture range and accuracy condition,

furtherly improving the tracking speed of the phase-locked loop on the load

resonant frequency even the load current is quite small, which ensures the inverter

switching devices continue working at zero voltage and zero current switching state

when switching between the free resonance state and the powering state. Compared

with the traditional phase-locked loop control, the proposed control method can

further reduce the power loss of power switching devices and improve the operating

efficiency of equipment.
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Optimization of Low-Thrust Orbit Transfer

Zhaohua Qin, Min Xu, and Xiaomin An

Abstract A Gauss pseudospectral method is used to optimize the interplanetary

low-thrust orbit transfer. The Gauss pseudospectral method is utilized to parame-

terize the orbit transfer. In order to solve the large-scale parameters multi-

constraints optimization problem, the sequential quadratic programming (SQP) is

used. Then, the optimization method is demonstrated on an Earth-Mars low-thrust

orbit transfer application by the solar electric propulsion. The numerical results

show that the method is effective and rapid in finding the optimal orbit transfer and

does not require particular initial guesses.

Keywords Orbit transfer • Low-thrust • Fast optimization • Gauss pseudospectral

1 Introduction

Historically, the methods to optimize interplanetary low-thrust orbit transfer can be

divided into two categories: one is called indirect methods and the other is direct

methods [1, 2]. The two-point boundary-value problem can be solved by indirect

methods. However, direct methods turn optimal control problem into nonlinear

programming problem (NLP) [3–5].

In this paper, we research a method for optimal orbit transfer called the Gauss

pseudospectral method. The complicated orbit transfer optimization problem is

translated into a large-scale parameters optimization problem with multi-

constraints. Thus the NLP can be solved numerically by the SQP.
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2 The Optimization of Low-Thrust Orbit Transfer

The motion of the low-thrust spacecraft around the sun is described by the Cartesian

coordinates:

_r ¼ v

_v ¼ �μr=r3 þ T
m u

_m ¼ � T
Ispg0

:

8><
>: (1)

Where m ¼ m0 � _mj jt. m is the spacecraft mass, m0 is its initial mass, _mj j is
the engine fuel consumption of seconds, T is the engine thrust equal to

2ηP0 ðIspg0r2Þ
�

, t is the flight time. P0 is its input power in 1 AU, Isp is its

specific impulse, and g0 is the gravitational acceleration. u ¼ ½ux; uy; uz� is defined
as the unit vector of the thrust.

With the engine continuously working, the optimal-fuel performance index is

evaluated at:

J1 ¼ �ðm0 �
Z t1

t0

_mdtÞ ¼ �m1 (2)

The optimal-time performance index is evaluated at:

J2 ¼
Z t1

t0

dt ¼ t1 � t0 (3)

In order to make full use of the advantages of the low-thrust propulsion system,

we presume the launch of the spacecraft energy be zero, C3 ¼ 0, the trajectory

musts satisfy the initial and final boundary conditions:

E1½xðt0Þ; t0� ¼ xðt0Þ � x1ðt0Þ ¼ 0

E2½xðt1Þ; t1� ¼ xðt1Þ � x2ðt1Þ ¼ 0

(
(4)

During the transfer, the thrust vector direction must satisfy the following

conditions:

C½uðtÞ; t� ¼ u2x þ u2y þ u2z ¼ 1 (5)

The optimal parameter is defined as:

Z ¼ ½t0; t1; xðtÞ; uðtÞ�T (6)
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With the description of the problem, the parameter of the optimal problem

concludes the discrete-time variable, the continuous trajectory and control

variables. But the continuous variable cannot be recalibrated directly, and it must

be processed and then the adjustable discrete variables can be obtained.

It is noted that it can transform the problem from the time interval κ 2 �1; 1½ � to
the time interval t 2 t0; t1½ �:

κ ¼ �1þ 2 t� t0ð Þ
t1 � t

(7)

Orthogonal collocation of the dynamics is performed at the Legendre-Gauss

(LG) points in the Gauss pseudospectral method. The state can be approximated by

Lagrange interpolating polynomials L,

xðκÞ � XðκÞ ¼
XN
i¼0

XðκiÞLiðκÞ (8)

Where LiðκÞ are defined as

LiðκÞ ¼
YN

j¼0;j 6¼i

κ � κj
κi � κj

; i ¼ 0; . . . ;N (9)

Additionally, the control can be approximated by Lagrange interpolating

polynomials L� as

uðκÞ � UðκÞ ¼
XN
i¼1

UðκiÞL�i ðκÞ (10)

Where

L�i ðκÞ ¼
YN

j¼1;j6¼i

κ � κj
κi � κj

; i ¼ 1; . . . ;N (11)

Note that the approximation for the control is not the only allowable control

approximation, but it has produced very good results when compared with other

control approximations.

Base on the differential expression of Eq. 8, we can obtain

_xðκÞ � _XðκÞ ¼
XN
i¼1

XðκiÞ _LiðκÞ (12)
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Each Lagrange polynomial derivative in the LG points can be expressed as a

differential approximation matrix, P , whose elements are determined offline as

follows:

Pki ¼ _LiðκkÞ ¼
XN
l¼0

QN
j¼0;j 6¼i;l

ðκ � κjÞ

QN
j¼0;j 6¼i

ðκi � κjÞ
(13)

Then the dynamic constraint is as follows:

FðXk;Uk; κk; t0; t1Þ

¼
XN
i¼0

DkiXi � t1 � t0
2

f ðXk;Uk; κkÞ ¼ 0
(14)

Where Xk � XðκkÞ;Uk � UðκkÞ. Then we can define additional variables in the

discretization as follows:

X0 � Xð�1Þ

X1 � X0 þ t1�t0
2

PN
k¼1

wkf ðXk;Uk; κk; t0; t1Þ :
8<
: (15)

WhereX1 is defined in terms ofXk andUk, f is the variable of the Eq. 1, andwk are

the Gauss weights, wk ¼
R 1

�1

QN
i¼1;i6¼k

κ�κi
κk�κi

dκ; k ¼ 1; . . . ;N:

Finally, it is noted that discontinuities in the state or control can be effectively

dealt with by dividing the trajectory into phases, where the dynamics are tran-

scribed at each phase and connected together with the additional phase interface

constraints. This procedure has been applied to many fields.

Thus, the interplanetary low-thrust optimization problem can be converted to

parameters of the constraint optimization problem. The optimal parameter

concludes the launch time, the fair time and the variable of the state and control

to each node.

Z1 ¼ ½XT
0 ;X

T
1 ; . . . ;X

T
f ;U

T
1 ;U

T
2 ; . . . ;U

T
N; t0; t1�

T
(16)

The problem is transcribed to the NLP, and it is solved by using the solver of

the SQP.
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3 Results

An Earth-Mars direct transfer is presented. Its parameters: the solar array power at

1 AU P0 is 6.5 kW, the constant Isp is 3,100 s, the engine efficiency is 0.65, and the

initial spacecraft mass is 1,200 kg. And it uses the astrosphere calendar, DE405, and

the Matlab programming environment on a 3.06 GHz Pentium 4 PC.

The launch time window is from January 1, 2014 to December 31, 2014, and the

maximum duration is 500 days. The optimal variable and the restriction equation

solutions to N ¼ 29 are 291 and 240. The NLP has been used to solve the

TOMLABT version of the NLP solver SNOPT [6].

The optimal result is shown in Figs. 1, 2, 3, and 4.

The optimization solution concludes the launch time is April 10, 2014, the flight

time is 306.6370 days, the remaining mass is 912.3415 kg, the iterative process is

52 steps and the computing time is 58.467 s.

The optimization result is good, which shows that the method can get the optimal

transfer trajectory rapidly and accurately.

Fig. 1 Optimal position

vector
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Fig. 2 Optimal velocity

vector

Fig. 3 Optimal control

steering
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4 Conclusion

This paper studies the rapid optimization of orbit transfer which bases on Gauss

pseudospectral method. In the optimal transfer, the method turns the transfer

optimal control problem into the NLP, and avoids the huge compute capacity, the

real-time identification, the sensitivity to guess value and so on. The results

obtained in this paper show that the optimization method adopted for the optimiza-

tion of the interplanetary low-thrust orbit transfer demands less accurate initial

guesses and has good search capability with high accuracy.
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Self-Healing Control Method Based

on Hybrid Control Theory

Qiang Zhao, Meng Zhou, and XinQian Wu

Abstract Due to the overall optimum ability, the hybrid power control technology

is particularly useful for self-healing control for the grid. Based on the study of

hybrid control theory, this article introduced the WAMS-based (wide area mea-

surement system) real-time information platform to the physical layer of hybrid

power control model and applied the modified model into self-healing control.

Meanwhile, based on the modified model, the article established an easily-

attainable self-healing control model, and produced solutions to some key

problems. Since the real-time information alternative to the traditional observer,

the self-healing control system based on the modified hybrid power control tech-

nology is suitable for the self-healing of large power grid because it is simple,

overall optimum and easy to extend.

Keywords Power control • Self-healing control • WAMS • Event-driven

1 Introduction

In recent years, with the constant increase of the demand of grid stability and power

supply quality with the mankind, the research on smart grid is intensifying con-

stantly. Although the definition of smart grid remains controversial, however,

overall, the smart grid should have the following characteristics [1, 2]: self-healing,

interactive, optimization, integration, compatible. Self-healing is not only an

important safeguard to ensure automated stable operation of the grid, but also an

important symbol of the smart grid. So how to achieve self-healing of the grid has

become the focus of the smart grid.
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The existing study of self-healing often emphasis on the reality grid with

corresponding characteristics, and then look for a self-healing control method

solution which is suitable to this grid, such as reference [3]. These control methods

can be implemented on the local grid self-healing controlling, however, they cannot

be applied to the overall grid for lacking of compatibility and expandability. Self-

healing grid control covers a lot of fields of new technology and new progress, such

as automatic control, relay protection, computers and software, Applied Mathemat-

ics. It is an integrated software and intelligent device control technology.

As a system composite in parallel or serial of continuous component and discrete

component, the hybrid system [4] is well suited for the control of multi-objective

large modern power system. At present, hybrid control theory has been successfully

used in the construction of the grid voltage control system, and received a good

effect.

This paper analyzed the basic conditions of self-healing, modified the theory of

hybrid power control, and introduced the concept of hybrid control to grid self-

healing control. Based on the modified theory, grid self-healing system model was

established.

2 Hybrid Power Control Theory and Its Improvement

The hybrid system [4] contains both discrete behavior (behavior with state and

output) and continuous behavior. So how do describe discrete and continuous

dynamic characteristics and mutual relations correct and unified has become a

research focus on the modeling of hybrid systems. Hybrid power control theory

[5], which made use of the concept of the event generator, compare the value of

continuous variables in the grid or the value of these variables as independent

variables “event function” with the prior defined criteria. Whether the incident

consistent or inconsistent, an event will occur.

Based on the WAMS grid real-time information platform, this paper introduces

hybrid power system model underlying as an alternative to traditional observer, so

that the model of the controlled layer has the capabilities recording network real-

time information, and then pass the data have been processed by the real-time data

transmission channel to level of decision-making and decision makers only judge

event and issue a directive. Improved hybrid power control model has a more

cleared structure, while the introduction of WAMS can enhance the real-time of

closed-loop control and the entire process of the controlled layer.

In Fig. 1, u(t) represent for the bottom of the power components of the original

continuity-based closed-loop control; x(t) represent for the continuous change of

the dynamic power system variables; y(t) is the underlying power system state

output variables in continuous time; Γ is the formation of discrete events; A is the

event used for display; uD(t) represents for collection operational control inspired

by the events.
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In summary, the hybrid power control system is a collection of continuous

process of regulation and discrete scheduling decision-making process, and can

achieve the power system multi-goal drive superior purpose, it suited for self-

healing control of power systems well, while improved hybrid power control

model allows control has better real-time visibility.

3 The System Model for a Self-Healing Grid Based

on Hybrid Power Control Theory

This paper adopts this definition for self-healing: to the slight disturbance of the

system from the outside and inside, the system should have a good preventive

function, timely detection, diagnosis, remove the disturbance; to the fault which

cannot be avoided, system should be maintained sustained and stable operation of

the power system. Its purpose is on the foundation of less cutting load even not

cutting load, to cut off the fault circuit, analysis the fault, alarm the fault, and

manually repair the fault.

Based on the above definition of self-healing systems, combined with a hybrid

power system control theory, this paper presents a grid self-healing system model,

as shown below (Fig. 2).

x(t)

Event handling and 
decision-making system

Conversion inter-
face

Continuous chang-
es in the power system

Event 
generator

Grid real-
time information

Decision-making
Layer

Operating
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Controlled
layer

A

A

y(t)

u(t)

uD(t)

r
Fig. 1 Modified hybrid

power system model
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3.1 The Task and Design of Decision-Making Layer

First of all, the decision-making layer of the hybrid self-healing control system

receive real-time data from the information platform on the bottom of the power

system; then accord the definition of the event to judge the formation of the event.

The decision-making layer accord node voltage, current, active power, reactive

power and other power system real-time parameters, to develop the grid status

eligibility standard, and take the failed state of the network parameters as the event;

when judge to have the event, the decision-making layer accord the real-time data

and the feedback of the operation layer, to determine whether or not this event is

disturbance or fault. Finally, the decision-making layer issues a control instruction

to the operating layer, to mobilize disturbance middle-layer control or fault

High-level disturbance control High-level fault control

Decision-making 
Layer

Middle-level fault controlMiddle-level disturbance control

Console
Command

Feed
back

Feed
back

Low-level control (Real-time information platform)

Feed
back

Console
Command

FACTS Load Distribution generation Transformer . . . Lines

Operate
Command

Operation
status

Operating
Layer

Operated
Layer

Yes

Disturbance Fault

Feed
back

Fault or Disturbance?

Event?

Console
Command

Console
Command

Fig. 2 Grid self-healing system model
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middle-layer control. At the same time, the decision-making layer under take the

task of the event display, failure notification and other human-computer interaction

function.

3.2 The Task and Design of Operating Layer

The operating layer of the hybrid self-healing control system must establish the

real-time database, the perturbation model, and the fault control module. First of all,

the operation layer of the hybrid self-healing control system receive high-level

control commands from the decision-making layer to start the disturbance middle-

level control or fault middle-level control, then based on the data transfer from the

underlying power system information platform, detail analysis the type of distur-

bance or fault to give the optimal control program which can correct the disturbance

or cut off the fault line and adapt to the current system. Finally, the program formed

the instructions to send to the controlled layer, and receive the feedback from the

controlled layer. At the same time, the operating layer undertake the task of display

optimize control programs, perform and other human-computer interaction

function.

3.3 The Task and Design of Controlled Layer

The controlled layer of hybrid self-healing control system is composed of two parts.

The one part is the underlying physical grid which contained power plants,

substations, FACTS devices and other existing protection devices. The other part

is the real-time power system platform based-on the WAMS. The real-time power

system platform receive the power system optimization or protection programs

from the Operating layer, then send operating instructions to the transformers,

power system protection devices, and feedback the implementation to the

Operating layer. At the same time, the real-time power system platform also

under take the task of real-time record, showing power system operating conditions.

According to the above model, the hybrid self-healing control system can be a

brief description of the process as follows: the power system information platform

on the bottom record the real-time grid status, upload and synchronization it to the

Decision-making layer and Operating layer through the data communication channel.

Decision-making layer through the grid state judge whether there is event occurred.

If the event occurred, then judge whether it is fault or disturbance, send a control

instruction to the operating layer. Operating layer make a specific optimization or

fault solutions by the real-time grid data, then send it to controlled layer in the form

of a document. Finally the power system information platform control the physical

network. In summary, the hybrid self-healing control mechanism is simple, and can

achieve the global optimization of the power system, the global sharing of data to

fully enhance the automation degree of self-healing power system.
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4 Realization of Grid Self-Healing Hybrid Control

The grid of self-healing hybrid control system model according to text, to achieve

the grid self-healing, first of all, a clear definition of “event” is needed; second, we

need to achieve the control of disturbances and faults, At the same time, the solution

should be to ensure the optimal solution; Finally, The real-time and global of

overall healing process should be to ensure. The following will detail the key of

implementation and necessary technology of the self-healing hybrid control.

4.1 Definition of “Event”

It can be said that the guiding ideology of the grid self-healing system based on

hybrid control is defining the grid state which doesn’t meet the requirement as

“events”, then excitation control action by the “event”, so how to define the “event”

becomes the focus of hybrid self-healing control. Any aspect of the grid state which

does not meet the requirements should be regarded as the “event”, in other words,

for the all real-time network parameters recorded by controlled layer power system,

we should define the dissatisfied ones as the “event”. The grid has the following

important parameters: Power system frequency, harmonics; node voltage of the

power system, the amplitude of line current, phase angle; inputs and outputs of node

active and reactive power; generators, temperature of power transformers and other

hardware state. The above parameters have a certain range of security, that is, the

threshold; the state which exceeds or below the threshold is defined as “events”.

With reactive power of a node for example, the constraint conditions:

QGimin � QGi � QGimax (1)

QGi, QGimin, QGimax are for the reactive power and its upper and lower limits of

node i. In this example, “QGimin�QGi>0” and “QGimax�QGi<0” are defined as

“events”.

“Event set” take the union of the “event” set, in the running grid, once the

“incident” occurred, the decision-making control is excited.

4.2 Concrete Realization of Disturbance Control
and Fault-Controlled

In recent years, study for disturbance control and fault control of the power system

emerges continually, this system use the failure to control and optimal control based

on wide area measurement to construct the control layer of hybrid power operation

of self-healing.
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Wide area measurement technique based on GPS can measure the node voltage

magnitude and phase angle directly and has good value in the power system state

estimation, fault location and positioning, power system reactive power and voltage

optimization, etc. For the failure of the power system control, cutting off the fault

line and determining the location of the point of failure is particularly important.

4.3 Real-time and Localized of Self-Healing Control

Due to the complexity of the structure of the grid, it is very easy to cause a chain

reaction leading to the large-scale collapse of the power grid, so real-time is

required in the grid self-healing control. In this paper, the hybrid self-healing

control, take full use of the WAMS systems’ advantage of rapid processing of

real-time data of the grid ensuring the good liquid of the control process and

procedure. The decision-making layer of Self-healing control based on the hybrid

control can achieve the global control of the grid. Regarding all the disturbances as

“events”, when expansion the physical structure of the power grid, we can cover the

new physical structure as long as adding a new event definitions without having to

re-deploy the software system, this thinking has a good flexibility.

5 Conclusion

This article discussed the possibility of applying hybrid control theory into the grid

self-healing control, established a grid self-healing control system based on hybrid

control theory and gave the key technology required by concrete realization.

Overall, the basic idea of hybrid grid self-healing control is “event driven”,

regarding the grid state which does not meet the needs as “incident”, using discrete

event to drive the disturbance control or failure of control. The advantages show in

the simplicity in its concept, global optimization, easiness to expand and applica-

bility to global healing of large power grids.
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PMSM Sensorless Vector Control System

Based on Single Shunt Current Sensing

Hongyan Ma

Abstract To reduce the cost and volume of permanent magnet synchronous motor

(PMSM) drive system fed by pulse width modulation (PWM) inverter, this paper

presents a single shunt current sensing with rotor-position sensorless control

method of PMSM vector control system. The reference voltage of space vector

pulse width modulation (SVPWM) inverter is researched to implement the

requirements by AC-link phase current reconstruction with single shunt current

sensing. By model reference adaptive system (MRAS), speed estimation method is

investigated to satisfy rotor-position sensorless control. Simulations are tested on a

PMSM vector control system fed by SVPWM inverter. Simulation results demon-

strate the feasibleness and the effectiveness of the single shunt current sensing with

MRAS sensorless control method.

Keywords Single shunt current sensing • MRAS sensorless • PMSM • PWM

inverter

1 Introduction

For permanent magnet synchronous motor (PMSM) having many advantages such

as high ratio of torque to weight and high efficiency, PMSM vector control systems,

which supplied by pulse width modulation voltage source inverters (PWM-VSI),

are widely used in many applications [1]. High performances PMSM vector control

systems depended on the precise information of AC-link currents by AC-link

current sensors and the rotor position by mechanical sensor. To reduce the cost

and volume of inverter, no current sensors control methods based on a single shunt

current sensing to reconstruct three phase AC currents have been proposed by
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researchers [2–4]. The sensorless rotor-position estimation methods like the

Extended Kalman Filter (EKF) algorithm combining with single shunt sensing

and the model reference adaptive method combining with no AC-link current

sensor have been developed [5, 6].

In sensorless AC drive systems, the practical rotor position/speed estimation

method is based on model reference adaptive system (MRAS). In this paper, single

shunt current sensing with the MRAS sensorless method is researched in PMSM

vector control systems supplied by space vector PWM voltage source inverter

(SVPVM-VSI). The validity and feasibility of the researched method are verified

by simulation results of PMSM vector control systems supplied by three phase

voltage source inverter.

2 Single Shunt Current Reconstruction Based on DC-Link

Single shunt current sensing control scheme is reconstructed the AC-link currents

by the measured DC-link current values with single shunt. The voltage vector

diagram of SVPWM-VSI shown as Fig. 1, there are six sectors in the voltage vector

diagram of SVPWM and six active voltage vectors (V1 ~ V6) and two zero vectors

V0 (000) and V7 (111). The reference voltage vector Vr located in sector 1 is only

studied in follows.

In sector 1, the reference voltage vector Vr is synthesized by the two adjacent

active voltage vectors V1, V2. In the linear modulation range, conventional seven

segment SVPWM signals distribution strategy which is to synthesize Vr by using

two adjacent non-zero vectors and one zero vector in one sampling period Ts is

applied, Vr is given as

Vr ¼ T1
Ts

V1 þ T2
Ts

V2 (1)

qr

1

2

3

4

5

6

2

3
Udc

V2 (110)V3 (010)

V4 (011)

V5 (001) V6 (101)

V1 (100)V7V0

Vr

Fig. 1 The voltage vector

diagram of SVPWM-VSI
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T1 and T2 are the on-durations of the switching state vectors V1 and V2. They can be

calculated as

T1 ¼
ffiffiffi
3

p
Ts

Vrj j
Udc

sin θr

T2 ¼
ffiffiffi
3

p
Ts

Vrj j
Udc

sinðπ=3� θrÞ

8>><
>>: (2)

Where Udc is DC-link voltage, θr is the angle of Vr.

The on-duration of zero vector T0 can be obtained as

T0 ¼ Ts � T1 � T2 (3)

Used an active voltage vector to PMSM, AC-link phase current is measured by

the DC-link current idc. In Fig. 2, by detecting idc as active vector V1 employed,

a-phase current ia of the motor is achieved; as zero vectors employed, idc equals
zero, then the phase current is not measured. In each control period, two phase

currents achieved by the DC-link current idc, the third phase current is determined

by the zero sum of three-phase currents.

As shown in Table 1, the applied voltage vector employed, the responding phase

current is measured from the DC-link current idc.
In practice, using single shunt sensing to reconstruct the AC-link phase current,

the precision of reconstructed AC-link phase current is determined by the DC-link

current. In order to achieve a dependable DC-link current idc, the minimum

sampling time Tmin has to be less than the operation period of applied active vector.

PMSM

a

b

c

on

on on

idc

Udc

R

C

Fig. 2 No AC-link current

sensor control in sector 1

Table 1 Voltage vectors and

measured phase currents by idc
Voltage vector idc Voltage vector idc

V0(000) 0 V4(011) �ia
V1(100) +ia V5(001) +ic
V2(110) �ic V6(101) �ib
V3(010) +ib V7(111) 0
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3 Sensorless PMSM Vector Control

3.1 PMSM Mathematical Model

In the d-q rotor reference frame, PMSM mathematical model of is given by the

following equations.

ud ¼ pψd � ψqωþ Rid
uq ¼ pψq � ψdωþ Riq

�
(4)

ψd ¼ Ldid þ ψ r

ψq ¼ Lqiq

�
(5)

Tem ¼ pn iqψd � idψq

� �
(6)

Where ud and uq stand d-q axis voltages, id and iq express d-q axis currents, ψd

and ψq denote d-q axis flux linkages, R is stator resistance, Ld and Lq are d-q axis

inductances, ψ r is the permanent magnetic flux, Tem and TL are electrical torque and
load torque, pn is numbers of pole pairs of the motor, p is d/dt, ω stands for the rotor

speed that is equal to pθ, θ is the actual rotor position.

3.2 Speed Estimation Method Based on MARS

In MRAS method, the current equation of PMSM is chosen as the adjustable model

and the actual PMSM as reference model. The error between currents of the

adjustable model and the currents of the actual PMSM is used to calculate motor

speed.

In the rotating d-q reference frame, the PMSM stator current equations are

d

dt

id

iq

" #
¼

� R

Ld

Lq
Ld

ω

� Ld
Lq

ω � R

Lq

2
664

3
775 id

iq

" #
þ ud

Ld
� ωψ r

Lq
þ uq
Lq

� �
(7)

Considering the convenience of stability analysis, the systemmatrix A is written as

A ¼
� R

Ld

Lq
Ld

ω

� Ld
Lq

ω � R

Lq

2
664

3
775 (8)
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Let i
0
d ¼ id þ ψ r

Ld
, i

0
q ¼ iq, u

0
d ¼ ud

Ld
þ Rψ r

L2
d

, u
0
q ¼ uq

Lq
. Then the simple reference model

form is obtained as

d

dt
i
0 ¼ Ai

0 þ u
0

(9)

Speed estimation process described as follows.

The simple parallel connection adjustable model form is

d

dt
î
0
¼ Â̂i

0
þ u

0
(10)

The state variables error is

e ¼ i
0 � î

0
(11)

The parallel connection model is

d

dt
e ¼ Ae

v ¼ De

(
(12)

If D ¼ I, then v ¼ e.
By the Popov super stability theory, the estimation equation of ω̂ can be obtained

as

ω̂ ¼
Z t

0

k1ðid0 îq0 � iq
0 îd

0Þdτ þ k2ðid0 îq0 � iq
0 îq

0Þ þ ω̂ð0Þ (13)

Where, k1 � 0, k2 � 0.

Replacing id
0; iq0 with id; iq, the estimated speed is obtained as

ω̂ ¼
Z t

0

k1½id îq � iq îd � ψ r

Ld
ðiq � îqÞ�dτ þ k2½id îq � iq îd � ψ r

Ld
ðiq � îqÞ�

þ ω̂ð0Þ (14)

Where, îd and îq are determined by the adjustable model, id and iq are achieved by
the transformation of the reconstructed three-phase stator currents with single shunt

current sensing control method.

Integrating the estimated speed, the rotor position is

θ̂ ¼
Z t

0

ω̂dt (15)
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4 Simulation Study

In order to prove the feasibleness and effectiveness of single shunt current sensing

with MRAS sensorless method, the diagram of PMSM vector control system is built

in Fig. 3. Conventional vector control technique such as id ¼ 0 is applied to the

PMSM drive system.

The simulation parameters are shown in Table 2. The dead time effect is not

considered in simulation.

Figure 4 shows the speed curve. The speed steady-state error between the motor

speed and the reference speed 1,500 rpm is very small. The motor has good

performance under this control strategy. Figure 5 shows PMSM stator current.

The phase current can concord with the reconstruction current. Figure 6 shows

SVPWM

PI

PI

+

wref

= 0idref

id

iq

iqref

ia

idc

Current
reconstruction

PI

dq

ud

uq

PWM

PWM

ua ub+

dq

abc

+ d  /dt

ib ic
Sampling

ˆ

R

q

q̂

q̂

ŵ
q̂

ab

PWM
Inverter PMSMDC

MRAS

−

−

−

Fig. 3 Block diagram of single shunt current sensing with MRAS sensorless PMSM vector

control system

Table 2 The simulation

parameters of the motor
Parameter Value Parameter Value

Ld/mH 7.418 Lq/mH 12.285

R/Ω 0.618 ψ r/V/(rad/s) 0.1128

pn 2 TL/Nm 1.5
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the waveform of rotor position. The real rotor position can concord with the

estimated rotor position by MRAS method and reconstructed AC-link phase

current.

This verifies that the single shunt current sensing with MRAS sensorless control

method is effective in PMSM vector control.

5 Conclusion

In this paper, single shunt current sensing control combined with MRAS sensorless

scheme was used for PWM-VSI fed PMSM vector control system. The MRAS

sensorless control used the reconstructed AC-link phase currents to estimate rotor

position. Simulations demonstrated that, in PWM-VSI fed PMSM vector control,

the method that is using single shunt current sensing with rotor position sensorless

control based on MRAS method, is valid and feasible.

Acknowledgements The author thanks the financial support by Beijing Municipal Commission

of Education of China (PHR201108211) and MOHURD project (2011-k8-3).
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Wind Power System Simulation of Switch

Control

Yuehua Huang, Guangxu Li, and Huanhuan Li

Abstract In order to find a balance between energy efficiency and reliability of

wind power generation system, this paper presents a switch control strategy. This

paper establishes a wind power system simulation model by controlling the electro-

magnetic torque in the Matlab/Simulink environment. The electromagnetic torque

consists of three parts: the equivalent control quantity ueq, the changing high-

frequency part uN and the additional low-frequency part uNf. The ueq can make

the system close to the optimal operating point, and uN、uNf make the system

operate stably around the optimal operating point. The simulation results show that:

the actual speed can track the best speed very well, and the fluctuation range of the

electromagnetic torque is very small. This switching control strategy can effec-

tively improve the efficiency of wind power generation system and reduce fatigue

load, and it solves the problem of imbalance between energy efficiency and

reliability.

Keywords Wind power • Switch control • Matlab/simulink • Torque

1 Introduction

With the rapid development of modern industry, the useful conventional energy

sources on Earth become more and more scarce. In order to achieve sustainable

development of energy, many countries are trying to develop new energy and

renewable energy. Among them, wind energy has many advantages, it has wide

distribution, large reserves, and it can be developed and used effectively [1].As a new

type of renewable energy, wind power is the fastest-growing energy in the global.
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Wind power has following characteristics: good environment, mature technology

and strong feasibility, and it is used more and more widely in the world [2]. Wind

energy is safe, clean and inexhaustible, and it is different from fossil fuels. This local

resource is permanent, and it can give us long-term stable supply of energy. At the

same time, it does not produce carbon emissions.

In the case of a certain wind turbine speed, the greater the wind speed, the greater

the output power of wind turbine. For a certain wind speed, there is always a

existence of biggest power point. Only when the wind turbine works in the optimum

tip speed ratio, the system can output the maximum power [3]. The wind speed

often changes, so the wind turbine tip speed ratio also changes, which makes the

wind turbine deviate from the best working condition, and affects the energy

conversion efficiency of wind turbines. In order to ensure the best conversion of

energy, we should make the system run in optimal condition. To achieve this goal,

this article uses the switch control strategy to make the tip speed ratio close to the

optimal tip speed ratio condition, which can realize the biggest energy conversion

of wind power generation system.

2 Analysis of Wind Turbine Characteristics

Bates theory shows that the wind turbine power absorbed from the air is [4]:

P ¼ ρ

2
CpAV

3 (1)

In this formula, P is useful output power for the wind turbine, the unit is W; ρ is
air density, the unit is kg=m3;A is wind turbine swept area, the unit is m2; V is wind

speed, the unit is m/s; Cp is wind energy utilization factor. We can see from Eq. 1,

for a certain wind speed, the greater the wind energy utilization factor Cp, the

greater the useful power of wind turbine. Wind energy utilization factor Cp and

wind turbine tip speed ratio λare related, λ is operating parameter of the wind

turbine:

λ ¼ rΩ
V

(2)

In this formula: Ω is angular frequency of the wind turbine, the unit is rad/s; r is
radius of the wind turbine, the unit is m; For the wind turbine, λ determines the

size of the Cp, the relationship between them is curve of the parabolic

relationship.
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3 The Establishment of the Wind Model

Wind energy is kinetic energy generated by flowing air of the Earth’s surface [5]. It

is a natural phenomenon on earth, the size of wind energy depends on wind speed

and air density, the wind speed and direction are constantly changing with strong

randomness in the flowing process. Wind model is shown in Fig. 1, and wind

direction is not considered. The purpose of the wind model is describing the

randomness of wind, and the wind model is set up by the white noise generator

and the shaping filters. The white noise generator generates random signals, and the

effect of the shaping filters is filtering. Transfer Fcn 1, Transfer Fcn 2 and Transfer

Fcn 3 are all shaping filters, and 7 is the average value of wind speed. Wind velocity

waveform is shown in Fig. 2. We can see from the Fig. 2, simulation time is 60 s,

and wind speed changes between 6 and 8 m/s.

wind

1
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Transfer Fcn3

1
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Transfer Fcn2

1

50000s+1
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1
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Fig. 1 Wind speed model diagram

0 10 20 30 40 50 60
0

2

4

6

8

10

w
in

d 
(m

/s
)

time (s)

Fig. 2 Wind speed waveform diagram
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4 Wind Power System Model

The wind power system model in this article is mainly constituted by the wind, the

aerodynamic model, the transmission and the generator model [6]. The role of the

aerodynamic model is effectively converting wind energy into useful mechanical

energy; the role of the transmission is passing the rotational motion of the wind

wheel to the generator, it uses gearbox as the mechanical transmission structure, in

this way, the speed of wind wheel can adapt to the needs of generator, which can help

generator operate normally. The role of the generatormodel is generating electricity,

the purpose of the model is to convert the mechanical energy transmitted by chain

transmission to electricity; the power terminal of the generator is connected to the

public grid, in this case, electrical energy is transferred to the power grid. The entire

wind power generation system is an organic entity, the various sub-parts must have

higher compatibility, which can achieve the efficient conversion of wind energy.

The wind power system model is shown in Fig. 3. The whole system is made up by

four sections, they are windmodel, aerodynamicmodel, transmissionmodel, and the

generator model.

aerodynamic

transmission

generator
vector control

wind

W

Is

Vs

ws
 3~

Gear Box
- multiplier -

Fig. 3 Wind power system model diagram
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5 The Establishment of Switch Control Model

In order to make wind power generation system have the biggest energy conversion

efficiency, the paper uses the torque which is relative to the steady-state operating

point to control generator, this method can achieve the target. This paper has

presented a switch control strategy, the structure of the strategy is shown in Fig. 4.

The control strategy of Fig. 4 shows the steady-state torque reference value U, it

consists of three parts:

U ¼ Ueqþ Unþ Unf (3)

In this formula, the equivalent control quantityUeq is a steady-state part which is
relative to the optimal operation point, its value is proportional to the square of

low-frequency wind speed v2s , that is

Ueq ¼ Cv2s (4)

Un is the changing high-frequency part, it changes between the two values þ β and
� β,among them, β > 0,

Un ¼ β � sgn½σðtÞ� (5)

Ueq drives the system to run in the optimal operating point, the role of Un is to

maintain stability of system which is running around the optimal operating point.

Unf is received by filtering Un , and it is proportional to the average of Un .

BETA

sgnUn

Ueq
Unf

U

lam

lam_opt

C

0.75

Kf

Tf.s+1

Transfer Fcn1

1

Tg.s+1

Transfer Fcn

Sign1

Scope

LPF

[wind]

WECS R/vs

Add

Fig. 4 Switch controller structure diagram
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In Fig. 4, lam is tip speed ratio λ, lam_opt is optimal tip speed ratio λopt, Ueq is

obtained by wind speed V,Un is obtained by λ and λopt,Unf is obtained by filtering,
U is obtained by these three values, then we can control the tip speed ratio λ
by adjusting U. This control strategy can make tip speed ratio λ close to the

optimal value λopt. The tip speed ratio λ is used to aerodynamic model in Fig. 3,in

this case, the whole system can run stably, the output power is the maximum of

wind turbine power.

6 Analysis of Simulation Results

The wind power generation system based on switch control strategy is simulated with

Matlab/Simulink. The simulation parameters are as follows: β ¼ 3 N:m; C ¼ 0.25,

air density p ¼ 1.25 kg/m3, efficiency η ¼ 0.95, optimal tip speed ratio λopt ¼ 7 ,

biggest wind energy utilization factor Cpmax ¼ 0:47, length of wind turbine blade

R ¼ 3:1m, drive ratio i ¼ 6:6, low speed shaft inertia J1 ¼ 3.6 kg.m2, stator

resistance Rs ¼ 1.366 Ω, rotor resistance Rr ¼ 1.63 mΩ, stator inductance

Ls ¼ 0.172H, rator inductance Ls ¼ 0.162H, mutual inductance Lm ¼ 0.151H,

the simulation time is 60 s.

We can see from Fig. 5, the tip speed ratio only has a small amplitude

oscillation nearby the optimal value 7, the oscillation amplitude is very small,

which explain that the wind turbine can keep a very good tip speed ratio during

operation process. Wind energy utilization factor waveform is shown in Fig. 6,

wind energy utilization factor is proportional to output power, which can directly

reflect the size of the output power. Wind energy utilization coefficient and

tip speed ratio have close relationship, when the tip speed ratio is the optimal

tip speed ratio, wind energy utilization factor is the biggest wind energy utiliza-

tion factor, the largest wind energy utilization coefficient of this article is 0.476,
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the Cp of Fig. 6 has been near the biggest wind energy utilization coefficient 0.47,

the amplitude of fluctuation is very small, therefore, the final output power is the

maximum of wind turbine power. The speed simulation waveform is shown in

Fig. 7, blue curve represents the optimum rotational speed of the wind wheel, the

red curve represents the actual speed of the wind wheel. We can see that the trace

of actual speed has been very close to the trace of optimum rotational speed, when

the optimum rotational speed increases, the actual speed increases relatively;

when the optimum rotational speed reduces, the actual speed also reduces rela-

tively; it can track the optimum speed well. You can explain, in the actual

generation process, the wind turbine can achieve maximum power transfer suc-

cessfully. The waveform of electromagnetic torque is shown in Fig. 8, we can see

from Fig. 8 that the amplitude and frequency of the electromagnetic torque

pulsation are very small, so the system can reduce the mechanical fatigue.
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7 Conclusion

This paper establishes a wind power system simulation model by using Matlab/

Simulink simulation software, and uses switch control technology to simulate the

wind power generation system. Simulation results show that tip speed ratio and wind

energy utilization factor curve are in the vicinity of the best value, and the actual speed

can track the best speed well. It shows that the wind turbine can get the maximum

energy conversion efficiency. In addition, the fluctuation range of the electromagnetic

torque is very small,which can reducemechanical fatigue of thewind power system. It

can be concluded that the switch control strategy used in this paper is feasible and

effective, and the system can achieve balance between energy efficiency and reliabil-

ity. The global energy crisis and environmental crisis have become more and more

serious, wind power industry has made rapid development, the biggest power point

tracking has also become a hot topic ofwind power research, and the simulation results

in this paper provide a reference for analyzing the efficiency of wind turbines.
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Simulation of Variable-Depth Motion

Control for the High-Speed Underwater

Vehicle

Tao Bai and Yuntao Han

Abstract In order to solve theproblemofvariable-depthmotion control of underwater

high-speed vehicle, cavitator-fins joint control method and mathematical model

simulation analysis method were used in this paper. First, improvement to the

model of high-speed underwater vehicle, according to the analysis of relation-

ship between supercavity shape and force for vehicle; Secondly, linearization

the motion equations used by state variable feedback exact linearization method

and then used pole placement for design controller. Third, use MATLAB/

SIMULINK software to design simulation model of high-speed underwater

vehicle. The simulations reveal that this controller is proved to be effective.

The cavitator-fins joint control method can effectively solve a class of the

variable-depth control of high-speed underwater vehicle.

Keywords High-speed underwater vehicle • Supercavity • Variable-depth motion

control • Simulation study

1 Introduction

Supercavitation can provide possibility for lessen viscous drag, so that reduction by

maintaining a stable single vaporized water bubble around the vehicle, it can

making extend the velocity range of the underwater vehicle. However,

supercavitation involves complicated hydrodynamic dynamics, that the vehicle

experiences strong nonlinear forces and the system dynamics presents challenges

for stabilization and maneuver control of the vehicle.
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Savchenko proposed several stable motion modes of the supercavitation vehicle

in the different speed ranges [1] and some related control problem with superc-

avitation vehicle [2]. Bálint Vanek used low-level longitudinal model to study the

control characteristics of the supercavitation vehicle [3, 4].

This paper is devoted to the motion model improvement and design controller

for the high-speed underwater vehicle in the longitudinal axis. First, improve

motion model of high-speed underwater vehicle on vertical plane; Second, line-

arization transformation of the nonlinear movement equations based on state

variable feedback exact linearization method. Third, design controller for superc-

avitation vehicle by cavitator-fins joint control method and pole placement.

Finally, simulation was performed by using Matlab/Simulink, then discussed

about the simulation results.

2 Model Improvement for Supercavitating Vehicle

2.1 Analysis on Supercavity Shape

The cavity entirely enveloping the moving body, which are filled by the water

vapor, so it was called “supercavitating”. Based on the general theory of similarity

of hydrodynamic, the cavitation number σ is the most important independent

dimensionless parameters in the similarity criteria of the supercavitating flows, σ
may be calculated by formulae [1]:

σ ¼ 2ðp1 � pcÞ
ρV2

(1)

The p1 is simply the hydrostatic pressure at the operating depth of the vehicle;

pc is the pressure in cavity; ρ is the fluid density; V is velocity of the vehicle in

undisturbed flow.

In the case of the low cavitation numbers (σ < 0.1), the semi-empirical relations

can be derived for shape of supercavity to disk cavitator (Fig. 1).

Rc ¼ Rn

ffiffiffiffiffiffiffiffiffi
cx

0:9σ

r
x1 ¼ Dn Lc ¼ Dn

2
ffiffiffiffiffiffi
cx0

p
σ

(2)

The Rc and Lc are the mid-section radius and the length of the supercavity; Dn is

the cavitator diameter; cx is the cavitation drag coefficient; cx0 is the cavitatin drag

coefficient when σ ¼ 0. The G.V. Logvinovich’s formula [1] is most elementary

for compute the shape of axisymmetric and steady cavity, shapes of the part I and

part II of the cavity are calculated by different formulae [2].
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RðxÞ ¼ Rn 1þ 3x

Rn

� �1
3

: x � x1

RðxÞ ¼ Rc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1� R2

1

R2
c

� �
1� 2

x� x1
L� 2x1

� �2
s

: x � x1

8>>>>><
>>>>>:

(3)

2.2 Force Analysis of High-Speed Underwater Vehicle

When vehicles travel at high-speed in underwater, cavitator is contact with water is

located front of vehicles. Cavitator can rotate around its axis into a certain angle to

produce supercavitation and provide lift for vehicle. The aft plan force have

periodic impact on cavity up or down wall in the vertical plane [3] (Fig. 2).

The vehicle can be seen as one rigid body, its reference coordinate is the body

coordinate, its reference point O is gravity centre on vehicle, there are five forces

acting on the body, the gravity, thrust force, cavitator, fins forces, and planning

which is not always present.

Lift force acting on cavitator can be approximated as:

Fc ¼ 1

2
πρR2

nV
2Cxαc ¼ Clαc (4)

Force acting on fins can be expressed as:

Ff ¼ nClαf (5)

The parameter n is the effectiveness of surfaces in provided lift, it is a function of

fins effectiveness relative to the cavitator effectiveness. In both force equations, the

angle-of-attack terms are assumed to be small so that small angle approximations

Fig. 1 Shape of the steady axisymmetric cavities
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apply to trigonometric functions. The fins effectiveness n ¼ 0.5 in the whole

proposed for Dzielski’s model.

The planning force is provided by interaction of vehicle aft and cavity wall. If

the diameter of cavity at the planning location is Rc, then the planning force can be

approximated as Eq. 6 in small immersion angle:

Fplane ¼ �ρR2πV2 1� ðR0=ðh0 þ R0ÞÞ2
� � 1þ h0

1þ 2h0

� �
αp (6)

Where, R0 denotes the normalized distance from cavity radius to vehicle

radius, h0 is the immersion depth and αp is the immersion angle.

Due to the existence of vehicle aft planning force, the system has nonlinear

terms, hence the mathematic model of vehicle longitudinal motion is expressed as

the affine nonlinear systems [4]:

_x ¼ f ðxÞ þ GðxÞu
y ¼ HðxÞ (7)

Where x 2 R4, u 2 R2, y 2 R2, f ðxÞ is four dimensions full smooth vector field;

and GðxÞ is 4 � 2 dimension full smooth matrix.

HðXÞ ¼ ½h1ðxÞ; h2ðxÞ�T ¼ ½x1; x3�T x ¼ ½x1 x2 x3 x4�T ¼ y;Vy;ωz; θ
� �T

y

¼ ½y1 y2�T (8)

f ðXÞ ¼ ½f1 f2 f3 f4�T

¼

x2 � Vx4ðC1 � C2Þ
ðMVÞ x2 þ ðC1Lc � C2Lf Þ

ðMVÞ x4 þ g

ð�C1Lc þ C2Lf Þ
ðIyyVÞ x2 þ

ðC1L
2
c � C2L

2
f Þ

ðIyyVÞ x4

x3

2
666664

3
777775þ

0
Cp

M

�Cp

Iyy
Lf

0

2
666664

3
777775Fplane (9)
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Fig. 2 Schematic of geometry and force of supercavitating vehicle
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GðxÞ ¼ ½g1 g2 �
u ¼ ½u1 u2�T ¼ ½δc; δf �T (10)

Where

g1ðxÞ ¼
g11
g12
g13
g14

2
664

3
775 ¼

0

C1 M=
�C1Lc Iyy

	
0

2
664

3
775; g2ðxÞ ¼

g21
g22
g23
g24

2
664

3
775 ¼

0

C2 M=
�C2Lc Iyy

	
0

2
664

3
775 (11)

The simulation model of high-speed underwater vehicle is established by

MATLAB/SIMULINK (Fig. 3).

3 Design Controller of High-Speed Underwater Vehicle

3.1 Model Linearization

Based on differential geometry theory, first verify whether or meet the conditions of

state variable feedback exact linearization for the affine nonlinear system (9). If a

matrix g(X0) rank is m, then state-space exact linearization problem is solvable, if

and only if [5]:

f
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Fig. 3 Simulation model of high-speed underwater vehicle
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• For each 0 � i � n � 1, distribution Gi dimension is invariant near the X0.

• Distribution Gn � 1 have dimension n.

• For each 0 � i � n � 2, the distribution Gi is involution.

In the system (9), G0 ¼ span{g1,g2} in neighborhood X0 has dimension m ¼ 2,

because [g1, g2] (x) ¼ 0 and rank(g1, g2) ¼ rank(g1, g2,[g1, g2]), so distribution G0

is involution.

Calculation of the dimensions of distribution G1, G2, G3, so G1, G2 is involution.

G3 is 4, that equal to n.
Based on the above calculation, the multi-input affine nonlinear Eq. 9 satisfied

the conditions for exact linearization, could transformed into linear and control

system based on feedback and appropriate coordinate transformation.

3.2 Control System Design

Based on above calculation and analysis, that in the neighborhood U of X0 have

m ¼ 2, so λm (x) is smooth real output functions. The Eq. 9 is considered as

multiple-input multiple-output (MIMO) affine nonlinear system [6]:

Assumption that output functions are: λ1(x) ¼ x1, λ2(x) ¼ x4.

_z1 ¼ _x1 ¼ f1ðxÞ ¼ z2
_z2 ¼ f2ðxÞ � Vf4ðxÞ ¼ v1
_z3 ¼ _x4 ¼ f4ðxÞ ¼ z4
_z4 ¼ f3ðxÞ ¼ v2

8>><
>>: (12)

So chosen output functions λm (x) is meet conditions, because A(x) is

nonsingular matrix in X0. Coordinate transform: z1 ¼ x1; z2 ¼ x2 � V x4;
z3 ¼ x4; z4 ¼ x3. Let input of system: _z2 ¼ v1; _z4 ¼ v2.

Design a control law be used by MIMO pole placement method and coordinate

transforming, and obtained controller Eq. 13.

u ¼ δc
δf


 �
¼ k11 k12 k13 k14

k21 k22 k23 k24


 � x1
x2
x3
x4

2
664

3
775 (13)

4 Numerical Simulation

The following conditions to ensure the cavity integrated and the vehicle moved stably:

• Immersion depth h < R/6, R is vehicle radius.

• 0.02 < σ < 0.036.

• θ, δc, δf is not more than 15 � (0.26 rad).
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Parameters of vehicle in simulation model follow:

Depth objective: y1 ¼ 1 m, y2 ¼ 0 m; Gravitational acceleration g ¼ 9.8; Den-

sity ratio (water) m ¼ 2; Vehicle mass M ¼ 22.7 kg; Vehicle length L ¼ 1.8 m;

efficiency coefficient n ¼ 0.5; Cavitator radius Rn ¼ 0.0191(m); Vehicle radius

R ¼ 0.0508(m); Velocity V ¼ 75(m/s); Drag coefficient Cx ¼ 0.82.

Motion simulations of vehicle are performed in Matlab/Simulink, all parameters

is respect to the above setup. The move is a variable-depth motion: the horizontal

speed is 75 m/s, while the vehicle moves down 1 m under only cavitator control,

then cavitator-fins joint control to returns to continue its straight path as seen in

Fig. 4. The cavitator-fins joint control method can ensure vehicle moving stably in

different depth.

In Fig. 5, θ, δc, δf is not more than 0.26 rad, the immersion depth not more than

0.008 m in most of the time, which satisfy control demand, meet the requirement for

the vehicle stable motion control.

Based on analysis of the simulations result, it can be seen that both of the different

depth control via the cavitator-fins joint control are efficacious and the motion

stability can be ensured for supercavitation vehicle. Consequently, the control

method and algorithm in paper is simple and well implemented.

5 Conclusion

Through the motion analysis to high-speed underwater vehicle, conclusions are

achieved as the following: the improved system longitudinal motion model, it

accords with the real motion law of the high-speed underwater vehicle. It can be

seen from the simulations result, that the vehicle depth can quickly track settings

point, the controller designed has good tracking performance. At the same time,
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when vehicle is controlled by the designed controller, all state variables return to

steady-state value after changing in the allowed range, that can meet the control

requirements of system. It is verified that suitable controller can successfully to

eliminate motion oscillations and strengthen the stability of the system of high-

speed underwater vehicle.
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A Low Power Received Signal Strength

Indicator for Short Distance Receiver

Qianqian Lei, Erhu Zhao, Min Lin, and Yin Shi

Abstract A low power received signal strength indicator (RSSI) with limiter

amplifier (LA) and an integrated automatic gain control (AGC) loop are fabricated

in SMIC 0.13 μm technology for short distance receiver. The proposed limiter

achieves minimum power dissipation which uses six-stage amplifier architecture.

The RSSI has larger than 58 dB dynamic linear range, and the linearity error of the

RSSI is less than 1 dB with the input power of limiter chain from �65 to �8 dBm.

The voltage of RSSI output is from 0.13 to 0.98 V, the slope of output curve is

14.65 mV/dB, and the RSSI consumes 1.5 mA under 1.2 V supply voltage. By the

proposed AGC loop, the receiver senses the input signal strength automatically and

modifies the low noise amplifier (LNA) gain in order to make the strength of the

output signal stable.

Keywords Limiter • RSSI • AGC

1 Introduction

System of wireless communication, propagation loss or multi-path fading causes

the strength of the received signal to change several decades in the receiver. The

variation of magnitude increases the loading of dynamic range, which makes the

receiver synchronization mechanism complicated. In order to ease the proposed

problem, at the last stage of intermediate frequency (IF) processor, the control

mechanism of the signal magnitude needs to be provided, which is used to make the

constant output signal for being demodulated further.
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Generally, magnitude control circuit has two types, namely LA and AGC. An

AGC is configured as a closed loop structure which consists of a variable gain

amplifier and a detector of magnitude to adjust the receiver gain [1, 2] However, a

limiter amplifier is made of a gain stages chain saturates the input scope to a

constant value, which is an open-loop structure. With less current dissipation, LA

can achieve a very larger dynamic range, so the LA is broadly used than an AGC in

wireless transceiver. Besides, the RSSI is generally realized in logarithmic-linear

form which is used to show the strength of the received signal.

This paper is organized as follows: System requirements and circuit architecture

designs are depicted in Sect. 2. Detailed circuit design of the RSSI, LA and

comparator are presented in Sect. 3. Measurement results are supplied in Sects. 4

and 5 gives conclusion, finally.

2 System Requirements and Circuit Architecture

Figure 1 shows the AGC loop architecture which is mainly composed of RSSI, LA,

comparator, FSM (Finite State Machine) circuit and voltage generator. From Fig. 1,

the LA amplifies the input signal to provide a signal of constant amplitude. RSSI

circuit indicates the strength of the received signal is employed, be compared with

the given voltages VIH and VIL, the RSSI output voltage can generate corresponding

values, then, the FSM circuit produces a DC control voltage to change the low noise

amplifier (LNA) gain according the compared results. Using this feedback loop, the

system can automatically sense the receiver input signal strength and change the

LNA gain to maintain constant strength of limiter output.

The RSSI characteristic can be seen in Fig. 2a and the state diagram of LNA gain

can be seen in Fig. 2b. The principle of LNA gain tuning can be described as

follows: When the input signal of LNA is larger enough, the LNA circuit should

work under the set of low gain mode finally. However, if LNA works on the state of

high gain initially, the control word of LNA is 11. On the basis of the larger input

signal, the RSSI can output a smaller voltage which is compared with the first low

reference voltage VAL and exports a new product to vary the state of FSM, and the

new state 10 through the loop feedback to the control port to vary the LNA gain, the

LNA works under the gain state of moderate at present. On this state, if the output of

RSSI is also a smaller voltage compared with second reference voltage VBL, then,

the present state will be changed by FSM, and new control word 01 should be

supplied to LNA circuit to make the circuit works on the state of low gain, which

forces the AGC loop to stability. On the other hand, if the input signal is smaller

enough, using the same feedback and comparison process, the AGC loop can force

LNA working on the state of high gain at last.

The block diagram of logarithmic amplifiers and limiters is proposed in Fig. 3.

While the limiter input signal is very small, all limiter stages provide full gains. If A

is each stage gain and n is stage numbers, thus, the overall gain of the chain

becomes An. When input signal of chain raises and achieves a special level, the
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end stage of the limiter chain starts to clip, so the full gain of the chain converts

An�1. As increasing of the LNA input signal, more limiter gain stages clip. While

the LNA input rises farther, every limiter stages clip, finally, so the gain of limiter

chain turns one. Thus, the strength of RSSI input determines all gain piece wisely.

Also, the proposed amplifiers chain in Fig. 3 can extract the RSSI information.

The input stage of rectifiers are carried out to transform voltage into current signal

at every stage node, thus, each current of rectifier is summed and transformed into

Limiter chain

Limiter chain

FSMVoltage
generator

IN_I

IN_Q

OUT_I

R
SSI_out

VIH

VIL

Com<1>

Com<0>

Vc<1>

Vc<0>

To LNA

Limiter in
Limiter out

OUT_Q

Fig. 1 The system architecture of AGC loop
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Fig. 2 (a) The characteristic of RSSI (b) The state diagram of LNA gain
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voltage with a resistor Rload. And AC component can be filtered by paralleled

capacitor Cload and resistor Rload.

In order to achieve gain, allowable errors, bandwidth as well as low power

consumption, it is significant to select the number of stages in the limiter and RSSI

design. Increasing the limiter chain stage numbers, there are more poles are

generated from every LA, and the bandwidth of the chain will reduce [3, 4]. Fur-

thermore, if the stage number is six or seven, the chain obtains minimum power

consumption with the overall bandwidth is 10 MHz and overall gain is 60 dB.

3 Circuit Designs

Figure 4 shows the individual LA circuit, the limiter uses current mirrors to

eliminate the load transistors body effect [4]. The circuit configuration can use in

low supply voltage. As can be seen in Fig. 4, if the size of transistors M3�4 and

M7�8 has the same values, and the input transistors have the identical bias current.

So, the amplifier gain can be given as

AV ¼ gM1

gM5

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
W1 L1=ð Þp
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
W5 L5=ð Þp (1)

From Eq. 1, we can see the gain of the limiter amplifier circuit is determined by

the transistor ratio, so, the amplifier gain is insensitive to thermal variations and

process during prospered design.

Figure 5 shows the rectifier circuit [5]. The rectified signals are generated from

differential pairs with unbalanced source-coupled. And one differential pair size is

k times as big as the other differential pair size.

The rectifier current Iout can be shown as

Iout ¼ I2 þ I3ð Þ � I1 þ I4ð Þ (2)

IF_out

RSSI_out

Rload Cload

IF_in

Fig. 3 Block diagram of RSSI
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As the input voltage of rectifier has no differential, the larger size transistor M2,

M3 current will be K-times bigger than the current of smaller size transistor M1, M4.

As input voltage is very small, the M2 and M3 is flowed by most of current. As a

result, the current Iout will achieve maximum value based on Eq. 2, because the

current flow into M6 and M8 which is the right side current mirror is larger than the

current mirror (M5 and M7) of the left side. At the same time, the current Iout will

decrease, when the input voltage differential increases.

As input voltage of the schematic in Fig. 5 increases, transistorsM1 andM4 begin to

get the current flow into the left side current mirror. Thus, the current of the right side

decreases, thus, the input voltage determines the output current.When the input of the

differential is large enough, the current flowing into M2�4 or M1�3 equivalent to the

maximum tail currents, and the output current Iout will be nearly zero. The proposed

rectifier can be uses in lower application because it has only three transistors stacked.

From Fig. 3, we can see each FWR current at output is summed and filtered to a

filter which is a first-order passive LPF. We use internal capacitor and resistor as the

passive LPF, and use variable resistors to adjust the filter bandwidth and RSSI

linear slope.

Vdd

Vss

M1 M2

M3 M4

M5 M6

M7 M8

Vin+ Vin-

Vout+ Vout-

Fig. 4 The limier gain cell

Vdd

Vss

Vin+ Vin-
Iout

M1 M2
M3 M4

M5 M6
M7 M8

I1 I2I3 I4

W/L kW/L W/L kW/L

Fig. 5 The rectifier cell
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Figure 6 shows the schematic of comparator circuit which is used to transform

the output voltage of RSSI into binary data. Considering the output of RSSI is not a

very clean voltage, so we need a comparator with hysteresis. From Fig. 6, we can

see the comparator contains a differential source-coupled pair and a differential to

single ended converter. The hysteresis of this circuit is

VH ¼ 2�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

I0
kðW=LÞ1

s ffiffiffi
α

p � 1ffiffiffiffiffiffiffiffiffiffiffi
1þ α

p (3)

From the Eq. 3, we can see the comparator hysteresis is dependent on transistors

size W/L, voltages of VGS and VTH, so, if the circuit process or supply voltage or

temperature (PVT) has changed, the hysteresis of proposed comparator is also

varied. In order to compensate the variation, we use control word of three bits to

realize changeable hysteresis. Figure 6 gives the realization circuit of variable

hysteresis in the dashed line.

4 Measurement Results

The proposed LA and RSSI with internal AGC loop have been implemented in

SMIC 0.13 μm technology under VDD ¼ 1.2 V, the total power is 1.8 mW (without

LNA). The die micrograph of the proposed circuit is shown in Fig. 7, and the die

area with pads is 0.4 mm2.

M1 M2

M3 M4M5i M6i
M7 M8

M9 M10

Vref
Vin

Vout

Vdd

Vss

A B

vc1 vc1vc2 vc2

AB

vc3 vc3

M51 M52 M53
M61M62M63

Fig. 6 Schematic of comparator with hysteresis
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The characteristic of RSSI is tested with 22 Kohm load resistance and 10 pF

internal capacitance. We use variable load resistance to achieve the desired value.

Figure 8 gives the tested RSSI transfer functions which is graphed with two

randomly chips. From Fig. 8, we can seen the linear scope of RSSI is about

58 dB, the linearity error is less than 1 dB, the linear voltage of RSSI is from

0.13 to 0.98 V, and the slope of linear range is achieved as 14.65 mV/dB.

Fig. 7 Die photograph of the proposed RSSI with AGC loop

Fig. 8 The characteristic of RSSI
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Figure 9 shows the limiter tested outputs under the 4 and 2 MHz frequencies

of. As can be seen from Fig. 9, as increasing of frequency, the severely distortion of

output waves. In our simulation, the limiter output wave does not have distortion at

4 MHz. The reason is that we use 2 pF capacitance as the simulated load, but use

10 p ~ 20 pF capacitance as the tested load, which distortion the output. The

measured limiter output is 480 mVpp. And the measurement results of the proposed

RSSI is listed in Table 1.

5 Conclusion

A larger dynamic range lower power RSSI with integrated AGC loop is presented in

this paper. The proposed RSSI with AGC loop can automatically control the LNA

gain to make stable output. Tested results prove that the proposed RSSI linear range

Fig. 9 Measured limiter outputs (a) fin ¼ 2 MHz, (b) fin ¼ 4 MHz

Table 1 The overall performance of the proposed RSSI

Parameters Values

Technology SMIC 0.13 μm technology

Die areas 0.4 mm2

Output of limiter 480 mV

output voltage of RSSI 0.13~0.98 V

Linearity range 58 dB

Error of RSSI <1 dB

Slop of RSSI 14.65 mV/dB

Variation of RSSI with temperature 30~40 mV

Supply voltage 1.2 V

Two path currents 1.5 mA
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is larger than 58 dB, the output of the limiter peak to peak is 480 mV. Without the

front-end LNA, the total loop with two paths consumes 1.5 mA under the 1.2 V

supply voltage.
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Ship Shaft Generator Control Based

on Dynamic Recurrent Neural Network

Self-Tuning PID

Ming Sun

Abstract Dynamic recurrent neural network (DRNN) self-tuning PID is proposed

to control the unknown dynamic nonlinear function that includes nonlinearity,

parameter uncertainty, load disturbance, etc. This control scheme is applied to the

hardware-in-the-loop ship shaft generator (SSG) system; it can be mainly utilized to

test and verify a real SSG control system on a simulating plant. The performance of

DRNN self-tuning PID controller is shown assuming that the measurements avail-

able are the AC circuit voltage and current. This controller was also compared with

a conventional PID controller for SSG. Simulation and experiment results show that

the DRNN self-tuning PID controller is modified to track a desired reference signal.

Keywords Marine power station • Ship shaft generator • Self-tuning PID • DRNN

1 Introduction

Marine main engines (ME) are widely used in ocean-going ships, due to their high

efficiency [1]. Optimization methodologies have been introduced into the ocean-

going ships. An attractive option for ocean-going ships consists of electricity

producing units, such as the ship shaft – generator (SSG) and the exhaust-gas

turbo-generator (TG). The SSG is coaxially connected with ME and makes use of

residual power of ME and raises its efficiency and economy. The application of

SSG significantly reduces the fuel consumption and forms an effective energy-

saving strategy [2]. A doubly fed induction generator was developed for a stand

alone shaft alternator supplying constant frequency power to more effectively

utilize the SSG to save energy [3].
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PID controllers have dominated control applications for marine power station,

although there has been considerable research achievements in the application of

advanced controllers [4]. SSG processes have nonlinearity in the system dynamics

in a wide operating range and DRNN self-tuning PID control strategies have been

investigated in [5]. DRNN can evaluate online the unknown dynamic nonlinear

functions that include nonlinearity, parameter uncertainty, load disturbance

et al. [6]. Adaptive laws of the adjustable parameters and the evaluation error

bounds of DRNN are formulated based on Lyapunov stability theory and a stable

adaptive controller is synthesized [4, 6].

In this paper, the SSG of static frequency converter type is introduced, which

includes a Thyristor inverter and converter, first used to direct current and then to

alternate current at a constant frequency [7]. The mathematical model of the

variable speed constant frequency SSG is used to develop a stator flux oriented

vector control for a stand-alone system that maintains the output voltage constant

[8]. Double self-tuning PID controller gives good stability and transient behavior

and the SSG can supply the entire range of power demands while keeping a constant

voltage and frequency for variations in both load and speed.

2 Description of the Ship Shaft Generator

The ship shaft generator system is shown as follows [9], which consists of SG (shaft

generator), SC (synchronous condenser), PM (run-up motor), FM (fan motor), DCL

(DC reactor), ACL (AC reactor), TH1 (thyristor converter), TH2 (thyristor inverter),

ACB (air circuit breaker), MCCB (model case circuit breaker), BT (battery) and

AVR (automatic voltage regulator).

In Fig. 1, SG is driven by the ME, which takes ME as its prime mover and makes

full use of the remaining power of the ME. There is typical thyristor SSG system in

Fig. 1, in which voltage, frequency and power can be automatically adjusted to

ensure the power system voltage and frequency with high accuracy, while its

energy saving effect is more prominent, it is widely used in ocean-going vessels.

3 Control Function

PID1 controller is the current controller, while PID2 controller is the frequency

controller. The control circuit droops the frequency instruction signal with the

increase of the output power, providing drooping characteristics of the power and

eliminating any trouble for parallel running. Function generator is margin angle

constant controller. The fire angle of the inverter side thyristor is normally set to

approx. 140 (constant). However, while the inverter current increases, the voltage

drops due to the revolution of the converter, and the overlap angle enlarges due to
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the increase in S/G revolution, causing the reduction of the margin angle. This

circuit, therefore, is to provide the signal to keep this margin angle constant.

The discrete-time PID of the following form:

uðkÞ ¼ KpðkÞx1ðkÞ þ KiðkÞx2ðkÞ þ Kdx3ðkÞ (1)

Wherex1ðkÞ ¼ eðkÞ,x2ðkÞ ¼
Pk
i¼1

eðiÞ � Tð Þ,x3ðkÞ ¼ eðkÞ�eðk�1Þ
T . e(k) is the process

tracking error defined as e(k) ¼ yd(k) � y(k). yd(k) is the desired trajectory, T is the

sampling time, (Kp1, Ki1, Kd1) and (Kp2, Ki2, Kd2) are PID1 and PID2 controller

parameter matrices, respectively.

A parameter vector θpidðkÞ is formulated as

θpidðkÞ ¼ kp1ðkÞ ki1ðkÞ kd1ðkÞ½ �T
kp2ðkÞ ki2ðkÞ kd2ðkÞ½ �T

� �
(2)

The PID self-tuning algorithm is defined as

θpidðiþ 1Þ ¼ θpidðiÞ þ ΔθpidðiÞ ¼ θpidðiÞ þ KpidðiÞeðiÞ (3)

Where i is the iteration steps, Kpidi) is the gain matrix and is designed as

KpidðiÞ ¼ 1� ε

ε

@yðiÞ
@θpidðiÞ

� �T @yðiÞ
@θpidðiÞ

@yðiÞ
@θpidðiÞ

� �T( )�1

(4)

AVR

SG
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MCCB2

MCCB1

M
ai

n 
bu

s

MCCB3

TH1 TH2

PID2PID1

Control unit

DCL ACL ACB

BT

Fig. 1 The skeleton diagram for ship shaft generator system
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ε is a positive constant and defined as a discrete-time Lyapunov function VðiÞ ¼ εe

ðiÞTeðiÞ > 0.

Kp(k), Ki(k) and Kd(k) tuned by DRNN is designed as

EðkÞ ¼ 1

2
eðkÞð Þ2 (5)

KpðkÞ ¼ Kp k � 1ð Þ � ηp
@E

@Kp

¼ Kp k � 1ð Þ þ ηpe
@y

@u
x1ðkÞ (6a)

KiðkÞ ¼ Ki k � 1ð Þ � ηi
@E

@Ki

¼ Ki k � 1ð Þ þ ηie
@y

@u
x2ðkÞ (6b)

KdðkÞ ¼ Kd k � 1ð Þ � ηd
@E

@Kd

¼ Kd k � 1ð Þ þ ηde
@y

@u
x3ðkÞ (6c)

ηp,ηi andηd are the learning rates of proportional, integral and derivative, respectively.

@y

@u
� @yDRNN

@u
¼

X
j

ωo
j f

0 Sj
� �

ωI
ij (7)

ωo
j ðkÞ ¼ ωo

j k � 1ð Þ þ ηoutΔωo
j ðkÞ þ α ωo

j k � 1ð Þ � ωo
j k � 2ð Þ

� �
(8a)

ωI
ijðkÞ ¼ ωI

ij k � 1ð Þ þ ηinΔω
I
ijðkÞ þ α ωI

ij k � 1ð Þ � ωI
ij k � 2ð Þ

� �
(8b)

f ðxÞ ¼ ð1� e�xÞ ð1þ exÞ= (8c)

Where ηin and ηout are the learning rates of DRNN input layer and output layer,

respectively, α is the inertia coefficient. S is the hyperbolic functions of recurrent

layer neural networks.wI is the NN weight vector of input layer,wo is the NN weight

vector between recurrent layer and output layer.

4 Modeling of SSG

Suppose the SSG is connected to an infinite bus, then SSG rotating at a synchronous

speed ωs and capable of absorbing or delivering any amount of energy, the SSG can

be modeled by the following equations

ζ€δm þ ξ _δm þ Pg ¼ Pm (9)
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T0
D0

_E
0
a

��� ��� ¼ � XD

X0
D

E0
aj j � X0

D � XD

X0
D

	 

V1j j cos δmð Þ þ EfD (10)

Where δm ¼ ffE0
a � ffV1 is the SSG power angle with reference to the infinite

bus,ω ¼ _δm is the rotor angular speed,E0
a – transient voltage,ζ – inertia constant,ξ–

damping constant, Pm is the constant mechanical power supplied by the ME, and

T0
D0 – transient time constant. XD (¼ xD + xL) is the augmented reactance, xD – the

direct axis reactance and xL – the line reactance, X0
D – the transient augmented

reactance, V1 – the infinite bus voltage. Pg is the generated power while EfD is the

field excitation voltage given by

Pg ¼ 1

X0
D

E0
aj j V1j j sin δmð Þ þ 1

2

1

XQ

� 1

X0
D

	 

V1j j2 sin 2δmð Þ (11)

EfD ¼ ωsMfffiffiffi
2

p
rf
vf (12)

Where vf is the field excitation voltage, XQ is the quadrature axis augmented

reactance, Mf is the mutual inductance between stator and rotor windings, rf is the
field resistance.

SSG model can be rewritten as

_δm ¼ ω� ωs (13)

_ω ¼ Pm

ζ
� V1j j
ζX0

D

E0
aj j sin δmð Þ � 1

2

V1j j2
ζ

1

XQ

� 1

X0
D

	 


cos δmð Þ sin δmð Þ � ξ

ζ
ω� ωsð Þ (14)

_E
0
a

��� ��� ¼ � XD

T0
D0X0

D

E0
aj j � X0

D � XD

T0
D0X0

D

	 

V1j j þ Efd

T0
D0

(15)

_ψD ¼ �ωsRs

X0
D

ψD þ ωψQ þ ωsRs

X0
D

E0
Q þ ωsV sin δmð Þ (16)

_ψQ ¼ �ωψD � ωsRs

X0
D

ψQ þ ωsV cos δmð Þ (17)

Where ψD and ψQ are the direct and quadrature-axes stator flux linkages,

respectively, Rs is an equivalent transmission line resistance.

Suppose the above parameters are constant limited in only equilibrium point and

are bounded, in other cases, they are time-variant [10, 11].
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5 Experiments and Results

PID controller is based on DRNN self-tuning algorithm, its parameters are origi-

nally obtained as follows: NN input I ¼ {u(k � 1), y(k), 1.0}, ηin ¼ 0.4, ηout ¼ 0.4,

α ¼ 0.04, wo and wI are random numbers and its span is [�1,1]. Initial Kp ¼ 20,

TI ¼ 4 s, TD ¼ 1.75 s, ε ¼ 0.6; ηp1 ¼ 0.5, ηd1 ¼ 0.3, ηi1 ¼ 0.001; ηp2 ¼ 0.5, ηd2
¼ 0.3, ηi2 ¼ 0.0001. Sampling time T ¼ 0.1 s. Step response results of Kp, Ki and

Kd shown in Figs. 2 and 3.

The SSG process controlled by the developed DRNN self-tuning PID control

and the fixed parameter PID control is made as follows, the tracking performance

for a process is shown in Figs. 4 and 5.

In Fig. 4, it can be seen that the performance of the DRNN self-tuning PID is

superior to the fixed parameter PID. In Fig. 5, the SSG hardware-in-the–loop

system is detailed in [10, 11], it is able to track the desired reference signals with

minimum error. The effects of parameters, such as ε, α and η on the SSG control

model, will compensate for the PID parameters variation through DRNN self-

tuning. Hence, DRNN self-tuning PID multivariable control has a fast response,

adaptive ability, strong anti-disturbance capability.

6 Conclusion

In this paper, a DRNN self-tuning PID control was proposed for SSG system with

unknown dynamic state. As the DRNN self-tuning algorithm of the PID was

derived using the Lyapunov method, convergence of the model tracking error

was guaranteed stable and maintained minimum. Therefore, the DRNN self-tuning

PID controller can exert adaptive compensation effect for the system parameter
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uncertainty and disturbance, and SSG system is capable of robustness and good

tracking performance. The developed controller is applied to the improvement of

hardware-in-the-loop SSG system. The features described above were verified by

the simulation results.
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Control System Design and Simulation

of Microelectromechanical Hybrid

Gyroscope

Haiyan Xue, Bo Yang, and Shourong Wang

Abstract In order to achieve the closed-loop control of those microelectrome-

chanical hybrid gyroscopes with large open-loop zero outputs, a self-tuning control

system is designed. Firstly, the gyroscope tuning principle is illustrated and the

dynamic system is presented. Next, the whole open-loop system is analyzed and the

tuning simulation is performed. The tuning simulation results confirm the feasibil-

ity of the tuning principle. Finally, the self-tuning control system is designed. The

scheme of the closed-loop system is constructed and the corresponding simulation

is carried out. The self-tuning simulation results indicate that the closed-loop

system can lock the positions of the rotors, showing that the self-tuning control

system is feasible.

Keywords Microelectromechanical hybrid gyroscope • Tuning • Self-tuning

control • Closed-loop system

1 Introduction

Microelectromechanical hybrid gyroscope evolves on the basis of the dynamically

tuning technology and the silicon micro-machined technology [1, 2]. It is featured in

the theoretical accuracy of 0.005 �/h, as accurate as Dynamically Tuned Gyroscope

(DTG), and the smaller volume compared to the silicon micro-gyroscope [3, 4]. By

means of the dynamically tuning technology, the classical decoupling control

system can theoretically achieve the closed-loop control on the hybrid gyroscope

[5, 6]. However, since the structure design and the assembly technology of the

gyroscope is still not imperfect, zero outputs of some gyroscopes are large in
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open-loop mode, which makes the integrators saturation in the decoupling network.

As a result, the decoupling control system is difficult to achieve the closed-loop

control of gyroscopes [7, 8]. It’s necessary to seek an innovative method to control

these gyroscopes steadily.

2 The Dynamic Analysis of Microelectromechanical

Hybrid Gyroscope

The schematic of microelectromechanical hybrid gyroscope is shown in Fig. 1.

Traditionally, the tuning in the DTG is achieved by adjusting its stiffness coefficient

of torsion bars, the gimbal inertia moment and the motor’s speed. However, the

rotor structure is not easy to be adjusted repeatedly by means of the bulk silicon

process. Besides, the gimbal negative stiffness coefficient is only 10�3 times of the

torsion bar. In this way, a high speed motor which can be accurately adjusted is

required in the hybrid gyroscope. But this is difficult to realize. At the same time, in

order to make full use of the static electricity feedback of the silicon micro

mechanical structure, a preload voltage is exerted on torque feedback electrodes

in the hybrid gyroscope, generating the electrostatic torque compensate stiffness

moment of torsion bars. Referring to the dynamics equations of DTG, the hybrid

gyroscope dynamics equations can be deducted [9, 10]:

J€β þ δ _β þ ðΔK � KCÞβ þ H _αþ λα ¼ Mfx � J€φx � H _φy

J€αþ δ _αþ ðΔK � KCÞα� H _β � λβ ¼ Mfy � J€φy þ H _φx

(1)

Where, ΔK ¼ Kp�KN. Kp is the stiffness coefficient of torsion bars. KN is the

negative stiffness coefficient of gimbals. KC is the electric stiffness coefficient. J is
the inertia moment of gyroscope spindle, H is the rotation angular momentum of

gyroscope. α, _α, €α, β, _β, €β are angles, angular velocities, angular accelerations of

gyroscope spindle in the oy-axis and the ox-axis of the shell coordinate.φx, _φx, €φx,φy,

_φy , €φy are angles, angular velocities, angular accelerations of the gyroscope shell

in ox-axis and oy-axis of inertial space.Mfx,Mfy are feedback torques exerted on the

disc rotor equilibrium ring

capacitor plate

moment plate

frame

bearing

drive shaft magnetic pole

stator winding

y

z

o
x

Fig. 1 Schematic diagram of microelectromechanical hybrid gyroscope
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ox-axis and the oy-axis of the shell coordinate. λ is the orthogonal damping elasticity

coefficient,λ ¼ ðδþ DÞ _θ. δ is the viscous damping coefficient of flexible torsion bar.

D is the damping coefficient of rotor rotation axis. The Laplace transformation of

Eq. 1 is as follows:

β
α

� �
¼ G11 G12

G21 G22

� �
Mfx

Mfy

� �
� C11 C12

C21 C22

� �
φx

φy

� �
(2)

Where,

G11 G12

G21 G22

� �
¼ ½Js2 þ δsþ ðΔK � KCÞ� ΔðsÞ= �ðHsþ λÞ ΔðsÞ=

ðHsþ λÞ ΔðsÞ= ½Js2 þ δsþ ðΔK � KCÞ� ΔðsÞ=

� �
(3)

C11 C12

C21 C22

� �
¼ z1ðsÞ ΔðsÞ= z2ðsÞ ΔðsÞ=

�z2ðsÞ ΔðsÞ= z1ðsÞ ΔðsÞ=

� �
(4)

z1ðsÞ ¼ J2s4 þ Jδs3 þ ðJðΔK � KCÞ þ H2Þs2 þ Hλs

z2ðsÞ ¼ ðHδ� JλÞs2 þ HðΔK � KCÞs

ΔðsÞ ¼ J2s4 þ 2Jδs3 þ ðδ2 þ 2JðΔK � KCÞ þ H2Þs2
þð2δðΔK � KCÞ þ 2HλÞsþ ðΔK � KCÞ2 þ λ2

Where, G11 and G22 indicate the damping effects on the inertia axis. G12 and G21

show the damping effects on the orthogonal axis. In the closed-loop state, C11, C12,

C21 and C22 also have damping effects on outputs. Neglecting damping effects, C12

and C21 characterize the precession of the microelectromechanical hybrid gyro-

scope, C11 and C22 show the rigid body characteristic.

3 Microelectromechanical Hybrid Gyroscope

Tuning Principle

The hybrid gyroscope structure diagram is shown in Fig. 2 [11]. The upper and

lower discs are fixed electrode plates. These electrodes are divided into the inner

and outer rings. The inner ring is a detecting electrode and the outer ring is a torque

feedback electrode. The intermediate disc is a silicon structure rotor module. The

rotor module consists of the inner ring, gimbals, the rotor and torsion bars. In Fig. 2,

Vo is the preload voltage, Vf is the feedback voltage in closed-loop condition, V1 is

the carrier voltage, Iout1 and Iout2 are the detecting signal outputs of the inner rings.

On one hand, by applying a proper preload voltage on the torque feedback

electrodes, the electric stiffness moment is generated to balance the stiffness
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moment of torsion bars. On the other hand, the feedback voltage balances the

Coriolis torque caused by the angular velocity.

When applying Vo + Vf, Vo � Vf on two normal torque feedback electrodes of y

axis, The total moment, made up of the generated electrostatic torque and the torque

component in y-axis of the shell coordinates from inside to rotor, is as follows:

T
0
y þMy ¼ �ðΔK � KCÞαþ δβ _θ þ KVFVf (5)

Where the electric stiffness coefficient is KC ¼ εsγ(R
4
M � r4M)V

2
o/d

3. εs is the
dielectric constant in air. γ is the single feedback electrode angle. RM and rM are

outer and inner radiuses of the force feedback electrodes. d is mounting distance

between rotor and electrodes.

Thus, a proper preload voltage is exerted to make ΔK � KC ¼ 0. When the

gyroscope is tuned, the preload voltage is as follows:

Vo ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ΔKd3 εsγðR4

1 � r4MÞ
�q

(6)

Because ΔK¼ 6.858 � 10�4 N · m/rad, d ¼ 40 � 10�6 m, εs ¼ 8.86 � 10�12,

γ ¼ 1.309 rad, RM ¼ 10 � 10�3 m, rM ¼ 7.05 � 10�3 m, the tuning voltage is

Vo ¼ 25.77 V.

4 Microelectromechanical Hybrid Gyroscope Open-Loop

System Analysis and Simulation

In open-loop condition, ignoring the external disturbances and the gyro nutation,

the steady-state solutions of hybrid gyroscope dynamic equations are as follows:

+V1 -V1

Cst1 Cst2Ct2

Vo+Vf Vo-Vf

Iout1

Iout2

torque
feedback
electrode

gimbals

rotor

Csb1 Cb1 Cb2
Csb2

Ct1

detection
electrode

Fig. 2 The structure

diagram of

microelectromechanical

hybrid gyroscope
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α� ¼ H _φxðΔK � KCÞ � λH _φy

λ2 þ ðΔK � KCÞ2

β� ¼ �H _φyðΔK � KCÞ � λH _φx

λ2 þ ðΔK � KCÞ2
(7)

When δ ¼ 1 � 10�7, D ¼ 5 � 10�9, angular rate input of y axis _φy ¼ 0;

angular rate inputs of x axis _φx ¼ 1 �/s and _φx ¼ �1 �/s, considering the angle-

capacitor transforming coefficients KβC and the capacitor-voltage transforming

coefficients KCV, the inertia axis output voltage Vout1 and orthogonal axis output

voltage Vout2 are shown as Fig. 3.

From the simulation of variable preload voltages, it is evident that the tuning

voltage is 25.77 V which is accordant with the calculation in the upper segment. At

the tuning point, the output of the inertia axis reaches a maximum value and the

output of the orthogonal axis is zero. Two axis outputs can be obviously distin-

guished. When off the tuning point, effected by the torsion bars rigidity, the outputs

of two axes get closer and closer, and even crossed.

5 Closed-Loop Control System Design and Simulation

The cross-coupling component is expected not to exist in the gyro rotor’s output.

In other words, the input angular velocities along their own measuring axis have

a one-to-one relationship with their corresponding outputs, and won’t affect each

other. However, confined by the mechanical structure, the cross-coupling between

the two measuring axes is inevitable. Since the zero outputs of some gyros are large,

the integrator in the decoupling network tends to saturate, which restricts the

application of whole decoupling control system. Thereby, the system is designed

to be self-turned only.

When the gyroscopeworks in the tuning state, ignoring the damping, the open-loop

transfer functions of the inertia axis and the quadrature axis are respectively as follows:
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Fig. 3 Hybrid gyroscope

open-loop system

simulation diagram with

variable preload voltage
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G
0
K1 ¼ KβCKCVKVF J½s2 þ ðH=JÞ2�

on.
(8)

G
0
K2 ¼ K2

βCK
2
CVK

2
VFH

2 J2s½s2 þ ðH=JÞ2�
o2

��
(9)

Where, KVF is the torque feedback coefficient. Considering adopting the band-

stop filter to eliminate the motor disturbance and nutation, the system with the

proper configuration of zeros and poles should be fast, accurate and steady in

response. The open-loop transfer functions are as follows:

GK1 ¼ 2:4456KβCKCVKVFð1=60 sþ 1Þ
J½s2 þ ðH=JÞ2�ð1=1; 500 sþ 1Þð1=1; 500 sþ 1Þ (10)

GK2 ¼
5:9811K2

βCK
2
CVK

2
VFH

2ð1=60 sþ 1Þ2

J2s½s2 þ ðH=JÞ2�ð1=1; 500 sþ 1Þð1=1; 500 sþ 1Þ
o2

� (11)

The Bode diagram of the open-loop system is shown in Fig. 4. It can be seen

from the diagram that when the inertia axis amplitude is under 0 dB, the intermedi-

ate region of the precession axis is gentle. The crossover frequency is 48 rad=s. The
amplitude margin is 10:4 dB and the phase margin is 45�. The system can lock the

rotor position quickly, accurately and stably.

Basedon the designof the self-tuning system, the closed-loop systemblockdiagram

is built, as Fig. 5. Where, k is the self-tuning element (1/60 s + 1)/((1/1,500 s + 1)

(1/1,500 s + 1)), kx ¼ kβC � kcv, kl is the low pass filter and band-stop filter.
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Considering the damping, the tuning voltage is utilized in the system. When
_ϕx¼ 0�=s, _ϕy ¼ 1�=s, Vout1 and Vout2 are shown in Fig. 6. From the graph, the

system realizes the closed-loop control for the gyroscope. Due to the effect of

damping, the response time is 0.15 s. The output of the orthogonal axis not only

tracks the input angular velocity but also is affected by the damping. The response

amplitude is 0.85 V. The output of the inertia axis is 0.37 V under the effect of

damping. It should be explained that the damping coefficients of microelectrome-

chanical hybrid gyroscope are the valuations in reference to DTG.

6 Conclusion

This paper introduces a microelectromechanical hybrid gyroscope dynamic model.

It briefly illustrates the tuning principle, deduces the corresponding tuning voltage,

analyzes the open-loop system and performs the tuning simulation. In view of the

large open-loop zero outputs of some gyroscopes, in order to avoid saturation failure

of the integrators in the traditional decoupling control system, the self-tuning control
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Fig. 5 Hybrid gyroscope closed-loop system block diagram
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system is designed. The simulation results indicate that the self-tuning control system

is feasible. When considering damping, the closed-loop system realizes the locking

function in controlling the rotor position, but the outputs are coupled under the effect

of damping. It is necessary to further probe how to eliminate the damping effect.
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Data Mining and Application



New Detection Technology Based

on the Theory of Eddy Current Loss

Yafei Si and Jianxin Chen

Abstract The equivalent resistance of eddy current power losses was proposed in

the paper as characteristic parameter of metal target information, which was in

direct proportion with sixth power of detection distance. Using the method of pulse

width modulation for detection coil and by detecting the change of coil’s free-

wheeling process, the equivalent resistance of eddy current losses could be

measured. It could not only determine the distance but also eliminate environmental

interference and improve anti-jamming capability by measuring area difference of

coil’s freewheeling process between whether there is a target. Target signal detec-

tion circuit was designed and target properties measurement results were given.

Keywords Magnetic induction • Eddy current • Detection equivalent resistance

1 Introduction

The electromagnetism detection technology is applied to many fields such as

industry, agriculture and national defence [1]. Since the magnetism detection

technology is not interfered by cloud, fog, dust and smog in wars and has high

sensibility, it is gradually applied to many related products. The theory of the

magnetism detection technology is based on Fluxgate Magnetic Technology,

Reluctance Technology and Magnetic Film Technology [2]. There is already a

paper which investigates a method using vector impedance characteristics of the

metal target to detect the changes of probe coil impedance vector when the target

approaches [3]. Since we are supposed to detect the changes of voltage with the

same direction and different direction while detecting the impedance vector, it is

difficult to apply this method to the products. This paper proposes a method based
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on the eddy current power target: The equivalent resistance of the target eddy

current power is used as the characteristics of the target amount of information

detection. By applying this method, we are able to detect a circuit in a more simple

way. This method has a high anti-interference ability also. The result of the

intersection of the detector and the target is given in the paper.

2 Researches on the Theory of the Magnetic Sensor

Section Heading

A metal conductor is placed next to a detection coil, and when the alternating

current passes through the coil, space around the coil will produce an alternating

magnetic field H1. The metal conductor in magnetic field will produce an eddy and

an alternating magnetic field H2. H1 and H2 are in different direction. Since the

reaction of magnetic field H2 will reduce the magnetic flux of the detection coil,

which means we can detect the induced EMF produced by eddy current magnetic

field in the detection coil or the effective impedance of the detection coil will

change. The essence of studying the impact of metal target against the detector is to

investigate the distribution of the eddy on the surface of metal. Since the working

fluency is between 102 and 105 Hz, circuit size is much smaller than operating

wavelength, electromagnetic field distribution and the current changes in the

distribution at the same time is quasi-static electromagnetic field. The eddy current

magnetic field induces by the metal surface follows the equations below [4]:

r2Hðx; y; tÞ ¼ μσ
@Hðx; y; tÞ

@t
(1)

μ stands for the permeability of the metal target. σ stands for the electrical

conductivity of the metal target. Equation 1 is called the electromagnetic penetra-

tion equation. Eddy current loss power Pw is [5]:

Pw /
X1
m¼1

X1
n¼1

J2mn / H0
2 / 1

l6
(2)

H0 is the alternating magnetic field produced by detection coil. L is the distance

between the detection coil and the target.

Magnetic sensor is also called magnetic probe, which is made by the core of the

probe and some coils. The core of the probe is rolled by Fe-Co-based amorphous

ribbons. The profile is shown in Fig. 1. Figure 2 is the circuit diagram of the metal

target.

The detection coil in Fig. 1 is regarded as the collector load of transistor T in the

Fig. 2. Resistance R1 and diode D are used as the freewheeling of detection coil

B. Ui is a square wave excitation signal with frequency f and duty cycle δ. As the
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waveform 3a shows, it is used to drive the base of transistor T. U1 is the voltage

waveform of freewheeling resistor R1 produced by the freewheeling current of the

detection coil B during the transistor turns off (Fig. 3b). Rl is an introduction

physical element. It equals the resistance lead by the eddy current loss when the

target appears.

Take the oscillation cycle as an example to investigate its working principle. Ui

is the PWM(Pulse-Width Modulation) signal produced by oscillator. Its period is

T ¼ Ton + Toff and the duty cycle is δ ¼ ton/(ton + toff). From Fig. 3 we can know

that ton ¼ t2 – t1, toff ¼ t3 – t2. During t1 ~ t2, the base of transistor is driven, the

transistor turns on, the DC ED initiates detection coil through transistor T and the

current in the coil increases. The transistor turns off in t2. From Lenz’s Law we

know that reverse voltage will be produced in both sides of the detection coil. The

reverse voltage releases the magnetic energy stored during detection coil turns on

via the freewheeling R1 and D. And after freewheeling process, the core flux will

return to zero to ensure that the core will work normally during next period. When

the transistor turns on, it actually means to put a battery at both sides of the

detection coil. According to the circuit theory, the maximum current in the detec-

tion coil is determined by the equation below.

iLmax ¼ 1

L

Z t2

t1

EDdt ¼ ED

L
t2 � t1ð Þ ¼ ED

L
ton

1. Coin
2. Magnetic Core
3. Frameworks

1

23

Fig. 1 Section of

detection coin

U1 R1

Ui

ED
D

T

B RL

Fig. 2 Detection current

of iron

U1

Ui

t1 t2 t3

ton toff

a

b

Fig. 3 Detection

signal wave
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L stands for the inductance of the detection coil. ED stands for the battery’s voltage.

ton stands for the conduction time.

During t2 ~ t3, the transistor turns off and the freewheeling is conducted. The

current in freewheeling is determined by the equation below

i ¼ iLmaxe
� t

τ1 ¼ ED

L
tone

� t
τ1 (3)

τ1 ¼ L
R1

is the time constant (we ignore the resistance of the diode). R1 is the

resistance of the freewheeling. U1 (t) (the voltage of R1) is

U1ðtÞ ¼ i � R1 ¼ iLmax � R1 � e�
t
τ1 ¼ EDR1

L
� ton � e�

t
τ1 (4)

It equals the equation U1ðtÞ ¼ U1max � e�
t
τ1 .

In the equation above,U1max ¼ EDR1

L � t0n, which is the highest reverse voltage of

the freewheeling. But actually, the reverse peak of the detection coil is much higher

than when the transistor turns off due to the impact of the distribution of the

capacitance and the disclosure of the magnetism. To guarantee the safety of the

transistor, we use some method such as connecting two voltage regulator tubes and

two varistors in different direction in order to limit the maximum voltage to an

extent which is a little bit higher than U1max: If the external factors have no

influence, the initiation and the freewheeling process of the detection coil and the

changes of the current and the voltage due to the time follow Figs. 3 and 4.

During ton, the battery will provide energy Pon to the detection coil when the

metal target accesses to the detector. Pon is made up of two parts: one is the

excitation power Pon1 produced by the detection coil, the other is the power of

eddy current loss produced by the target. Since Pon is provided by the battery, and

Pon1 > Pon2, it is difficult to distinguish the energy of the eddy current loss from the

whole energy during the positive half cycle of the detector generation.

However, in the negative cycle of the detector (during toff), we use the energy

stored in the detection coil instead of the energy provided by the DC battery to

guarantee the continuation of the currency. Then we can equal the value of the eddy

current loss provided by the freewheeling current on the surface of the target to the

power provided by resistance RL hang in parallel at both sides of the detection coil.

If U stands for the voltage produced by the detection coil in the freewheeling

process, the eddy current loss equals to:

Pw ¼ U2

RL
(5)

Compared Eq. 2 with Eq. 5, the eddy current loss of the target and the distance

follow the equation below:
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RL / l6 (6)

If we ignore the resistance of the diode when it is conducted, the resistance of the

freewheeling equals to the resistance of R1 and RL in parallel. The time constant of

the freewheeling changes and the freewheeling voltage is:

U2 ¼ U1max � e�
t
τ2 (7)

In the equation above, τ2 ¼ R1þRL

R1RL
L.

Figure 4 is used to describe Eqs. 4 and 7. Solid curve represents freewheeling

decay U1, which is without the metal target. Virtual curve represents the freewheel-

ing decay U2 that is with the metal target. We select a moment tp from t2 to t3, the

points of intersection of the two curves and tp are P and Q. In tp, the difference of the

freewheeling voltage of whether there is the target near the detection is:

ΔU ¼ UQ � UP ¼ U1 � U2 ¼ U1max e
�tp

τ1 � e
�tp

τ2

� �

After using Taylor series expansion, the equation is:

ΔU ¼ U1maxtp
τ2 � τ1
τ2τ1

� U1maxtp
L

τ12
R1 þ R2

R1R2

� 1

R1

� �
¼ U1max

tp
τ12

� L
RL

Taking Eq. 6 into account,

ΔU / 1

l6
(8)

The theory indicates the target position by measuring the scale factor of the

equation above or adopting the multi-probe measurement system. However, due to

the constant changes of the signal, it is difficult to measure all the voltage and do the

calculation. Therefore, in the real situation, we are supposed to find a new way.

After analyzing the information in Fig. 4, we can find that the area surrounded by

curveU1 andU2 is the time integral ofΔU. Itmeans the change of freewheeling area is:

t2 tp t3

Q

P
VP

U1

U2

t

VR1

VQ

Fig. 4 Voltage wave of

loop current
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ΔSΔUΔt ¼
Z t3

t2

ΔUdtp ¼
Z t3

t2

U1max

L

RL
� tp
τ12

� �
dtp ¼ U1maxL

2τ12
� t3

2 � t2
2

RL
(9)

Taking Eq. 6 in to account, Eq. 9 changes into:

ΔSΔUΔt / U1maxL

2τ12
� t3

2 � t2
3

l6
/ U1maxL

l6
(10)

According to Eq. 4,U1max ¼ EDR1

L � t0n. U1max is the highest reverse voltage of the

freewheeling branch. Put U1max into above equation, then

ΔSΔUΔt ¼ K � EDR1ton
l6

(11)

K is a coefficient, which can be got by the experiment.

Equation 11 is called Target Detection Equation, which shows the difference of the

freewheeling curve area between whether there is the target near the detection or not

is proportional to the voltage ED supplied by the power, the resistor R1 of the

freewheeling circuit and the oscillation pulse width ton. But R1 and ton are limited

by other factors. Since R1 has a direct effect on the radiation field of the detection coil

during the transistor turns off, it is not a good way to improve the detection sensitivity

by increasing R1. Besides, it is also a bad way to improve the detection ability by

improving the pulse width ton since the pulse width is inversely proportional to the

working frequency.

According to the theory and the experiment, raising battery voltage ED is the

most efficient way to increase detection range. This conclusion can be drawn from

Eq. 11. Besides, when the voltage of working battery rises, the electromagnetic

energy that detection coil radiates increase and the eddy current loss increases.

Therefore, the detection range increases as well.

3 The Target Signal Detection Principle

Figure 5 is a circuit principle diagram based on the theory of eddy current loss. The

circuit consists of three parts: PWM pulse width modulation oscillator; detection

coil, reference coil and comparator. The working principle is analyzed below.

If there is no metal target around the detection coil, the detection coil and the

reference coil output the same waves, and the comparator outputs zero. When a

metal target exists around the detection coil, according to Eq. 11, the detection coil

and the reference coil output different waves. This signal goes through the compar-

ator and is output as the target signal after being filtered by the filter circuit. When

the ferromagnetic metal targets go through the detection area at a certain speed

along the X direction as Fig. 6 shows, we suppose the maximum detection range of
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the detector is rmax. Detection zone is a circle of radius rmax, and the detector is at the

center point O. In t1, the target moves to point A and starts to enter the target zone.

In tm, the target moves to point C, the nearest position from the detection. In t2, the

target goes through point B and then, leaves the target zone. During the intersection

of the bomb project, the target waveform output by detector circuit is shown as

Fig. 7. According to Fig. 7, detection range is the closest in tm, and the maximum

signal is U0max.

4 Measurements of Target Characteristics

4.1 Target Characteristics in Different Frequency

After analyzing the experimental results, we can know that the sensitivity of

detector is related to working frequency. Take ferromagnetic metal targets as the

example, it has the highest sensitivity under the frequency ranging from 5.0 to

6.5 kHz, and 5.565 kHz is the best.

4.2 Target Characteristics in Different Detection Range

Figure 8 shows the response waveform of detector and ferromagnetic metal targets

(the size is 4 � 100 � 150 mm/A3) in different intersection distance. It shows that

as the detection range raises, the margin of response waveform decreases. And

when the intersection distance is close to a certain degree, there will be no response

of the detector.

4.3 Target Characteristics in Different Transmit Power

The theory above shows that it is practical to increase detection range by raising the

working voltage of detector. To confirm this conclusion, we make the response wave-

form of one detection target in the same detection range and in two different voltages.

Figure 9a shows the detection waveform in the excitation parameters 6 V/23 mA.

U0

Target signal

PWM
oscillation

Reference coil

Detection coil

Comparator

Fig. 5 Target signal detecting electrical principle of detector
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The peak of waveform is 500 mV � 1.5 ¼ 750 mV. Figure 9b shows the detection

waveform in the excitation parameters 9 V/61 mA. The peak of waveform is 500 mv

� 3.4 ¼ 1,700 mv. The consequence conforms that rising transmit power of the

detector can increase detection range.

5 Conclusion

The paper proposes the characteristic quantity based on the theory that regarding

target eddy current loss as the detection of target information from the perspective

of conservation of energy, and introduces the concept of target loss equivalent

resistance and derive the result that equivalent resistance is proportion with six

power of detection distance. By using pulse width modulation excitation coil

detection method and detecting the changes of freewheeling process in the coil,

the equivalent resistance can be measured by the eddy current loss. It can not only

determine the distance, but also exclude environmental interference. As the experi-

mental data shows, the best detection frequency is 5.565 kHz and raising excitation

voltage can increase detection range.

t

t2

U0

U0max

tmt1

Fig. 7 Test wave of target

t (100ms/d)

Distance 100mm Distance 250mm

1 2 3 40

V
 (100m

v/d)

6
4

2

1 2 3 4
t (100ms/d)

0

6
4

2
V

 (100m
v/d)

a bFig. 8 Detector output

wave to target

O

A

B

C

Detector

rmax

rmax x

Fig. 6 Detector output

wave to target

790 Y. Si and J. Chen



References

1. Aderin ME, Burch IA (1998) Countermine: hand held and vehicle mounted mine detection.

Deflection of abandoned land mines, 1998 second international conference. IEE Conference

Publication, Dera Chertsey, pp 198–202

2. Kildishev AV, Nyenhuis JA (1999) Application of magnetic signature processing to magnetic

center primpointing in marine vehicles. OCEANS’99MTS/IEEE 3:1532–1536

3. Si Huaiji, Cui Zhanzhong, Zhang Yanmei (2005) Study of electronmagnetic fuze detection

principle. J Beijing Inst Technol 25(1):79–82 (in Chinese)

4. Feng Cizhang (1985) Static electromagnetic field. Xi’an Jiaotong University Press, Xi’an, pp

73–75 (in Chinese)

5. Si Huaiji (2005) Research on technology of magnetic detection based on the theory of the eddy

current loss. School of Mechatronics Engineering, Beijing Institute of Technology, Beijing

(in Chinese)

V
 (100m

v/d)

t (100ms/d)

Excitation voltage 6v Excitation voltage 9v

1 2 3 40
t (100ms/d)

0

6
4

2

1 2 3 4
6

4
2

V
 (100m

v/d)

a bFig. 9 Detector output

wave to target

New Detection Technology Based on the Theory of Eddy Current Loss 791



Pedestrian Detection Based on Road Surface

Extraction in Pedestrian Protection System

Hao Heng and Huilin Xiong

Abstract Pedestrian protection system (PPS) in the advanced driver assistance

system (ADAS) to improve traffic safety, has become an important research area.

The major challenge in PPS is to develop a reliable on-board pedestrian detection

system. Compared to the pedestrian detection on static images, on-board pedestrian

detection is facing some new difficulties, such as high real-time demand, wide

range of illumination variation and so on. In order to deal with these challenges, we

presented a method in this paper by combining the road surface extraction tech-

nique and the histogram of oriented gradient (HOG) feature based classification, so

that the search regions are only limited within the extracted road surface. Experi-

ment results show that this method can remarkably reduce the false alarm rate,

improve the detection speed, and significantly improve the small pedestrian

detection rate.

Keywords Pedestrian detection • Road surface extraction • Histogram of oriented

gradients • Support vector machine

1 Introduction

Road accidents have become the main cause of road traffic casualties over the last

century. In the recent decade, researchers have turned their attention to the more

intelligent on-board systems, aiming to avoid accidents or reduce the severity of

accidents. For example, the intelligent on-board systems can remind the driver of a

potential dangerous situation, assist him/her in taking action immediately to avoid

the accident. These systems are usually referred to as advanced driver assistance

systems (ADAS).
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In this paper, we focus on the pedestrian detection, which is the most important

part of the pedestrian protection system (PPS). Accident statistics indicate that 70 %

vehicle-to-pedestrian accidents occur in front of vehicle; therefore, using a forward-

facing on-board camera to capture the driving scenarios is necessary.

In recent years, a number of methods have been proposed to tackle these

problems. Papageorgiou and Poggio [1] employed Haar features in combination

with a polynomial support vector machine (SVM) classifier to detect pedestrians.

Tran and Forsyth [2] used local histograms of gradients and local PCA of gradients

as features to establish a model of human body. Dalal and Triggs [3] employed

histograms of oriented gradients (HOG) features in combination with SVM classi-

fier to detect pedestrian and achieved good performances. Felzenszwalb [4]

presented a flexible part model by adding the position of parts of the body as a

latent variable into the SVM learning algorithm. Wu and Nevatia [5] proposed a

system to automatically construct tree hierarchies for the problem of multi-view

pedestrian detection. They use a boosting framework in combination with edge-let

features. Dollár [6] presented an approach that automatically learns flexible parts

from training data and uses a boosting framework with wavelet features.

We employ a road extraction technique as foreground segmentation, together

with HOG feature-based classification to detect pedestrian. The rest of this paper is

organized as follows. Section 2 introduces the algorithm that used to extract road

surface in the illumination invariant color space. Section 3 describes pedestrian

detection in the extracted ROIs. The experiment results are presented in Sects. 4 and

5 is the conclusion.

2 Road Surface Extraction

2.1 Theory Introduction

Finlayson showed that if an object has Lambertian surfaces and is imaged by three

narrow band sensors under Planckian illumination (PLN), it is possible to convert

the RGB color image into a shadow free gray scale image, on which the influence of

lighting variations could be greatly reduced [7]. This theory is derived from the

physics behind color formation in the presence of a Planckian light source,

Lambertian surface, and narrow band camera sensors. Experiment results show

that this theory holds even for real world situation.

Experiment results show that this theory holds even for real world situation.

Figure 1 shows the process of computing a shadow free image I from a given color

RGB image IRGB. Let R, G and B be the standard color channels, r ¼ log R G=ð Þ and
b ¼ log B G=ð Þ are the corresponding log-chromaticity values by using the G as the

normalizing channel. Then, different colors under different illuminations form the

parallel lines in the log-chromaticity space. There is a line, donated by lθ in Fig. 1,

being orthogonal to these parallel lines. On lθ: the same color with different
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illuminations is represented by the same point, and moving along lθmeans changing

the chromaticity. In other words, lθ is a gray level axis, where each gray level

corresponds to a surface chromaticity. Therefore, projection χ0 onto lθ can remove

the influence of illumination variations.

2.2 Camera Calibration

According to the theory above, obtaining the direction (θ) of lθ is crucial. In fact, θ is
a parameter of the camera sensor, independents to the lighting condition or the

surface material. So, a calibration process for a given camera can be computed

offline and just needs to be done once.

Different to the ways [8, 9] for calibrating the camera parameter θ, in this paper,
we present a new standard-deviation based calibration algorithm. The idea behind

our calibration is pretty simple, with a wrong θ, the similar chromaticity values of

IRGBwill scatter with a large value of the standard-deviation, denoted byVar; on the
other hand, with the right θ, the similar chromaticity values of IRGB will reach the

minimal value ofVar. Hence, the minimal value ofVar is expected. The algorithm is

summarized below:

Log(R/G)

L
og

(B
/G

)

Theta

lθ

Fig. 1 Obtain the shadow free gray-scale image
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1. Select K images I1RGB; � � � ; IKRGB
� �

from the database together with their

pre-annotated road region images I1road; � � � ; IKroad
� �

.

2. Select an image, IkRGB, and its corresponding Ikroad. Initialize the projection angle

α ¼ 0�.
3. Projecting the log-chromaticity pixel values of IkRGB onto lα to obtain a grayscale

image Iα, and extract the road surface image Iroad from Iα using Ikroad.

4. Compute the standard deviation Vark αð Þ, using the pixels whose gray values are

in the 0:05; 0:95½ � range of Iroad.
5. Calculate the standard deviation values for IkRGB as steps 3–5 with

α 2 0�; 1�; � � � ; 179�½ �.
6. Repeat steps 2–6 for each image. k 2 1; 2; � � �K½ �.
7. For each discrete value of α, calculate the average value of Vark αð Þ with mVar

αð Þ ¼ 1
K

PK
k¼1 Var

k αð Þ.
8. Then the value of the parameter θ is chosen as θ ¼ argmin

α
mVar αð Þ.

Figure 2 shows the curve of mVar αð Þ using the same database as Finlayson [8]

used, from which we calibrate the camera parameter θ to be 44� . The value of θ
obtained by our calibration algorithm is the same as Finlayson’s. However, our

algorithm is more stable and robust.

2.3 Road Detection Algorithm

The shadow free gray-scale image I can be calculated by θ . According to the

illuminant invariant property of I , pixels are of the similar gray values, even in

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

1.6

Theta

V
alue

0 20 40 60 80 100 120 140 160 180

mVar(a)Fig. 2 The value of mVar
αð Þ changes according to θ
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shadow regions. Based on this property of this illuminant invariant image I , we
extract the road surface by employing a statistic technique and the flood-fill based

morphological processing.

We employ a conditional function p IðpÞjroadð Þ to decide whether a gray value,

IðpÞ, belongs to road or not. A pre-defined threshold,λ, is introduced to eliminate the

influence of the tiny variants of the road pixels and other interference factors. Our

experiments find that λ ¼ 0:35 can lead to a better performance.

IðpÞ belongs to road; if p IðpÞjroadð Þ � λ
IðpÞ doesn0t belong to road; otherwise

�
(1)

The conditional probability, p IðpÞjroadð Þ; can be estimated using a set of

“seeds”, which are a number of small square blocks on I; usually located at the

bottom of the image (see Fig. 3). The regions that the seeds located are assumed to

be on the road, since they correspond to the nearest front of the vehicle. In this

paper, we select 11 small square blocks in size of 9� 9 at the bottom of I (see

Fig. 3), to estimate p IðpÞjroadð Þ.
Our road detection algorithm can be summarized as follows:

1. Compute the illuminant invariant gray-scale image, I , from IRGB using the

calibrated parameter, θ.
2. Estimate p IðpÞjroadð Þ from the normalized histogram of the selected “seed”

blocks using threshold λ, and then get the initial road pixels according (10).

Fig. 3 Obtain the gray-level distribution of road surface
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3. From each seed, using the Flood-fill method to generate a coarse road surface.

4. Use a morphological operation to fill some small holes on the road surface.

3 Pedestrian Detection

After the road detection, we treat the extracted road surface as foreground, on which

a series of parallel rectangular boxes are placed. These rectangular boxes are

viewed as our ROI regions, on which the pedestrian searching is performed. The

heights of these ROIs are established using the distance information and the pinhole

imaging model.

To detect the small pedestrian effectively, we resize these ROIs to a unified scale

so that the small pedestrian, which is far from the cameras, will be enlarge, and this

could substantially improve the detection rate of small pedestrian. Figure 4 shows

the procedure of resizing the ROIs. In our experiments, we resize all the heights of

ROIs to 128 pixels. Another advantage of resizing ROIs is that, in pedestrian

detection on each ROI, we do not need to perform a time-consuming search of

targets in different sizes, which is the conventional way to detect the targets.

Then, on each ROI, we use the HOG features [4] and a linear support vector

machine (SVM) classifier to detect pedestrian.

Fig. 4 Extract ROIs based on road surface, and then resize them
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4 Experiment Results

We tested our algorithm on a public available dataset, CVC-02 Pedestrian Dataset,1

and a video dataset collected by ourselves. We select four sequences (the third, fifth,

sixth and tenth) of 1,173 frames with 2,347 pedestrian from CVC-02 and 1,026

frames with 2,148 pedestrian from our dataset.

In our experiment, the HOG features of the ROIs are sent to the 64� 128 size

based SVM classifier to detect pedestrians. We use detection rate, false alarm rate

and detection time to evaluate and compare the performances of our method and the

conventional sliding window based searching approach.

Figure 5 shows part of detection results on three video frames. Table 1 gives the

statistic results concerning the detection rate, false alarm rate and detection time per

frame (in seconds) on the testing video data. We can see that:

• The 64� 128 HOG detector works well for the large pedestrians; however, it

often misses the small pedestrians.

• The 32� 64 HOG detector performs well in detecting small and large targets;

however, it tends to produce many false alarms.

Fig. 5 Part of experiment result images

1 CVC-02 dataset: http://www.cvc.uab.es/adas/site/

Pedestrian Detection Based on Road Surface Extraction in Pedestrian. . . 799

http://www.cvc.uab.es/adas/site/


• Our method presents the best performance, either in detecting small targets or

large targets with a low false alarm rate. Meanwhile, the proposed method works

faster than the other two detectors.

5 Conclusion

In this paper, we have presented a method by combining the road surface extraction

technique with the HOG feature based classification. Experiment results have

shown that this method can remarkably reduce the false rate, improve the detection

speed, and significantly improve the small pedestrian detection rate.
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Methods on Reliability Analysis of Friction

Coefficient Test Instrument

Tianrong Zhu, Xizhu Tao, Xinsheng Xu, and Tianhong Yan

Abstract In order to analyze the reliability of instrument with the consideration of

experiment data shortage or even no, reliability element method is proposed in this

paper. The reliability indexes corresponding to serial system and parallel system

are investigated respectively. The steady-state availability and the reliability degree

are introduced as the key reliability index for friction test instrument based on the

analysis of the function and structure characteristics of its. In addition, the reliability

diagram of sliding friction test instrument is constructed. A program module based

on MATLAB is developed to calculate the reliability index effectively. Finally, an

example was given out to verify the feasibility of methods mentions above.

Keywords Reliability index • Reliability element method • Steady-state availability

• Degree of reliability • Sliding friction test instrument

1 Introduction

With the rapid development of manufacturing technologies for test instrument,

the accuracy and veracity of test instrument has been improved significantly. As

we all know a product which is going to be produced in batch should ensure its

quality [1]. Nowadays, the quality characteristics of product, besides accuracy and

reliability, also include reliability, safety and economy and so on [2–4].

Friction tester is a kind of instrument used to measure the friction coefficient

between the conveyor and the armrest of elevator [5]. The reliability analysis of

T. Zhu • X. Tao • X. Xu (*)

Institute of Industrial Engineering, China Jiliang University, Hangzhou, China

e-mail: zhu_tianrong@163.com; taoxizhu008@126.com; lionkingxxs@cjlu.edu.cn

T. Yan

Institute of Mechatronics Engineering, China Jiliang University, Hangzhou, China

e-mail: thyan@cjlu.edu.cn

W. Wang (ed.), Mechatronics and Automatic Control Systems, Lecture Notes
in Electrical Engineering 237, DOI 10.1007/978-3-319-01273-5_89,

© Springer International Publishing Switzerland 2014

801

mailto:zhu_tianrong@163.com
mailto:taoxizhu008@126.com
mailto:lionkingxxs@cjlu.edu.cn
mailto:thyan@cjlu.edu.cn


friction test instrument is to obtain the primary information of the reliability index

of it. Furthermore, it is to find out that the defect or weak link of it as well as the

parts that affect its reliability. Thereupon, these can provide evidences to improve

the friction test instrument itself. In reliability engineering, the reliability analysis

of system equipment, based on large amount of experiment data, is to use the

mathematical theories such as probability and statistics to investigate the exact

reliability index [6]. And on the basis of this, the reliability of system equipment

can be evaluated in the end. However, it always leads to low assessment accuracy

when experiment data of equipment itself is little or even no [7]. Obviously, it

cannot meet the analysis requirement of some instrument products. In engineering

practice, an instrument always consists of a lot of components. And the reliability

level of instrument depends on the reliability of components constituting instrument

[8]. The reliability model of instrument can be constructed by analyzing the

functional diagram of the instrument.

2 Reliability Index and Its Calculation

Usually, the reliability level of instrument is the comprehensive reflection by

several parameters (namely reliability index). The reliability is a kind of statistical

index, and it can be used to analyze the reliability of instrument quantitatively.

In general, the reliability index of instrument consists of many types of elements

including degree of reliability, failure rate, cumulative failure probability, mean

repair time, reliable life, and steady-state availability and so on. In this work, the

degree of reliability and steady-state availability are used as the key reliability

index of friction test instrument with the consideration of the function

characteristics and the structure features of friction test instrument.

2.1 Reliability Calculation of Friction Test Instrument

Steady-state availabilityA is an important index to measure the degree of reliability

RðtÞ of friction test instrument. It refers to the probability of friction test instrument

keeping its stability normal function in long-term work. And the degree of reliabil-

ity refers to the probability of friction test instrument fulfilling the specified

function under the stipulated conditions within prescribed period. The state trans-

ferring process of instrument is a kind of Markov random process when the life and

the repair time of all components constituting instrument are all exponential

distribution [9]. Otherwise it is non-Markovian stochastic process. To the large

complex instrument consisting of many components, the steady-state availability

can be calculated through two steps. The first step is to calculate the component

failure rate and component repair rate respectively, and the second step is to
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calculate the degree of availability of the whole instrument based on the logic

constraint relationships among components constituting instrument.

Based on stochastic process theory, the steady-state availabilityA and the degree

of reliability RðtÞ of each component is as the following respectively.

A ¼ μ

μþ λ
; RðtÞ ¼ PðTÞ (1)

Where λ is the failure rate of components, μ is the repair rate of components, T is

the life of instrument, and t is specified time.

• For the serial system consisting ofn components and repair equipment illustrated

in Fig. 1, the parameters of reliability index are as follows.

λs ¼
Xn
i¼1

λi (2)

μs ¼
Xn
i¼1

λi
Xn
i¼1

λi
μi

,
(3)

RSðtÞ ¼
Yn
i¼1

e�λit (4)

Where λi is the failure rate of the ith component, μi is the repair rate of the ith
component, and RiðtÞ is the degree of reliability of the i th component. The

exponential form of RiðtÞ indicates that it obey Markov distribution.

• For the parallel system consisting of two different components and a repair

equipment illustrated in Fig. 2, the parameters of reliability index are as the

following respectively.

λs ¼ μ1π3 þ μ2π2
π0 þ π1 þ π2

(5)

1 2 n

Fig. 1 The component structure of serial system

1

2

Fig. 2 The component structure of parallel system
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μs ¼
μ1π3 þ μ2π4
π3 þ π4

(6)

RsðtÞ ¼ 1�
Yn
i¼1

½1� e�λit� (7)

Where π0; π1; π2; π3; and π4 are the steady-state distribution of components

respectively.

π1 ¼ λ2ðλ1 þ λ2 þ μ1Þ
λ1μ1 þ λ2μ2 þ μ1μ2

π0 (8)

π2 ¼ λ1ðλ1 þ λ2 þ μ2Þ
λ1μ1 þ λ2μ2 þ μ1μ2

π0 (9)

π3 ¼ λ1λ2ðλ1 þ λ2 þ μ2Þ
μ1ðλ1μ1 þ λ2μ2 þ μ1μ2Þ

π0 (10)

π4 ¼ λ1λ2ðλ1 þ λ2 þ μ1Þ
μ2ðλ1μ1 þ λ2μ2 þ μ1μ2Þ

π0 (11)

π0 ¼ ψ

ðλ1μ2ðλ2 þ μ1Þ þ λ2μ1ðλ1 þ μ2ÞÞ � ðλ1 þ λ2 þ μ1Þ þ ψ
(12)

ψ ¼ u1u2ðλ1u1 þ λ2u2 þ u1u2Þ

It can be seen that the calculation models of the degree of reliability RðtÞ are

different for different instrument systems. However, the steady-state availability of

the whole instrument and the steady-state availability of single component are the

same at calculation models. They are all expressed as follows.

As ¼ μs
μs þ λs

(13)

Where λs is the failure rate of the whole instrument, and μs is the repair rate of the
whole instrument.

2.2 Reliability Analysis Method of Friction Test Instrument

The experiment data concerning friction test instrument is little or even no in

practice. It would lead to very low assessment accuracy if only use the data of
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instrument itself. As a result, reliability unit method is adopted to calculate the

reliability index of instrument in this work. The analysis processes are as follows.

• Analyzing the functions structure of instrument and drawing its diagram of

reliability. The reliability association among components is described based on

the diagram of reliability.

• Calculating the failure rate and repair rate of a single component. On the basis of

these, the steady-state availability of its would be calculated.

• According to the logic structure among components such as parallel or serial,

and selecting reliability unit method, the reliability index of the whole instru-

ment can be calculated by using unit reliability.

3 Reliability Model of Sliding Friction Test Instrument

The sliding friction test instrument illustrated in Fig. 3 is a kind of pin disc structure

which was developed by our research team. It is used to measure the sliding friction

coefficient between conveyor belt and armrest of elevator. This sliding friction test

instrument is designed with the consideration of different friction conditions. It can

show friction coefficient in time and implement measure online.

3.1 Functional Structure of Friction Test Instrument

3.1.1 Sliding Friction Device

This device is mainly composed of test platform, main shaft, loading mechanism,

motor, and reducer and so on. All these are used to simulate the mechanical

equilibrium when friction is generated between specimens. Based on these, the

Fig. 3 The pin disc sliding

friction test instrument
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acquisition environment of friction value is constructed. The working principle is

presented in Fig. 4.

3.1.2 Signal Acquisition System

Signal acquisition system makes analog signal into signal forms that computer can

read. It consists of sensor, amplifier and data acquisition card.

n

P

Fig. 4 Working principle diagram of sliding friction device (1 – motor; 2 – axis; 3 – Test bench;

4 – down-specimen; 5 – up-specimen; 6 – round pin; 7 – support)

Friction Factor

Waveform of
Friction Factor

Load value

Signal Out

Signal In

Data

Stop

1.23

0.251.23

0.069
×÷+

Fig. 5 The test program diagram of friction factor
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3.1.3 Computer Control System

Computer control system use software such as LabView to compile the PC soft-

ware. This environment provides control method to process data. And then a

automatic measure process would be implemented. This computer control system

can display the curve of friction coefficient after experiment finish as well as save

and read experiment data (Fig. 5).

3.2 Reliability Diagram of Friction Test instrument

After analyzing the function and structure of friction test instrument, the reliability

diagram of friction test instrument are obtained shown in Fig. 6.

speed controller reducer

balancing weight principal axis

speed sensor

upper monitor

force transducer

data acquisition card

key amplifier

the loading axis

coupling

test desk

electric motor
Fig. 6 Reliability diagram

of friction test instrument

Table 1 The list of

parameter distribution

of failure time parameters

and the working time

parameters of each

component

Number Name Failure rate Repair rate

1 Speed controller 0.00903 0.8903

2 Electric motor 0.01026 0.9029

3 Reducer 0.00891 0.8894

4 Balancing weight 0.00073 0.6491

5 The loading axis 0.00513 0.8675

6 Force transducer 0.00729 0.8853

7 Coupling 0.00627 0.8768

8 Principal axis 0.01104 0.9113

9 Key 0.00187 0.7186

10 Speed sensor 0.00774 0.8879

11 Amplifier 0.00682 0.8779

12 Data acquisition card 0.00701 0.8842

13 Upper monitor 0.00145 0.8391

14 Test desk 0.00132 0.8087
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4 Experiments and Applications

4.1 Component Parameter Description of Friction Test
instrument

It can be seen that this friction test instrument is a kind of serial system composed of

many components. Table 1 gives out the failure time parameter and working time

parameter of each component according to historical data. Its reliability index can

be calculated based on formulas (2), (3), (4), and (5) mentioned above.

4.2 Reliability Index Calculation Based on MATLAB

In order to calculate the reliability index of friction test instrument introduced in

Sect. 2.2, a software module was developed based on MATLAB. Based on this

MATLAB program module, the steady-state availability of friction test instrument,

after plugging the experiment data of friction test instrument into formulas above,

can be obtained which is 0.912.

5 Conclusion

Aiming at the facts of experiment data shortage or even no, reliability element

method was proposed to analyze the reliability of friction test instrument namely

steady-state availability. And a program module was developed based on

MATLAB to calculate these reliability indexes efficiently. The methods presented

in this paper not only reduce the amount of calculation, but also increase the

accuracy of reliability index. It is an effective way to analyze the reliability issues

of customized instrument.
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Design and Implementation of a New Power

Transducer of Switch Machine

Yanli Wang and Bin Li

Abstract The design and implementation of an on-line monitoring system which

can improve anti-interferences and stability of the railway switch machine in the

railway industry is illustrated in this paper. The on-line monitoring system can

detect three-phase electrical power by collecting the current and power of railway

switch throughout its startup and working periods. This scheme adopts the multi-

parameter power collecting chip ATT7022A to collect and process data, and uses

the 485 bus line to implement communication between C8051F410 and PC. Field

practice shows that the system possesses advantages of high-precision, low-energy

consumption, and high reliability.

Keywords Switch machine • Power transducer • Online monitoring • Fieldbus

1 Introduction

Railway switch is one of important railway electrical signal devices. Generally, it is

used to change the switch of railway tracks and indicate the switch’s position at

cross ways. It plays a crucial role in improving efficiency and ensuring the trans-

portation safety of railway [1].

When a train arrives, it is crucial that whether the railway switch can switch on time

and reliably or not for the safety of train running. However, there are some

disadvantages in the present railway switch products, such as easy to reset, weak anti-

interferences, instability. Therefore, designing a product with high anti-interferences

and stabilities is very important. This paper demonstrates a new power transducer,

which can improve the performance of the railway switch machine. The system

includes fieldbus, sensor, computer network, and data communicational technologies.
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The prototype is shown in Fig. 1. As adoption of high reliable isolation technology in

the whole system, the system’s security, stability, anti-interferences capability, and

reliability have been improved greatly. From the test results of the prototype, one can

see that the switch power sensor has stable performance, superior anti-lightning

strike and anti-electromagnetic interference capabilities. Consequently, the mainte-

nance and management works would achieve a new level if the system is applied in

the railway widely.

2 The Whole System Design Scheme

The system is used to complete the on-line monitoring for three-phase motor power

of industrial occasions, which mainly includes lower single chip micyoco (SCM)

system, upper measurement, control software and the corresponding buffer circuit.

The design includes systematic function, the overall structure design, and selection

of upper computer communication mode, peripheral circuit design, and systematic

anti-interference and so on. In terms of hardware design, we choose the C8051F410

SCM produced by the American Silabs company as the main controller micro

programmed control unit (MCU) [2]. The signal acquisition and processing are

completed by precise multi-function dedicated energy metering chip ATT7022A.

The signal processing results are delivered to MCU by serial peripheral interface

(SPI) of ATT7022A, and the MCU communicates with upper computer are

completed through RS485. Hardware design program is shown in Fig. 2.

3 System Hardware Design

Data acquisition is completed by the corresponding transducer. Therefore, system

designs must satisfy and match test requirement. We adopt special isolate modules

(voltage and current transducer) to isolate and convert the measured AC voltage

(current) into the Ac current (voltage) maintaining the same frequency and phase.

Because that the current transducer connects two sides of the large current or

Fig. 1 Photo of prototype
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current rectifier (the maximum input current required by the design is 10 A and the

effective value of the maximum input sinusoidal signal offered to ATT7022 is 1 V),

the linear current mutual inductor, with work function range 0–10 A and specifica-

tion 5 A/2.5 mA is chosen.

The required input voltage (0–500 V) and current (0–10 A) are simulation

signals, but the computer can only process the digital signal. So the collected

simulation signal needs to be changed into digital signal (A/D change). For the

same reason, when the control signal which comes from the computer drives the

external device, the digital signal must be changed into simulation signal (D/A

change), and then is magnified to control the electrical machine. By comparison, we

select ATT7022A produced by Zhuhai Juli integrated circuit Design Company as

sigma-delta ADC. ATT7022A is a digital signal processor (DSP) inserted with high

velocity compute component, and it can be used to high accurate electrical gauging

of three phase multi-parameter system. It includes six sigma-deltas ADC, reference

voltage circuit and all of power, energy, effective value, power factor, frequency

and digital signal dispose circuits. Consequently, it can gauge effective power,

ineffective power, apparent power, and apparent current, effective voltage both

each phase and mixed phase, which fully satisfies the development standard of the

switch machine power transducer.

The main control module of C8051F410 is adopted as CPU to finish compute,

storage, manifestation and communication of data. Combined with anti-interference

circuit, the main control module possesses high ability in anti-interference, integra-

tion and system expansion. C8051F410 is a kind of fully integrated system-on-chip

mixture signal MCP systems with low power consumption [3]. The functions of

power on reset, VDD monitor, watchdog and clock oscillator in the system-on-chip

systemC8051F410 canwork independently at the factory temperature (�40–80 �C).
Three-phase voltage outputted from the main control circuit converts into the

output current of 4–20 mA through filter rectification of circuit. The circuit diagram

is shown in Fig. 3.

Current
Transformer

Three-phase Voltage

Three-phase Current

Voltage
Transformer

Energy
Chip

Display Module

Central Processing Unit

Memory Module

Communication Module

Clock Module

Watch dog

Personal Computer

Fig. 2 Design program of hardware

Design and Implementation of a New Power Transducer of Switch Machine 813



4 The Anti-interference Design of the Data Adoption

System

Data acquisition system is usually applied at the complicated work site, with

various kinds of interferences. Due to internal or external interferences, there will

be interference signals in the measured voltage and current. As the main

interferences of the electrical net are high-order harmonic, low pass filter was

adopted at the output of mutual inductor to dispose high order wave with frequency

higher than 50 Hz. Consequently, the wave shape has been ameliorated. To guard

the stability of AC power supply, voltage-stability source between the electrical net

and the mutual inductor was adopted to increase the anti-interferences of the

system, which mainly contains isolation, wave filter technologies. For the isolation

part, electromagnetic coupling of isolated magnify are used to isolate and transmit

the captured message (after A/D change) before entering data gathering system

[4]. Then the signal (after A/D change) is isolated by photo-coupler, and then

inputted to the total line of the computer using photo coupling component. RC

filter is used to dispose interference of the power frequency signal at 50 Hz.

5 System Software Design

The lower computer is mainly used to collect, manage and send the gathered data to

the control room by RS-485 total line transmission [5]. For the overall design, the

system is divided into main program and many sub modules. In the programming

process, every module should be as independent as possible to compile, modify and

debug software to reduce error easily. With the recycle property, the development

time is reduced greatly. Besides, because the modules read in internal memory only

if they are used, the occupation of the system resources and the running of the

program space are reduced, and thus the running speed is enhanced greatly.

The upper machine mainly completes the following functions: communicate

with the RS-485 serial module of master; receive, dispose, analyze and compute the

data; manifest multi-switch machine real-time waveform; inquire history data and
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so on. Firstly, programs receive the data package transferred from lower machine

and unpack the data package according to the custom format. Secondly, after

analyzing and computing the data, the programs compress and store the data into

data bank for inquiry. If any debugging appears, it will give alarms and present

debugging information. The program can display the power variation of multiple

switch machines in the form of wave shape on the displayer.

6 Communication Method and Debugging Results

RS-485 communication interface is adopted to achieve remote data transmission in

the system. Doublet RS-485 communication method is chosen to control the center

machine to achieve the connectivity of multi-smart nodes and delivery of the

remote data in the design. The system of main machine serial port uses RS-232

treaty. And the isolated RS-485/232 converter is chosen to complete the level

conversion which needed in the program. The subject of the whole system includes

three parts: front smart nodes, central monitor, and analyzing and diagnosing work

station of the central controller [6].

The switch machine power transducer have been debugged at spot, and the

debugging precision achieves the design requirement of 0.5 level (the basic cite

error at any point of the linear measurement scope is less than 0.5 % of the output

standard). On the other hand, the transducer functions required in the design are

checked. The on-spot debugging shows that the system has high reliability, high

anti-interference ability and can be applied to the railway line. The switch machine

power transducer can provide technique guarantees for the steady and safety of train

running. The linearity of test results is shown in Fig. 4. The linearity of the power

transducer can meet the design requirement.

7 Conclusion

The design and implementation of an on-line monitoring system in the railway

industry was illustrated in this paper. The multi-parameter power collection chip

ATT7022A, with advantages of high precision (achieved 0.5 level), convenient

function expansion and easy to achieve of software, is adopted in system, which

simplifies the hardware and software structures. This system has many advantages

as follows. The hardware electrical circuit C8051F410 mixed signal MCU is

adopted as the control core, which decreases the power loss and volume of the

system, but enhances the ability of real-time control. The switch machine

distributed monitor system model based on RS-485 bus line technique is provided,

which can enhance the efficiency of the management work in the railway

equipment.
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According to the above design, the power switch machine was produced suc-

cessfully. After adjusting of software, the output DC simulation signal achieves

4–20 mA. This system possesses advantages of high reliability, high anti-

interference and can be applied to the railway line, which can supply technique

guarantees for the steady and safety of train running.
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Data Model Research of Subdivision Cell

Template Based on EMD Model

Delan Xiong and Qingzhou Xu

Abstract Aiming at solving the problems of vast data, complex operation, and

time consuming processing for remote sensing image, subdivision cell template was

proposed based on Global Subdivision Grid (GSG). Subdivision cell template can

realize a high level abstraction and generalization for remote sensing image. Based

on a kind of GSG model of the Extended Model Based on Mapping Division

(EMD), this paper discussed the model and structure of subdivision cell template,

and put forward some new ideas for remote sensing image template processing. The

relate experiment shows, this study might help improve remote sensing image

processing speed, reduce repeated handling of huge amounts of image data, and

expand practical application of remote sensing.

Keywords GSG • EMD • Remote sensing image • Subdivision cell template

1 Introduction

With the rapid development of modern science and technology, the acquisition and

application of spatial information resources get more and more attention. As a real-

time, rich-information and covering a wide range of spatial information resources,

remote sensing image has become an important foundation data in many military

and civilian areas [1]. In recent years, much kind of remote sensing image data have

appeared and expanded rapidly. But in many practical fields, we need to think of the

compatibility, timeliness, accuracy, and reliability of these data. At the same time,

processing speed has become the bottleneck of remote sensing applications

[2]. Therefore, it needs to develop a more efficient theory and technology system

to organize and manage global spatial information.
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Global Subdivision Grid (GSG) provides a new way to build a global, multi-

resolution level of open geospatial data organization framework [3]. Based on space

partition organizational framework, the earth is divided into levels of regular,

hierarchical, discrete cells. It will achieve rapidly storage, extraction and analysis

of a worldwide mass data. In this paper, a kind of GSG model of EMD is introduced

[4]. Then we propose the concept of subdivision cell template, and deeply discuss

its application in remote sensing image processing. Some useful experiments and

application demonstration will be done for testing.

2 Aerospace Information Subdivision Framework of EMD

2.1 EMD Method of Subdivision

In support of national 973 projects, Aerospace Information Engineering Research

Center of Peking University proposed a set of multi-level geospatial framework,

namely the Extended Model Based on Mapping Division (EMD) [5, 6]. The EMD

mode can integrate the advantages of various global subdivision models in the

world. The main idea of the EMD model is: using regular polyhedron to divide in

the high-latitude regions, while using equal latitude and longitude grid to divide in

low-latitude regions. The specific subdivision methods are as follows:

• First level subdivision. One divided cell is from south latitude 88� to the South

Pole, marked as by 0. The other cell is from north latitude 88� to the North Pole,
marked as 21. There are two latitude belts if we divide the surface of the earth

from north latitude 88� to south latitude 88� through the equator. Each latitude

belt can divide into ten longitude belts with width of 36� initially from west

longitude 180�. So there are 20 subdivision cells, each one covers a range of

88� � 36�. These cells are orderly marked as 1, 2,. . ., 20. Therefore, the first

level subdivision can get 22 cells, as shown in Fig. 1a.

• Second and Third level subdivision. Each first subdivision is divided into four

equal second level subdivision cells. Each one has latitude difference of 44� and
longitude difference of 18�. These cells are coded by 0, 1, 2 and 3. Then, each

second subdivision cell is further divided into 33 third subdivision cells. Each

one covers a range of 11� � 6�. They are shown in Fig. 1b.

• More than Fourth level subdivision. Subdivisions from the fourth to sixth level

are divided according to mapping division rules. They are corresponding to

1:50000, 1:25000 and 1:10000 map respectively. From seventh level,

subdivisions are recursively carried on by quadtree method with equal latitude

difference and longitude difference.

• Pole Subdivision. The South Pole and North Pole were divided regular polyhe-

dron division. Detail subdivision method was introduced in Ref. [5].
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2.2 The Advantages of EMD Model

Compared with the other method of subdivision, the EMD model has many

advantages [7].

• The EMDmodel can provide a unified geospatial framework for various types of

spatial data. Remote sensing image can be described in structure style using

EMD model, which will improve expression ability of target.

• The EMD model can realize multi-scale representation of spatial data. All levels

of subdivision cells form a strict hierarchy system, which can meet data

requirements of different scales. Certain level subdivision cell has a unique

correspondence with the cells in its upper level and lower level cells.

• The EMD model provides a unified spatial information integration services.

Practice has proved that index of location is the basic approach to organize and

use spatial data. EMD model can make spatial data of different levels and

different regions have spatial logical relationships, just like a bridge.

• The practicality of EMD model. This model has a simple and clear correspon-

dence with existing spatial data and coordinate expression Existing massive

spatial data can be organized by this system easily.

3 Subdivision Cell Template Based on EMD Model

3.1 Subdivision Cell Template

GSG is a larger-scale hierarchical open spatial data management framework. It

researches on how to subdivide the Earth into a series of cells with same area and

similar shape. Subdivision cell is a multi-scale, discrete segmentation unit. It can be
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expressed by an only digital or character encoding in the world [4]. It corresponds

to a real region in the earth surface through subdivision. It has advantages of global,

multi-resolution, well proportioned spatial location. Subdivision cell template is a

standard data sample of remote sensing image corresponding to appointed region of

certain subdivision cell. It contains data sets of spatial characteristics, geographic

features and control points information of subdivision cell. Subdivision cell tem-

plate inherits the advantages of subdivision cell, and establishes a correlation

between the abstract model and specific remote sensing image. It will provide a

good condition to organize, manage, process remote sensing image.

Subdivision cell template is composed of cell information, template type and

image data. The main items are as shown in Fig. 2. Here, cell information contains

detail subdivision cell information, such as coding, level, shape, size, spatial

position, projection transformation and so on. Template type contains a variety

of the template metadata, which is corresponding to specific subdivision processing

algorithm. The template can be created by the template management module.

Template data contains standard remote sensing image information according

to certain subdivision cell. It not only includes resolution, coordinate information

of remote sensing image, but also includes the color, texture, shape feature of

spatial entity.

3.2 Modeling Process for Subdivision Cell Template

Constructing model for subdivision cell template is the key of remote sensing image

processing. Hierarchical strategy and partition method are the main idea in con-

struct data for subdivision cell template [8]. Modeling process can be described as

following.
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Cell Information

ID Coding of subdivision cell
Subdivition level

the area of cell
the length of cell

Geographical region of cell
the average curvature of cell
the type name of subdivision template

Application goal of template

Metadata format for template
Data type and requirement of template

Data file and data processing algorithm interface

the resolution of remote sensing image
Remote sensing plat and projection type

Main coordinate value in image

Geometrical feature of main entity in image
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Area
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Location
Curvature

Name
Application
Data Format

Data Type
File Interface

Resolution

Projection-type

Coordinate Information
Entity Feature

Template Type

Image Data

Item Description

Fig. 2 Main structure of subdivision cell template

820 D. Xiong and Q. Xu



• Determine the number of layers for original remote sensing images. Firstly,

make the original highest resolution images as the bottom resource. Then,

determine relate layer number of other resolution image data based on

multiplying power relationship.

• There are two kind methods to construct template. One is using existing image

data correspond to appropriate layer. The other is circularly resample original

data and generates other layer data.

• When meet a termination condition, it will stop creating new layer. Otherwise,

creating new layer until the data amount of image is less than a image block.

Hierarchical strategy can be adjusted flexibly according to the situation of the

data source. There is a greater flexibility in establishing image pyramid for multi-

source data. The goal is as far as possible to ensure the accuracy of the image,

reduce the data calculation, and improve processing speed.

Partition method is to improve I/O access efficiency of image data. Generally,

the block of 2n � 2n pixels is selected as the standard image data size [9].

4 Subdivision Cell Template Applications in Remote

Sensing Image Processing

4.1 Subdivision Cell Template Processing Idea

Subdivision cell template can be fit for massive remote sensing image information,

and improve processing speed of data. According to specific subdivision model, the

subdivision cell has outstanding feature in size and shape. We can select several

continuous subdivision cells as research object. Thinking of different application

requirements, the high resolution and orthogonal projected remote sensing image of

typical hot area can be selected. Then, subdivision cell template should be

established through standardized processing. Subdivision cell template processing

task includes image segmentation, feature extraction, manual annotation. The

processing flow can be described by Fig. 3.

4.2 Application Demo for Remote sensing image

Based on EMD model, we have research on shape, feature and coding of subdivi-

sion cell in certain level. Then, we constructed the corresponding subdivision

template of remote sensing image. An initial prototype system for subdivision

template of remote sensing image processing system was developed [10]. The

simple demonstration system was developed in Windows Server 2003. At present,
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it used SQL Server 2005 to manage remote sensing data. And basic interface was

designed and developed by VC++.

Preliminarily, we selected several high-resolution remote sensing images of

tourist attractions, and create subdivision template manually. At present, basic

functions such as image browsing, template view and feature retrieval according

to the specified conditions were completed. A kind of operation is shown as Fig. 4.

You can select retrieve mode (such as image subject), and input the keywords

(such as Henan AND tourism AND spa). Then, the search results will be shown.

You can get more information of image and template by clicking the related

buttons.

At present, the system has completed of basic functions testing in single com-

puter environment. Preliminary tests showed that the system have highly-targeted,

high practicability, high retrieval efficiency and good expandability. More

functions would be further developed.
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Fig. 3 Subdivision cell template processing framework
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5 Conclusion

Remote sensing images have been widely used in various fields such as military

reconnaissance, disaster forecasting, and environmental monitoring. Now the sens-

ing images data is increasing, and its application requirement is expanding. The

collection, organization, management and sharing of remote sensing data have

become the most prominent problem to be solved for data producers and users.

The global subdivision model of EMD divides the Earth into cells at levels.

Combining with the features and advantages of subdivision cell, this paper put

forward the concept of subdivision template and proposed to construct subdivision

cell template of remote sensing image. This method can be done gradually by level,

by batches, and by cell region. With the increase of subdivision cell template,

parallel processing technique would be adopted to improve processing efficiency

and sharing service. This study might have significance for extending application

fields of remote sensing image. It will open many practical applications of GSG,

and enhance the value of spatial data.
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Fig. 4 Subdivision cell template and image retrieve interface
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A Spatial Architecture Model of Internet

of Things Based on Triangular Pyramid

Weidong Fang, Lianhai Shan, Zhidong Shi, Guoqing Jia, and Xin Wang

Abstract In This paper, a novel spatial architecture model is proposed for the

Internet of Things (IoT) based on triangular pyramid. Under the support of generic

technologies, this spatial architecture model is composed of “Sensing and

Controlling”, “Ubiquitous Transmission” and “Diversified Requirements and

Applications”. The proposed architecture model may not only achieve effective

convergence of technology, but also simplify the heterogeneous network and

facilitate the application design of IoT. So, the current application situation of

IoT is introduced first, and the architecture of IoT is then analyzed. Secondly, the

spatial architecture model is proposed and some relevant compositions are

discussed. Finally, the application prospect is described.

Keywords Internet of things • Architecture • Triangular pyramid
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1 Introduction

The Internet of Things (IoT) is an advanced multi-disciplinary research field

nowadays. It is considered to be one of the most important technologies which

have enormous influence in the twenty-first century. In 2005, ITU defined IoT as [1],

“The connectivity for anything by embedding mobile transceivers into a wide array

of additional gadgets and everybody items, enabling new forms of communication

between people and things, and between things themselves.” Actually, the IoT could

sense, collect and monitor all kinds of information in real-time through various

integrated micro-sensor, processing information by embedded systems, and con-

verging information through self-organizing multi-hop relay communication

networks. The IoT would transfer this information to the user’s terminal to complete

various applications and achieve the “ubiquitous computing” goal.

Currently, the IoT is gradually applied in various fields. K.H. Su focused and

summarized the relationship between “smart city” and “digital city” [2]. A munici-

pal solid waste recycling management information platform was proposed [3]. The

application of “smart community” and “community security management” was

depicted respectively [4, 5]. In terms of people’s lives, G.X. Yang investigated

security and defense system for home based on IoT [6], Y.G. Li researched the

reinforcement of communication security of the intelligent home [7]. Of course,

there are other application fields, such as “Logistics Industry”, “Electronic Com-

merce” and so on.

Although the applications have a bright future, the IoT is an ongoing research

and development work. At present, there is no IoT system of ITU strict definition

and objective architecture. In this paper, we will introduce the current research

status of IoT architecture. For assuring the objectivity and rationality of assump-

tion, we will propose our novel architecture based on the understanding to IoT, and

then put forward key technologies involved with this architecture.

2 Related Works

It is very heterogeneous for each joint of IoT from sense, transmission to applica-

tion. The future needs to be taken openly and expansive network system architec-

ture for achieving interconnection, interaction and interoperability of information.

2.1 Architecture of IoT Based on Technology

At present, the mainly research describing the architecture of IoT is divided into

two types. One is based on the high-level architecture of Ubiquitous Sensor

Networks (USN) in Y.2221 of ITU [8]; the other refers to the OSI model.
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The architecture is divided into four layers based on oriented applications and

services of the USN in Fig. 1. It includes the underlying sensor network, access

networks, USN middleware, USN applications and services from bottom to up.

Another architecture that refers to OSI model is divided into three layers by

using hierarchical design. It includes the Perception Layer, the Network layer and

the Application Layer. Although the architecture ignores the network heterogene-

ity, it is cursory and flat. This architecture’s layer is divided more from the

application’s point of view, mentioned less for the interface between the layers

(data interface or physical interface) and scalability.

In fact, there is no specialized research for IoT in the ITU’s technology road-

map, but take the communication between persons and things, things and things as

the IoT’s important function, which is adopted by ITU.

2.2 Architecture of IoT Based on Application

There are three types of IoT’s architectures based on application, which include

Radio Frequency IDentification (RFID), WSN and Machine-to-Machine (M2M).

1. Base on RFID

The electronic tags that change “things” into intelligent objects may be the most

flexible in the three types of systems architecture, tagging mobile and

Fig. 1 An overview of USN with related technical areas
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non-mobile assets are their major application for tracking and management.

Prof. E. Fleisch believes that RFID, just like punch card, keyboard and barcode,

is a data entry method, belongs to a scope of IoT.

In the coding, the Auto-ID Centre proposed EPCGlobal system for all elec-

tronic encoding; RFID is just a carrier of encoding. It proposed five technical

components of the Auto-ID system in Fig. 2, including an EPC (electronic

product code) tag, RFID reader, ALE Middleware for information filtering and

gathering, EPCIS (EPC Information Service) and EPCIS Discovery Service.

2. Based on WSN

WSNis composedof a set of “autonomy”wireless sensornodes in free space,which

collaborate to complete the monitoring of specific environmental conditions, such

as temperature, humidity, and so on. It is self-organizing or self-configuring

network, including Mesh Networks and Mobile Ad-hoc Network.

AlthoughWSN is still a hot spot in the research field, there is seldom a success

case in the industrial field. This is because, the research on WSN focus on

sub-layer of network mostly. According to its current development, we think

the WSN has certain distance from the IoT of real sense, because it is inadequate

for research on the issue of its level. On the other hand, some researchers of

WSN are so high on wireless technology that they ignore the combination of

using field bus in perception aspect and using long distance wireless communi-

cation in the transmission, which have achieved the goal of large scale applica-

tion from the practicability and commerce popularization.

Architecture Framework

Certificate Profile Pedigree

Discovery Services

Object Name Service (ONS)

EPC Information Services (EPCIS) Core Business Vocabulary (CBV)

Application Level Events (ALE)

Discovery Configuration & Initialisation (DCI) Reader Management (RM)

Low Level Reader Protocol (LLRP)

Tag Protocol-EPC UHF Gen 2 Tag Protocol-EPC HF

Tag Data Standard (TDS) Tag Data Translation (TDT)

Data
Standards

Interface
Standards

Standards
in development

Exchange

Capture

Identify

Fig. 2 EPCGlobal standard architectures
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3. Based on M2M

Generally speaking, the concepts and architecture of M2M cover a wide range,

including the part of the contents of the EPCGlobal and WSN, also covering

both wired and wireless communication.

Similarly, the development of M2M lacks standardized specification and

unified system architecture. Although there is some attempt (such as oBIX and

oMIX), the unified specification has not yet formed, there is still a long way

to go.

In contrast, the technical architectures of WSN and M2M have not yet fully

been raised to the IoT’s ONS/PML technology system height. We believe that it

should refer to ONS/PML technology system on the road towards the IoT.

3 Novel Architecture Profile

The architecture is the most important prerequisite for the guidance of the system

design. In addition, the design of the architecture will determine the IoT’s technical

details, application patterns and trends.

We have followed the research methods used by ITU for architecture of IoT.

Firstly, we abstracted its applications and scenarios, which are the basis of the

design and verification of its architecture; then put forwards the general principles

and requirements. At last, we proposed a common architecture and the functional

structure models in Fig. 3.

We know that the objective of common architecture is the development of the

functional methodology and general model. So, we propose the spatial architecture

model of IoT based on triangular pyramid differs from the traditional form. This

architecture consists of four parts: ‘Sense and Control’, ‘Ubiquitous Transmission’,

‘Diversified Services and Applications’ and ‘Generic Technologies’, in which

‘Generic Technologies’ are the bases for above mention.

Generic Technologies
(Interface, Middleware…)

U
biquitous T

ransm
ission

Se
ns

e 
&

  
C
on

tr
ol

Diversified
Services &

ApplicationsFig. 3 A spatial

architecture model of

internet of things
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1. Sense and Control

The technology of things sensed and controlled is also called information things

technology. It belongs to the interface technology between the physical world

and network world. In a wide sense, it translates the analog into the digital,

which would be used. According to the instruction, it could perform some

operation.

The connotation of this technology is very extensive. It includes the Cyber

Physical System (CPS) [9]. Some researchers who study on CPS usually take the

embedded systems as the basic technology between real-world and network

systems in the U.S.A. Other researchers think that RFID, Near Field Communi-

cation and WSN constitute the basic technology to connect the real world and

the digital world in Europe. This difference derived from the different research

point of view.

2. Ubiquitous Transmission

The ubiquitous transmission means information can be reached anywhere, not

just the end to end. This transmission should have the high efficiency, low

latency and QoS guarantee. The ubiquitous transmission relates to the network

of self-management capability. On the other hand, it extended to “Any time, any

place, to connect to any things, to transmit any type of information”.

From a macro perspective, Internet to carry transmission of thing’s informa-

tion is no longer Internet of traditional sense. It must ensure that the information

about the query things has a time stamp and space markings, and instructions to

manipulate things must be the instructions of the time and space semantics. All

of these require the Internet to carry transmission of thing’s information has the

clock system and the coordinate system associated with the physical world,

3. Diversified Services and Applications

The IoT is embracing the people and things of the modern society, so the

applications and services involve various industries. Its applications can be

divided into several categories. The transportation and logistics classes include

the logistics management, automatic toll collection based on personal identifica-

tion, and electronic navigation map. The applications of medical classes are

composed of the tracking of medical objects, perception of physical symptoms,

as well as a database system. The personal and social classes are composed of

real-time interaction between people and networks, finding missing items. The

application of the future class is not yet available in the current deployment of

the conditions, including the robot taxi, smart city; and so on. These applications

are various services, which include multimedia services and data services. Of

course, these services could be divided into narrow-band services and wideband

services from the aspect of bandwidth.

4. Generic Technologies

In general, the generic technology is a class of technology that may be widely

used in many areas in the future, It’s R & D results can be shared, and profoundly

impact one or more industries and enterprises. As a major part of the spatial

architecture model of IoT based triangular pyramid, the generic technologies

play an important role from cognizing and sensing the ambient world to
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diversified services and applications. These generic technologies could not only

solve the heterogeneity of the network, but also promote the convergence of

multiple technologies. The generic technologies of IoT include middleware,

interface and information process, but not limited to these items.

4 Associated with Cloud Computing

In 2008, the concept of cloud computing was proposed by Google, caused wide-

spread concern in the industry. Forester Research gave cloud computing a defini-

tion: A standardized IT capability (services, software, or infrastructure) delivered in

pay-per-use, self-service way [10]. We believe that cloud computing is the combi-

nation of information processing, storage and operations based on cooperation. The

main source of information is the massive data, which mostly comes from the

ambient world.

In the traditional sense, the association of cloud computing and the IoT is vague.

However, through the proposed architecture in this paper, they both could conve-

niently be associated by ‘Generic Technologies’. This is due to that some technical

features are not only owned by the two, and some events are but also driven jointly.

Many associated technologies combined with novel architecture of IoT and

cloud computing, we focus on the pre-processing technology of massive data in

IoT. At present, with the expansion of the scale of the IoT’s applications, the

amount of data that is generated by perceived information is growing exponentially.

On the other hand, the perceptual characteristics of the sensor node, just as multi-

point sensing a common target, as well as a single-point sensing multi-target, would

cause the deviation and redundant of the information within a certain range. In

addition, in the process of information transmission, especially the transmission

process in the self-organizing multi-hop network, part of the data loss caused by

dirty data – in the data of source system (data perception and transmission in IoT),

the size of the data is not within the given range, or the data is meaningless for the

actual services, or data format is illegal, as well as there are non-standard coding

and vague logic of service. These dirty data would reduce the operating efficiency

of the system, or even cause system collapse. In order to solve the above-mentioned

issues, some measurements should be taken:

• Date filtering or data cleaning based on variable constraint for ‘Sense and

Control’;

• Data aggregation based on distributed multi-source for ‘Ubiquitous

Transmission’;

• Data reduction based on the feature of the perceived target for ‘Diversified

Services and Applications’.
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5 Conclusion

There are some arguments about the research and development of IoT. One is

whether it has its own technology architecture. Someone holds passive attitudes.

They claim that it has just been the integration of existing technologies. However,

others hold opposite opinions. In this paper, the novel architecture pro-posed

ensures to provide guidance for how to define the functional structure of an IoT.

The guidance includes how to divide into the appropriate feature set and how to

define the reference point between the feature set corresponding to the physical

realization and interface definition. Meanwhile, it is believed that although the IoT

possesses features of computer, communication, network and control, the simple

integration of these technologies cannot constitute a flexible and efficient IoT.

Based on the convergence of above mentioned technology, the IoT forms own

technical architecture through further research, development and application.

In accordance with the ITU point of view, “Interconnect Any Thing” is the

expansion of capacity, services and applications of the NGN. Therefore, it is

recommended that the IoT should be applied to NGN’s research scope and be

implemented in the NGN technology development roadmap. We should further

study the functional architecture of the IoT and specific configuration model.
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Design and Realization of Fault Monitor

Module

Dongmei Zhao, Huanhuan Dong, and Xiang Xue

Abstract Fault monitor module is designed for power grid fault diagnosis and

recovery system. It sets interface with dispatching automation platform to get real-

time operating data. In order to solve the problem – “Data are flooding but useful

fault information is lack and fuzzy”, this paper analyzed and processed the upload

of data in fault condition. It uses semantic analysis and logical analysis to delete

interference, integrate some other messages and do some complement. With the

more reliable and clear messages to identify the condition, it can avoid the fault

diagnosis mistakenly start through fault identification functional module. It uses

fast network topology analysis (using depth-first method search whole net and

dynamic topology tracking the net changes) to monitor real-time data changes of

the power grid running state. The whole program is divided into several separate

threads to improve the efficiency. The application result shows that it improves the

diagnosis and the recovery can be more accurate, more efficient and faster.

Keywords Monitor • Interface • Fast topology analysis • Multi-thread • Fault

identify

1 Introduction

Modern grid becomes bigger and the harm caused by fault is more and more

serious. At the same time, users’ requirements are also rising about continuous

power and its quality. Grid is developing toward the direction of building a strong

and smart grid, trying to realize it’s self-healing and self-adaptive. In other word it

means when simple or complex fault happens to grid, the automation system can
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accurately and rapidly identify the fault zone to determine the true fault element,

then to restore power to the users in blackout region with the faster speed and

optimal path. Therefore, fast and accurate fault diagnosis and recovery system is

significant to the stable and reliable operation of the power grid.

Fault diagnosis and recovery methods are all based on the gathered fault

messages. Without the fault messages, the fault diagnosis and recovery system is

just like bricks without straw, so fault messages analysis and processing is neces-

sary and essential. We establish the monitor module to receive real-time informa-

tion collected by the dispatching automation platform, and then to classify and

select from the information to make network topology analysis in this paper. It can

provide reliable and useful fault information and coordinate the execution order of

the program.

2 The Overall Program Design

The monitor module has several sub-modules: data interface, alarm information

identification, fast network topology analysis, the system self-test, multi-thread

management. The whole system’s function block diagram has shown in Fig. 1.

2.1 Data Interface

It connects SCADA/EMS to get the static and dynamic data for fault processing.

The static data includes device model, topology information and some secondary

device configuration information. We can get the static data from CIM. Dynamic

data are real-time operation messages. It can provide grid operating information.

We can get real-time operating codes and translate them into information that can

be directly and easily used by following program based on the 104 rules.

Man-machine interface

Fault
diagnoise

Fault
recovery

Falut alarm

Show best
recovery

route

Dispatch
automation

Data
interface

Topology
analysis

Alarm
information
identificat

ion

Monitor module

Alarm window

Dynamic
topology

color

Multi-thread
management

Fig. 1 Fault diagnosis and recovery system monitor module functional diagram
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Alarm information window includes the new alarms fault diagnosis system getting

data last time till it getting data this time(suppose the time interval flag is t). With

testing many times, t equaling 10 sends is suitable for getting fault messages.

2.2 Fault Messages Pre-treatment

There are plenty of fault messages, but many of them are redundant and useless.

The messages are incomplete inconsistency and possibly they are got not at the

same time. All of these will lead the interface to miss some of the troubleshooting

critical information, so the messages pre-treatments are necessary [1] (Fig. 2).

2.2.1 Filter

In order to highlight main information, we can filtering some alarm messages which

contains some special keywords, for example, the alarm messages including words

like “DC panel”, “fault recorder” and so on. What is more, we can provide the

editing functions such as add, delete, modify keywords to enhance the

adaptability [2].

2.2.2 Anti-shaking

The jitter messages do great harm to fault diagnosis, so the rules of judge and deal

with jitter messages are developed to ensure that jitter messages are written into

jitter record table and being prevented from uploading.

Input SCADA/EMS data from
the interface

Filtering the messages

Jitteringmessage?

Merging and
integrating messages

Filtering rules

Write into jittering
record

Merging and integrating
rules

No

Yes

Fig. 2 Fault messages

pre-treatments flow chart
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2.2.3 Messages Merging

Based on message merging logic, the messages which have the same semantic

content or extension meaning should be merged. E.g. some important components

that have dual-microprocessor-based relay protection and the two sets of protection

device may act and send messages at the same time. To merge the messages

according to the logic, then choose the most suitable one for display.

2.2.4 Comprehensive

Most of the protection signals, such as over current protection, differential protec-

tion, and overload protection are all have a fixed protection tripping objects. We can

integrate the related fault messages into one message according to the directly

relationship between the relay signals and breaker tripping messages.

2.2.5 Dealing with the Mistake Messages and Omitted Messages

According to action logical relationship between the relay protection and circuit

breakers, and considering some auxiliary secondary signals at the same time, it can

do in-depth analysis of the protection signals to see the possibility of errors in logic

or to see whether missing some circuit breaker tripping messages that should be

uploaded. After these are done, it can suggest the possibly mistake messages and

the omitted messages, and directly delete the insignificant ones [3, 4].

2.3 Fault Identification

The fault diagnosis and recovery program isn’t running when grid is operating well.

It starts only when fault happens, so fault identification is important to start

diagnosis program. The fault criterion is made with the necessary fault information

of relay protection, circuit breakers and so on.

D ¼ {d1,d2,. . .,di} is a collection of all devices, including generators,

transformers, buses, lines. P ¼ {p1,p2,. . .pj} is a collection of all relay protections.
B ¼ {b1,b2,. . .,bk} is a collection of all breakers.

Relationship < is defined as follows:

< ¼ fðp; bÞjp move contributes to bmove; p 2 P; b 2 Bg (1)

If p and b have the relationship as Eq. 1, we can say p and b are relations.

For p 2 P, the related breakers are BðpÞ
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BðpÞ ¼ fbjp<b; b 2 Bg (2)

For b 2 B, the related protections are PðbÞ

PðbÞ ¼ fpjp<b; p 2 Pg (3)

If there is protection p 2 P arising, and at the same time there is related breaker

move-information b 2 B, it tips fault happen [5]. The detailed identification process
is shown in Fig. 3.

2.4 Fast Network Topology Analysis

2.4.1 Network Topology Analysis

The information of connecting relationship of the devices and the real-time status of

switches which comes from the interface are important data for topology analysis.

Alarm information window IAW

Get one alarm information
in IAW

Is relay
protection

move?

Have related
breaker
move?

Is breaker
move?

Have related
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move?

Start fault diagnosis and recovery
program

no
yes

yes

no no

no

no

yes

yes

yes

Alarm
information

is over?

Is time
over?

yes

waite

Fig. 3 Fault identification flow chart
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If the switching device is closed then the two endpoints of it can integrate into one

node. Check all the switching devices with this method to form the endpoints-

nodetable. The detailed analysis process is shown in Fig. 4.

After that, integrating lines transformers and other impedance devices’ two nodes

into one subsystem. The method is similar with topology nodes analysis above.

The subsystem has power and load representing that it is operating well. Other-

wise, it is an island that is isolated from the grid. In order to ensure the timeliness of

the online application, it needs real-time information to update current grid dynamic

topology and to provide the relations between devices for the whole program.

2.4.2 Dynamic Topology Tracking

Partial network topology tracking is essential for improving the speed. It directly

focuses on the move zone and analyzes the partial zone based on the breakers

movement [6]. Figure 5 is the flowing chart.

1. Are the breaker’s two endpoints still belonging to one node? If the answer is yes,

the track is over; If answer is no, to start searching from breaker’s one endpoint

based on closed neighbor breakers, set their node number MaxNodeNum+1

(MaxNodeNum is the max node number before the breaker opens).

2. Are the breaker’s left and right nodes still belonging to one system? If answer is

yes, the track is over; otherwise, to start searching from the new node based on

impendence devices, set their system number MaxSysNum+1(MaxSysNum is

the max system number before the breaker opens) (Fig. 6).

Push endpoints to queue
and make searching flag
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Is all
endpoints
searched?

Set new node flag
Flag=0

Push a new endpoint into queue, node
number is NodeNo, set searching falg

1,Flag=1

Point number NodeNo
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Is queue
empty?
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Delete queue head number, search endpoints
which are connected to the head number

through closed breakers and push them into
queue, set node number NodeNo, set searching

flag 1

yes

yes

yes

no

no

no

end

Fig. 4 Topology nodes analysis
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2.5 Multi-thread Management

Multi-thread management sub-module sets separate threads to improve the running

efficiency as multi-thread technology aloud several threads running at the same

time. It also sets their running prior to decide which one running first when crash

happens.

Prior I: fault identification function starts the online fault diagnosis and recovery

program has the first position, its running cannot be disturbed by other threads.

Other threads are all hang.

Prior II: data interface is an always running thread, and it is listening for data

transmission request all the time.

Prior III: users’ request from man – machine interface such as electrical devices’

parameter adding, deleting or changes and so on.

In a word, multi-thread management can solve threads’ crash and order the

sequence of their running. The thread which has the higher prior could obtain more

CPU running time and recourse.

Start

Get breaker move
information

BFS, start nodes analysis from moved 
breaker’s left endpoint I_Node

Searched right 
endpoint J_Node?

Set searched endpoints’node number 
MaxNodeNum+1

Start system analysis form 
MaxNodeNum+1 node

Searched system 
which including 

J_Node?

Set searched nodes’ system number 
MaxSysNum+1

End

yes

yes

no

no

Fig. 5 Dynamic topology

tracking when breaker

opens
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3 Software Testing

Due to the low probability of fault in the grid, it designs the study states fault

simulation to test effectiveness and practicality of the software. Using the alarm

information that read from the database to set fault condition to test the software,

the results show that the software running smoothly and the diagnostic result and

recovery path are correct and reasonable. We apply it to a regional power grid’s

fault diagnosis and recovery system to see that it could read real-time data, give

warning tips when it accepts exceptional messages. It has high reliability and meets

the development requirements of the system’s function.

4 Conclusion

Monitor module is a data provider for fault diagnosis and recovery system, and it is

also the entire system’s manager and commander. It controls the priority order of

the system program’s implementation and trigger conditions, etc., keeps coordina-

tion of the various program modules and avoids conflicts. In advancing the process

of fault diagnosis and recovery system utility, full attention must be paid to the

collection and collation of the fault information, including the pretreatment of the

fault information for building underlying data and extracting diagnostic knowledge

for fault diagnosis.

Multi-thread
management

Man-machine interface

Fault
identification

Fault
diagnosis

Fault
recovery

Fault
operation

ticket

Fault alarm Optimal
recovery path

Data interface

Fig. 6 Multi-thread management module functional block diagram
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Dynamical System Identification of Complex

Nonlinear System Based on Phase Space

Topological Features

Lei Nie, Zhaocheng Yang, Jin Yang, and Weidong Jiang

Abstract Dynamical system identification of complex nonlinear system can be

regarded as parameter estimation task of uncovering the nature of the system, which

is of much importance for many engineering applications. Sea clutter is one kind of

complex nonlinear system, which has intrinsic complexity and high nonstationarity.

Therefore, it is difficult to detect marine targets due to the low Signal-Noise-Ratio

(SNR) and low Signal-Clutter-Ratio(SCR). To improve the performance of marine

target detection in, a method to discover fundamental geometric structures from

high-dimensional and multivariable data sets is proposed. The method can improve

the target detection performance and its main novelty lies in phase space

reconstruction and topological features extraction, based on the dynamical system

identification scheme and topological data analysis (TDA) techniques. Experiments

with measured sea-clutter data demonstrate the performance of the method

proposed in this work.

Keywords System identification • Pattern discovery • Sea clutter

1 Introduction

Robust marine target detection [1] and adequate sea clutter modelling [2, 3] are

significant capabilities in utilizing the modern maritime surveillance radar, which

has high-resolution and broadband [4, 5]. The massive data of radar echo provide

more possibilities as well as more difficulties in knowledge extraction.
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Recent years, Topological Data Analysis (TDA) methods [6] are being devel-

oped for data sets on which the natural structure is not a metric, but rather a partial

order [7, 8]. By extracting global geometrical structures from lower dimension

expression, this non-parametric approach is proved to be an effective tool for

massive data analysis [9]. The primary processes applied in TDA are described as

several common steps [10].

To implement TDA methods on the datasets of measured sea-clutter, the trans-

formation from original data to point cloud data (PCD) must be made. The global

geometrical features are extracted from PCD and are certain presentation for the

original data. The hidden structures and properties consist in the sea-clutter

represented as digital form time series.

In real world most systems are doubtless nonlinear and non-stationary systems.

A prerequisite for the representation of nonlinear and non-stationary data is to find

the adequate adaptive basis. It is advisable to apply TDA methods on sea-clutter,

the typical complex system of practical radar clutter environment.

2 Nonlinear Dynamical System Identification

Devote to reconstruct dynamical systems from measured data, system identification

can be regard as a general term to provide mathematical tools and algorithms

representation. The field of system identification is well developed for linear

systems. In fact, all physical systems are nonlinear to an extent and exhibit a variety

of complex dynamic behavior, so nonlinear dynamical system identification is of

great importance. To deal with the curse of dimensionality and insufficiency of

priori knowledge, nonlinear dynamical system identification have to consider

efficient method capable of dimension reduction and knowledge discovery, like

TDA mentioned above. It is obvious that there is no particular representation of

nonlinear systems which can be regarded as the best for all applications, however, it

seems that system identification is in many aspects simpler and more convenient to

implement.

As is shown in Fig. 1, A general implementation procedure to estimate a

nonlinear model can be described as follows:

1. Select the model structure
2. Split the observed data into two parts: an estimation data set and a validation

dataset.
3. Select the input and output lag spaces nu and ny and the input time delayed.
4. Train a number of nonlinear models by using the estimation data set
5. For each of these models, use validation data to compute the value of the

criterion.
6. Select the one which minimizes the fit on the validation data as the final model.
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3 Topological Features Extraction

Discovering hidden patterns or structures is of significant importance to study

complex systems. Actually, the description of pattern or structural knowledge can

be classified into many kinds according to the research area and application

objective. The topological structure and invariant are what we focused in this work.

Pattern recognition [4] and most related works is about methods of supervised

learning and unsupervised learning. Usually, the patterns to be classified are groups

of measurements or observations. Data or patterns classification take advantages of

priori knowledge, or ulteriorly statistical information, whereas, pattern discovery

takes advantages of using domain-specific knowledge, processes the data by

reverse-engineering method, and aims to acquire the certain patterns which are

able to character the complex system effectively. The patterns include topological

structure, topological invariants, and manifold characteristics, et al. (Fig. 2)

As a novel approach of studying the inner structure and sub-structure of complex

systems, pattern discovery use less theoretical assumption but provide more practi-

cally useful knowledge. It can be considered as the extension of pattern recognition

and machine learning. Up to now, the idea of pattern discovery illustrates consider-

able superiorities through the integration with nonlinear dynamics, dimension

reduction, statistical manifolds, and topological analysis.

The classical statistical and non-statistical models based on the amplitude

statistics of sea clutter are extensively studied for many years. Topological methods

under pattern discovery scheme, which are natural to be applied in this direction, is

suitable to see through the instinct complexity by extract structural information and

topological invariants, simply because geometry can be regarded as the study of

distance functions.
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Currently, the geometrical and topological methods for structural analysis of the

data are being pursued in the three allied fields of computer science, mathematics

and statistics.

Although each field has their own particular approach and questions of interest,

there are still lots of similarities among all three fields. Taking advantages of

geometry and topology methods, novel and effective methods could be proposed,

among which TDA is a typical tool. In this work, the method based on TDA is

implemented by the following steps:

1. Locate the critical points in the dataset

2. De-noise, convenient for the structural pattern extraction

3. According to proximity parameter, replace the data points with a family of

indexed simplicial complexes

4. Through algebraic topology and especially persistent homology, analyze topo-

logical features

5. In the form of Betti number, get the representation of the persistent homology.

In order to utilize the topological structural patterns in the dynamical system

identification, a distance function based on the coherence function could be defined

to evaluate the “closeness” of two processes:

d Xi;Xj

� �
≜

1

T

ðT
0

1� CXiXj
ðf Þ� �� �1=2

(1)

Where Cðf Þ is coherence function of the two processes. The topological

invariants then provide efficient parameters to evaluate if there exist significant

differences between the reconstructed dynamical systems.
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Fig. 2 Pattern discovery and pattern recognition comparison
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4 Experiments and Conclusion

Experimental sea-clutter data used in this work are provided with McMaster

University IPIX radar. This radar is located at OHGR, Dartmouth, Canada, on a

cliff facing the Atlantic Ocean. It is fully coherent X-band radar with several

advanced features [2]: dual-polarized, coherent with an antenna beam width of

100, built-in calibration equipment, and digital control system.

The antenna of this radar points along with a fixed direction, and the radar works

at dwelling mode of operation. Only a piece of the ocean surface is illuminated, and

the sea clutter features completely depends on the sea surface’s motion modality.

The experimental results are given on the measured sea clutter data of the data

set #17 and #18. Experiments on correlative datasets, for instance, #19, #28, #26,

#283, #300, and most other datasets, bring similar results and conclusions.

The sea clutter time series can be reconstructed to get a set of vectors which are

m-dimensional, and these vectors consist in the reconstructed phase space. To deal

with effective structural features extraction in these vectors, Topological Data

Analysis methods could be utilized (Fig. 3).

Figure 4 demonstrates the three dimensional phase space portrait of sea clutter

datasets #17 and #18. It is notable that the distributions are severely imposed by the

target. Based on these distribution patterns, the topological structures could be

acquired by implementing dimension reduction methods and topological

transformations.
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As is shown in Fig. 5a, b and more obvious in Fig. 5c, the No. 9 range bin which

contains the marine target illustrates a prominent topological structure compared

with the other range bins. Furthermore, the topological structural patterns can be

utilized in nonlinear dynamical system identification.

Knowledge discovery and system identification on sea clutter, which are typi-

cally massive, high-dimensional and multivariable, are undoubtedly valuable as

well as full of challenge. A nonlinear dynamical system identification scheme based

on the topological pattern discovery was proposed in this work, aiming to provide

useful knowledge for corresponding complex sea clutter modeling and addressing

analysis problem. Through the method proposed in this work, the target detection

performance in the sea clutter can be improved significantly. Based on the

dynamical system identification scheme and topological data analysis techniques,

the method may help find ways through complex sea clutter data. Experiments with

measured sea-clutter data demonstrate the performance of the method proposed in

this work.
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pp 881–894

7. Edelsbrunner H, Letscher D, Zomorodian A (2000) Topological persistence and simplification.

FOCS ’00 Proceedings of the 41st Annual Symposium on Foundations of Computer Science,

IEEE Computer Society, Washington DC, USA, pp 454–463

8. Yao Y, Sun J, Huang X et al (2009) Topological methods for exploring low-density states in

biomolecular folding pathways[J]. The Journal of chemical physics 130:144115

9. Robins V, Abernethy J, Rooney N (2003) Topology and intelligent data analysis. Springer,

Berlin/Heidelberg, pp 111–122

10. Group S, Carlsson G (2009) Topology and data. Bull Am Math Soc 46(2):255–308

Dynamical System Identification of Complex Nonlinear System 849



Field Programmable Gate Array

Configuration Monitoring Technology

for Space-Based Systems

Longxu Jin, Jin Li, and Yinan Wu

Abstract In order to solve the problem of field programmable gate array (FPGA)

configuration failure after the Satellite TDI CCD camera power-up, a FPGA

configuration process monitoring system was designed. First, this paper describes

the core monitoring circuit in the FPGA configuration monitoring system. Then the

design ideas of software are proposed for the monitoring system. Finally,

the experiments were performed in the monitoring system. Experiment results

showed that the proposed FPGA configuration monitoring system can timely

monitor exception occurred in FPGA configuration process and can analyze the

error origins and can configure successfully the FPGA applications. The FPGA

configuration successful rate reaches 98.2 % after using this system. The monitor

system can improve the reliability of FPGA configuration and solve the problem of

FPGA configuration failure.

Keywords Space camera • Field programmable gate array configuration • Monitor

state machine

1 Introduction

The Field Programmable Gate Array (FPGA) devices based on SRAM have been

widely used in the Satellite TDI CCD camera these days [1, 2]. They are volatile

devices- they do not retain their configuration when power is removed [3]. To

ensure a FPGA system operating properly, people must reinitialize the CCLs inside

the device each time power is cycled, that is the ICR (In-Circuit Re-configurability)

[4, 5]. However, configuration failure often occurs in the current space and aviation

FPGA system. Once FPGA configuration failure occurred, people have to make the
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Satellite TDI CCD camera system re-power up. Under the satellite environment,

the power-up operation is very trouble in the Satellite TDI CCD camera [6].

To ensure Satellite TDI CCD camera operating properly under the satellite

environment, the traditional design method overcoming FPGA configuration failure

is watchdog technology. When the power-off controller discovers a watchdog

alarming, the power-off controller makes the camera power up again. This method

need to design a dedicated power-off controller, watchdog monitor and a separate

power supply system. And it has brought a lot of trouble in the Satellite TDI CCD

camera design. So it is necessary that a FPGA configuration process monitoring

system was designed in the FPGA module. On the one hand, the new design does

not require additional power supply system, watchdog monitor and the controller

that controls the Satellite CCD camera power-off; On the other hand, when the

Satellite TDI CCD Camera after a one-time power-up, FPGA configuration is

successful. And the FPGA system runs at normal state. Meanwhile, the monitoring

system can make FPGA reconfigure successfully a bit-stream again when it is

notified to reconfigure a bit-stream by FPGA. In addition, the monitoring system

can analyze and monitor the FPGA configuration process. Once a FPGA configura-

tion fault is detected by the monitoring system, the reconfiguration process begins

during the Satellite TDI CCD Camera power up.

Take Xilinx’s Virtex-IIPro family FPGA as an example, A FPGA configuration

process monitoring system was designed in this paper. And the external system was

designed to verify the feasibility and superiority of the new design method. The

design can satisfy the Satellite TDI CCD camera requirements of high success rate

and reliability in configuring the FPGA application, and improve the success rate of

the FPGA configuration.

2 The Scheme of FPGA Configuration Monitoring System

Figure 1 illustrates the total block diagram of FPGA configuration monitoring

system. The system contains a FPGA sub-system, power-off subsystem, communi-

cation module, and data transmission subsystem and host computer. The FPGA

subsystem is mainly composed of two circuits which contain two same FPGA and

FLASH devices. One has the FPGA configuration monitoring circuit, the other

don’t have the circuit. The two Flash devices separately load the configuration data

into the corresponding SRAM-based FPGA devices after power-up when the

Power-off subsystem has operated. If a FPGA configuration failure occurs,

the FPGA sub-system sent configuration failure information to the communication

module. And according to an instruction receiving, communication module issues a

corresponding command to the power-off system, and the power-off system

disconnects the power of the FPGA device configuration failure. In addition, the

FPGA configuration information is transmitted by the communication module, and

is stored in the host computer. After the FPGA configuration successful, application

displays in the host computer through the data transmission module. If the two
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FPGA devices can successfully configure a bit-stream file, the power-off system is

notified by the communication module, and the whole system starts the next

configuration experiment. The host computer can inject the number of configura-

tion experiments parameters into the communication module. The FPGA configu-

ration process monitoring is completed by a CPLD device.

3 The Hardware Circuit and Soft Design of FPGA

Configuration Monitoring System

The FPGA configuration monitoring system design is used for verifying feasibility

and superiority of the monitoring circuit in FPGA configuration process. Therefore,

the core of the FPGA configuration system is monitoring circuit. In order to monitor

entire FPGA configuration process and real-timely reflect configuration informa-

tion, data re-configuration is needed under power-up situation when configuration

failure happens. As the result, circuit design requirements are:

1. The device used for monitoring FPGA configuration process should guarantee

its configuration data won’t lose when powered off. And it can quickly and

reliably enter operation state at every power-up.

2. In order to real-timely monitor FPGA configuration process, FPGA, configura-

tion memory and monitoring process need to work in the same clock.

3. FPGA, configuration memory and monitoring process should be in the same

scan chain.

Figure 2 is a concise circuit diagram which is used for monitoring FPGA

configuration process. XC2VP40-6FG676 chip produced by Xilinx has powerful

processing property. It is selected as FPGA of this circuit. XCF16P-VQ44C pro-

duced by Xilinx is selected as configuration memory and XC2C64A chip in

Xilinx Virtex-2 Pro
FPGA1

FLASH1

Xilinx CPLD

data 
transmission

communication
module

host 
computer

Xilinx Virtex-2 Pro
FPGA2

FLASH2

Power off/on

FPGA configuration
subsystem

Fig. 1 Block diagram of configuration monitoring system
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CoolRuner-II family produced by Xilinx is selected as monitor CPLD. XC2C64A

chip is non-volatile device [7], so configuration memory is not needed and configu-

ration data won’t lose when powered off. The three devices in configuration

monitor circuit are in the same scan chain and the configuration data are accord-

ingly downloaded to chips by the same JTAG. In order that configuration clock and

monitor operate in the same clock, slave serial configuration mode must be selected

in FPGA and FLASH. As the processor which monitors FPGA configuration

process, CPLD is used to control storage location of the FPGA bit-stream in

FLASH, monitor configuration process, analyze failure reasons, re-configure con-

figuration data when a configuration failure occurs, re-configure configuration data

when FPGA re-configuration order is received and monitor whether the FPGA user

program operating normally and so on. Furthermore, the method has been used for

the FPGA configuration monitor soft [8].

4 Experiment Studying

Figure 3 illustrates tested simulation results which contain Configuration passing,

CRC checksum failure, Missing synchronization word and watchdog alarm through

Xilinx ISE 10.1 software. From the Fig. 3, a conclusion that the monitor state

machine can handle various configuration failure problems during the FPGA

configuration process can be drawn. When the state machine detecting configura-

tion failure, it enables FPGA to reconfigure data until the configuration data is
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Fig. 3 Diagram of state machine simulation (a) configuration passing (b) CRC failure (c) missing

sync word (d) watchdog alarming
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successfully configured. At the same time, configuration registers can accurately

reflect the results of the entire configuration process.

Up to now, the simulation result indicates that the design mentioned in this paper

is correct. Then after FPGA configuration monitoring system designed power-up,

PC computer through Xilinx ISE 10.1 software makes IMPACT software and

circuit board communication. And the software scans the devices on circuit

board, can find XC2VP40, XC2C64A, XCF16P in the same scan chain. In the

same chain, different formats application can be downloaded into the

corresponding device. Meanwhile, after the host computer injecting parameters

into the power-off system, FPGA configuration experiment begin, and the configu-

ration information is recorded. The experimental results show that the configuration

causes from the actual device operation consistent with that shown Fig. 3. This

shows the design mentioned in the paper is feasibility. We test the performance of

configuration of nine blocks of circuit board. The test results are shown in Table 1

using the monitoring system and Table 1 un-using the monitoring system. The

experimental data is analyzed by a binomial distribution formula. The formula is

fXðxÞ ¼ P½X ¼ k� ¼ n!

k!ðn� kÞ! p
kð1� pÞn�k

(1)

where n is the total number of configuration test, p is the probability of configura-

tion passing, 1-p is the probability of configuration failure, x is the number of

configuration passing in n configuration tests. From the Eq. 1, the experimental data

were processed using MATLAB. The result processed shows that the configuration

failure rate using traditional FPGA configuration method is 5 %, while 1.2 % using

the monitoring system. This shows the new design greatly improves the configura-

tion success rate, which reaches 98.8 %. This shows the new design greatly

improves the configuration success rate, and fully is able to meet the requirements

of Satellite TDI CCD cameras.

Table 1 Statistics of configuration failure times per 100 times with

different boards

Board number Un-using monitor system Using monitor system

1 3 1

2 7 0

3 0 0

4 9 2

5 2 0

6 7 3

7 4 1

8 8 2

9 5 2
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In addition, the author tests the performance of configuration of nine blocks of

circuit board at different configuration rate using the method proposed by this paper

when working temperature is +20 �C. The test results are shown in Table 2. From

Table 2, the probability of FPGA configuration success is 98 % under configuration

rate low 40 MHz, which is the requirement of space camera. Therefore, the method

proposed by this paper meets fully the application of space camera.

5 Conclusion

Based on the TDI CCD cameras requirements of the high success rate and reliabil-

ity of FPGA configuration, the FPGA configuration monitoring system mentioned

in the paper was designed. The feasibility and superiority of the system designed

was verified through tens of thousands of test. The results show that, FPGA

configuration monitoring system can overcome a variety of failure problems in

the FPGA configuration process in practice; the FPGA configuration successful rate

is up to 98.2 % after using this system. Compared with the traditional methods of

FPGA configuration, the new design made configuration success rate to increase by

3.8 %. It can satisfy the satellite camera requirements of high success rate and

reliability in configuring the FPGA application.
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HVS-Inspired, Parallel, and Hierarchical

Traffic Scene Classification Framework

Wengang Feng

Abstract In order to quickly, accurately, and efficiently classify traffic scene based

on the image semantics, a bionic, parallel, and hierarchical scene classification

framework is presented in this paper. Based on the perception as defined by the

human visual system (HVS), the model is built. At first, an image pyramid was used

to present both the global scene and local patches containing specific objects.

Secondly, codebooks were built, which satisfy both long stare and short saccade

similar to those of humans. Next, the visual words by generative and discriminative

methods were trained respectively, which obtain the initial scene categories based

on the potential semantics using the bag-of-words model. Then, a neural network

was used to simulate a human decision process. This led to the final scene category.

Experiments showed that the parallel, hierarchical image representation and classi-

fication model obtained superior results in terms of accuracy.

Keywords Image pyramid • Visual codebook • Generative method • Discrimina-

tive method • Neural network

1 Introduction

Scene classification [1–3] plays an important role in efficient image resource

management and automatic image classification and is very important in computer

vision and pattern recognition domain as well as content-based retrieval. The goal

of a computer vision system is to build a model of the real world that allows a user
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to interact with it. The ultimate goal is to allow a computer to “see” the world in a

manner similar to the biological visual system. First it must build the framework

then realize cognition and inference. The goal of this research is to allow images to

be quickly, accurately, and efficiently classified based on the image semantics.

In cognitive theory [4], the majority of research on scene classification has

focused on the roles of either low level visual feature cues or high-level factors

such as object-, semantic-level cues, or behavioral task demands. However, the

latest research in cognitive neuroscience found the partial separation scanning the

global scene relocate to new areas, as well as evidence to support the existence of

small amplitude, the importance of “correct” image browser glanced natural cycle.

So both global features and local features are good visual feature candidates for

targets on which the eyes fixate. They should be used together for scene modeling,

in a parallel fashion.

The perception in the human visual system follows a hierarchical model in

which the information of scale space is not changed by altering the scale

[5]. Humans can recognize one scene in a very short time because they have a

large and complex scene dataset in the brain. The model needed to classify a scene

has been trained sufficiently to fit most situations. Based on cognitive neuroscience,

we propose a novel parallel, hierarchical scene classification framework that has

superior results for scene recognition.

2 Traffic Scene Classification Framework

In the training step, there are five stages: First, each one image will be presented as

21 images (patches) in three layers using an image pyramid. Second, we will build

codebooks, and third, each visual word extracted from one image patch is trained in

a generative way using pLSA model. Each training patch is then represented by

z-vectors (pðzjdÞ) where z is a topic and d is an image. Fourth, the z-vectors obtained

from last step are subjected to discriminative training. Finally, we use neural

network to get the final classification category on the 21 patches scene categories.

The approach simulates human’s decision process based on local and global visual

perception.

The test step also proceeds in five stages. The difference is that the test image is

projected onto the learning during the training period by the vector spanned

simplex. This is used in learning the expectation maximization (EM) to run in a

similar manner, but now, only in the z vector updating steps with other learned

vector fixed in each of M step. As a result, the test image is represented by the

z-vector. Then test the multi-class image classification discriminant classification

(Fig. 1).
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2.1 Image Pyramid

On the basis, the image is further divided into a planar sequence, Ik ¼ fIki g4
kþ1

i¼1 ,

where Iki is the image content of the subscript area Rk
i in the image I.

Iki ¼ Ix;y; ðx; yÞ 2 Rk
i

� �4kþ1

i¼1
(1)

Where R is the subscript matrix of the image I, and Rk
i is the subscript set of the i-th

patch of the k-th layer in the pyramid. Here we use three layers as shown in Fig. 2:

(Where ðX; YÞ is the pixel resolution of image I.)

R ¼ Rk
i

� �4kþ1

i¼1
;R ¼ ðx; yÞjx ¼ 1; . . . ;X; y ¼ 1; . . . ; Yf g (2)

Here we use a three-layer pyramid: The first layer is the original image; the

second layer has four grids, which means each patch is a quarter of the original

image; the last layer has 16 grids, which is one sixteenth of the original image.

Train Images

Three Levels
Pyramid

Neural Network
Model

Neural Network
Model

Generative Training
(pLSA Model)

+
Discriminative Training

(KNN Model)

Generative Training
(pLSA Model)

+
Discriminative Training

(KNN Model)

Scene
Recognition

Visual Feature
Dictionary

SIFT Codebook
Visual Feature

Dictionary
SIFT Codebook

Don’t Need Clustering K-means Clustering

Training Step Testing Step

Don’t Need Clustering K-means Clustering

Three Levels
Pyramid

Test Images

Fig. 1 Flowchart of the algorithm
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2.2 Feature Extraction

In the framework, first an input image is separated into three layers and 21 patches by

an image pyramid. We treat each patch from the original image as one independent

image. For each patchwe extract two types of features to build codebooks used in the

experiments of Sect. 4. First, we have the so-called “clustering codebook,” which are

SIFT [6] (scale- invariant feature transformer) features. The SIFT feature is highly

distinctive, shown to provide robust property of affine distortion, image scale and

rotation, in the three-dimensional views of the changes, noise, and lighting changes.

We also use a non-clustering codebook combination of color, texture, and fractal

characteristics. The description of all colors can be extracted image or image

region. The structure of the color distribution and spatial color structure histogram.

Texture descriptors can extract the image or image area. There are five common

texture descriptors: left, right, upper, lower, and the internal boundary of the texture

histogram, which describes the spatial distribution of the image of the local

structure. Complex and irregular fractal dimension can be represented by the

image, we can use the histogram of the global and the local fractal dimension.

2.3 Generative Model Training

Probabilistic Latent Semantic Analysis (pLSA) is a generative model from statisti-

cal text literature [7]. The model is applied to images by using a visual analog of

words, formed by clustering and non-clustering codebooks (as described in

Sect. 2.2). pLSA is appropriate here because it provides a correct statistical

model for clustering in the case of multiple object categories per image.

In detail, each image is modeled as a mixture of Z topics, and each topic is a

distribution over the vocabulary of words. More formally, we have a set of images

Fig. 2 Image scale space
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D ¼ d1; . . . ; dN, each modeled as a histogram of word counts over a vocabulary of

W ¼ w1; . . .wV . The corpus of images is represented by a co-occurrence matrix

of sizeV � N, with entry n w; dð Þ listing the number of times the wordsw occurred in

an image d. Image d has Nd words in total.

The key values used or obtained from training via pLSA are probabilities. pðdjÞ
denotes the probability of observing a particular image dj . pðwijzkÞ signifies the

probability of a specific word conditioned on the unobserved topic variable zk:
Finally, pðzkjdjÞ expresses an image specific probability distribution over the latent

variable space. Based on these, we can express the specific pLSA model for the

problem. First, an image dj is selected with the probability pðdjÞ; second, a latent

topic zk is picked with the probabilitypðzkjdjÞ; finally, a wordwi is generated with the

probabilitypðwijzkÞ. It is the probability of the latent variable,pðwijzkÞ, for which we
must solve.

pðw; dÞ ¼
XZ
z¼1

pðw; d; zÞ ¼
XZ
z¼1

pðdÞpðwjzÞpðzjdÞ (3)

2.4 Discriminative Model Training

For a discriminative model, one needs only the conditional probabilities of the

target labels, pðzjdÞ. For each patch, we now have a vector for each image whose

cardinality equals the number of the topics, pðz1jdÞ; pðz2jdÞ; . . . ; pðznjdÞh i . Two
discriminative models are used, one to obtain the best estimate of the label (and its

probability) for each patch and one to obtain the best label for the overall scene.

To obtain the single-estimate probability and label for one patch we use KNN

over an R2 -space, in which the training set is embedded, KNN where k ¼ 7 is used

to select the best label. The probability is estimated as the average probability over

neighbors having similar labels. The probability is used in the next step.

2.5 Neural Network Model Training

Radial basis function (RBF) networks [7] typically have three layers: an input layer,

a hidden layer, and a linear output layer. The hidden layer consists embeds an RBF

activation function, each having stronger responses when the N inputs are nearer

the mean. The output, y, is a weighted sum of the hidden neurons,

y ¼
XS
i¼1

αiρ x� cik kð Þ (4)
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Where S is the number of neurons in the hidden layer, ci is the center vector of
neuron i, αi are the weights of the neuron, and βi is the response of hidden neuron:

ρ x� cik kð Þ ¼ exp �βi x� cik k2
h i

(5)

Here, we set the initial value of weights, i, but in the training, all weights are

changed to optimum values. The norm is taken to be the Euclidean distance.

The number of inputs, N, is 21 – one for each patch. The value of the input is the

value pðzjw; dÞ instantiated by the KNN step described earlier. There is one output,

y, from which a Z-way decision is extracted by Z � 1 thresholds.

3 Experiments

In this section, we present the traffic scene classification results of our approach,

and comparing it with pLSA model [7]. Our set of experiments was divided into

three scene categorical datasets. The first one involved day-time, night-time, and

twilight-time. The second one included fog, rain, snow, and sunny traffic scenes.

And the last one was to consisted of free-flow, light-congestion and heavy

congestion traffic scenes. This database contained 200 images per category. The

images were of medium resolution, i.e., about 500 � 330 pixels.

Why does the proposed framework obtain the more accurate results? As opposed

contrast to pLSA model, the proposed framework uses the image pyramid to

connect the global and local semantic information, and get better choice depending

on the discriminative model. Simultaneously comparing with the image pyramid-

SVM model, the proposed frame work has generative model training. Besides such

advantages, choosing the different visual words and using neural network upgrade

the performance of the proposed framework.

We investigated three aspects: the visual found (1) locally extracted from the

image measurement functions, ranging from the number 40–100,000. Constant

descriptor records, canceled unexpected lighting, viewpoint or scale differences.

To capture the complexity of the world, we extracted descriptors including texture,

spirit, SIFT and color, in of visual global and local, then extract the image and patch

within each pyramid. (2) visual vocabulary of semantics – this is not verbal, but the

gradient image of a general description of a detail, the patch every word every

place. We only summarize the most significant points, wherein semantic scene

category learned set of images corresponds to, and then using the determined object

class, and (3) the model into a semantic concept of visual words. In fact, it is

assigned a probability at the same time all the concepts. These possibilities are used

to rank the concept of existing image (Fig. 3).
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4 Conclusion

This paper proposed an HSV-inspired, parallel, hierarchical traffic scene classifica-

tion framework, which can recognize the traffic scene category, enabling it to be

possible that the most efficient vehicle tracking can be automatically selected and

traffic surveillance algorithms for the conditions can be obtained. The model is able

Fig. 3 Confusion matrix for traffic scene categories, (a) the result of our method; (b) the result of

the baseline pLSA method
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to obtain semantic information from global and local manners despite using coarse

features. The image pyramid was used to acquire the information at scales to

emulate human perception. This study also built different codebooks to simulate

long stare and short saccade to imitate human vision. Besides, generative method,

discriminative method, and neural network were used here to train the visual words

to get the semantic information from images to simulate human beings visual

system. Finally a traffic scene classification result depending on the generic frame-

work could be obtained as well.
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Analysis and Application on Reactive Power

Compensation Online Monitoring System

of 10 kV Power Distribution Network

Yan-jun Shen and Jin-liang Jiang

Abstract Data shows that the reactive power compensation devices break down

frequently in 10 kV power distribution network. But the failure cannot be discov-

ered in a short time, so lots of manpower and resources are wasted. This paper

proposes one method which uses the JST-C20 series Low-voltage Intelligent

Capacitors to solve the problem and formulates the reactive power optimization

plan for several typical lines based on the reactive power compensation optimiza-

tion computation. Finally, the article analyzed the validity of this method on voltage

quality improvement, energy saving, on-line monitoring and fault diagnosis.

Keywords Low-voltage intelligent capacitor • Reactive power compensation

• Online monitoring system • Fault diagnosis

1 Introduction

Lots of manpower and resources has been put into the routine line patrol work in

Jiangmen Power Supply Bureau. They discovered the high failure rate of the

dynamic reactive power compensation devices and controllers, such as the abnor-

mal phenomenon when the capacitors are using or exiting, the burning events of the

capacitors and so on. It leads to that the operational state of the device cannot be

uploaded to the main station, and the flowing of information cannot be realized.

Now, the reactive power compensation devices belong to Jiangmen Power Supply

Bureau is lack of the function of online monitoring and fault diagnosing. Because of

the large amount of the compensation points, the failure capacitors cannot be
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repaired timely. It is not only harmful to the user’s normal using of electricity and

the quality service of Jiangmen Power Supply Bureau, but also is a waste of the

manpower and resources [1, 2].

Therefore, it is a useful method to use a new generation of intelligent low voltage

reactive power compensation device which can achieve the following functions,

including reactive power compensation, on-line monitoring, fault diagnosis,

alarming and other functions to solve the problem discovered in Jiangme Power

Supply Bureau.

2 Introduction of the Advanced Low-Voltage Intelligent

Capacitor

The reactive power compensation device selected in the paper is a new generation

of intelligent product which is based on power measuring technology, computer

technology and modern mobile communication technology. It meets the need of the

network users of the Power Supply Bureau at the county level. The Low-voltage

Intelligent Capacitor consists of a CPU control unit, thyristor composite switch,

protector, two (△ type) or one (Y type) low self-healing power capacitors [3]. It

uses the advanced GPRS/CDMA public wireless communication technology to

achieve the function of reactive power compensation, on-line monitoring and

fault diagnosis. The system of the low-voltage intelligent capacitor can be divided

into three layers, including the layer of terminal equipment, layer of communication

network, layer of the main station, shown in Fig. 1.

1. The terminal device layer which is installed in the distribution room includes

intelligent capacitors and the communication management unit. When it is

compensating the reactive power, it can also collect the information and monitor

the device’s operational state, record and analyze the operating data and move-

ment time. Most importantly, it can send out alarming signal and store the

running information when the equipment works in an abnormal condition.

The communication management unit has the function of the communicating,

managing and storing. It connects the intelligent capacitor with the GPRS

network, and stores the operating information at the same time.

2. Communications network layer is not only the GPRS public network, but also is

the bridge between the main station and terminal equipment. It transmits the

information of the terminal equipment to the main station, and issues the control

commands of the main station to the terminal equipment.

3. The main station is mainly responsible for dealing with the data and alarming

information coming from the terminal device layer, and dealing with the histor-

ical data, issuing various types of control commands to the terminal device layer.

Following are the details of the three major functions of the low-voltage intelli-

gent capacitor.
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2.1 Reactive Power Compensation Function

The low-voltage intelligent capacitor calculates the system’s voltage, current,

active power, reactive power and power factor according to the three-phase voltage

and three-phase current of the system. It can also make the decision to input or quit

the capacitors so as to realize real-time reactive power compensation function based

on the reactive power and power factor. Following are the characteristics [4]:

1. The switching switch is composed by relay, zero trigger turn-on circuit; thyristor

protection circuit. It can reach the purpose of inputting capacitors when the

voltage is zero and quitting the capacitors when the current is zero.

2. The power switch has the characteristics of responding quickly and operating

frequently, micro-power, controlling Common and phase compensation easily,

lower failure rate, longer working life.

2.2 Online Monitoring Function

The online monitoring system of the low-voltage intelligent capacitor chooses

GPRS as the method to realize data communication and the public GSM network

as the carrier. It is supplemented by the line of RS485 and infrared. The system

regards the large users, public distribution transformer and household as the main

controlled and management objects. It can realize the electric power online moni-

toring, controlling and managing form power lines to power users [5]. Following

are the characteristics:

1. Input the accounting information of the distribution transformer intelligently.

2. The man–machine interface is simple, graphics and the charts are rich.

3. Because of the online monitoring function on voltage, it can monitor the running

configuration state of the low-voltage intelligent capacitor in real time.

4. Provide the statistical information of operating conditions of the transformer and

the comprehensive data for users to analysis the economic operation of the

transformer.

5. Follow the standard database designing principles and provide strongly technical

guaranty for the application integration system of the power supply enterprises.

6. The system has powerful data mining capabilities.

7. The system has self-diagnosis function, maintenance-free function and a variety

of statistical analysis functions.

8. The network system is safe and reliable composed by routers, hardware firewall

or dedicated network security isolation device.
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2.3 Fault Diagnosis and Alarming Function

The low-voltage intelligent capacitor judges whether the device is over voltage,

under-voltage or lack of phase according to monitoring the system’s voltage. It can

also discover abnormal operating conditions of the capacitors such as short-circuit,

over-current or overload. Above is the stage of fault diagnosis. If it diagnosed the

fault, the capacitor will send the information to communication unit. After the

communication unit stores the electrical parameters before and after the accident,

the alarming signal will be reported to the main station. With the acceptance of the

main station, it can remind the low-voltage intelligent capacitor of the alarming,

then save and record the information.

3 Practical Application and Analysis of Low-Voltage

Capacitor

According to the operating data of Jiangmen power distribution network and the

field investigation, this paper puts forward a plan to make the low-voltage intelli-

gent capacitors into use in Jiangmen, and analyzes the effectiveness of the program

on reactive power compensation, on-line monitoring and fault diagnosis. To some

extent, it fills the blank of the practical application on online monitoring function of

reactive power compensation equipment of power distribution network.

3.1 Determining the Point and Capacity of Reactive
Power Compensation

This paper chooses two typical lines of 10 kV power distribution network in

Jiangmen to complete reactive power optimization calculations based on the soft-

ware of energy saving of power distribution network (PSAS). As follows: the total

length of A line is 15.698 km, the number of its public transformer is 17, the

total capacity is 2,600 kVA, the number of the dedicated transformer is18, the total

capacity is 8610kVA; the total length of B line is 13.69 km, the number of the

public transformer is 9, the total capacity is 2,364 kV.A, the number of the dedicated

transformer is 59, the total capacity is 11,650 kVA.

According to the simulation results of PSAS and the operational characteristics

of the grid of Jiangmen, the project selects three points for reactive power compen-

sation named A, B and C in B line, the original capacity of the three points above

are 0 kvar, 90 kvar and 210 kvar, and the added capacity are 200 kvar, 190 kvar and

210 kvar; The project also selects one point for reactive power compensation named

D in A line, the original capacity of the D point is 210 kvar, the added capacity is

790 kvar.
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3.2 Realizing the Function of Real-Time Reactive
Power Compensation Function

After inputting the corresponding capacity of reactive power compensation on the

four points selected above, this paper compares the original voltage with the

optimized voltage on A line and B line, shown in the Figs. 2 and 3.

According to the results above, this paper draws the following conclusions: the

original node voltage on A line and B line is generally lower than the voltage before

the reactive power compensation. After inputting the corresponding capacity of

reactive power compensation on the four points selected above, not only the voltage

quality has been improved significantly, but also the line losses and loss expenses

are both cut down, shown in the Table 1

As is shown in the Table 1 above, the line loss and Loss costs of A line and B line

are both reduced after applying the corresponding capacity of reactive power

compensation.

Fig. 2 Voltage contrast

before and after

optimization on A line

Fig. 3 Voltage contrast

before and after

optimization on B line
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After installed the low-voltage intelligent capacitors in the actual compensation

points, on one side the Reactive power compensation function has been realized, on

the other side the power factor has been improved. The results proved the Practi-

cality and economy of the low-voltage intelligent capacitor in reactive power

compensation.

3.3 Realizing the On-line Monitoring Function

The low-voltage intelligent capacitors installed in A line and B line are equipped

with a Four-in-one terminal system so as to realize its function, including collecting

the voltage, current, active power and reactive power automatically, and also

monitor harmonic wave. It can also upload the capacitors’ operating condition

parameters and real-time information to realize the on-line monitoring function

accurately.

3.4 Realizing the Fault Diagnosis and Alarming Function

Because of the fault diagnosis function, the low-voltage intelligent reactive power

compensation device can monitor the fault conditions including over voltage,

under-voltage, short circuit, over-current, over harmonic wave, phases unbalance,

over-temperature.

It can also carry on reactive power compensation control algorithm based on the

picked parameters to make the decision to input or quit the single intelligent

capacitor.

Table 1 Comprehensive results of reactive power compensation on A and B line

A line B line

Original data Optimal data Original data Optimal data

Total active power of power

supply/kW

1103.15 1104.02 1512.54 1506.35

The total supply of reactive

power and reactive/kvar

692.36 585.13 1096.15 446.31

Total active power loss 36.49 37.52 71.68 66.45

Total reactive power loss 11.54 11.89 21.65 21.91

Loss costs/Million 3.39 3.42 4.76 4.56

Power factor 0.85 0.88 0.81 0.96
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4 Conclusion

1. The advanced low-voltage intelligent reactive power compensation device used

in Jiangmen Power Supply Bureau can carry on a variety of settings based on the

actual requirements. It can complete the task of picking and controlling data,

on-line monitoring the related electricity information so as to realize the

functions including monitoring, controlling, managing the electricity consump-

tion from the line to the user. It can also monitor the distribution transformer,

measure remotely, monitor voltage and reactive power compensation and so on.

2. The fact proved that the advanced low-voltage intelligent reactive power com-

pensation device installed in Jiangmen Power Supply Bureau has brought good

results. On one hand, because of the real-time reactive power compensation

function not only the voltage quality has been improved, but also the users’

satisfaction has been enhanced greatly. On the other hand, the devices online

monitoring function and its fault diagnosis and alarming function can help the

workers to find out and repair the failure capacitors without delay. In one word,

the advanced reactive power compensation device help guarantee the grid

running safely and reliably, saving a lot of manpower and material resources.
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Histogram Modification Data Hiding

Using Chaotic Sequence

Xiaobo Li and Quan Zhou

Abstract In order to solve the security problem of data hiding with obvious

detectable traces to attacker, a histogram modification data hiding scheme using

chaotic sequence is presented. This algorithm modifies a cover image histogram by

using a chaotic sequence to conceal the embedding process, and then secret

information can be embedded into the modified image with encrypted trace.

Experimental results show that the algorithm can achieve sound invisibility and

large embedding capacity while guaranteeing high security. With the proposed

scheme, the hiding trace of secret data is concealed. Even though the attacker

detects the existence of hidden message under stego-image, the secret message

cannot be extracted without private keys.

Keywords Data hiding • Histogram modification • Chaotic sequence • Embedding

capacity

1 Introduction

With the development of internet and demand of users, image, video and

multimedia data transmission in the internet increased rapidly over the last few

years. Therefore, data security becomes more and more important. Data hiding [1]

is a data security technique to undetectably insert secret message into a cover media

to create a stego medium such that the existence of hidden information will not be

detected by attacker. At the receive end, the hidden information can be extracted

correctly by legal users. i.e., it provides a safer and securer data communication

manner.
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A number of data hiding methods were proposed. There are three general types:

spatial domain methods [2], frequency domain methods [3] and compression

domain methods [4]. Spatial domain data hiding manner mixes secret data into the

distributed pixels directly. A commonly used method, called the least significant bit

(LSB) [5] method, is a simple spatial domain data hiding method by replacing the

least significant bit of cover image pixels to embed secret bits. For the frequency

domain manner, firstly, the cover image pixels must be transformed into frequency

coefficients by using a frequency transform method such as the discrete cosine

transformation (DCT) [6] and discrete wavelet transformation (DWT) [7]. Later,

the secret data are embedded bymodifying the relative coefficients in the frequency-

form image. Finally, stego image can be obtained by utilizing corresponding inverse

transform. The compression domain method means that the secret message

are embedded into the compression codes, such as block truncation coding

(BTC)-based [8] scheme and side match vector quantization (SMVQ)-based [9]

scheme, and so on.

The desires of good data hiding schemes are high security and low image

distortion as well as large payload. However, despite claiming good

imperceptibility in previous schemes mentioned above, it leaves obvious detectable

traces to attacker inevitably. In other words, once the attacker realizes there is a

hidden information under stego-image, the secret data would be extracted possibly.

To further reinforce the security of data hiding, we develop a novel histogram

modification data hiding scheme by using chaotic sequence to control the embed-

ding procedure. With this scheme, the hiding trace of secret message is concealed.

Even though the attacker detects the existence of hidden message under stego

image, the secret message cannot be extracted without private keys. Furthermore,

the proposed scheme has nice image quality and high payload.

The rest of this paper is organized as follows. The proposed data hiding method

is presented in Sect. 2. In Sect. 3, the experimental results of our method are

demonstrated. Finally, the conclusions of paper are presented in Sect. 4.

2 Proposed Scheme

In this section, the proposed data hiding scheme will be presented. The proposed

algorithm has the merits of high security and low image distortion as well as large

embedding capacity. To enhance the security, we utilize chaotic sequence to

conceal the histogram modification trace. Figure 1 shows an example of the

embedding process. Figure 1a shows an image block of size 4 � 4 and histogram

of the image block. Consider a binary chaotic sequence as “0110001111010110”.

There is a one-to-one relationship between pixels in image block and bits of chaotic

sequence. Before embedding, the image block is scanned by raster-scan order. Once

an even pixel value is encountered, if the corresponding bit of chaotic sequence is

“1” the pixel is added by “1”, else it is kept intact. On the contrary, once an odd

pixel value is encountered, if the corresponding bit of chaotic sequence is “0” the
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pixel is decremented by “1”, else it is kept intact. The result of modifying operation

by using chaotic sequence as shown in Fig. 1b. Suppose that the payload data is the

stream of “100100111001011”. To embed the stream of data, the modified image

block is scanned in the same scan order once again. Whenever the same chaotic

sequence ‘0’ is encountered, we sequentially check the bit of payload data. If the

payload data bit is “1” the pixel is added by “1”, else it is kept intact. When

the chaotic sequence “1” is encountered, if the corresponding payload data bit is

“1” the pixel is decremented by “1”, otherwise it is not changed. As a result, the

embedded image block is obtained as shown in Fig. 1c. Data extraction is actually

the reverse of the embedding process. Note that the number of payload data bits that

can be hidden into an image and the number of pixels associated with the image are

equal. The detail algorithm is shown as below.

2.1 Embedding Process

Assume that the cover image X of size M � N is an 8-bit grayscale image. Denote

the pixel value asXði; jÞ, where ði; jÞ indicates the location in the original image. We

select logistic map [10] to generate chaotic sequence, as shown in formula (1):

lnþ1 ¼ α � ln 1� lnð Þ (1)

Where α is bifurcation parameter, and ln 2 ð0; 1Þ; n ¼ 0; 1; 2 � � � : When

3:5699456 � � � < μ � 4, the logisticmap is in chaotic state. In this paper, the parameter

α and initial value l0 are used as private keys.
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Fig. 1 An example of the embedding process : (a) original image block and histogram;(b)

modified image block and histogram; (c) embedded image block and histogram
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Step1: Select parameter α and initialize value l0 , chaotic sequences Sk can be

obtained by

Sk ¼ 0

1

�
if
if

0 < ln < 0:5
0:5 � ln < 1

(2)

Where k ¼ 1; 2; . . . ;M � N, n ¼ 0; 1; . . . ; ðM � NÞ � 1.

Step2: Scan the whole image in a given order, modify the pixel value Xði; jÞ by

Yði; jÞ ¼
Xði; jÞ if
Xði; jÞ � 1 if
Xði; jÞ if
Xði; jÞ þ 1 if

8>><
>>:

Sk ¼ 0&Ri;j ¼ 0

Sk ¼ 0&Ri;j ¼ 1

Sk ¼ 1&Ri;j ¼ 1

Sk ¼ 1&Ri;j ¼ 0

(3)

Where Ri;j ¼ remðXði; jÞ; 2Þ is the remainder of pixel value Xði; jÞ and integer 2,

Yði; jÞ is modified value of pixel Xði; jÞ, 1 � i � M, 1 � j � N, and k ¼ 1; 2; . . . ;
M � N.
Step3: Scan the whole image in the same order in step2, and modify Yði; jÞ

according to the secret message B.

Zði; jÞ ¼ Yði; jÞ þ B
Yði; jÞ � B

�
if
if

Sk ¼ 0

Sk ¼ 1
(4)

Where Sk is the same chaotic sequences in step2, k ¼ 1; 2; . . . ;M � N . B is a

binary sequence, and B 2 0; 1f g.
Finally, the final stego image Z with the embedded secret information is

constructed.

2.2 Extraction Process

The secret information extraction process is similar with the embedding process

exception the image is stego image. The extraction process is described as follows:

Step1: Generate chaotic sequences Sk by utilizing private keys α and l0.
Step2: Scan the whole stego image Z in the same order as during the embedding.

Extract message B by

B ¼
0 if
1 if
0 if
1 if

8>><
>>:

Sk ¼ 0&Ri;j ¼ 0

Sk ¼ 0&Ri;j ¼ 1

Sk ¼ 1&Ri;j ¼ 1

Sk ¼ 1&Ri;j ¼ 0

(5)
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Where Ri;j ¼ remðZði; jÞ; 2Þ is the remainder of pixel value Zði; jÞ and integer

2, 1 � i � M, 1 � j � N, and k ¼ 1; 2; . . . ;M � N.
Thus, the secret message hidden in the stego image are obtained.

3 Results and Discussions

We select four 8-bits grayscale images of size 512 � 512 to evaluate the perfor-

mance of the proposed scheme, as shown in Fig. 2. These natural images, “Lena”,

“Baboon”, “Boat”, and “Pepper”, are selected from CVG-UGR image database

[11]. To evaluate the visual quality of stego image, we use the function of peak-

signal-to-noise-ratio (PSNR), which is defined as in

PSNRðdBÞ ¼ 10� log10
2552 �M � NPM

i¼1

PN
j¼1

ðXði; jÞ � Zði; jÞÞ2

0
BBB@

1
CCCA (6)

Where,X andZ denote the original cover image and stego image,M andN denote

the width and height of the cover image, respectively.

The results of four test images for embedding are listed in Table 1, which shows

the embedded capacity and PSNR of the stego image. From the Table 1 it is seen

that the values of PSNR of four test images are all greater than 51 dB. The

embedding capacity of four test images are 262,144 bits, i.e. 1 bpp (bits per

pixel). This demonstrates that our proposed algorithm can achieve nice invisibility

and large embedding capacity.

Fig. 2 Original cover images (a) Lena (b) Baboon (c) Boat (d) Peppers

Table 1 Embedding capacity

and distortion for test images
Test images Capacity (bits) PSNR (dB) Key

Lena 262,144 51.13 Yes

Baboon 262,144 51.13 Yes

Boat 262,144 51.14 Yes

Peppers 262,144 51.13 Yes
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Figure 3 shows the visual quality of stego images when embedding same secret

data with length of 262,144 bits. The visual differences cannot be detected by the

Human Vision System (HVS) between the stego images and the corresponding

original cover images. This is the most important desire for data hiding application.

Figure 4 shows the histogram distribution of Lena image after embedding data

by using LSB method and our proposed method, respectively. Figure 4a is the

histogram of original Lena image. Figure 4b is the histogram of stego image

obtained from applying the classical LSB data hiding approach. From Fig. 4b, the

histogram of stego image has changed obviously. it leaves detectable traces to

attacker inevitably. In other words, once the attacker realizes there is a hidden

information under stego image, the secret data would be extracted possibly by

analysing the distribution of histogram of the stego image. Figure 4c is the histo-

gram of stego image obtained from applying our proposed data hiding method.

With reference to Fig. 4c we can clearly see that there is almost no change on

histogram between stego image and original image. i.e., the attacker cannot detect

the changes done for data hiding.

The result of security test for our proposed method is showed in Fig. 5. Figure 5a

is a secret binary image with size 512 � 512. We embed this secret binary image

into cover image by applying our proposed embedding process with private keys,

and then extract the hidden information under stego image by applying our pro-

posed extraction process with wrong keys. Finally, the extracted image is shown in

the Fig. 5b. From the Fig. 5b it is seen that the extracted image is similar to white

noise image, which demonstrates the extracted image varies sensitively with the

variances of the private keys.

4 Conclusion

This paper put up a histogram modification data hiding method using chaotic

sequences for increasing the security. The secret message is embedded at different

histogram modification traces, which are encrypted by private keys. Even though

the attacker detects the existence of hidden message under stego image, the secret

message cannot be extracted without private keys. Experimental results

Fig. 3 The stego images (a) Stego Lena (b) Stego Baboon (c) Stego Boa (d) Stego Peppers
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Fig. 4 The original Lena histograms and the stego image histograms with different embedding

methods (a) original Lena histogram, (b) histogram after LSB embedding (c) histogram after our

scheme embedding

Fig. 5 Security test (a) secret binary image (b) extracted image with wrong keys
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demonstrated that the proposed data hiding scheme can provide higher security

while keeping low distortion and large embedding payload. Besides, the embedding

process of the proposed scheme just deals with the scanning, adding, and

subtracting operations that the computation complexity of this scheme is also

very small. It is expected that the proposed scheme having high security can be

deployed for extensive application fields.
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A Family of Functions for Generating

Colorful Patterns with Mixed Symmetries

from Dynamical Systems

Jian Lu, Yuru Zou, Guangyi Tu, and Haiyan Wu

Abstract This paper investigates generating artistic patterns with mixed symmetry

by means of dynamical systems. First, a new family of functions is introduced to

produce colorful patterns with cyclic/dihedral symmetries and some crystallo-

graphic symmetries. Successively, two functions with distinct symmetries are

applied to create patterns having mixed symmetries in different planar regions

with the aid of a mixing technique. The method might provide a novel approach

for automatically generating a great variety of artistic patterns.

Keywords Crystallographic groups • Cyclic group • Dihedral group • Mixed

symmetry

1 Introduction

The fact that the attractors arising from the iteration of functions in the plane that

are designed to have symmetry has been the subject of much recent study. Carter

et al. [1] explored the construction of the families of functions which can be used to

create chaotic attractors with symmetries of the frieze and wallpaper groups. Field

and Golubitsky [2] investigated how to generate chaotic attractors with cyclic,

dihedral and some of the planar crystallographic symmetries. In addition, Carter

[3] illustrated two functions of the plane that have distinct symmetries intertwined

using a sinew function to produce a function of three variable having different

symmetries in different regions of space. Dumont et al [4] studied the evolution of

families of attractors that change from one symmetry type to another. Dumont and

Reiter [5] further discussed the chaotic attractors with symmetries that are close to

forbidden and their associated functions. The methods of coloring the chaotic
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attractors mentioned above are based on the point-hitting frequency. And always

suppose that the attractor has a Sinai-Ruelle-Bowen (SRB) measure [6, 7].

In this paper, different from Dumont et al.’s work constructing attractors with

evolving symmetry or forbidden symmetry, we first present an effective method to

generate artistic patterns with cyclic/dihedral symmetry or some wallpaper

symmetries from dynamical systems. Furthermore, the colorful patterns with

mixed symmetry are investigated by using a mixing technique from dynamical

systems. The presented method is based on our previous work [8, 9] and can be used

to create a great variety of artistic patterns.

2 Planar Symmetry Groups

A mapping g : R2 ! R2 is said to be equivariant with respect to a symmetry group

if g � γ ¼ γ � g for all elements γ of the group. The discrete planar symmetry groups

are well known to consist of the identity, cyclic and dihedral groups, 7 frieze groups

and 17 crystallographic groups. Cyclic and dihedral groups are subgroups of

permutation groups. The cyclic group, Cn , is generated by n-fold rotations about

a single point. A mapping with Cn symmetry should be equivariant with respect to

Sn ¼ cos 2π=n � sin 2π=n
sin 2π=n cos 2π=n

� �

The dihedral group,Dn, contains n-fold rotations as well as a reflection through a
line passing through the point of rotation. A mapping with Dn symmetry should be

equivariant with respect to Sn and

M ¼ 1 0

0 �1

� �

The crystallographic groups are characterized by two independent translations,

which give rise to a lattice. In addition, the crystallographic groups may contain

rotations of order two, three, four and six. Together with reflections and glide

reflections, there are a total of 17 crystallographic groups. For instance, the p31m
symmetry group contains third-fold rotations and mirrors about y-axis as well as
two independent translations. Since a lattice does not map to itself by third turns, we

can take u0 ¼ 2πð1; 0Þ and u1 ¼ 2πð�1
2
;
ffiffi
3

p
2
Þ as the generators of the lattice L .

Connecting vertices in this lattice produces a regular tiling of the plane that is called

a hexagonal lattice. The vectors v0 ¼ ð1;� 1ffiffi
3

p Þ and v1 ¼ ð0;� 2ffiffi
3

p Þ form a basis for

the dual lattice L� . The generators of p31m include δðx; yÞ ¼ ðx;�yÞ and δðx; yÞ
¼ ð�1

2
x�

ffiffi
3

p
2
y;
ffiffi
3

p
2
x� 1

2
yÞ.
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The theory of which polynomials have cyclic and dihedral symmetries is

discussed in Field and Golubitsky [1]. Carter et al. [2] investigated a family of

crystallographic functions using trigonometric functions. In traditional methods [1,

2], all these equivariant mappings are applied to create chaotic attractors with

different planar symmetries. In next section, we will present another new family

of functions for creating colorful patterns with cyclic/dihedral symmetries and

some wallpaper symmetries. The construction of these equivariant functions is

based on the theory introduced by Dumont and Reiter [5] for creating attractors

with forbidden symmetry.

3 New Symmetric Functions

Suppose g : R2 ! R2 being an arbitrary function and G being a finite group on R2,

then [10],

Fð~xÞ ¼
X
γ2G

γ�1ðgðγð~xÞÞÞ (1)

is equivariant with respect toG, where~x¼: ðx; yÞ 2 R2. In fact, it is easy to verify that

for any σ 2 G, Fðσð~xÞÞ ¼ P
γ2G

σðγσÞ�1ðgðγσð~xÞÞÞ ¼ σðFð~xÞÞ. So, various functions
can be used for creating cyclic or dihedral symmetry provided that the groupG isCn

orDn [10]. In the method here, according to lattice theory, we will discuss a family

of functions that can be used to generate cyclic and dihedral patterns as well as

some specific crystallographic patterns, such as p3, p31m, p4, p4m, p6, p6m etc.

We first consider a lattice L in R2 along with a dual lattice L�, which implies that

~α �~β is an integer for any vectors ~α 2 L and~β 2 L�: Thus, sinð~β � ð~xþ~αÞÞ ¼ sinð
~β �~xÞ, if~β 2 2πL�, and likewise for cosine. This means that~a sinð~β �~xÞ þ ~b cosð~β�~xÞ
þ~c sinð~β �~xÞ cosð~β �~xÞmod L is equivariant with respect to the translations L, where

~a; ~b and~c are constant vectors and~a; ~b;~c 2 R2.In practical use,~a; ~b;~c are produced
randomly. Based on this analysis, similar to Dumont and Reiter [5], we can

construct a new equivariant function g with respect to the translational symmetries

of L and

gð~xÞ ¼
X
~β2Ω

ð~a sinð~β �~xÞ þ ~b cosð~β �~xÞ þ~c sinð~β �~xÞ cosð~β �~xÞÞmod L (2)

Note that even if we take a function of the form Fgð~xÞ in Eq. 1 with g having the

form in Eq. 2, Fgð~xÞ has the symmetry of G and may not take the symmetry of the

lattice. Naturally, if we define the function
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~Fgð~xÞ ¼ Fgð~xÞmod L (3)

and the group G can map the lattice L back onto itself, then the desired symmetries

of Fgð~xÞ mod L are obtained [5].

Combining with the above equivariant functions Fgð~xÞ or ~Fgð~xÞ, colorful pattern
with specific planar symmetries can be created by using invariant mapping from

dynamical systems. For instance, Figs. 1, 2, and 3 are generated by using Eq. 1.

Figure 4 is created by using Eq. 3.

Fig. 1 A pattern with D7

symmetry

Fig. 2 A pattern with C6

symmetry
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4 Colorful Patterns with Mixed Symmetry

Our construction of mixed symmetric patterns utilizes two functions with symmetry

in the plane intertwined and connected via stochastic scheme. LetF1ð~xÞandF2ð~xÞbe
two desired symmetric functions. In order to mix the two symmetries visually, we

need to consider a smooth transition by following function

Fð~xÞ ¼ λð~xÞF1ð~xÞ þ ð1� λð~xÞÞF2ð~xÞ (4)

Fig. 3 A pattern with D13

symmetry

Fig. 4 A pattern with p31m
symmetry

A Family of Functions for Generating Colorful Patterns with Mixed Symmetries 887



Note that, whenλð~xÞ � 1, the function isF1ðzÞ, and whenλð~xÞ � 0, the function is

F2ðzÞ: The values of λð~xÞ between 0 and 1 show the intermediate steps for

intertwining between one symmetry and the other symmetry. Suppose a disc region

Ω is defined by Ω ¼ fðx; yÞT 2 R2j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
� rg where r is a constant and r 2 R.

Here, we proposed two methods for constructing mixed symmetry. One simple

method is introduced by defining λðx; yÞ as

λðx; yÞ ¼ λ1 ðx; yÞ 2 Ω
λ2 otherwise:

(
(5)

where λ1 and λ2 is constant and λ1;λ2 2 ½0; 1	. Equation 5 implies that if λ1 
 0:5, the
symmetries in region Ω is dominated by F1ðx; yÞ; conversely, the symmetries in

region Ω is dominated by F2ðx; yÞ if λ2 
 0:5. For example, we take λ1 ¼ 0:1 and

λ2 ¼ 0:9 to create the mixed symmetric pattern with dominated D7 outer symmetry

and dominated D3 inner symmetry, as shown in Fig. 5.

The other method is implemented by defining λðx; yÞ as

λðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
r

 !5

ðx; yÞ 2 Ω

1 otherwise

8><
>: (6)

Equation 6 means that the mixed symmetry is gradually transformed from

F2ðx; yÞ to F1ðx; yÞ in the region Ω and the symmetry is dominated solely by

F1ðx; yÞ: For instance, the mixed symmetric pattern with dominated D9 outer

Fig. 5 A mixed symmetric

pattern with dominated D7

outer symmetry and

dominated D3 inner

symmetry
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symmetry and dominated D3 inner symmetry shown in Fig. 5 is created by using

Eq. 6.

LetψðXÞa symmetry group of a certain subset of the plane, namelyX. A mapping

f : R2 ! R is said to be invariant with respect to a symmetry group if f � γ ¼ f for
all elements γ of the group. Since the crystallographic symmetries contain two

translations in nonparallel directions, we only need to design the invariant functions

on a period parallelogram. In other words, f need not be invariant with respect to

γðx; yÞ ¼ ðxþ T; yþ T
0 Þ, where T; T

0
is the translation period. So, It can directly

verify that f ðx; yÞ is invariant for Cn=Dn and crystallographic symmetries if f ðx; yÞ
¼ h � vðx; yÞ; where vðx; yÞ ¼ x2 þ y2 and h : R ! R is any real function

[10]. For example, we take f ðx; yÞ ¼ vðx; yÞ þ j cosðvðx; yÞÞj þ 0:15v3ðx; yÞ þ 12v

ðx; yÞ to generate the images in Figs. 1, 2, and 5; and take f ðx; yÞ ¼ j sinðvðx; yÞÞ
þ cosðh3ðx; yÞÞj þ 10vðx; yÞ and f ðx; yÞ ¼ j6 sinðv3ðx; yÞÞ þ 2 tanðv3ðx; yÞÞj to create
the image in Figs. 3, 4, and 6. Here, Figs. 1, 2, 3, and 4 are patterns withD7,C7,D13

and p31m symmetries, respectively. It is worth noting that Fig. 4 is also a D3

symmetric pattern. Figure 5 is a mixed symmetric pattern with dominated D7 outer

symmetry and dominated D3 inner symmetry; Fig. 6 is a mixed symmetric pattern

with dominated D9 outer symmetry and dominated D5 inner symmetry.

5 Color Scheme

Suppose that the scope for generating patterns is denoted by U; f is a invariant

function and f ðx; yÞ � 0; F is equivariant with respect to planar symmetry groups

as described above; M is a given positive integer and τ is a positive real number.

Fig. 6 A mixed symmetric

pattern with dominated D9

outer symmetry and

dominated D5 inner

symmetry

A Family of Functions for Generating Colorful Patterns with Mixed Symmetries 889



For each point pðx; yÞ in displaying area U, the equivariant mappingF is determined

by the position of p. Calculate the f-values ff ðFjðpÞÞgJj¼1 of the orbit fFjðpÞgJj¼1 of p

under F where Fj s the j-th iteration of F. Once f ðFjðpÞÞ < τ for some j � J, the

iteration exits and then we take F̂ðpÞ ¼ Fðf jðpÞÞ
τ , which is used to color the pixel p.

Otherwise, F̂ðpÞ is defined as F̂ðpÞ ¼ 0 and the pixel p is colored black. Since F̂ is a

symmetric density function onX, the group symmetrically placed pixels can get the

same color with the same density. Outstanding features of this color method appear

in Lu et al.’s work [9].

6 Conclusion

This paper introduced a new family of functions to create artistic images with

mixed symmetry. Specially, two functions with different symmetries were

investigated and integrated for constructing mixing symmetric images in displaying

regions by using a mixing technique. The generated symmetric patterns verified the

validity of this method.
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Automatic Calibration Research

of the Modulation Parameters

for the Digital Communications

Kai Wang, Zhi Li, Ming-zhao Li, Chong-quan Zhu, Qiang Ye, and Juan Lu

Abstract Calibration of the modulation quality as an important parameter of

wireless communication, it played a vital role in the performance of wireless

com-munications test. We proposed a auto-calibration method of digital modula-

tion parameters of a digital mobile communication tester, against the unstable

modulation parameters and high error rate of manually test, what’s more, analyzed

the uncertainty of the measurement results. The experiment results showed that the

automatic test method was precision, high stability, and practical.

Keywords Digital mobile communications integrated tester • Automatic

calibration • Digital modulation

1 Introduction

TD-SCDMA (Time Division-Synchronous Code Division Multiple Access), the

first complete mobile communication technology standards of the Chinese

telecommunications industry for centuries, and got the full support of the China

Communications Standards Association (CWTS) and 3GPP international

organizations, was one of the technical specifications by ITU formally released

the third generation mobile communications space interface to of the modulation

quality of the main parameters of the digital communications tester, also an

important part of the conformance testing of TD-SCDMA terminal, the main

measure of the modulation error generated by the modulator and RF devices quality

of the modulated signal.
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The GPIB (General-Purpose Interface Bus)-based automated test system was a

product of the combination of computer technology and automated testing

techniques and now widely used in many fields [1]. E5515C wireless

communications test instrument of Angilent under the Visual Basic environment

called the GPIB DLL send SCPI commands to control the E5515C, and accom-

plished TD-SCDMA standard digital modulation quality parameters of the auto-

matic calibration, and introduced an automatic calibration method of a wireless

communication tester.

2 System Model

In this paper, the system model was divided into two parts of the hardware and

software systems to introduce:

First, the automatic measurement system was consist of a E4445A spectrum

analyzer with vector signal analysis function, computers, and GPIB interface card

and Angilent 8960 digital communications tester, system hardware block diagram

shown in Fig. 1.

The automatic measurement system was consist of Angilent 8960 Series

E5515C digital communications, E4445A spectrum analyzer with a vector signal

PC

Measurment
Software

G
P
I
B
 
C
a
r
d

GPIB Cable

E4445 spectrum
analyzer with vector
analysis functions

E5515C
Communications Test

Fig. 1 System hardware framework
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analyzer function, computers, GPIB interface card and cable. The system took

computer as the core, connected the GPIB interface card, the standard and the

measured instrument with GPIB cables. Computer sent SCPI command to control

and management standards and the measured instrument, and accomplished data

transmission and processing [2].

Secondly, the software system was the core part of the whole system, the

realization of the process shown in Fig. 2.

Start

Initialization

TD-SCDMA mode
tester

Set downlink pilot
time slot open

Set the tester
output level of-

20dBm

Set the output
frequency of the

tester

Call the vector
analysis software

Set vector analysis
software center

frequency

Read data

whether the
results ultra-

poor

Prompt test results
did not pass

Save the test
results

Display

Save the test
results

Display

Test whether
completed

End

Whether to
continue

N

Y

Y

N

N

Y

Fig. 2 Software flow chart
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Software sent commands to initialize the instrument, the tester was set to

TD-SCDMA standard, and set the modulation signal of the tester for the downlink,

at the same time, vector analysis software was also needed to set to a downlink

demodulation, then, the tester would be able to output the TD-SCDMA modulated

signals. Tester output level too large or too small would lead vector analysis

software would not be able to demodulate, so the modulated signal was typically

set to -20dBm. The vector analysis of the EVM software demodulation fluctuate, in

order to reduce its error, returned average results of 20 groups.

The software system was the core part of the whole system, in order to achieve

the data acquisition and analysis, under VB environment, Communication between

the standard device and the gpib32 of the dll library in GPIB interface card the

gpib32 of the dll library were connected through the IEEE-488. The E5515C tester

issued TD-SCDMA modulated signals, relying on the modulation signal Angilent

89600 vector analysis software to analyze, re-used testing software to make data

processing and judgment, the final test results showed in the test software interface

and deposited to ACCCESS database [3].

3 System Performance Analysis

ATS (Automatic Testing Systems) was a system, which could automatically mea-

sure, data process, and display or output the test results in an appropriate manner

with people rarely participate or not participate in. Compared with manual testing,

automated testing could save time, improve labor productivity and product quality,

which had an important role in production, research and defense [4].

TD-SCDMA combine code division multiple access, time division multiple

access frequency division multiple access as one, had a class of noise and autocor-

relation characteristics. There were two general methods of measurement such as

these signals: the appropriate amount of margin of error by using the CDMA

waveform quality RHO and WCDMA EVM.RHO and EVM reflected the overall

quality of the modulation was a composite indicator for CDMA [5].

TD-SCDMA system used QPSK modulation, which was a fly constant envelope

modulation, there were errors in the amplitude, phase error and frequency differ-

ence did not adequately reflect the raised accuracy, therefore, needed a indicator

comprehensive measured the error of the signal amplitude and phase. The error

vector could clearly reflect the degree of damage of the signal, so the error vector

magnitude parameters proposed [6]. EVM measurements of the vector difference

between the actual signal waveforms with the theoretical reference signal, was the

ratio of RMS error vector magnitude and the reference signal amplitude. EVM was

a measure of the overall quality of the modulated signal, if you want to further

analyze modulation quality factors were also needed to measure the code domain

error [7].

Basis JJF1204-2008 TD-SCDMA digital mobile communications test instru-

ment calibration specification, took direct measurement.
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According to the method used, the measured output tester modulation error was

expressed as the formula (1):

ΔR ¼ RX � RN (1)

According to the formula (2):

u2cðΔRÞ ¼
X

ð@f=@RiÞ2u2ðRiÞ (2)

Variance as formula (3):

u2c ¼ c2ðRXÞ � u2ðRXÞ þ c2ðRNÞ � u2ðRNÞ (3)

Propagation coefficient as formula (4) and (5):

cðRXÞ ¼ @f=@RX ¼ 1 (4)

cðRNÞ ¼ @f=@RN ¼ �1 (5)

Select spectrum analyzer E4445A with vector analysis software 89601A spec-

trum as standard instrument, 8960 Mobile Phone Tester as measured instrument to

do uncertainty evaluation [8].

Under reference conditions, use E4445A spectrum analysis instrument with

TD-SCDMA Digital demodulation functions on the 8960 Mobile Phone Tester

TD-SCDMA output digitally modulated signals of the EVM measurement repeated

10 times.

Standard deviation expressed as formula (6):

S ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1

Ri � R
� �2
ðn� 1Þ

vuuut
(6)

Calculated by the data in the experimental, we can get standard uncertainty of

measurement results from (6):

u1 ¼ S ¼ 0:02%

Standard uncertainty components expressed as formula (7):

u2 ¼ a2=k2 (7)

Check technical manuals that the E4445A measurement EVM value of the

maximum allowable error was �1.00 %, a2 ¼ 1:00 %. Assumed that the
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components were uniformly distributed, k2 ¼
ffiffiffi
3

p
. we could get the standard

uncertainty components from formula (7):

u2 ¼ a2=k2 ¼ 1:00%ffiffiffi
3

p ¼ 0:58%

The above component was independent and unrelated, we could get the com-

bined standard uncertainty from formula (3):

uc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u21 þ u22

q
¼ 0:58%

Taken to contain factor k ¼ 2, the expanded uncertainty was:

U ¼ k � uc ¼ 1:2%

4 Test Results Analysis

After testing, draw curve of the test results automatically at same frequency and

different temperatures, and the contrast curve of the same frequency of manual

testing and automated testing at same temperature. Shown in Fig. 3, at different

temperatures, the same frequency point of the automatic measurement of EVM

value fluctuations, but very smooth, showed that the stability of the system under

different circumstances.

Shown in Fig. 4, at the same temperature, the contrast curve of the same

frequency, manual testing and automated test showed that the accuracy of the

automated testing. Thus, the automatic test method was reliable, high stability,

and practical.

5 Conclusion

In this paper, the automatic calibration method for TD-SCDMA standard digital

modulation quality parameters compared to manual testing, greatly improved the

speed of measurement and saved the time of measurement. Meanwhile, repeated

measurements after averaging that significantly improved the accuracy of measure-

ment. The research of TD-SCDMA standard digital modulation quality parameters

auto-calibration method, provided a good reference for automatic calibration of

other standard digital modulation quality parameters, with the rise of 4G networks,

the next step would research LTE standard calibration method, so as to realizing the

automatic calibration of the LTE standard digital modulation quality parameters.
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Adaptive Matching Interface Technology

Based on Field: Programmable Gate Array

Xuejiao Zhao, Xiao Yan, and Kaiyu Qin

Abstract In order to handle the error happened when FPGA (Field-Programmable

Gate Array) reads the data from the ultra-fast ADC. We studied and developed an

adaptive matching interface based on the internal resources of FPGA. It can solve

the problems occurred in high-speed reading of data between the FPGA and ADC.

Based on the Xilinx Virtex-5 chip, guided by the phase-locked loop theory, and take

advantage of the internal IP CORE of the Virtex-5, this study tried to construct a

model which is able to predict and revise the phase of datas between the FPGA and

ADC as well as to align the phase and read datas accurately. The model was

designed to correct the error of phase matching which is caused by the delay time

after the data entering into the internal FPGA chips and it can’t be predicted while it

was programming. Tests showed that the adaptive matching interface can totally

apply to the adaptive reading of signal whose input rate is 0–250 MHz, and it can

solve the problems happening in data reading between FGPA and ADC effectively

by same peripheral devices.

Keywords FPGA • Adaptive • ADC interface matching • ISEDERS • Deserializer

1 Introduction

In recent years, Digital signal processing speed improved fast, also including the

digital conversion chip. However, with the development of the ADC module speed,

there are some new problems on using FPGA to read the ADC output data.
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Especially in each FPGA synthesis process, ADCmodule output data matches to

FPGA internal D flip-flop in the correct phase difficultly after entering different

routes with its clock, because the internal wiring is different, device delay, input pin

delay [1]. Thus it often leads to large amounts of data read errors. Even in the case

that the clock frequency is variable, the relative phase relationship will still change

with the frequency [2].

The traditional method is to constraint wiring before comprehension [2], or to

calculate the wiring delay with graph theory and to modify the wiring considering

the device delay after comprehension [3]. Each FPGA integrated wiring is different,

so this method must modify delay values each time comprehension. But with the

increase of the chip number, operability seriously decline. So it urgently needs

adaptive matched interface that can be apply to most of the FPGA chips.

2 The Analysis of Data Read Principle

and Traditional Method

2.1 Data Read Principle

For example, the 14-bit analog-digital converted chip ADC9642 of ADI company,

shown in Fig. 1. There are seven output pins in the rising edge of DCO clock with

seven even-numbered bit outputted. In the falling edge of DCO clock with seven

odd-numbered bit outputted, and the sampling rate are 250 MSPS.

The 14-bit parallel ADC standard path of reading is shown in Fig. 2. Now take

read of lowest bit D0/D1 in the seven-channel data for instance. Signal output from

the ADC, with the arrival to the internal FPGA via pins.

DCO cycle ¼ 1

Sample rate
(1)

DCO+

D0/D1
(LSB)

DCO-

CLK+

CLK-

D0 D1 D1 D1

D12/D13
(MSB)

D12 D13 D12 D13 D12 D13 D12 …

…

D0 D0 D0 …D1

D13

DATA

Fig. 1 The timing diagram of 14-bit high speed ADC
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Known by the result of formula (1), the cycle of the DCO-outputting is 4ns, the

delay of one device in the FPGA is about 4.5ns [4]. So, when the DCO and DATA

get through the two paths with difference in devices and transmission line length to

reach Dual D flip-flop within the FPGA, the initial phase relationship between DCO

and DATA signals has lost [4]. But dual d flip-flop is still reading D0 and output to

Q1 in accordance with the rising edge, falling edge to read the D1 and output to Q2,

leading to a large number of errors in reading data. What is worse, wiring is

different in each integration. When the routing path delay is just an integer multiple

of the cycle after wiring, if its phase can align, then it is read correctly, otherwise it

is wrong.

2.2 Traditional Method

2.2.1 Wiring Constrained

With proposition by some methods, as wiring delay can be calculated based on

graph theory, we can adjust the wiring in accordance with its delay in after routing

and adjust its delay to an integer multiple of the cycle [3].

Though this method has high accuracy, the actual operation is quite difficult in

the actual work. For the difference in each wiring, calculation and adjustment to the

wiring delay is necessary each time. Not only increase the workload in debug, but

also wiring adjustment is required for each product while in mass production.

Obviously, the feasibility of this method is not very high.

2.2.2 Constant Delay Time

It is suggested that after the DCO is read via the input buffer [5], the DCO get

through the clock buffer and the module which can generate fixed delay, then

get into the double D flip-flop to use a fixed waveform to help its “training”.

DCO

DATA

Device
Pad

I

IB

I

IB

BUFIO
(Local Clock
Buffer for I/O)

To Inside Of
FPGA

IDDR
(Dual Data-

Rate
Trigger)

D Q1

Q2+

-

IBUFDS
(Differential
Signaling

Input Buffer)

+

-

IBUFDS
(Differential
Signaling

Input Buffer)

Fig. 2 The internal transmission path of DATA and DCO of FPGA
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According to the effect of the output to modify the delay value of the fixed – delay

module, until a delay value which make the output relatively stable is get.

In the same chip, each wiring is not very different, which can make the chip work

in a safer range. But different FPGA chips differ much, it is impossible to use the

same delay value to help the delay compensation [4]. Although this method is

simple and feasible, but its portability is poor and the delay value is only an estimate

with low accuracy.

2.2.3 Data Training

A way to send data in the training is proposed in the literature [6], solutions are

proposed which apply to this problem according to the principle, whose internal

link structure is similar to the fixed delay program. What the difference is that the

ADC chip send a series of fixed data to the FPGA within a fixed period of time, the

ASCII code sequence order of ABCD for instance. Within this period of time,

FPGA compare the received data with local data, adjust the fixed delay if some

differences occur, and will not stop the adjustment until the same training data is

consistent with local data.

This method is accurate, but which is based on the cooperation between ADC

and FPGA with each other. For the stabilization time of FPGA is not definite, the

time of ADC sending a fixed sequence is difficult to accurately control, and will

increase the turn-on time of the system. And the portability of this method is poor.

3 Implementation of Technology of Adaptive Interface

Matching

3.1 Clock Interface of DCO

Again, take the ADC9642 LSB D0/D1 port and DCO as an example. As shown in

Fig. 3, DATA and DCO pass through pad and input buffer, and then to ISEDERS

front-end. The production process of the FPGA can guarantee that the delay time in

this distance of DATA as well as DCO, so before entering ISEDERS input

interface, the DATA and DCO are strictly in phase matching.

3.1.1 Description of Matching Interface of DCO

After entering the ISEDERS, DCO passes through the delay module of ISEDERS,

then to BUFIO (clock-driver). Sample the input DCO with the output clock of

BUFIO as the sampling clock of the ISEDERS. BUFR (clock frequency divider)
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divide the input signal of BUFIO into four, then use to ISEDERS register as output

clock and trigger clock of state machine [4]. ISEDERS works in SDR state, which is

used to make sure that the sampling only happens at the positive edge of clock.

3.1.2 Operation of State Machine

The state machine is divided into five states.

STATE1: When use the output clock of BUFIO to sample the input clock of

ISEDERS, if taken to a low level, the output sampling values of Q1, Q2, Q3, Q4

in Fig. 4 are all 0 s, we should increase the IODELAY TAP at that time, after that

the sampling point will move to the right. Repeat testing until the output sampling

values of Q1, Q2, Q3, Q4 are not 0 s, then stop increasing the IODELAY TAP and

reduce 2 TAPS, so that the two clock edges align more accurately.

STATE2: When use the output clock of BUFIO to sample the input clock of

ISEDERS, if taken to a high level, the output sampling values of Q1, Q2, Q3, Q4

in Fig. 5 are all 1 s. We should reduce the IODELAY TAP at that time, after that the

sampling point will move to the left. Repeat testing until the output sampling values

of Q1,Q2,Q3,Q4 are not 1 s, then stop reducing the IODELAY TAP and increase

2 TAPS, so that the two clock edges align more accurately.

STATE3: When use the output clock of BUFIO to sample the input clock of

ISEDERS, if taken to a edge, the output sampling values of Q1, Q2, Q3, Q4 in

Fig. 6 are neither all 0 s nor all 1 s we should increase or reduce the IODELAY TAP
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Fig. 3 Adaptive interface matching of ADC in FPGA
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at that time continuously. Repeat testing until the output sampling values of Q1, Q2,

Q3, Q4 are all 0 s or all 1 s, then stop to go into the STATE1 or STATE1 for further

operation.

STATE4: When the cycle is greater than 4.9 ns and less than 10 ns, it would not yet

encountered electrical level conversion ofQ1, Q2, Q3,Q4 although the 32TAPS is full

filled, the TAP will go back to 0 to re-start to accumulate automatically, and the

BUFIO

DCO

Sample
Q1

Sample
Q2

Befor Audjust After Audjust

Fig. 4 Sampling to low level

BUFIO

DCO

Sample
Q1

Sample
Q2

Befor Audjust After Audjust

Fig. 5 Sampling to high level

BUFIO

DCO

Sample
Q1

Sample
Q2

Sampled
Rising Edge

Sampled
Failling Edge

Fig. 6 Sampling to edge
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electrical level will converse at that time. We can accumulate the TAPS which we

increase at first.When the level conversionoccurs and thevalue of accumulated register

is 32,we can’t see this situationasmatching to edge acquiescently, insteadwe should go

into STATE1 or STATE2 for a further operation according to the new level (Fig. 7).

STATE5: When the cycle is greater than 10 ns, the electrical level conversion of Q1,

Q2,Q3,Q4will not happen not onlywhen the 32TAPS is full filled, but alsowhen the

TAP go back to 0 to re-start to accumulate automatically. If you start to experience

high level, increase the delay TAPS to the maximum. If you start to experience low

level, reduce the delay TAPS to theminimum. Because when the cycle is greater than

10 ns, the impact of delay time of lines and devices to the matching of data and DCO

is limited, so the approximate treatment is enough (Fig. 8).

3.2 DATA Interface of DCO

After the step 3.1, the sampling clock of ISEDERS of DATA route can use the clock

which was adjusted. Because ISEDERS work in the DDR (sampling happen at both

positive edge and negative edge) pattern [6], data wide should be set to 6, so to the

output wide. Then we should use two ISEDERS cascade. As shown in Fig. 9, it’s an

BUFIO

DCO

1.Increment
32 steps

Decrement
64 steps

Fig. 7 The level converse when 32 TAP is full filled and went back to 0

BUFIO

DCO

1.Increment
32 steps

Decrement
64 steps

Fig. 8 The level do not converse when 32 TAP is full filled and went back to 0
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output data of a quarter of the frequency of the cycle, each line include six output

data of a DATA route [7]. To combine each line of the two data which are shown in

Fig. 9, we will gain a 14-bit data.

4 Output Effect of Experimental Platform

As shown in Fig. 10, before using the matching techniques described in this paper,

the output effect is very poor and the wave contains too much ripples almost lose

the original appearance of sine wave when putting the normal sine wave to the input

port of the ADC. The phase of the DATA and DCO do not match, so the odd and

even bit of DATA have reversed. After using adaptive ADC interface matching

technique, the output effect is very perfect, as shown in Fig. 11 distinctly.

5 Conclusion

This technical structure and related software were confirmed completely in the real-

time spectrum analyzer of Institute of Astronautics & Aeronautics UESTC (Uni-

versity of Electronic Science and Technology of China), which can work stably.

The output effect is sound, and the error rate is reduced greatly after the simulation

data is converted by the ADC and continued to input into FPGA. And it can run for

quite a long time without any mistakes. This method can be used for other general

engineering practices, and also it has certain reference value for other types of

optimization of FPGA system.

D0 D1 D0 D1 D1D0

D2 D3 D2 D3 D3D2

D12 D13 D12 D13 D12 D13

…
Combination

Fig. 9 The combination

of output data
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Power Grid Fundamental Signal Detection

Based on an Adaptive Notch Filter

Zhi-xia Zhang, Xin-yu Zhang, Chang-liang Liu, and Tsuyoshi Funaki

Abstract In order to detect the power grid fundamental signal in the polluted

environment, a new adaptive notch filter (ANF) algorithm is used in this paper. A

prominent advantage of the algorithm is that it does not require a phase-locked loop

(PLL) for the synchronization, but it can track the change of fundamental compo-

nent automatically by adjusting its own parameters, γ and ζ. Empirical results show

that the algorithm is simple and can offer a high degree of immunity and insensi-

tivity to voltage mutations, harmonics, three-phase unbalanced and other types of

pollution that exist in the grid signal. The ANF algorithm can accurately extract the

real-time power grid fundamental signal in the polluted environment.

Keywords ANF • Fundamental signal estimation • Distributed generation (DG)

1 Introduction

With the development of distributed generation technology, the distributed genera-

tion technology is one of the important directions of energy technology develop-

ment in the future. However, some problems of the grid voltage, such as, voltage

swells/sags, phase shifts, frequency shifts and three-phase voltage unbalance etc.

are often happen for grid-connected. These problems affect the detection of fre-

quency, phase and amplitude of fundamental positive sequence voltage. Therefore,

it is of an important significance to implement steady, accurate and real-time

extraction of the fundamental component in grid [1–3].

At present, a variety of algorithms to detect the power grid fundamental signal

were proposed by many domestic and foreign scholars. These algorithms can be
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mainly summarized into the following three stages. The first detection stage is

based on a simple sinusoidal signal model. The primary methods in this stage are

voltage zero-crossing method and maximum algorithm. The structural simplicity of

this algorithm makes it desirable from the standpoint of implementation in both

software and hardware environments. However, these methods ignore all

harmonics and noises. Therefore, these two methods cannot be applied to detect

the power grid fundamental signal in the polluted environment. The second detec-

tion stage is based on a cycle signal model. The primary method in this stage is the

discrete Fourier transform (DFT). In fact, grid is in a dynamic state, and sometimes

the fundamental frequency is changing. Therefore, there are spectral leakage and

fence effect. The last detection stage is based on a complex signal model. The

primary methods in this stage are wavelet transform, neural network, PLL based on

d-q transformation and Kalman filtering. The characteristic of wavelet transform

and neural network methods are large calculative volume and poor real-time. The

cutoff frequency of low-pass filter in PLL is set relatively low in order to achieve

good filtering, however, the low cutoff frequency will affect the dynamic

characteristics of detection system. The Kalman filtering belongs to IIR filter and

has unsure group delay, thus it is difficult to accurately calculate the phase angle of

phasor [4–6].

This paper presents an ANF algorithm in order to settle this problems which are

mentioned above. A prominent advantage of the algorithm is that it does not require

a phase-locked loop (PLL) for the synchronization, but it can track the change of

fundamental component automatically by adjusting its own parameters, γ and ζ.
Therefore, ANF algorithm is real-time and accurate.

2 Synchronization Technique Based on ANF

2.1 ANF

An ideal notch filter whose frequency response is characterized by a unit gain at all

frequencies except at a particular frequency, at which its gain is zero. This structure

cannot make the particular frequency of signal pass, while the rest of frequency of

signal can be passed completely. This particular frequency is called notch fre-

quency. ANF can automatically adjust the notch frequency by tracking the change

of signal frequency, which makes it possible that ANF can estimate fundamental

component of voltage signal.

Very often, when a sinusoidal signal is contaminated, it can be modeled by [7]

yðtÞ ¼
X1
k¼1

Ak sinϕkðtÞ þ A0 þ nðtÞ (1)
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Where fk ¼ ωktþ φk is phase angle of the k, Ak is amplitude of the k (k ¼ 1,

2, . . .), A0 is the dc component, n(t) is the noise. ϕk and Ak is typically unknown

parameters. Estimating the unknown parameters is the key in this study.

The dynamic behavior of the ANF is characterized by the following set of

differential equations:

€xþ θ2x ¼ 2ζθeðtÞ
_θ ¼ �γxθeðtÞ
eðtÞ ¼ yðtÞ � _x

8<
: (2)

Where x is the state variable, θ is the estimated frequency, ζ and γ are adjustable
positive parameters that determine the estimation accuracy and the convergence

speed of ANF.

For a single sinusoid, yðtÞ ¼ A1 sinðω1tþ φ1Þ. This ANF has a unique periodic

orbit located at [2, 8, 9]

O ¼
�x
_�x
�θ

0
@

1
A ¼

�A1 cosðω1tþ φ1Þ
A1ω1 sinðω1tþ φ1Þ

ω1

0
@

1
A (3)

The third entry is the estimated frequency, ω1. Dynamic equations in (2) are

stable, which means that the proposed ANF is stable. We proceed with a discussion

on the stability of the Eq. 2, and it can be rewritten as

_θ � � γ

2ζ
x2ðθ2 � ω1

2Þ (4)

That is, it is stable in the process of approaching periodic orbit Ο.

2.2 ANF Block Diagram

Figure 1 shows the schematic structure of ANF. At Eqs. 2 and 3, reveals that

ANF is composed of adders, multipliers and integrators. The structure has two

independent design parameters, γ and ζ. Parameters γ determines the adaptation

speed. Parameters ζ determines the depth of the notch. However, increasing one

of the parameters will affect the other factor. Therefore, A tradeoff between the

accuracy and convergence speed can be carried out by adjusting design

parameters, γ and ζ.
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3 Simulation Analyses

Under the Matlab7.6.0/Simulink, that uses the proposed algorithm to establish

system simulation model and make an analysis. The parameters of ANF can set

to ζ ¼ 0.75 and γ ¼ 800. The initial condition for the integrator that outputs the

frequency, ω, is set to 2π50 rad/s. The initial conditions for all other integrators are
set to zero.

3.1 ANF Performance Evaluation

Figure 2 shows the tracking performance of ANF (there only gives the tracking

characteristics of ANF on amplitude). Where, (a), (b), (c) are the input signal, the

amplitude of input signal, and the error between input signal and extraction signal,

respectively. At t ¼ 2 s, the amplitude of input signal jumps from 1pu to 0.75pu
[10]. The fast response and accurate performance of ANF can be seen from the Fig. 2.

3.2 Positive and Negative Sequence Extraction

In the abc frame, a three-phase voltage signal u(t) can be decomposed into uðtÞ
¼ uþðtÞ þ u�ðtÞ þ u0ðtÞ. Where, u+(t), u�(t) and u0(t) are positive, negative, and

zero-sequence components, respectively. Its sequence components can be

decomposed as follows [11, 12]:

uþðtÞ ¼ T2X1ðtÞ þ T1X2ðtÞ
u�ðtÞ ¼ T2X1ðtÞ � T1X2ðtÞ
u0ðtÞ ¼ ðI � 2T2ÞX1ðtÞ

8<
: (5)

-γ

2ζ

1
S

1
S

1
S

yin(t) e ω1

+

-

-

+

x1

θx1

Fig. 1 Block diagram

of ANF
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Where, X1(t) and X2(t) are the fundamental components of the input signal and

its 90� phase shift, respectively. I is a 3� 3 identity matrix, T1 and T2 are 3� 3

matrixes. As follows:

T1 ¼ 1

2
ffiffiffi
3

p
0 1 �1

�1 0 1

1 �1 0

0
@

1
A (6)

T2 ¼ 1

3

1 �0:5 �0:5
�0:5 1 �0:5
�0:5 �0:5 1

0
@

1
A (7)

From the above, the positive-sequence and negative sequence extractor unit can

be comprised of three ANFs and simple arithmetic operators. ANFs adaptively

extract the fundamental voltages and their 90� phase shift. That is, X1(t) and X2(t).
The simulation results are shown in Fig. 3.

Under Matlab/Simulink, that uses electronic components to set up a signal

model which can produce polluted signal (Fig. 3a). The positive, negative

components of fundamental signal can be extracted after those treatments. It can

be seen from the Fig. 3 that the system will be able to accurately extract the positive

sequence and negative sequence components of fundamental signal after two cycles

(Fig. 3b, c).
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3.3 Harmonic Extraction

In this section, a square wave as an example. The fundamental signal can be

extracted by ANF, the simulation results are shown in Fig. 4.

Under Matlab/Simulink, a square wave signal can be generated by M-File. Then,

a simulation model is established to extract the fundamental signal. It can be seen

from the Fig. 4 that the system can effectively isolate from its fundamental and total
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harmonic distortion components, and output their values after five cycles. The

M-File of square wave signal can be rewritten as

clear all;
t¼(0:0.0001:10)’;
for c¼1:500
for m¼(200*(c-1)+1):(200*c-100); u1(m)¼1; end;
for m¼(200*(c-1)+1+100):(200*c); u1(m)¼-1; end; end;
u1(100001)¼1;u¼u1’;plot(t’,u’);axis([0 10 -1.5 1.5]);
grid on;

4 Conclusion

In this paper, a series of simulation examples illustrated that the rapidity and

accuracy of ANF in extracting the fundamental component in the polluted environ-

ment. A prominent advantage of the approach is that it does not require a PLL for

the synchronization, but it can accurately extract the fundamental component in

real-time grid by adjusting its own parameters. In the three-phase unbalanced

system, the positive sequence component and negative sequence component can

be extracted by ANF, and in the harmonic pollution environment, the fundamental

and harmonic distortion components can be extracted by ANF. The principle of this

algorithm is reliable and simple, so it has a high practical value.
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The Precise Electric Energy Measurement

Method Based on Modified Compound

Simpson Integration

Min Zhang, Huayong Wei, and Weimin Feng

Abstract In time domain the asynchronous sampling is easy realized in hardware,

but it leads to measurement error in energy measurement. Modified compound

Simpson integral method is proposed to reduce the error. The computing formula is

deduced. Ideal signals and distortion signals are simulated. Simulating results show

the proposed integral method has the highest precision, compared with previous

method, the precision is improved dramatically. The results also show the sampling

rate has little influence on the measurement accuracy. So the new algorithm is

practical and is easy realized by DSP.

Keywords Asynchronous sampling • Leakage error • Modified compound

Simpson integral method • Electric energy measurement

1 Introduction

With the far-ranging use of non-linear components in electric and electronic

devices, the electrical harmonic pollution has deteriorated the power quality in

electrical power networks significantly. The harmonic distortion of voltage and

current greatly affects on the accuracy of electric energy measurement [1]. In order

to improve the measurement accuracy, many methods have been proposed. These

methods measure the energy in time domain or in frequency domain. In time

domain the precise measurement methods are used such as Newton-Cotes integra-

tion algorithm [2] and Compound Trapezoidal [3]; the error caused by window
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function is corrected in time domain [4]. The time domain methods are low

processing time and easy applicability for digital signal processors, but are very

sensitive to the presence of harmonic and inter-harmonic components [4]. The

frequency domain methods use DFT to obtain the harmonics amplitude and phase

angle, then the power is calculated according to harmonics respectively. The data is

smoothed by window function, then reduce the leakage effects [5]; an overview of

active power measurement has been made and a new method is proposed infre-

quency domain [6]; a new decomposition of voltage, current and power is presented

to improve the accuracy [7]. In order to improve the accuracy of electric energy

measurements of harmonic in the complex industrial environment, the wavelet

packets decomposition and reconstruction algorithm are employed [8].

At present, the electric energy measurements are mainly based on the

synchronized sampling of signals. The synchronized sampling is realized by

using PLL (Phase Locked Loop) [4]. However, synchronized sampling is not

normally provided for in practical applications. So the electric energy measurement

based on synchronous sampling has larger measurement error. In order to improve

the measurement precision, some error compensation algorithms are presented

according to the asynchronous sampling [3, 5, 9]. In this paper, Modified Com-

pound Simpson Integration algorithm is proposed to improve the energy metering

accuracy.

2 Algorithm Principle

A periodic signal f(t), T is the fundamental cycle time and the fundamental

frequency is f ¼ 1=T. According to the Nyquist sampling theorem, if the maximum

frequency component of the signal is fmax, the sampling rate fs must be higher than

2fmax. N points are sampled in one fundamental cycle, so the interval of ideal

synchronous sampling ΔT ¼ T=N. But the synchronous samplings are difficult to

realize because of harmonics and noise pollution. If the sampling rate fs is fixed, so
sampling time is Ts ¼ 1=fs. The ratio of the fundamental cycle T and Ts can be

expressed as: T ¼ TsðN þ ΔÞ (0 � Δ < 1). Where N is integers and Δ is a fraction.

In order to improve the measurement accuracy, Δ must be calculated precisely.

An asynchronous sampling is shown in Fig. 1. f0ðNÞ and f1ðNÞ are the last

sampling values of the first and second cycle respectively; f1ð0Þand f2ð0Þare the first
sampling values of the first and second cycle respectively. From the picture can be

seen: f0ðNÞ and f1ð0Þ are opposite sign, so f0ðNÞ�f1ð0Þ � 0. There is a zero between

f0ðNÞ and f1ð0Þ. Likewise, f2ð0Þ�f1ðNÞ � 0, there is always a zero between f1ðNÞ and
f2ð0Þ. According to the value of several points, the value of △ can be calculated.

If the sampling frequency fs is high, the sampling time-interval Ts between f0ðNÞ
and f1ð0Þ is very small, the connection of the two points can be approximated as a

straight line. In the second cycle, according to linear interpolation, the time delayYs
can be calculated which is the time interval between the starting point of this cycle

and f1ð0Þ. Ys can be expressed as:
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Ys ¼ Δ1
�Ts ¼ f1ð0Þ

f1ð0Þ � f0ðNÞ
�Ts (1)

Similarly, the time interval Ys
0 between f1ðNÞ and the ending point of this cycle

can be expressed as:

Ys
0 ¼ Δ2

�Ts ¼ �f1ðNÞ
f2ð0Þ � f1ðNÞ

�Ts (2)

So: Δ ¼ Δ1 þ Δ2.

In order to improve the accuracy, The Compound Trapezoidal is used in [3], the

formula has been given in the paper, and we do not write it here.

The compound Simpson integration is also a useful method in improving

measurement accuracy, it can be expressed as:

Sn ¼ 1

T

ðT
0

f ðtÞdt ¼ 1

T

Xn=2�1

k¼0

ðð2kþ2ÞΔT

2k�ΔT
f ðtÞdt ¼ 1

T

Xn=2�1

k¼0

1

3
ðf ð2k�ΔTÞ þ 4f ðð2k þ 1Þ�ΔTÞ

þ f ðð2k þ 2Þ�ΔTÞÞ�ΔT� 1
3�n ½ f ð0Þ þ f ðn�ΔTÞ þ 2

Xn=2�1

k¼1

f ð2k�ΔTÞ

þ 4
Xn=2�1

k¼0

f ðð2iþ 1Þ�ΔTÞ�

(3)

Fig. 1 Schematic

of sampling error

of asynchronous
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In practice, the frequency of power system is always fluctuated with time. If the

sampling frequency is fixed, the signals are asynchronous sampling. Then the

fractionΔwill bring leakage error. In order to reduce the leakage error, the modified

compound Simpson integration is presented. It is shown as below:

Snm ¼ 1

T

ðT
0

f ðtÞdt ¼ 1

T

" XN=2�1

k¼0

ðð2kþ2ÞTs

2k�Ts
f ðtÞdtþ

ððNþΔÞ�Ts

N�Ts
f ðtÞdt

#

� 1

T

"
1

6

XN=2�1

k¼0

ðf ð2k�TsÞþ4�f ðð2k þ 1Þ�TsÞ þ f ðð2k þ 2Þ�TsÞÞ�2�Ts

þ 1

2
�Δ�ðf ðN�TsÞ þ f ððN þ ΔÞ�TsÞ�Ts

#

¼ 1

6�ðN þ ΔÞ

"
2�ðf ð0Þ þ f ðN�TsÞ þ 2

XN=2�1

k¼1

f ð2�k�TsÞ

þ 4
XN=2�1

k¼0

f ðð2�k þ 1Þ�TsÞÞ þ 3�Δ�ðf ðN�TsÞ þ f ð0ÞÞ
#

(4)

3 Simulation and Result Analysis

The input sinusoidal voltage and current are:

uðtÞ ¼
ffiffiffi
2

p
Vp sinð2πftÞ (5a)

iðtÞ ¼
ffiffiffi
2

p
Ip sinð2πftþ αÞ (5b)

The average (active) power is:

P ¼ 1

T

ðT
0

uðtÞ�iðtÞdt ¼ Vp
�Ip
T

ðT
0

½cosα� cosð4πft� αÞ�dt (6)

The active power is calculated by the three methods (Compound Trapezoidal

integration, Compound Simpson integration and Modified compound Simpson

integration are aforementioned). All the simulating programs are written in C#

language and are simulated in personal computer. The simulating time is 10 cycles.
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3.1 Sinusoidal Signal

Given the input voltage uðtÞ ¼ 220� sinð2πftÞ.
The current waveform iðtÞ ¼ 20� sinð2πftþ θÞ.
Where f is the fundamental frequency, f ¼ 49:8Hz; θ ¼ π=3. The sampling

frequency is fs ¼ 6400Hz. The input average power is 1,100 W per cycle.

Table 1 shows the results of the three different methods. From the table we can

see Compound Trapezoidal integration and Compound Simpson integration almost

have the same accuracy. But compared with the Modified compound Simpson

integration, these two methods bring larger error, the error rate maintains at

0.385 %. While the results of proposed method show that the computation errors

are very small and are all under 10�6. The results illustrate the proposed method

improve the precision dramatically. It means that the method can be used to design

the high-precision power measurement equipment. From the table we can see also,

if Ys are taken into account (Ys is the interval between the sampling start time and

the origination time of the signals), the computation errors of these three methods

have little changed and are at least of a similar order of magnitude. So, when

discussing these three methods, Ys can be taken no account of.

3.2 Non-sinusoidal Signal

In the electrical power system, the input voltage and current generally include some

harmonic waves. So the input voltage and current waveforms are non-sinusoidal

and are same as [3]:

uðtÞ ¼ 220� sinð2πftÞ � 20� sin 2πf þ π

3

� �
þ 2:5� sin 6πf þ π

3

� �
þ 2:5� sin 10πf þ π

3

� �
þ 2:5� sin 14πf þ π

6

� �
(7a)

iðtÞ ¼ 20� sin 2πf þ π

3

� �
þ 2:5� sin 6πf þ π

6

� �
þ 2:5� sin 10πfð Þ þ 2:5� sin 14πf þ π

6

� �
(7b)

Table 1 The simulating results of sinusoidal signal (f ¼ 49.8 Hz)

Delay Ys

Compound Trapezoidal

integration (%)

Compound Simpson

integration (%)

Modified compound Simpson

integration (%)

0 0.418582 0.418916 8.806647 � 10�5

0.3 Ts 0.398320 0.398638 8.380354 � 10�5

0.5 Ts 0.384621 0.384928 8.092129 � 10�5
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Where f is the fundamental frequency and fs is the sampling frequency, fs ¼ 64

00Hz. The real input average power is 909.375 w. The simulating results are shown

in Table 2.

The simulation results of Table 2 are similar to Table 1. The Modified compound

Simpson integration is more precise than other two methods, while Compound

Trapezoidal integration and Compound Simpson integration have the same accu-

racy. But compared with the results of Table 1, the harmonics have great affluence

on the measurement accuracy of the modified compound Simpson integration, an

order-of-magnitude has been decreased. Because the Compound Trapezoidal inte-

gration and Compound Simpson integration have lower precision, the results of the

two methods have been affected little. Similarly to ideal signals, the delay Ys has

little affected on measurement.

The signals have been simulated with three different sampling rates, the signal

frequency is f ¼ 50:2 Hz. All the results are shown in Table 3. We can see that the

bigger the sampling rate is, the higher the precision of all integration methods

is. Among these integrations, the precision of Modified Compound Simpson inte-

gration is highest. We can also see that at sampling rate 3.2 and 6.4 kHz, the error of

the proposed method is below 10�6. The results illustrate this method is fitted in

lower sampling rate.

In the last, the active power of non-ideal signals is test in a DSP Development

Board, all the sampling date are input the DSP and calculate by the Modified

Compound Simpson Integration. The experimental results illustrate the proposed

method is effective.

Table 2 The simulating results of non-sinusoidal signal (f ¼ 49.8 Hz)

Delay Ys

Compound Trapezoidal

integration (%)

Compound Simpson

integration (%)

Modified compound

Simpson integration (%)

0 0.551523 0.553543 5.452108 � 10�4

0.3 Ts 0.526144 0.528120 5.331358 � 10�4

0.5 Ts 0.508808 0.510752 5.246681 � 10�4

Table 3 The simulating results of non-sinusoidal signal (f ¼ 50.2 Hz, Ys ¼ 0.3 Ts)

Sampling rate

Compound Trapezoidal

integration(%)

Compound Simpson

integration(%)

Modified compound Simpson

integration(%)

1.6 kHz 0.612635 0.684873 7.6663699 � 10�3

3.2 kHz 0. 580093 0. 589462 7.7982671 � 10�4

6.4 kHz 0. 529072 0. 524328 4.9546879 � 10�4
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4 Conclusion

The modified compound Simpson integration has been proposed to improve mea-

surement accuracy under asynchronous sampling. The computing formulas are

deduced. Ideal signals and distortion signals are simulated and the results are

compared with other methods. The results show the proposed method has the

highest precision in different frequency of signals; the delay sampling time has

little influence on measurement accuracy. Different sampling rate has also been

simulated; the results show when the sampling rate is high to some extent, increas-

ing the sampling rate has little influence on the accuracy. Simulation and experi-

mental results show that the modified compound Simpson integration improves the

accuracy of energy measurement dramatically. So the proposed method has the

characteristics of generality, less calculation, high velocity and high efficiency and

can be used in DSP easily.
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A Frequency Reconfigurable Microstrip

Patch Antenna

Yong Cheng, ZhenYa Wang, XuWen Liu, and HongBo Zhu

Abstract A novel microstrip antenna with the frequency reconfiguration charac-

teristic is proposed in this article. A U-slot has been introduced in the square patch.

The slot is switched on and off by using three PIN diodes, which realizes the

frequency reconfiguration characteristics. The antenna has been studied with

Zeland’s IE3D, simulated return loss and radiation results are proposed in this

article. As the results show, from 3.85 to 7.05 GHz, the antenna can operate at six

different frequencies with similar radiation patterns. The antenna has 2 dB gain

flatness with the maximum gain being 5 dBi over the whole range. The conclusion

that radiation performance within the operating bandwidth of the antenna is stable

can be obtained.

Keywords Frequency • Reconfigurable • Antenna microstrip antenna • PIN diode

1 Introduction

Frequency reconfigurable antennas have the advantages of compact size, multiband

capability. As the same time, the shape of the radiation patterns of the antennas

must maintain unchanged when the operating frequencies are switched from one

band to the other. Various methods have been reported in the literature to achieve

reconfigurable antennas such as using PIN switches tuning the antenna [1], varying

the ground plane electrical length [2] supporting a patch antenna or changing the
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induced electric current distribution [3]. The reconfigurable operating frequencies

[4] obtained by switching different feeding location. Several reconfigurable antenna

designs [5, 6] has been reported for the flexibility of integrating electronic switches.

In this article, a frequency reconfigurable microstrip patch antenna is

investigated. The reconfiguration has been carried by etched a U-slot into the

patch. The frequency characteristic has been realized by switching three PIN diodes

on the slot on and off configurations. The geometrics of the antenna and the results

will be explained in next sections. The full-wave electromagnetic simulation and

analysis for the proposed antenna has been performed using Zeland’s IE3D, which

is based on the Method of Moments (MoM). Return loss, radiation pattern and the

gain of the antenna are simulated and the results are presented. The antenna shows

similar pattern and flat gain at different operating frequencies.

2 Design of the Antenna

The geometry and coordination of the antenna is shown in Fig. 1. It is a microstrip

patch antenna with a U-slot. The antenna has been designed on a PCB with the

relative permittivity of the dielectric substrate is 2.2, loss tanδ is 0.001, thickness

h ¼ 3 mm and surface area is A � B. To obtain the configurable frequency

characteristic, Three PIN diodes has been used as switches. PIN diode1, 2 and

Fig. 1 Geometry of the proposed reconfigurable antenna
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PIN diode3 have been inserted the gap between the side and the center part of the

patch. By switching the diodes on and off, the resonating frequencies of the antenna

have been controlled. A coaxial probe is used to feed the antenna at the center of the

patch. Detail dimension parameters of the antenna are shown in Table 1.

3 Results of Simulation

The return loss of the proposed antenna has been simulated with IE3D at five switch

configurations as shown in Table 2. The simulation results for different cases of

switches combinations is shown in Fig. 2

From Fig. 2, the operating frequency have been controlled by the switches

configurations. At case1, the three switches are all on, the resonating frequency

of the antenna is 5.05 GHz; When switch1 is on while the others are off, the

resonating frequency of the antenna is 5.5 GHz; When switch1 and switch2 are

both on, switch3 is off, the antenna resonates at 3.85 and 6.1 GHz;When switch1

and switch3 are both on, switch2 is off, the antenna resonates at 5.95 GHz; When

the three switches are all off, the antenna operates at 7.05 GHz. In the above six

bands, the return loss of the antenna is less 15 dB as shown in Table 2.

Then, the E-plane and H-plane radiation patterns of the antenna at six

frequencies have been simulated and shown in Figs. 3, 4, 5, 6, 7 and 8, respectively.

As the results show, the radiation patterns of the antenna are similar at the six

frequencies. That performance is very important for a frequency reconfigurable

antenna.

Finally, the maximum gain of the proposed antenna also has been simulated

from 3.85 to 7.05 GHz, and the result is shown in Fig. 9. It is seen that the average

maximum gain of the antenna is about 5 dBi, and the antenna has 2 dB gain flatness

from 3.85 to 7.05 GHz. From the simulated results of the radiation patterns and

gain, it can be obtained the conclusion that the proposed antenna has stable

performance within the whole operating frequency range.

Table 1 Dimension

parameters (mm)
L 30 c 4

W 30 d 0.5

A 20 e 5.5

B 20 t 5.5

a 4 s 6

b 4 h 3
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Fig. 2 S11 for different cases

Fig. 3 Radiation pattern at 3.85 GHz (a) H plane (b) E plane

Table 2 Operating frequency bands and bandwidth for different cases

Case Switch1 Switch2 Switch3

Center

frequency (GHz) Bandwidth

Case1 Off Off Off 5.05 4.952–5.115(3.24 %)

Case2 On Off Off 5.5 5.405–5.572(3.04 %)

Case3 On On Off 3.85/6.1 3.844–3.895(1.32 %)/

6.06–6.147(1.43 %)

Case4 On Off On 5.95 5.882–6.024(2.39 %)

Case5 On On On 7.05 6.954–7.115(2.29 %)



Fig. 4 Radiation pattern at 5.05 GHz (a) H plane (b) E plane

Fig. 5 Radiation pattern at 5.5 GHz (a) H plane (b) E plane

Fig. 6 Radiation pattern at 5.95 GHz (a) H plane (b) E plane



4 Conclusion

Design concept of microstrip patch etched U- slot antenna with three PIN diodes

switches has been proposed in this article. The radiation performances of the

antenna have been studied by using EM software and presented in this paper. As

the results show that the proposed antenna has advantages such as reconfigurable

frequency, stable radiation patterns, flat gain, compact size, etc., so it can be used

for other wireless communications system.

Fig. 7 Radiation pattern at 6.1 GHz (a) H plane (b) E plane

Fig. 8 Radiation pattern at 7.05 GHz (a) H plane (b) E plane
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Electricity Consumption Prediction Based

on Non-stationary Time Series GM (1, 1)

Model and Its Application in Power

Engineering

Xiaojia Wang

Abstract The construction of smart grid will comprehensively enhance the

intelligent level of every step in the power grid of our country. The data prediction

ability determines the quality of smart grid. This paper addresses situations in

which the prediction accuracy of the Grey Model (GM (1, 1) model) is high for

non-negative smooth monotonic sequences but inadequately low for non-stationary

sequences, and isolates the trending sequence from the non-stationary time series

using a numerical filtering algorithm, which is then used to make predictions.

Numerical examples demonstrate that this method can improve the prediction

accuracy of the GM (1, 1) model.

Keywords Non-stationary time series • Numerical filtering algorithm • GM (1, 1)

model • Prediction

1 Introduction

With the continuous progress of social economy, power industry has been develop-

ing rapidly, and the network scale of power grid system is expanding constantly. On

the basis of conventional power grid, the concept of smart grid is presented. Smart

grid is based on physical power grid and implements optimal allocation of electric

power by applying advanced modern technology in various fields.

Data prediction ability determines the quality of smart grid. As for electricity

consumption, low prediction will cause power cut due to lack of allocated electric-

ity, while high prediction will bring unnecessary generation cost and energy waste.
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Therefore, it is essential to predict the electricity consumption accurately. One of

the commonest electricity consumption prediction models is grey model- GM (1, 1)

[1]. GM (1, 1) model can play a greater role in data forecast of smart grid. By use of

its theory, prediction data accuracy can be improved to meet the requirement for

data with high quality in smart grid.

After 20 years of development, grey system theory has been widely applied in

many areas, including social science and economics. Deng [1]created the grey

system theory and system described the principle of grey system, the applications

of grey system in many different fields, such as science and economy; Wang, Yang

and Wang [2]used cubic spline formula to improve the background value, and

constructed a novel grey forecasting model, they used this new model to forecast

electricity consumption and obtained high predict accuracy; Hsu and Wang [3, 4]

applied the grey prediction model to the global integrated circuit industry and

obtained a good prediction effect; Shen, Chung and Chen [5] introduced a novel

application of grey system theory to information security, expanded the application

field of grey system; Chang and Tsai [6] used neural network adaptation to support

vector regression grey model, obtained effect forecasting results, the grey system

and artificial intelligence method are combined well; Chen [7] combined the grey

system with Bernoulli model, constructed a new grey forecasting model NGBM

(1, 1), use this NGBM (1, 1) model to forecast the foreign exchange rates of

Taiwan’s major trading partners, and receive good effect; Huang [8] use a hybrid

grey model to forecast the stock market also achieved good results. But the GM

(1, 1) model is ineffective in predicting non-stationary time series, however, mainly

because the sequence computed by the GM (1, 1) model is monotonic and because

the inverted sequence is also monotonic. Based on these previous studies, this paper

aims to find the appropriate treatment to turn a non-stationary sequence into a

sequence suitable for the GM (1, 1) model and then to create the GM (1, 1) model to

improve modelling and prediction accuracy.

The remainder of the paper is organized as follows: Sect. 2 present some

preliminaries of this work, and in Sect. 3 we give the main results of construction

process of the prediction model, the data simulation and accuracy comparison are in

Sect. 4, finally, we make a conclusion for this paper in Sect. 5.

2 Preliminaries

In this section, we firstly give some preliminaries.

Definition 2.1 Given the time series fxtg; t ¼ 1; 2; � � � ; n, if

Bxt Δ xt�1 (1)

then B is denoted as the backward shift operator of the time series fxtg. B�1 is

denoted as forward shift operator.
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Definition 2.2 Compute the d-order differential for non-stationary time series fxtg;
ðt ¼ 1; 2; � � � ; nÞ, which results in the following differential sequence:

rdxt ¼ ð1� BÞdxt ¼
Xd
i¼0

ð�1ÞiCi
dxt�i; t ¼ 1; 2; � � � ; n; t � d þ 1 (2)

Ci
d denotes the coefficients of the binomial ð1� BÞd, and there exist i combinations

of set d.

Ci
d ¼

d!

i!ðd � iÞ! (3)

Definition 2.3 If B is the backward shift operator of time series fxtg , then the

following expression is the binomial of B:

FðBÞ ¼
Xn
j¼0

ð�1ÞjCj
dðBj þ B�jÞ; j ¼ 0; 1; � � � n (4)

3 Main Results

If fxtg is a known non-stationary sequence according to the following numerical

filtering algorithm:

xt ¼ Tt þ St þ εt; t ¼ 1; 2; � � � ; n (5)

St represents the periodic sequence (i.e., the seasonal component, where the

specified interval is 12) denoted as fStg. Tt represents the aggregation of all

trends (i.e., the trend component) other than fStg , which is denoted as fTtg . εt
represents the stationary random sequence (i.e., the irregular component), which is

denoted as fεtg.
Rewriting Eq. 6 results in the following:

εt ¼ xt � Tt þ St; t ¼ 1; 2; � � � ; n (6)

If the periodic sequence fStg and the trend aggregation sequence fTtg are

decomposed, we can eventually compute the trending stationary random sequence

fεtg from the non-stationary sequence fxtg. The following steps demonstrate the

computation:
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Step 1: Multiply the binomial F1ðBÞ for B with fxtg, resulting in sequence f ~Ttg,
which roughly estimates sequence fTtg:

~Tt ¼ F1ðBÞxt; t ¼ 1; 2; � � � ; n (7)

Step 2: Multiply the binomial F2ðBÞ for B with sequence fxt � ~Ttg, resulting in

sequence f~Stg, which roughly estimates sequence fStg:

~St ¼ F2ðBÞ½xt � ~Tt�; t ¼ 1; 2; � � � ; n (8)

Step 3: Multiply the binomial F3ðBÞ for B with sequence fxt � ~Stg, resulting in Tt:

Tt ¼ F3ðBÞ½xt � ~St�; t ¼ 1; 2; � � � ; n (9)

Step 4: Multiply the binomial F4ðBÞ for B with sequence fxt � Ttg, resulting in St:

St ¼ F4ðBÞ½xt � Tt�; t ¼ 1; 2; � � � ; n (10)

Step 5: Compute εt ¼ xt � Tt þ St , resulting in the trending stationary random

sequence fεtg; t ¼ 1; 2; � � � ; n.
From definition 2.3, we can obtain the binomials for B shown in Eqs. 7

through 10:

F1ðBÞ ¼ 1

24

X5
j¼�6

Bj þ
X6
j¼�5

Bj

" #
(11)

F2ðBÞ ¼ 1

9

X2
j¼0

B12j þ
X1
j¼�1

B12j þ
X0
j¼�2

B12j

" #
(12)

F3ðBÞ ¼ 0:24þ 0:214ðBþ B�1Þ þ 0:147ðB2 þ B�2Þ
þ 0:066ðB3 þ B�3Þ � 0:028ðB5 þ B�5Þ � 0:019ðB6 þ B�6Þ (13)

F4ðBÞ ¼ 0:2þ 0:2ðB12 þ B�12Þ þ 0:13ðB24 þ B�24Þ þ 0:07ðB36 þ B�36Þ (14)

If fxtg is a non-stationary sequence, it can be transformed into a trending

stationary random sequence using numerical filtering. The transformed sequence

is denoted as:

f : xt ! yt; t ¼ 1; 2; � � � ; n (15)
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fytg represents the transformed sequence; f represents the rules of relevant

numerical filtering transformation, as shown in Step 1 through Step 4. This paper

use GM (1, 1) prediction model forecasting series fytg, can effectively suppress the
influence of both high and low frequency noise in the sequence information from

the non-stationary sequence, effectively improve the prediction accuracy

Next, we introduce the modelling mechanism of GM (1, 1) model.

Assume that Xð0Þ ¼ fxð0Þð1Þ; xð0Þð2Þ; � � � ; xð0ÞðnÞg is the original series. Applying
accumulated generating operation, it can be getting that:

Xð1Þ ¼ fxð1Þð1Þ; xð1Þð2Þ; � � � ; xð1ÞðnÞg

where Xð1ÞðkÞ ¼ Pk
i¼1

xð0ÞðiÞ ðk ¼ 1; 2; � � � ; nÞ: Xð1ÞðkÞ is called accumulated

generating operation of Xð0ÞðkÞ denoted as 1-AGO.

The first order linear ordinary differential equation expressed as

dxð1Þ

dt
þ axð1Þ ¼ b (16)

is called whitened differential equation of GM(1, 1), of which the difference form is:

xð0ÞðkÞ þ azð1ÞðkÞ ¼ b (17)

Where a, b are parameters to be identified. a is called developing coefficient, and

b is called grey input. Solve it using least square method and obtain:

½a; b�T ¼ ðBTBÞ�1
BTYn (18)

Where

Yn ¼ ½xð0Þð2Þ; xð0Þð3Þ; � � � ; xð0ÞðnÞ�T ; B ¼
�zð1Þð2Þ 1

�zð1Þð3Þ 1

..

. ..
.

�zð1ÞðnÞ 1

2
6664

3
7775 (19)

In Eq. 19, the background value is formulated as

zð1Þðk þ 1Þ ¼ 1

2
½xð1ÞðkÞ þ xð1Þðk þ 1Þ� k ¼ 1; 2; . . . ; n� 1 (20)
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The discrete solution of Eq. 16 is:

x̂ð1Þðk þ 1Þ ¼ xð0Þð1Þ � b

a

� �
� e�ak þ b

a
(21)

The reduction value is:

x̂ð0Þðk þ 1Þ ¼ x̂ð1Þðk þ 1Þ � x̂ð1ÞðkÞ ¼ ð1� eaÞ xð0Þð1Þ � b

a

� �
� e�ak (22)

Where k ¼ 1; 2; � � � ; n.

4 Data Simulation and Accuracy Comparison

Now using the GM (1, 1) prediction model based on non-stationary time series

treatment process to forecasting the electricity consumption and C# program to

realize the forecast data. Figure 1 shows the smoothing processing results and

Table 1 shows the calculated results. (Unit: 107 kwh) 1 (Fig. 2).

Fig. 1 Smoothing

processing result

Table 1 Prediction results

of smoothing data
Smoothing data Forecast value RE (%)

2,015,064 2,165,983 7.48

1,822,061 1,977,702 8.54

1,818,564 2,014,071 10.75

2,119,474 2,051,108 3.22

2,178,475 2,088,827 4.11

2,212,318 2,127,239 3.84

2,406,550 2,166,357 9.98

2,503,051 2,206,195 11.85

2,170,697 2,246,765 3.50

1,932,446 2,188,082 13.22
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5 Conclusion and Future Work

This paper introduced a new thought to make electricity consumption prediction.

The simulation example showed a stronger applicability that the smoothing

processing for non-stationary time series effectively suppress the influence of

both high and low frequency noise in the sequence information from the

non-stationary sequence. And then by using the GM (1, 1) model to forecast

the series obtained above, which is close to the real situation of power data, the

forecasting accuracy can be really improved, and it will work more effectively in

the smart grid and other practical applications. After exploring the GM (1, 1) model,

this paper further extended the other new prediction model, such as the use of the

artificial intelligent method.
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Electricity Load Forecasting in Smart Grid

Based on Residual GM (1, 1) Model

Jianxin Shen, Haijiang Wang, and Shanlin Yang

Abstract The construction of smart grid has put forward higher requirements on

deployment accuracy of the energy. Power generation and electricity sectors have

carried out more accurate data analysis and forecasting. In this context, a residual

GM (1, 1) model is proposed. This model can overcome the lack of traditional grey

model and make accurate forecasting of electricity consumption in smart grid.

Finally, numerical examples demonstrate that this method can efficiently improve

the prediction accuracy.

Keywords Smart grid • Electricity load forecasting • Residual GM (1, 1) model

1 Introduction

Compared with the traditional power grid, smart grid is characterized by environ-

mental protection, safety, efficiency, etc. Particularly, it assists decision-making,

which is useful to the optimal allocation of power resource. Data of every terminal

in power grid can be controlled real timely by advanced communication facilities in

smart grid. According to the forecasting of electricity consumption, smart grid

allocates electricity to make a balance between supply and demand of electricity,

which realizes optimizing the usage of power energy. Prediction of too much

electricity consumption will cause excess power generation and distribution.

While prediction of too little electricity consumption will bring power cut due to

lack of power supply, then arouse economic losses and social unrest. Therefore, it is

of great significance to predict the power consumption accurately. That is to say, the

prediction accuracy of electricity consumption determines the quality of smart grid.
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Data prediction ability determines the quality of smart grid. As for electricity

consumption, low prediction will cause power cut due to lack of allocated electric-

ity, while high prediction will bring unnecessary generation cost and energy waste.

Therefore, it is essential to predict the electricity consumption accurately. One of

the commonest electricity consumption prediction models is grey model- GM (1, 1)

[1]. GM (1, 1) model can play a greater role in data forecast of smart grid. By use of

its theory, prediction data accuracy can be improved to meet the requirement for

data with high quality in smart grid.

After 20 years of development, grey system theory has been widely applied in

many areas, including social science and economics. Deng [1]created the grey

system theory and system described the principle of grey system, the applications

of grey system in many different fields, such as science and economy; Wang, Yang

and Wang [2]used cubic spline formula to improve the background value, and

constructed a novel grey forecasting model, they used this new model to forecast

electricity consumption and obtained high predict accuracy; Hsu and Wang [3, 4]

applied the grey prediction model to the global integrated circuit industry and

obtained a good prediction effect; Shen, Chung and Chen [5] introduced a novel

application of grey system theory to information security, expanded the application

field of grey system; Chang and Tsai [6] used neural network adaptation to support

vector regression grey model, obtained effect forecasting results, the grey system

and artificial intelligence method are combined well; Chen [7] combined the grey

system with Bernoulli model, constructed a new grey forecasting model NGBM

(1, 1), use this NGBM (1, 1) model to forecast the foreign exchange rates of

Taiwan’s major trading partners, and receive good effect; Huang [8] use a hybrid

grey model to forecast the stock market also achieved good results. But the GM

(1, 1) model is ineffective in predicting non-stationary time series, however, mainly

because the sequence computed by the GM (1, 1) model is monotonic and because

the inverted sequence is also monotonic. Based on these previous studies, this paper

aims to find the appropriate treatment to turn a non-stationary sequence into a

sequence suitable for the GM (1, 1) model and then to create the GM (1, 1) model to

improve modelling and prediction accuracy.

The remainder of the paper is organized as follows: Sect. 1 present some

preliminaries of this work, and in Sect. 2 we give the main results of construction

process of the prediction model, the data simulation and accuracy comparison are in

Sect. 3, finally, we make a conclusion for this paper in Sect. 4.

2 Main Results

In this section, we firstly introduce the modeling mechanism of traditional GM

(1, 1) model, then, introduce the building process of residual GM (1, 1) forecasting

model [9].
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Assume thatXð0Þ ¼ fxð0Þð1Þ; xð0Þð2Þ; � � � ; xð0ÞðnÞg is the original series. Applying
accumulated generating operation, it can be get that:

Xð1Þ ¼ fxð1Þð1Þ; xð1Þð2Þ; � � � ; xð1ÞðnÞg (1)

where Xð1ÞðkÞ ¼ Pk
i¼1

xð0ÞðiÞ ðk ¼ 1; 2; � � � ; nÞ: Xð1ÞðkÞ is called accumulated

generating operation of Xð0ÞðkÞ denoted as 1-AGO.

The first order linear ordinary differential equation expressed as

dxð1Þ

dt
þ axð1Þ ¼ b (2)

is called whitened differential equation of GM (1, 1), of which the difference form is:

xð0ÞðkÞ þ azð1ÞðkÞ ¼ b (3)

where a, b are parameters to be identified. a is called developing coefficient, and b is

called grey input. Solve it using least square method and obtain:

½a; b�T ¼ ðBTBÞ�1
BTYn (4)

Yn ¼ ½xð0Þð2Þ; xð0Þð3Þ; � � � ; xð0ÞðnÞ�T ; B ¼
�zð1Þð2Þ 1

�zð1Þð3Þ 1

..

. ..
.

�zð1ÞðnÞ 1

2
6664

3
7775 (5)

In Eq. 3, the background value is formulated as

zð1Þðk þ 1Þ ¼ 1

2
½xð1ÞðkÞ þ xð1Þðk þ 1Þ� k ¼ 1; 2; . . . ; n� 1 (6)

The discrete solution of Eq. 2 is:

x̂ð1Þðk þ 1Þ ¼ ðxð0Þð1Þ � b

a
Þ � e�ak þ b

a
(7)

The reduction value is:

x̂ð0Þðk þ 1Þ ¼ x̂ð1Þðk þ 1Þ � x̂ð1ÞðkÞ ¼ ð1� eaÞðxð0Þð1Þ � b

a
Þ � e�ak (8)
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Where k ¼ 1; 2; � � � ; n.
To further improve the accuracy of the model, we establish the GM (1, 1) model

using the residual sequence

qð0ÞðkÞ ¼ fzð0ÞðkÞ � ẑð0ÞðkÞg (9)

Considering most residual sequences include both positive and negative

elements, we needed to process the data by dividing the sequence by the aggregate

of the negative elements and thus yielding new sequences q
ð0Þ
1 ; q

ð0Þ
2 . We can then

establish the GM (1, 1) models separately with new residual sequences. The

improved prediction model is shown as follows [10–12]:

x̂ð1Þðk þ 1Þ ¼ ðxð0Þ1 ð1Þ � b

a
Þe�ak þ b

a
� δðk � i1Þðqð0Þ1 ð1Þ � b1

a1
Þe�a1k

þ b1
a1

þ δðk � i2Þðqð0Þ2 ð1Þ � b2
a2
Þe�a2k þ b2

a2
(10)

Where

δðk � iÞ ¼ 1; k > i
0; k < i

�
(11)

3 Data Simulation and Accuracy Comparison

Now using the residual GM (1, 1) model forecasting the electricity consumption

and C# program to realize the forecast data. Next, we also apply the traditional GM

(1, 1) model for comparison purposes. First, we give the trends of original data in

Fig. 1. Secondly, the comparison results are show in Table 1 and Fig. 2.

Fig. 1 Trends of original

electricity load data
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4 Conclusion and Future Work

This paper introduced a residual GM (1, 1) model to forecast the electricity load.

Simulation example shows that the residual GM (1, 1) model can more accurately

make prediction than the traditional GM (1, 1) method. The result showed that the

proposed method can be effective for electricity load forecasting in smart grid.
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tion of China, grant No. 71101041, National 863 Project, grant No. 2011AA05A116, Foundation

of Higher School Outstanding Talents Grant No. 2012SQRL009 and National Innovative Experi-
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Table 1 Prediction and relative error comparison

Original data Research model RE(%) Traditional GM model RE(%)

1,346.62 1,283.549 4.68 1,435.28 6.58

1,468.25 1,404.6689 4.33 1,553.87 5.83

1,638.62 1,560.8704 4.74 1,740.65 6.22

1,889.12 1,877.8124 0.59 1,949.87 3.21

2,176.13 2,263.1869 4.00 2,184.24 0.37

2,468.85 2,660.8946 7.77 2,446.78 0.89

2,936.82 3,072.6476 4.62 2,740.87 6.67

3,245.84 3,192.2110 1.65 3,070.32 5.40

3,426.85 3,247.8194 5.22 3,439.37 0.36

3,659.53 3,611.2760 1.31 3,852.77 5.28
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Fig. 2 Comparison chart of prediction accuracy
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Electricity Consumption Forecasting

Based on a Class of New GM (1, 1) Model

Mei Yao and Xiaojia Wang

Abstract In recent years, with the development of society and the progress of

science and technology, the GM (1, 1) model has been widely applied in economy,

management, industry, control, social development plan, etc. But the GM (1, 1)

model in the application process has encountered a low accuracy of predictions.

Therefore, the improvement and optimization research of GM (1, 1) model is an

important issue. In order to improve the prediction accuracy of GM (1, 1) model, it

is necessary to consider reconstructing the background value of the model, which

can improve the quality of the forecasting model. This paper discusses the

improved GM (1, 1) model. The improved model has better prediction accuracy.

It is used to forecast the society electricity consumption in eastern China, and the

specific numerical examples demonstrate that this method can improve the simula-

tion and the prediction accuracy.

Keywords GM (1,1) model • Background value • Electricity consumption

prediction

1 Introduction

Since professor Deng JuLong in the early 1980s puts forward the gray system

theory [1], after three decades of development, this theory has been widely applied

in economy, management, industry, control, social development plan, etc., and has

achieved many good results. GM (1, 1) model is the one core contents of gray
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system theory [2, 3]. The value of its application is to be reflected in an increasing

number of areas [4–6].

GM (1, 1) model in the application process has encountered a low accuracy of

predictions, therefore, in recent years, the improvement and optimization research

of GM (1, 1) model has been the concern of many scholars [7–9]. Through the

observation, the author found that these improvements can be divided into the

following three types: (1) the improvement of the model parameter estimation

methods; (2) the reconstruction of the model background value; (3) the improve-

ment of the model initial conditions. Because of the iterative nature of the model

GM (1,1), type (1) and type (3) eventually can be attributed to the reconstruction of

the background value, so the type (2) that is the reconstruction of the model

background value, has great significance. Therefore, the background value con-

struction method will directly affect the accuracy and applicability of the model.

Based on the comprehensive analysis of existing research literature, we make use of

the improved method of optimized background value in GM (1, 1) model to forecast

the society electricity consumption in eastern China. The results show that com-

pared with the traditional gray GM (1, 1) model, the improved GM (1, 1) model has

higher precision of the simulation.

2 Establishment of Mathematical Model

2.1 Modeling Ideas of the Traditional GM (1, 1) Model

Suppose that Xð0Þ ¼ fxð0Þð1Þ; xð0Þð2Þ; � � � ; xð0ÞðnÞg is the original sequence, and it

can get through once cumulation:

Xð1Þ ¼ fxð1Þð1Þ; xð1Þð2Þ; � � � ; xð1ÞðnÞg

Where xð1ÞðkÞ ¼Pk
i¼1

xð0ÞðiÞ ðk ¼ 1; 2; � � � ; nÞ , we define Xð1ÞðkÞ as a cumulative

sequence of Xð0ÞðkÞ,then Xð1ÞðkÞ is called 1� AGO.
An order linear differential equations

dxð1Þ

dt
þ axð1Þ ¼ b (1)

is called as the winterization differential equation of the grey GM (1, 1) model

(Gray differential equation)

xð0ÞðkÞ þ azð1ÞðkÞ ¼ b (2)
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Where a; b are parameters to be identified, and a is called the development

coefficient, b is called the grey action. By means of the least square method,

We have

½a; b�T ¼ ðBTBÞ�1
BTYn (3)

Where: Yn ¼ ½xð0Þð2Þ; xð0Þð3Þ; � � � ; xð0ÞðnÞ�T

B ¼
�zð1Þð2Þ 1

�zð1Þð3Þ 1

..

. ..
.

�zð1ÞðnÞ 1

2
6664

3
7775 (4)

In formula (4), the background value

zð1Þðk þ 1Þ ¼ 1

2
½xð1ÞðkÞ þ xð1Þðk þ 1Þ� k ¼ 1; 2; � � � ; n� 1: (5)

The discrete solution of the Eq. 1 as follows:

x̂ð1Þðk þ 1Þ ¼ ðxð0Þð1Þ � b

a
Þ � e�ak þ b

a
(6)

Then the original value as follows:

x̂ð0Þðk þ 1Þ ¼ x̂ð1Þðk þ 1Þ � x̂ð1ÞðkÞ ¼ ð1� eaÞðxð0Þð1Þ � b

a
Þ � e�ak (7)

Where k ¼ 0; 1; 2; � � � ; n� 1.

2.2 Establishment of Improved GM (1, 1) Model

The improved GM (1, 1) model is based on the reconstruction of the model

background value. By formula (6), we find the simulation and prediction precision

of the GM (1, 1) model depends on the constants a and b, but a and b depend on the

value of the original sequence and structure form of the background value. There-

fore the structure formula of background value Zð1ÞðkÞ is one of the key factors

which lead to the simulation error εð0ÞðkÞ ¼ x̂ð1ÞðkÞ � xð1ÞðkÞ and the suitability of

the GM (1, 1) model.
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We can have integral calculation on both sides of the system (1):

ðk
k�1

dxð1Þ

dt
dtþ a

ðk
k�1

xð1Þdt ¼ b

Thus, we get

xð1ÞðkÞ � xð1Þðk � 1Þ þ a

ðk
k�1

xð1ÞðtÞdt ¼ b

xð0ÞðkÞ þ a

ðk
k�1

xð1ÞðtÞdt ¼ b (8)

By formula (2), the background value as follows:

zð1ÞðkÞ ¼
ðk
k�1

xð1ÞðtÞdt k ¼ 2; 3; � � � nð Þ (9)

Set xð1ÞðtÞ ¼ BeAt,
Where A and B are constants to be determined with

xð1ÞðkÞ ¼ BeAk; ðk ¼ 1; 2; � � � ; nÞ (10)

Generate xð1ÞðtÞ ¼ BeAt into formula (9), we get

zð1ÞðkÞ ¼
ðk
k�1

BeAtdt ¼ 1

A
ðBeAk � BeA k�1ð ÞÞ ¼ 1

A
ðxð1ÞðkÞ � xð1Þðk � 1ÞÞ (11)

Since

xð1ÞðkÞ
xð1Þðk � 1Þ ¼

BeAk

BeA k�1ð Þ ¼ eA

We have

A ¼ ln xð1ÞðkÞ � ln xð1Þðk � 1Þ (12)

Generate formula (12) into formula (11), we have

zð1ÞðkÞ ¼ xð1ÞðkÞ � xð1Þðk � 1Þ
ln xð1ÞðkÞ � ln xð1Þðk � 1Þ ; ðk ¼ 2; 3; � � � ; nÞ (13)
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Generate formula (13) into formula (4), we get forecasting formulas of improved

GM (1, 1) model

x̂�ð0Þðk þ 1Þ ¼ x̂ð1Þðk þ 1Þ � x̂ð1ÞðkÞ ¼ ð1� eaÞðxð0Þð1Þ � b

a
Þ � e�ak (14)

Thus we get the background value formula after optimized reconstruction.

3 Application Examples

Electricity as a special commodity has two main characteristics: the instantaneous

characteristics of production, transmission and consumption.

The characteristics of electricity cannot be stored, which determines the demand

for electricity is closely related to economic development. Because of the long

construction period of the electricity, it is important to carry out its early warning

systems in order to avoid its impact on social stability and the investment environ-

ment. The forecast methods of electricity consumption are GM (1, 1) model,

multiple regression analysis, the exponential regression ARMA model, etc.

We select the monthly society electricity consumption of East China and record

them as original data. We use the optimization method of background value and the

traditional GM (1, 1) model to predict and comparatively analyze. The forecast

scheme uses the data of the first 8 months to predict the data after the following

2 months. The calculated results show in Table 1.

From Table 1, using the optimization method of background value to carry out

the forecast, the average relative error is 7.88 %, the forecasting accuracy has

Table 1 Contrast of the optimum one to the traditional GM (1, 1) about the prediction

Monthly Original data

The optimum GM (1,1) model Traditional GM (1,1) model

Model data Relative error (%) Model data Relative error

1 2,140,773 2,312,850 8.0 149,475 30.2

2 1,503,399 1,909,487 27.0 1,991,297 32.5

3 2,133,739 2,069,753 2.9 2,013,600 5.6

4 2,105,210 2,078,968 1.2 2,036,153 3.3

5 2,251,740 2,145,116 4.7 2,058,958 8.6

6 2,172,995 2,092,433 3.7 2,082,019 4.2

7 2,640,204 2,240,846 15.1 2,105,338 20.3

8 2,365,997 2,290,378 3.2 2,128,918 10.1

9 1,975,497 2,141,057 8.3 2,152,763 8.9

10 1,999,394 2,092,908 4.7 2,176,874 15.2

Average relative 7.88 13.89
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greatly improved compared to the traditional GM (1, 1) method. It proves that the

background value reconstruction is a key factor to affect the prediction accuracy

and applicability and it also shows that the proposed method is effective.

The following is the figure of the Table 1 (Fig. 1).

4 Conclusion

By using gray system theory model, the GM (1, 1) model can overcome the

weakness of related data and avoid the influence of the artificial factor. In this

paper, the simulation results of the improved gray prediction model were closer to

the practical value, prediction error was small and the model accuracy was better.

This suggested prediction accuracy of improved gray prediction model was higher

than the traditional gray prediction model. It verified the reliability and validity of

the method presented in this paper.
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Spectral Visibility of High-Altitude Balloon

by the Ground-Based Detection

Xiaoping Du, Yu Zhang, and Dexian Zeng

Abstract In order to determine the visible spectral region of the target, the paper

made the analysis of the high-altitude balloon by the ground-based detection. By

using the atmospheric transporting model (MODTRAN), the paper calculated the

background noise intensity at the probe point and the brightness of the background

of the target in the different time. And by using the reverse Monte-Carlo method,

the paper calculated the scattering radiance of the high-altitude balloon the ground-

based probe point received. After calculating the ratio of the signal to the noise, the

paper made the analysis of the visibility of the target. The results show that, during

the ground-based detection, with the smaller detecting angle or the greater solar

zenith angle of the target, the signal to noise ratio can be higher when the target’s

location and the detecting altitude are both fixed. This study is beneficial to the

determination of the threshold of detection equipment and the choice of spectral

bands.

Keywords High-altitude balloon • Ground-based detection • Reverse Monte-Carlo

method • Scattering characteristics • Signal to noise ratio • Spectrum • MODTRAN

1 Introduction

The high-altitude balloon is a non-powered aircraft which works in the stratosphere.

With 30 years’ development, average flying height of the high-altitude balloon can

be 40–50 km. Having the features such that the experimental cost is low, the flight

organizing is convenient and the testing cycle is short, the high-altitude balloon
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has been used in the ground-based remote sensing, the atmospheric physics and

the military. Thus carrying out the research of the recognition technology on the

detection of high-altitude balloon should bring great value.

Due to the small radar scattering cross section the high-altitude balloon has,

spectral detection technology is widely used as a sophisticated means of detection

[1]. The paper used the ground-based detecting means to conduct the research of the

high-altitude balloon. After completing the geometric modeling and determination

of the spectral reflectance of the coating material, the paper calculated the scattering

properties of the target on the visible spectrum by using the reverse Monte-Carlo

method, and made the analysis of the spectral visibility of the target.

2 Analysis of the Radiance of the Background Lights

When the time to start observing, such condition must be met that the scattering

intensity should be higher than the noise intensity entering the detector on the

period of spectrum being used [2].

Generally speaking, the target-scattering lights can be divided into the direct

sunlight and varieties of lights which have multiple scattering effects. To make the

illustration conveniently, the upward scattering lights are all named as ground-

lights, and the downward scattering lights, excepting the direct sunlight, are all

named as sky-lights. Usually, people use the background radiation whose incident

zenith angle is 45� instead of the average radiance of the sky-lights, and use the

background radiation whose incident zenith angle is 135� instead of the average

radiance of the ground-lights when conducting the engineering calculation

[3, 4]. In the form of noise, the radiance of the sky-lights of the detector will

enter the pupil surface if the detector is below the target in the altitude. Throughout

the environment of exploration, the solar zenith angle and the solar azimuth of the

target or the detector will both change as long as the time changes, which is mean

that the radiance of the scattered light of the target and the intensity of the noise of

the detector will change correspondingly.

For the target located in the atmosphere, apparently, the ground-lights and the

sky-lights both exist. But for the reception of the detector which is below the target,

the sky-lights of the target can be ignored because that although the under surface of

the target can receive the sky-lights when the solar zenith angle of the target takes

some angles, but comparing with the ground-lights, the reflected energy is too small

to reach the detector. Although the direct sunlight is downward, but the reflected

energy is so high that cannot be ignored.

Generally, the scattered lights of the target include the ground-lights and the

direct sunlight at the location of the target. The ground-lights include the upward

scattering sunlight, the upward atmospheric path radiation, the black-body radiation

of the earth’s surface and the reflected lights by the earth’s surface for various

atmospheric background lights. The sky-lights include the downward scattering

sunlight, the downward atmospheric path radiation.

956 X. Du et al.



The energy of every kind of radiation is related with the latitude, season, time

and atmospheric physical state. By using the atmospheric transporting model

(MODTRAN), the paper calculated the background noise intensity at the different

situation.

3 The Modeling of the Scattering Property of the Target

This section calculated the radiance, scattered from the target, the detector received

by using the reverse Monte-Carlo method (RMC). RMC assumes that the detector

emits lights in the field of view of the target. Only the light which can reach the

target is useful for the follow-up recursive calculation on the light’s energy.

Obviously, this process is the reverse one of the real ray-casting. In details, RMC

assumes that the energy of the light is from the black-body radiation of the target if

the light is been absorbed by the target, and assumes that the energy of the light is

from the background light scattered by the target if the light is scattered into the

environment by the target [5–7]. Ultimately, the statistics for each light can be

obtained.

The paper named the lights having no contact with the target as the invalid ones,

and named the lights having intersection with the target as the effective ones.

Ultimately some lights are absorbed by the target, the others are scattered into the

environment. The light’s energy will be gradually decreasing if it is multiply

scattered. Given the actual situation of the spectral reflectance of the target coating

material, the scattering times can be set to downsize the simulation scale. Figure 1

shows the transmission of energy between two surface elements in the vacuum.

In Fig. 1, dS is the area of the surface element of the target, dS0 is the area of the
surface element of the detector’s pupil surface, dΩ is the solid angle of the detector

to the target, r is the length the line of centers of two surface elements, n is the

normal line of the surface element of the target, n0 is the normal line of the surface

element of the detector, θ0 is the included angle between n0 and the line of centers of
two surface elements.

The paper assumed that the change of the energy of the light being scattered is

only relevant to the material’s spectral reflectivity named as ρ λð Þ. The spectral

radiant flux named as dΦ0 λð Þ received by dS0 can be expressed as

dΩ

O O'

dS dS '

q '

n

n'

rq

Fig. 1 The transmission of

energy between two surface

elements
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dΦ0 λð Þ ¼ ρ λð Þ � Lback λð ÞdΩdS cos θ ¼ ρ λð Þ � Lback λð Þ � dS
0 cos θ0

r2
dS cos θ (1)

Here λ is the wavelength in microns and Lback λð Þ is the spectral radiance of the
light scattered by the target. Thus the spectral irradiance named as dE λð Þ received
by dS0 can be deduced as

dE λð Þ ¼ dΦ0 λð Þ
dS0

¼ ρ λð Þ � Lback λð ÞdS cos θ cos θ0
r2

(2)

Avoiding calculating complicated angle factor, that the multiplication of cos θ
can be replaced of the ratio of the amount of different lights is one of the advantages

of RMC’s. So it means that

X
dS cos θ ¼ 1

N
� ½
XSsca 1

a1¼1

Sa1 þ
XSsca 2

a2¼1

Sa2 þ � � � þ
XSsca n

an¼1

San � (3)

where n is the scattering times, San is the area of the surface element from which the

light numbered an is scattered into the environment ultimately, Ssca n is the quantity

of the lights whose scattering times are n.
Due to the presence of the scattering phenomenon, the energy of the light will

change in different degree, so the above equation should be amended as

X
dS cos θ ¼ 1

N
� ½
XSsca 1

a1¼1

Sa1 þ ρ λð Þ
XSsca 2

a2¼1

Sa2 þ � � � þ ρ λð Þn
XSsca n

an¼1

San � (4)

Considering the presence of the invalid light, the above equation should be

amended again, which is showed as

X
dS cos θ ¼ 1

N � Ssca 0

� ½
XSsca 1

a1¼1

Sa1 þ ρ λð Þ
XSsca 2

a2¼1

Sa2 þ � � � þ ρ λð Þn
XSsca n

an¼1

San � (5)

Thus for the entire target, the radiance named as L λð Þ received by the detector

can be deduced as

L λð Þ ¼ τ λð Þ � ρ λð Þ � Lback λð Þ � cos θ0
N � Ssca 0

� ½
XSsca 1

a1¼1

Sa1 þ ρ λð Þ
XSsca 2

a2¼1

Sa2 þ � � �

þ ρ λð Þn
XSsca n

an¼1

San � (6)
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Where τ λð Þ is the atmospheric spectral transmittance of the optical path from the

target to the detector, N is the quantity of the lights the detector emits, and θ0, also
named as the detecting angle, here is the included angle between the normal line of

the detector’s pupil surface and the line from the target to the detector [8–10].

4 Simulations and Analysis

4.1 The Geometrical Model and the Coating
Material of the Target

Taking the background of the research into account, the paper set the typical high-

altitude balloon as the research target. Based on the software (3ds MAX), the paper

completed its finite element modeling and exported its triangular mesh data.

Figure 2 shows the Geometric model of the target.

The coating material made of the high-pressure polyethylene after its hot

pressing welding has good properties of low temperature and tensile strength.

Using the spectrometer, the paper made the determination of the spectral reflec-

tance of the material being set as PVC. The bands range is set from 0.38 to 0.78 in

microns. Figure 3 shows the curves of the spectral reflectance of the material after

calibration by the whiteboard.

4.2 The Process and the Results of the Simulation

The location of the target is set to the urban area of Beijing (E 116.6� N 39.9�) and
the vertical height from the surface is set to 40 km. The value of detecting angle

determined the locations of the ground-based detectors. After analyzing the latitude

Fig. 2 The geometric model of the target
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and longitude of various districts and counties of China, the paper determined

three typical positions. These three locations respectively were Tongzhou

(E 116.65�, N 39.92�, θ0 ¼ 28.38�), Changping (E 116.23�, N 40.22�, θ0 ¼
44.13�) and Pinggu (E 117.12�, N 40.13�, θ0 ¼ 59.35�).

During the observation, the main difficulty lies in the low contrast and the SNR

caused by the strong radiance of the background lights. Here SNR is expressed as

the ratio of the radiance of the lights scattered by the target to the brightness of the

background noise of the detector [11]. For simulation, time was set to May 4, 2012.

The model of atmosphere was set as U.S. 1976 standard, the model of the aerosol

was rural, and the visibility was 23 km [12].

4.2.1 When Time Is Changing, SNR of the Same Detecting Point

Setting the detecting point as Tongzhou District, Fig. 4 shows the curves of the SNR

of Tongzhou at different time when the solar zenith angle of the target were

35�,45�, 55�and 75� respectively.
Figure 4 shows that, with the adding of the solar zenith angle, the curve shows an

increasing tendency. If the SNR is fixed, the start point of the visible area on the

spectrum moves forward with the increasing of the solar zenith angle.

4.2.2 When Time Is Fixed, SNR of Different Detecting Point

When the solar zenith angle of the target is 75�, the solar zenith angle of each

detector were 74.82�(Tongzhou), 75.16� (Changping) and 74.47�(Pinggu). Figure 5
shows the curves of the SNR of different detecting points at the same time.

Fig. 3 The curves of the spectral reflectance of the material
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Figure 5 shows that with the adding of the detecting angle, the curve shows a

decreasing tendency. If the SNR is fixed, the start point of the visible area on the

spectrum moves backward with the increasing of the detecting angle.

Fig. 4 The curves of the SNR of Tongzhou at different time

Fig. 5 The curves of the SNR of different detecting points at the same time
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5 Conclusion

By using the reverse Monte-Carlo method, the paper calculated the scattering

radiance of the high-altitude balloon the ground-based probe point received and

made the comparison with the background noise intensity at the probe point in

different time and the brightness of the background of the target at different times.

The following conclusions can be inferred:

(a) When the detecting point is fixed, with the increasing of the solar zenith angle

of the target, SNR showed an upward trend on the whole. And when the SNR

value is the same, with the increasing of the solar zenith angle of the target, the

visible area of the spectrum will move forward.

(b) When the detecting time is fixed, with the increasing of the detecting angle,

SNR showed a downward trend on the whole. And when the SNR value is the

same, with the increasing of the solar zenith angle of the target, the visible area

of the spectrum will move backward.
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A Novel Demodulation Method for Fiber

Optic Interferometer Sensor Using

3 � 3 Coupler

Haiyan Xu and Zhongde Qiao

Abstract Fiber optic inetrferometric sensors have advantages of high sensitivity

and can be employed to measure very small disturbance. In this paper, a novel

demodulation method of fiber optic interferometer sensor is presented, which is

based on the 3 � 3 coupler to demodulate the phase shift. By employing two output

signals of the 3 � 3 coupler, it can eliminate the insensitive areas. The optical

structure and the demodulation algorithm are easy to deploy, compared with the

PGC (phase generated carrier) technique and other 3 � 3 coupler based

demodulators. This algorithm can effectively overcome the phase distortion caused

by the instability of the light output power. The simulation and experiment demon-

strate that the high demodulate precision has been achieved.

Keywords Fiber optic sensor • Interferometer • 3 � 3 coupler

1 Introduction

Recently, distributed fiber-optic sensor is available for many applications, such as

intruder detection, moving vehicle location, and oil pipeline leakage monitoring.

The most distinguished techniques for distributed sensing involve the use of the

optical time domain reflectometer (OTDR) [1, 2] and fiber-optic interferometer

sensors [3, 4]. The optical fiber interferometer has been widely used in the physical

measurement because of its high sensitivity, such as the sound of water, strain,

magnetic field, current and acceleration. Double-beam interferometer is the main

development direction for the interferometer sensors [5].
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However, the photo detector can only respond to changes in light intensity, after

the interference of light received by the photo detector of interference items, we

need to use different methods to demodulate the phase signal. The demodulator

methods are generally divided into phase generated carrier (PGC) [6] and the

passive homodyne demodulation technique with a 3 � 3 coupler.

The main drawback of the PGC technology is the use of low-pass filter which

ignore the higher order Bessel function, and results in the serious distortion of the

demodulation. Dynamic range of the phase generated carrier has been restricted

with the limited carrier frequency. When using the externally modulated carrier, the

optical path is more complicated. A demodulation scheme utilizing a 3 � 3 coupler

has the advantage of passive detection and low cost as it requires no phase or

frequency modulation in the reference arm or of the laser source, and so there are no

active components in the optical domain. There are basically three methods for

demodulation with a 3 � 3 coupler: in the first one two of the three outputs are used

to obtain the required 90� phase difference from their sum and difference and these

form the inputs to a differentiating cross-multiplying demodulator [7], the method

needs a dc offset in the circuit to eliminate the dc component resulting from

summing up the two inputs, therefore when the light power in the interferometer

changes, the circuit will become unbalanced; whereas in the second one, all three

outputs are utilized symmetrically in an analog processing algorithm to obtain the

demodulated time-changing phase difference [8], However, if the 3 � 3 coupler is

not symmetric, the symmetric method will face rather serious problems; Whereas in

the third one, an asymmetric 3 � 3 coupler demodulate method is proposed, but the

demodulation process is more complex because of the gain control factor [9],so it is

difficult to apply to the practical engineering.

In this paper, we present a new demodulation method which requires only two

interference signals with a certain initial phase. The method can effectively over-

come the phase distortion caused by the instability of the light output power. As

compared to the PGC technique and past 3 � 3 coupler based demodulator, the

method has no phase carrier, no filters, no calibration, no need for uniform splitting

ratio of coupler, the optical structure and the demodulation algorithm are all simple.

The demodulator method we proposed here can meet the requirements of practical

application, which has a certain practical significance.

2 Theoretical Analysis

2.1 Signal Acquisition

We can achieve two AC output signals with constant phase difference when using a

3 � 3 coupler to construct the interferometer. The two outputs of the photodiodes

are given by:

968 H. Xu and Z. Qiao



I1ðtÞ ¼ A
0 ðtÞ þ AðtÞ cosðΔφðtÞ þ ϕÞ

I2ðtÞ ¼ B
0 ðtÞ þ BðtÞ cosðΔφðtÞ � ϕÞ

(
(1)

WhereΔφðtÞ is the phase difference of the interferometer at its output, which is a

function of time containing the information on the quantity to be measured; and
'  'A B A B are dependent on the optical power of system input; ϕ is the

constant, for a symmetric 3 � 3 coupler, we haveϕ ¼ 2π=3, and for an asymmetric

3 � 3 coupler, we can also achieve the value ofϕ. Use the two outputs signals from
the 3 � 3 coupler, the phase shift to be measured can be recovered.

After removing the DC components, the following equations are met:

ΔφðtÞ ¼ 0, I1ðtÞ ¼ I2ðtÞ ¼ 0. According to the symmetry character of the 3� 3

coupler, there is

A
0 ðtÞ ¼ �AðtÞ cosϕ;B0 ðtÞ ¼ �BðtÞ cosϕ, then we can rewrite Eq. 1 as:

I1ðtÞ ¼ AðtÞ cosðΔφðtÞ þ ϕÞ � AðtÞ cosϕ
I2ðtÞ ¼ BðtÞ cosðΔφðtÞ � ϕÞ � BðtÞ cosϕ

(
(2)

Discretized the signals in Eq. 2, suppose the sampling time interval is Δ, then

t ¼ nΔ (n ¼ 0,1,2. . .. . .), therefore

I1ðnÞ ¼ AðnÞ cosðΔφðnÞ þ ϕÞ � AðnÞ cosϕ
I2ðnÞ ¼ BðnÞ cosðΔφðnÞ � ϕÞ � BðnÞ cosϕ

(
(3)

2.2 DC Components Calculation

For simplicity, we only analysis the signal of I1ðnÞ, because of the amplitude of the

signals is big enough, that is, the dynamic range of φðnÞ exceeds one cycle, the

maxim and minimum of Eq. 3 is:

MaxðI1ðnÞÞ ¼ AðnÞð1� cosϕÞ (4)

MinðI1ðnÞÞ ¼ �AðnÞð1þ cosϕÞ (5)

so

AðnÞ cosϕ ¼ �MaxðI1ðnÞÞ þMinðI1ðnÞÞ
2

(6)
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Similarly

BðnÞ cosϕ ¼ �MaxðI2ðnÞÞ þMinðI2ðnÞÞ
2

(7)

Substituting Eqs. 6 and 7 into Eq. 3, we can have

I1ðnÞ �MaxðI1ðnÞÞ þMinðI1ðnÞÞ
2

¼ AðnÞ cosðΔφðnÞ þ ϕÞ (8)

I2ðnÞ �MaxðI2ðnÞÞ þMinðI2ðnÞÞ
2

¼ BðnÞ cosðΔφðnÞ � ϕÞ (9)

2.3 Normalization

We need to normalize the signals considering the amplitude difference of the two

signals. Equation 4 subtract Eq. 5, can be expressed as

AðnÞ ¼ MaxðI1ðnÞÞ �MinðI1ðnÞÞ
2

(10)

Similarly, BðnÞ can be expressed as

BðnÞ ¼ MaxðI2ðnÞÞ �MinðI2ðnÞÞ
2

(11)

By substituting Eqs. 10 and 11 into Eqs. 8 and 9, we get the normalized signal

I
0
1ðnÞ ¼ CðnÞ cos½ΔφðnÞ þ ϕ� ¼ 2ð I1ðnÞ �MinðI1ðnÞÞ

MaxðI1ðnÞÞ �MinðI1ðnÞÞÞ � 1 (12)

I
0
2ðnÞ ¼ CðnÞ cos½ΔφðnÞ � ϕ� ¼ 2ð I2ðnÞ �MinðI2ðnÞÞ

MaxðI2ðnÞÞ �MinðI2ðnÞÞÞ � 1 (13)

Where CðnÞ is a normalization factor. Ideally, CðnÞ ¼1. During the actual

experimental tests, due to systematic errors, each point corresponding to the C is

vary, we can obtain the corresponding C according each set of experimental data

(see Eq. 16).
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2.4 Demodulation Algorithm

For simplicity, by add and subtract the two signals of Eqs. 12 and 13, there is

IþðnÞ ¼ I
0
1ðnÞ þ I

0
2ðnÞ ¼ 2CðnÞ cosϕ cosΔφðnÞ (14)

I�ðnÞ ¼ I
0
1ðnÞ � I

0
2ðnÞ ¼ 2CðnÞ sinϕ sinΔφðnÞ (15)

According to the above two equations, CðnÞ can be denoted as:

CðnÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I
0
1ðnÞ þ I

0
2ðnÞ

2 cosϕ

� �2

þ I
0
1ðnÞ � I

0
2ðnÞ

2 sinϕ

� �2
s

(16)

From the amplitude ratio of Eqs. 14 and 15, it can be shown thatΔφðnÞ can also

be expressed as in one cycle:

ΔφðnÞ ¼ tan�1 I�ðnÞ
IþðnÞ = tanϕ

� �
(17)

Then need to further expansion of the phase to complete the automatic accumu-

lation function of the signal over one cycle. For an arbitrary n, subtract φðnÞ and
φðn� 1Þ, k ¼ k � 1 while the value more than π/2; k ¼ k + 1 while the value less

than � π/2. ΔφðnÞ can be rewrite as

ΔφðnÞ ¼ kπ þ tan�1 I�ðnÞ
IþðnÞ = tanϕ

� �
(18)

The phase difference ΔφðnÞ can be achieved through software technology with

the above algorithm. For a symmetric 3 � 3 coupler,ϕ ¼ 2π=3, as the coupler is an
asymmetric, according to Eqs. 14 and 15:

tanϕ ¼ I�AðnÞ
IþAðnÞ (19)

Where subscript A denotes the amplitude of I�ðnÞ and IþðnÞ, by substituting

Eq. 19 into Eq. 18, the demodulation signal can be achieved.

3 Simulation and Experimental

3.1 Simulation

To verify the correctness of the demodulation algorithm, the single-frequency

sinusoidal signal is used. Make the amplitude of ΔφðtÞ is 2.8 V, the frequency of

ΔφðtÞ is 5 kHz, the sample frequency is 500 kHz, according to the Eq. 3, the

A Novel Demodulation Method for Fiber Optic Interferometer Sensor. . . 971



waveform of the two interference signals is shown in Fig. 1. The normalized signal

which acquired according to the Eqs. 12 and 13 is shown in Fig. 2.

Figure 3 shows the demodulate signal which acquired by the demodulation

algorithm that we proposed. The curve of the demodulation signal is relatively

smooth. It reflects the original signal correctly. From the error curve (shown in

Fig. 4), we can see that the error function presents a regular change along with the

time, and the absolute error is less than�0.00017 V, the accuracy is relative higher.

Construct the different analog signals with different frequencies and amplitudes,

the signals can be demodulated correctly with the algorithm we proposed.

3.2 Experimental

To verify the feasibility of the demodulation algorithm, we utilized the fiber optic

interferometer sensor to construct the experiment system. The schematic diagram of

the distributed fiber-optic interferometer sensor is shown in Fig. 5. It includes a

continuous wave super luminescent laser diode (SLD) source (40 nm bandwidth with

a central wavelength of 1,310 nm and the output power is 5 mw), one isolator, one

3 � 3 fiber coupler, one symmetric 2 � 2 fiber coupler, one delay coil (Ld¼ 2 km),

one Faraday rotation mirror, two photo-detectors (PD1 and PD2), one sensing fiber

cable, D is the position of the disturbance acting at the sensing fiber.
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The two counter propagating beams can stably interfere at 3 � 3 coupler. The

two beams have a delay 2nLd/c of the arrival time at the sensing section, which

causes asymmetric phase shifts between the two counter propagating waves when a

perturbation occurs. Intensity variation is converted to an electrical signal at the

PD. The purpose of the demodulation is to acquire the external disturbance signals

ΔφðtÞ from the two phase modulation signals. The signals arrived at PD1 and PD2

can be expressed as:

A
m

pl
it
ud

e/
V

Sample number (500kHz)

0

-3

-2

0

2

3

50 100 150 200 250 300 350 400 450 500

Fig. 3 Time sequences after demodulation

Sample number (500kHz)

0

-0.0002

-0.0001

0.0001

0.0002

E
rr

or
 (

V
)

0

50 100 150 200 250 300 350 400 450 500

Fig. 4 Error of the demodulation signal

SLD

PD1

3×3 coupler

PD2

Ld
2×2coupler

D FRM

isolator

1

2
3

4

5

6

7

8
9

Fig. 5 The structure of optic fiber interferometer sensor
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I1ðtÞ ¼ Aþ B cosðΔφðtÞ þ ϕÞ (20)

I2ðtÞ ¼ Aþ B cosðΔφðtÞ � ϕÞ (21)

The two outputs of PDs acquired by a 16 bits acquisition card (the sampling rate

is 500 kbps) according to Eqs. 3 and 5 is shown in Fig. 6. After normalization,

signals of IP1 and IP2 are shown in Fig. 7. The demodulation signal of IP1 and IP2

is shown in Fig. 8. Figures 6, 7, and 8 shows that the disturbance signal can be

demodulated according to the method we proposed.
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4 Conclusion

From the above theoretical analysis, simulation and experiment, it is shown that the

phase modulated signal can be demodulated with the two interferometer signals.

The main features of the method are as follows : Firstly, the output phase difference

of the two signals can be arbitrary(except for theπ); secondly, there is no need

for uniform splitting ratio of 3 � 3 coupler (this overcome the drawback of

the demodulation method based on the 3 � 3 coupler symmetry); thirdly, simple

mathematical operations without complicated operations of the integral and

the operations of the differential. The method we discussed overcomes the phase

distortion caused by the instability of the light output power effectively and it has

the high precision which can meet the practical applications.

Acknowledgements This paper is supported by “the Fundamental Research Funds for the

Central Universities (2012B03814)” and “the National Natural Sciences Foundation of China

(Grant No. 61273170)”.

References

1. Parker TR, Farhadiroushan M, Handerek VA (1997) A fully distributed simultaneous strain and

temperature sensor using spontaneous Brillouin backscatter. IEEE Photon Technol Lett

9:979–981

2. Fernandes N, Gossner K, Krisch H (2010) Low power signal processing for demodulation of

wide dynamic range of interferometric optical fibre sensor signals. In: Proceeding SPIE 7653,

Fourth European workshop on optical fibre sensors, Porto, Portugal, 765328

3. Hoffman PR, Kuzyk MG (2004) Position determination of an acoustic burst along a Sagnac

interferometer. J Lightw Technol 22:494–498

4. Russell SJ, Brady KRC, Dakin JP (2001) Real-time location of multiple time-varying strain

perturbations, acting over a 40-km fiber section, using a novel dual-Sagnac interferometer. J

Lightw Technol 19:205–213

5. Xu HY, Xu Q, Xiao Q, Jia B (2010) Disturbance detection in distributed fiber-optic sensor using

time delay estimation. Acta Opt Sinica 30:1603–1607

6. Danbridge A, Tveten AB, Giallorenzi TG (1982) Homodyne demodulation scheme for fiber

optic sensors using phase generated carrier. IEEE Trans Microw Theory Tech 30:1635–1641

7. Koo KP, Tveten AB, Dandridge A (1982) Passive stabilization scheme for fiber interferometers

using 3 � 3 fiber directional couplers. Appl Phy Lett 41:616–618

8. Jiang Y, Lou M, Wang HW (1998) Software demodulation for 3 � 3 coupler based fiber optic

interferometer. Acta Photon Sinica 27:152–155

9. Xu Y, Li YQ, Jiang Y (2011) Application of 3 � 3 coupler based Mach-Zehnder interferometer

in delamination patch detection in composite. NDT E Int 44:469–476

A Novel Demodulation Method for Fiber Optic Interferometer Sensor. . . 975



High Resolution Radar Target Recognition

Based on Distributed Glint

Baoguo Li, Zongfeng Qi, Ying Zhou, and Jing Lei

Abstract To solve the problem of aspect angle sensitivity of range profile while

used in radar target recognition, the concept “distributed glint” is presented for high

resolution radar. The detailed deducing procedure of “distributed glint” is given

through theoretical analysis. A new target recognition strategy based on range

profile and distributed glint is proposed. Computer simulation proves that this

method can greatly enhance the performance of recognition strategy based on

range profile.

Keywords High resolution radar • Target recognition • Distributed glint

1 Introduction

Range profile, which is the projection of a target’s backscattering on the radar line

of sight, has been shown to be highly discriminative of target features. However,

while used as the feature for radar target recognition, the main drawback of range

profile is its aspect sensitivity, mainly caused by the interference of different
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scattering centers, which seriously degraded the performance of various kinds of

target recognition methods exploiting range profile. To fully characterize the target,

a larger number of range profiles at densely spaced aspect angles must be stored as

templates [1]. The interference of different scattering centers is the main cause of

target’s angular scintillation (also called “glint”). Glint is harmful for tracking

radar, and so engineers usually wish to suppress it [2]. Glint is a typical radar target

characteristic signal. The most often used is linear glint offset, which means the

deviation range, caused by glint. From target’s glint, one can know some informa-

tion about its physical structure. This leads us to consider using glint to enhance the

target recognition performance. In this paper, the concept “distributed glint” is

presented and a target recognition strategy using both distributed glint and range

profile simultaneously is introduced. Computer simulation is performed to validate

the efficiency of this method. The remainder of the paper is organized as follows. In

section II, the concept of “distributed glint” is proposed and the detailed forming

procedure is deduced through theoretical analysis. In section III, we give out a

target recognition method using range profile and “distributed glint” simulta-

neously. Section IV gives out the simulation results of the above method. In

section V, some conclusions and the forthcoming work are given.

2 Distributed Glint

For high resolution radar, range profile indicates the local RCS characteristic within

each range cell. If the linear glint offset of each range cell is jointed together, the

“distributed glint” is formed. Distributed glint can be induced through phase

gradient method. Here we use a simplified multi-scatterers target model as Fig. 1

to illustrate the forming procedure of “distributed glint” [3]. In Fig. 1, target is

represented by N statistically independent scattering centers; each scattering center

is restricted within a cubic of L meters long. Radar transmits single carrier

rectangular pulses as

s0ðtÞ ¼ rect
t

T1

� �
expð�j2πf0tÞ (1)

Where T1 is the pulse width, f0 is the signal’s center frequency. LetRk, ak be each
scattering centers’ range from radar in radar’s line of sight (LOS) direction and

echo amplitude, respectively. Target’s centroid is at the origin of the coordinates.

So the echo signal can be expressed as

sðtÞ ¼
XN
k¼1

akrect
t� 2Rk=c

T1

� �
expð�j2πf0ðt� 2Rk=cÞÞ (2)
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Remove the carrier, we get

s1ðtÞ ¼
XN
k¼1

akrect
t� 2Rk=c

T1

� �
expðj4πf0Rk=cÞ (3)

Sampling s1ðtÞ inside the range gate, the result is

s1ðnÞ ¼
XN
k¼1

akrect
t0 þ nts � 2Rk=c

T1

� �
expðj4πf0Rk=cÞ (4)

Where n ¼ 1; 2; . . . ;M , and M; ts; t0 denote the total number of sampling points,

sampling interval and initial sampling instant, respectively. Letting bðn; kÞ ¼ rect

ðt0þnts�2Rk=c
T1

Þ and φk ¼ ð4πf0=cÞRk, we can get:

s1ðnÞ ¼ s1ðnÞj j expðjφEðnÞÞ (5)

φEðnÞ ¼ tan�1
XN
k¼1

akbðn; kÞ sinφk=
XN
k¼1

akbðn; kÞ cosφk

" #
(6)

The linear glint offset can be derived using phase gradient method [3]. The

fluctuations of the normal to the phase front are determined by the gradient ofφE, i.e.

rφE ¼ @φE

@x
ix þ @φE

@y
iy þ @φE

@z
iz (7)

Where ix, iy and iz are the unit vector components in the LOS coordinates.

Y

L
Observing point

Scattering centers

X

ZFig. 1 Target model
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Take y direction as an example, the linear glint offset for each sampling point is

as follows [2].

gyðnÞ ¼
PN
k¼1

PN
l¼1

akbðn; kÞalbðn; lÞyl cosðφk � φlÞ
PN
k¼1

PN
l¼1

akbðn; kÞalbðn; lÞ cosðφk � φlÞ
(8)

Here yl is the scatter coordinate of y direction. Equation 8 shows how to compute

the distributed glint of a target. Figure 2 is a plot of a target’s distributed glint. In

reality, it is impossible to know the accurate coordinate of each scatters.

In real battlefield environment, target is often noncooperative. For high resolu-

tion radar, distributed glint can be extracted from radar echoes as follows. Firstly,

target can be separated into many range cells, for each range cell, the range and

deviation angle can be computed, linear glint is the product of these two entries.

From radar echoes, we can only get the absolute angle of each range cell, which

subtracts the angle of range cell centroid is the deviation angle. So the key

technologies lie in the estimation of range cell centroid. There are many methods

to estimate the centroid, such as frequency diversity plus amplitude weighting [4],

and it is not the emphasis of this paper. We lay the emphasis on the application of

distributed glint.

Fig. 2 Plot of a target’s distributed glint
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3 Distributed Glint Based Target Recognition

It’s well known that target glint (usually referred to linear glint offset) and target

RCS (radar cross section) are not correlated, but the absolute value of target glint

and target RCS are weakly negative-correlated [4]. The latter is the base of

amplitude weighting glint suppressing algorithms and the former determines that

glint can be used for target recognition. Since glint is not correlated with RCS, it

must contain target structure information that RCS does not contain certainly. For

high resolution radar, glint corresponds to distributed glint and RCS corresponds to

range profile. So we propose a target recognition strategy based on distributed glint

and range profile for high resolution radar.

In the recognition phase we have to select a suitable decision rule to compare the

feature vector of an unknown target with feature vectors of known targets in the

data base. Here we use the Matching-score rule introduced in Ref. [5]. The pro-

posed recognition algorithm goes as follows:

Step 1: Construct the data base comprising the feature templates of M preselected

targets at aspects of interest. These feature templates include range profiles,

distributed glint in elevation direction and distributed glint in azimuth direction.

Denote them by gri ðθ;φÞ; gei ðθ;φÞ; gai ðθ;φÞ, for each target i at aspect ðθ;φÞ. The
templates step angle obeys the criterion that the range motion of the scattering

centers should not exceed a resolution cell if the target aspect changes an

increment size.

Step 2: Calculate the normalized average correlation coefficients (ANCC) of three

types of templates in the data base, respectively. Denote them byαr; αe; αa. These
coefficients are stored as the fusion coefficients for future use.

Step 3: Fetch the input feature vector of an unknown target at a certain aspect,

including range profiles, distributed glint in elevation direction and distributed

glint in azimuth direction, and calculate the correlation coefficients with three

types of feature templates at all aspects in the data base. Denote them by mr;me;
ma, respectively.

Step 4: Use the fusion coefficients derived in step 2 to calculate the fusion

matching-score of three types of features. The procedure can be expressed as

mf ¼ αrmr þ αeme þ αama, where mf is the fusion matching score.

Step 5: Identify the unknown target with one which has the maximum fusion

matching score, mf .

4 Simulations

Four simulated targets are chosen as the known targets. Target model is shown as

Fig. 1. They each are combined with 80 scattering centers. All scattering centers are

restricted within a cubic which is 20 m long. The coordinates of each scattering
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centers are uniformly randomly generated and then remain constant while aspect

changes, the same is with each scattering centers’ amplitude. The aspects region of

interest is ð0; π=10Þ. The transmitted radar signal’s center frequency is 35 GHz. The

range profile and distributed glint are supposed to have been aligned according to

the center of the target already.

For range profile and distributed glint templates, ANCC indicate the similar

degree of two consecutive templates. So the aspect sensitivity of each template can

be characterized by ANCC. From Fig. 3 we can see that distributed glint is more

aspect sensitive than range profile, so distributed glint can only be used to enhance

the performance of target recognition based on range profile as an assistant feature.

It is also shown from Fig. 3 that range resolution is the main factor that influences

ANCC rather than the step angle.

Computer simulation is made to validate the performance of seven recognition

methods based on three single feature and some combinations of each feature. The

result is shown in Fig. 4. Seven recognition methods are symbolized by character

“a” to “g” in the x-coordinate of Fig. 4, the relations are as follows:

a ─ only use range profile;

b ─ only use distributed glint in azimuth direction;

c ─ only use distributed glint in elevation direction;

d ─ combination of a and b (maximum fusion matching score);

e ─ combination of a and c (maximum fusion matching score);

f ─ combination of a, b and c (maximum fusion matching score);

g ─ combination of a, b and c (using vote rule);

It is seen from Fig. 4(1) that for all kinds of recognition methods, under constant

range resolution, average recognition rate decreases when step angle increases, and

vice versa. From Fig. 4(2) we can see that for all kinds of recognition methods,

under constant step angle, average recognition rate decreases when range resolution

Fig. 3 ANCC of templates in the data base (1): constant range resolution 2 m, different step angle

(2): constant step angle 1�, different range resolution
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decreases, and vice versa. The performance of method (a) is superior to method

(b) and (c) under various conditions. This proves that distributed glint can only be

used as an assistant feature of range profile for its much more serious aspect

sensitivity than range profile. We can also see that the performance of fusion

recognition methods (d, e, f) is far superior to that of recognition method using

single range profile feature when range resolution is relatively low (such as 2 m in

the simulation). When range resolution is relatively high (such as 1 and 0.5 m in the

simulation), the fusion methods’ recognition performance is nearly equivalent to

that of the recognition method using single range profile feature. This phenomenon

can be interpreted as: when range resolution is low, each range cell of the target

contains many scattering centers, so distributed glint contains enough information

about target’s structure and it will enhance the performance of recognition method

using single range profile. On the other hand, when range resolution is high, almost

every scattering center is separated into different range cell, distributed glint

contains many range cells of zero value and it does not contain enough information

about target’s structure.

5 Conclusion

In this paper, we proposed a new concept of “distributed glint” and discussed the

application of this new target feature in radar target recognition. Through computer

simulation, we see that target distributed glint can explicitly enhance the perfor-

mance of target recognition based on target range profile. In real engineering

applications, the accuracy of distributed glint directly affected the performance of

target recognition method we proposed. How to improve the estimation accuracy of

range cell centroid is the most critical problem, and this is the emphasis of our

future work.

Fig. 4 Average recognition rate of each recognition method (1): constant range resolution 2 m,

different step angle (2): constant step angle 1�,, different range resolution
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A Differential Capacitive Viscometric Sensor

for Continuous Glucose Monitoring

Zhijun Yang, Meng Wang, Youdun Bai, and Xin Chen

Abstract The development of glucose micro sensors for clinical use is driven by

the aim of automatic blood glucose normalization in diabetic patients. An improved

affinity viscometric sensor for continuous glucose monitoring (CGM) is presented

by using a micro-electro-mechanical system (MEMS) with a differential capacitor.

A numerical model using Reynolds equation is used to simulate the dynamic

response under different viscosities, and the relationship between capacitance and

viscosity is revealed. Compared to the previous version presented by Columbia

University, the sensor designed in this paper has enhanced the capacitor by

introducing a differential capacitance, which also avoided volume changes of the

air and polymer solution chambers during the vibration, increasing the linear range

of the sensor. In addition, the simulation results show that the sensor can be driven

by a Gaussian Pulse resulting in a significant power saving, when compared to a

sinusoidal excitation.

Keywords Continuous glucose monitoring • Biosensor • Differential capacitance

• Viscometer

1 Introduction

The development of glucose sensors for clinical use is driven by the aim of blood

glucose normalization in diabetic patients [1]. Close monitoring of daily blood

sugar levels reduces the risk of diabetes-related complications by allowing timely

identification and correction of hyperglycemia as well as hypoglycemia, a condition

that typically results from excessive insulin uptake or inadequate glucose intake.
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This can be most effectively achieved by continuous glucose monitoring (CGM),

which involves continuous measurements of physiological glucose levels.

There are two types of CGM devices that have been developed. The first one is

an electrochemical method, including enzymatic or non-enzymatic reactions

[2]. Electrochemical methods are capable of sensitive and specific glucose detec-

tion. However, the irreversible consumption of glucose in the electrochemical

detection induces a potential change in the equilibrium glucose concentration in

the tissue and thus affects the actual measured glucose level. In addition, the rate of

glucose consumption is diffusion limited [3]. This lack of reliability has been

severely hindering CGM applications in relation to practical diabetes management.

Another type of CGM is a physical method, in which the glucose is not consumed.

More importantly, affinity sensing is considerably more stable, as the deposition of

biological material on the implanted sensor surface results only in an increased

equilibrium time, without any changes in the measurement accuracy. A widely

used affinity sensing technique is based on concanavalin A (Con A), whose specific

binding to glucose can be detected via methods such as fluorescence [4, 5] and

viscosity [6]. The integration of capacitive detection within the MEMS affinity

glucose sensor [7]represents amajor improvement to the previously reported devices

[6]. This viscosity change causes variations in the viscous damping on the magneti-

cally driven vibration of a flexible diaphragm, whose deflection results in changes of

the capacitance between two electrodes, one of which is embedded in the diaphragm.

Thus, the capacitance change can be measured to detect the damped diaphragm

vibration and further determine the interstitial fluid glucose concentration. However,

the tension of the membrane changes with the compression of the trapped air, so the

amplitude of vibration cannot be too large (less than 1 μm) in order to keep a linear

relationship, such that the capacitance and its changes are very small [8].

In this paper, we introduce a relatively rigid silicon beam supported by a Parylene

diaphragm in themiddle, the magnetic force is applied to beam on the capacitor side,

causing the beam to vibrate in a seesaw manner. The movement of the beam causes

the diaphragm to deform in a seesaw manner “ ”, avoiding any change in the

overall volume of the air chamber and consequent change in the diaphragm tension.

The damping forces caused by the movement of the membrane affect the beam’s

motion, further increasing the sensitivity of the sensor. In addition, the simulation

results show that the sensor can be driven by a Gaussian Pulse resulting in a

significant power saving when compared to a sinusoidal excitation, and the sensitiv-

ity can be adjusted by the clearance between the beam and walls.

2 Principle and Design

The affinity glucose sensor is based on a relatively rigid beam that is supported in

the middle of a parylene membrane between two micro-chambers. The structure of

the glucose sensor is shown in Fig. 1. In the figure, one end of the beam is situated

inside a polymer solution micro-chamber, which is filled with the solution of a

biocompatible polymer that binds specifically and reversibly with the glucose, and
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is sealed by a cellulose acetate semi-permeable membrane, which allows the

glucose to permeate into and out of the chamber while keeping the glucose-

sensitive polymer from escaping. The silicon beam is coated by a parylene film to

avoid direct contact with the polymer solution.

The other end of the beam is located inside a micro air chamber and is coated

with a Permalloy layer so that it can be excited by a magnetic force. The moving

electrodes are situated on the beam, together with stationary electrodes on the

chamber walls to form the differential capacitor. The differential capacitor is

more sensitive to the vibration of the moving electrode of the capacitor [9].

The beam is excited by the microcoils that cause the Parylene membrane

bending vibration. The electrodes on the beam are insulated by the Parylene to

avoid direct contact with the polymer solution.

3 Modelling and Simulation

In order to investigate behavior of the presented glucose sensor, a multiphysics

model has been developed using Reynolds equation for thin film lubrication,

combining structural mechanics, fluid dynamics and electrostatic analysis, to ana-

lyze the vibration of the Parylene diaphragm and beam structure, and the capaci-

tance of the differential capacitor. The parameters are shown is Fig. 2, and the

detailed values are listed in Table 1.

The materials used are silicon, Parylene C, Permalloy (80 %Ni, 20 %Fe). The

prestress of the Parylene diaphragm is set at 35MPa. The material properties for

polymer solution with the mass density 1000kg=m3.and the viscosity values studied

are 10, 20, 30, 40 and 50 cP. The mass density and viscosity of air is 1:293kg=m3,

and 17:9� 10�6Pa � s, respectively.
The fluid type can be determined by the relaxation time, where the relaxation

time can be estimated according to the properties of the polymer solution. It is not

known exactly what the fluid characteristic the polymer is, the possible

characteristics are rigid rod, free draining and non free draining [10]. It has been

proved that no matter what kind of molecular type it is, the relaxation frequency is

Parylene Diaphragm

Silicon beamCellulos

Stationary
electrodes Moving 

electrodes

Glucose Permalloy

Fig. 1 The structure of

the designed glucose sensor
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much higher than excitation frequency, so the fluid can be recognized as Newtonian

fluid [8].

The velocity of the fluid

v < Aω ¼ 10�5m� 1000s�1 ¼ 10�2m=s (1)

where ω and A are the circular frequency and amplitude of the response, respec-

tively. The velocity of the fluid v is only 2:6� 10�5Ma, much less than 0:3Ma, so
the fluids are incompressible.

For the parylene diaphragm and silicon beam structure, the vibration (shown in

Fig. 3) can be equivalent as

I€θ þ c _θ þ kθ ¼ Mext (2)

d

L

L

d

L

w
δ

Fig. 2 The original

parameters of the model

x,u

y,v

111 ,,, aaa vup
222 ,, sss vup

222
,,, aaa hvup

111
,,, ssss hvup

Fig. 3 The vibration shape

of the beam structure

Table 1 Dimensions of the sensor

Parameters Value (μm) Parameters Value (μm)

Thickness of Parylene

diaphragm (δ)
10 The length of air chamber (La) 1,000

Width of silicon beam (w) 1,000 Thickness of silicon beam (δs) 50

The length of Silicon beam

in both sides (L)

900 Clearance between silicon beam

and air chamber (da)

10

The length of polymer

solution chamber (Ls)

1,000 Clearance between beam and solution

chamber (ds)

10
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where I, c and k are the inertial, damping and stiffness, respectively. θ is the rotation
of the membrane, and Mext is the excitation moment caused by the magnetic force

and interacted fluid flow pressure.

The length of beam is 900 μm, if the maximum displacement is 60 μm, the

rotation of the parylene diaphragm is atan(60/900) ¼ 3.81�, which is within the

linear vibration of the diaphragm. The damping force of membrane is much smaller

than that caused by polymer solution, can be neglected for simplicity.

Once the excitation momentMext is known, it is easy to solve Eq. 2. However, the

flow inside micro-chambers are complicated, the pressure of the fluid flow is hard to

get. Fortunately, if we divided the flow domain into sections I and II (shown in

Fig. 4), and assume that the fluid is incompressible, the volume flow between two

sections II all passes through the gap between the tip of beam and the wall of

chamber as it is much wider than the gap between the sides of the beam and the

chamber walls. The length of beams are much longer than the thickness, it can be

seen that section I is oscillatory flow, and section II is squeezed film flow.

According to thin film lubrication theory, the fluid inside micro-chamber can be

described by Reynolds equation [11].

r � ρih
3
ij

μ

 !
rpij

" #
¼ 12

@ðρihijÞ
@t

þ 6r � ðρihijuijÞ (3)

where ▽ represent the gradient operator, and ρ, h, μ, p and t are mass density,

thickness, viscosity, pressure and time, respectively. The subscript i ¼ a; s; j ¼ 1; 2,
a means air, s means polymer solution.

hijðxÞ ¼ ai � xi sinðθÞ (4)

uijðxÞ ¼ xi _θ cosðθÞ (5)

vijðxÞ ¼ xi _θ sinðθÞ (6)

Where x is the distance starts from the membrane, u and v are the horizontal and

vertical velocity, respectively. In addition, there still exists shear forces between the

edges of the beam and the walls.

II

II

II

Fig. 4 Different flow

in the glucose sensor
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For the section I, the flow is a typical Stokes’ second law problem [12], the shear

force fe is

fe ¼ μi
@vi
@di

(7)

For the tip edge, assume that the fluid volume change all passes through the

clearance between the tip and the wall. The volume change ΔV is

ΔVi ¼ πL2i w � θ

2π
¼ 1

2
L2i wθ (8)

The volume flow rate between the tip and the wall is

_Vi ¼ Δ _Vi

wðLi � L cosðθÞÞ ¼
1

2

L2i
_θ

Li � L cosðθÞ (9)

Therefore, the shear force between the tip and the wall ft is

ft ¼ μi
@vi
@ri

¼ μi
Li _θ þ _Vi

Li � L cosðθÞ (10)

The electric force of the capacitor fe is

Fe ¼ εAðΔVÞ2
2h2a

(11)

where ε is relative permittivity of air. Therefore, the total moment of the vibrating

structure is

Mext ¼
ðL
0

ðpi1 � pi2Þwxdxþ 2

ðL
0

xfedxþ wftL cos θ þ 1

2
fmL (12)

where fm is the total magnetic force applied to the beam.

The capacitance of the differential capacitor is

C ¼
ðL
0

εw

4πkha1ðxÞdx�
ðL
0

εw

4πkha2ðxÞdx (13)

C is capacitance, k is electrostatic constant k ¼ 9:0� 109N � m2=coulomb2.
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4 Results and Discussions

The vibration of the beam diaphragm structure is shown in Fig. 3. It can be seen that

the main vibration is the bending of the diaphragm, which enable the volume of

both air chamber and solution chamber to remain constant.

Assumed that the excitation force is sinusoidal function, the displacement

response is shown in Fig. 5. The relationship between viscosity and capacitance

is almost linear (Fig. 6), and the sensitivity is � 3� 10�8pF=cp:
However, the continuous excitation would cost too much energy. In order to save

energy, the exciting force is a Gaussian pulse instead of sinusoidal function, the

excitation magnetic forces with magnitude of 0:9μN in total.

The displacement response of a point at the tip of the silicon beam at air chamber

side under different viscosities 10, 20, 30, 40 and 50 cP are shown in Fig. 7. It can

be seen that the displacements are decreasing with viscosities.

Fig. 5 The displacement response of sinusoidal excitation

Fig. 6 The relationship between amplitude and viscosities
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The relationship between amplitude and viscosities is almost linear, the sensi-

tivity is � 2� 10�8pF=cp, and the error is within 0.5 %.

From Eq. 7, one can see that the clearances da and ds are very important to the

damping forces. We increase the clearance in the air chamber to da ¼ 50μm, while
decreasing the one in the polymer solution chamber to ds ¼ 10μm . The results

are shown in Fig. 8, the relationship between amplitude and viscosities is linear and

the sensitivity is � 4� 10�8pF=cp. As a result, the sensitivity is doubled.

When the capacitance is measured, the dynamic viscosity of the polymer

solution can be calculated by

μ ¼ �2:5� 107C� 250 (14)

using the relationship between viscosity and glucose concentration [7], the glucose

concentration can be easily detected.

Fig. 7 The displacement response of Gaussian pulses with different viscosities (Original)

Fig. 8 The displacement response of Gaussian pulses with different viscosities (Improved)
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The relationship has been estimated by Eq. 14, and the results of the original

design and improved design show that the relative error of the improved design are

within 0.341 %, which is much low than original design (0.945 %).

5 Conclusion

This paper presents an improved differential capacitance based viscometer glucose

sensor. The operating principle is the vibration of a compound micro beam and

pre-stressed membrane structure which is excited by Gaussian pulse. The vibration

amplitude can be changed according to viscosity of the polymer solution. The

sensitivity of the viscosity can be adjusted by the clearance between the beam

and the walls. The relationship between vibration amplitude and viscosity is almost

the same as sinusoidal excitation. Therefore a Gaussian pulse may be used as the

exciting force, significantly reducing the power consumption of the sensor and

enable a longer battery life.
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An Improved Secure Routing Protocol Based

on Clustering for Wireless Sensor Networks

Lin Chen and Long Chen

Abstract The security and efficiency are essential primary points for Wireless

Sensor Networks (WSNs) when designing routing strategy. This paper proposes a

secure routing solution based on LEACH protocol and clustering method in which

system security is integrated into sensor node and clusters are changed dynamically

and periodically according to node mobility, and it is different with the traditional

encryption mechanism by using key clustering homemade management to reach the

overall security. The simulation results show that the proposed secure routing

protocol improve the survivability of node more efficiently in a harsh sensor

network environment. Through clustering management dynamically, the immunity

of WSNs has been enhanced, and it can be concluded that this routing protocol

improved the network security effectively.

Keywords Wireless sensor network • Routing protocol • Security • LEACH

1 Introduction

A wireless Sensor Networks (WSNs) is an ad hoc wireless telecommunication

network which embodies a number of tiny, low-powered sensor nodes densely or

sparsely deployed in the area of interest to accomplish a particular mission like

habitat monitoring, agricultural farming, battlefield surveillance etc. [1]. The exten-

sive rise of using WSNs in diverse applications such as hostile, unattended, and

inaccessible environments, have mandated the users to be more assured about the

security and efficiency compared to the survivability. As long as security schemes
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provide confidentiality, authentication, and integrity, which are critical for such

applications, a secure and survivable infrastructure is always desired. Network

survivability has been defined as the ability of the network to fulfill its mission in

the presence of attacks and/or failures in a timely mode [2]. In such hostile

environments, the information exchanged between two communicating parties

might include highly sensitive data that must be safeguarded, therefore security

investigation and efficient routing strategy for WSNs have been a continuous

research hot topic in the recent decades [3].

LEACH (Low Energy Adaptive Clustering Hierarchy) is a classical and hierar-

chical routing protocol which is based on the idea of clustering to lengthen the

network lifetime and forward data reliably, but LEACH protocol is not secure

enough to against all kinds of network threats, so it has no ability to resist some

attacks in network layer. Therefore, a variety of improved routing protocols based

on LEACH are investigated to improve security of WSNs, such as RLEACH

protocol which is based on LEACH and embed encryption and authentication

technologies to prevent unauthorized node to participate in route creating and

data transmission works. However, it is vulnerable to a number of security attacks

including jamming, spoofing and replay, the reason is that the LEACH protocol is a

cluster-based protocol and rely on their Cluster Heads(CHs) for routing to a great

extent, and some attacks involving CHs are most dangerous, if a attacker intrude

networks successful and become a CH in cluster-based networks, it can stage

attacks such as sink hole and data selective forwarding, to disrupt the WSNs

network, the intruder may also leave the routing alone and try to inject bogus

sensor data into the network to destroy the normal work [4].

A Homemade Low Energy Adaptive Clustering Hierarchy (HLEACH) protocol

for WSNs is proposed to strengthen sensor node security in this paper. HLEACH is

different with traditional encryption mechanism using KEY management which

consumes considerable network and computing resources. In order to resolve the

problem about KEY management, HLEACH protocol adopts distributed method

between each clusters to reduce resource management consumption and improve

routing efficiency, and during nodes migrating randomly, the KEY of the sensor

nodes will change dynamically according to cluster, if one node is captured, the

entire network security will not been affected.

2 The LEACH Protocol and Vulnerabilities

2.1 The LEACH Protocol Description

The LEACH protocol consists of three steps to create cluster and cluster

membership.

In the first step, every node may decide probabilistically whether or not to

become a CH for the current round or period. These candidate CH nodes will
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broadcast a message advertising this fact, and nodes at some extend can receive

these broadcasting messages. In this step, the CSMA-MAC protocol is used to

avoid channel collision.

In the cluster joining step, the remaining nodes select a cluster to join based on

the largest received signal strength from a candidate CH, and send a join request

message using CSMA-MAC to this candidate CH to show their intentions. At the

end of this step, distributed clusters geographically will emerge, and membership

between the CH and its receivers will also generate in a period.

Once a CH receive all the join requests, the confirmating step starts with the CH

broadcasting a confirmation message that includes a time slot schedule to be used

by their cluster members for communication during the steady state phase.

After the clusters are set up, the network will be a steady state phase, where

actual communication between sensor nodes, CHs and the BS(base station) will

take place. Each node knows when it is turn to transmit their sampling data in their

environment according to the time slot schedule. The CHs collect messages from all

their cluster members, and aggregate these data according some aggregating

strategies, then send the aggregating results to the BS.

2.2 Security Vulnerabilities

Like most routing protocols for WSNs, LEACH does not take into account the

security and is also vulnerable to a number of network attacks. In contrast to more

conventional multi-hops transmitting schemes, member nodes around the CHs and

BS are especially attractive for some attackers, but CHs in LEACH communicate

directly with the BS, may be anywhere geographically in the network, and can

change dynamically from round to round. All these characteristics make it harder

for an adversary to identify CHs, so the dynamic CHs strategically are more

important nodes to avoid network attack. Because LEACH is a cluster-based

protocol, relying on the CHs fundamentally for data aggregation and routing,

attacks involving CHs are the most dangerous.

LEACH routing protocol may extend the entire network life cycle, but not get a

good improvement in terms of security. Because KEY management is an effective

method to identify illegal nodes, and the dynamic CHs also make attackers

harder to separate CHs and cluster members, the two ideas can be employed

to improve WSNs’ security. Therefore, in order to further improve the security,

the proposed HLEACH uses dynamic changeable CHs and KEY encryption

management to check the validity of each node in the identity authentication

phase [5, 6].

An Improved Secure Routing Protocol Based on Clustering for Wireless Sensor Networks 997



3 The Proposed HLEACH Protocol

The setup of the proposed HLEACH protocol consists of four steps: the choice of

Cluster Head nodes (CHs), CHs broadcasting, CHs identity authentication and

cluster internal management.

1. Choice phase of CHs. The CHs choice of HLEACH protocol is same as that of

the LEACH protocol. The choice of CHs is based on the node number in

network, the total number of CHs and node distributed geographically. In this

choice procedure, each candidate generates a value between 0 and 1 randomly, if

this value is lower than a certain threshold, it will become a CHs and then enter

the next phase.

2. CHs broadcasting message phase. After a candidate CH becomes a CH, it will

broadcast this fact in the whole network through the radio, and other sensor

nodes in a certain radius range in the network decide whether or not to join this

clusters based on the signal strength of the received information, if the node

decide to join in, then it will notify the appropriate CH, in a stable state a cluster

will be established. Finally, the CHs allocate the interval of transmitting data for

each node in the cluster.

3. CHs identity authentication phase. This step will ensure whether that CH is a

legitimate node, and to make sure that the legitimacy of the CH has a crucial role

in WSN security. Each node in the WSNs has an unique ID distributed by the

base station, when a new node joins into in a cluster, it should get a ID form the

BS, if a node become CH in the first phase, it should report its own ID to the BS,

and the other nodes in the cluster can also receive this report messages and save

the ID. Then the BS will validate this ID, if the ID verification is successful, the

BS will send a broadcast message to all sensor nodes and notify that the CH is

legitimate. In the same time the BS sends a public KEY to this CH, this public

KEY will be used between CHs to ensure the security of information

transmitting.

4. Cluster internal management phase. CHs notify its ID to every node in the

cluster through the radio. The nodes use the CH’s ID as the KEY to send

messages, there are many encryption algorithms which may be used, in our

simulation the DES encryption algorithm is adopted.

Figure 1 shows the relationship between KEYs and nodes, letter N delegate

sensor node, A and B are the ID of CHs, C is the public KEY. The left side of Fig. 1

shows that when the nodes send the message to the CH which the KEY is CH’s

ID-A, the right side of Fig. 1 shows that when the nodes send the message to the CH

which the key is CH’s ID-B. When the CH sends a message to the BS or other CHs

which the KEY is the public key-C.

In the stable phase, the nodes sample data and transmit them to the CH. The CHs

collect data send by all their cluster members, and aggregate these data, and then

send the result data to the BS. The steady state phase lasts much longer compared

with the setup phase. The network will be restarted to establish the cluster and

transmit sampling data in the next cycle repeatedly.
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4 Performance Evaluation

In order to evaluate the performance of HLEACH protocol, NS2 simulation tools

are used as experiment platform with 50 nodes and 2 malicious nodes in

1,200 � 1,200 range, simulation time is 1,000 s. In simulation procedure, two

different parameters are adopted to measure performance.

Memory consumption: WSNs has some applications in memory, but sensor

nodes have a tiny memory volume and can’t hold a bigger memory, the lack of

memory has always been a difficult problem in WSNs.

Network lifetime: Sensor node power supply is battery powered and is always a

central point of the research. There are a lot of programs to save energy consump-

tion. The life cycle is one of the most important indicators to measure the feasibility

of a protocol.

The following figures show the performance curve which interference by mali-

cious nodes.

Figure 2 shows the memory consumption of each node in the network, although

HLEACH protocol embedded encryption mechanism, when the network was

attacked, its memory consumption is significantly less than that of LEACH proto-

col. Figure 3 shows the node lifetime of HLEACH is reduced in the case of attack.

The improved agreement to extend the life cycle of WSNs, it also proved that the

improved protocol is feasible.

5 Conclusions and Future Work

WSNs is a low cost, fast ad hoc networks of anti-survivability characteristics and is

applied strong and widely in many areas of military, industrial, etc. and needs a

secure solution to solve many common challenging problems. The security is a

prerequisite of a new technology application. In this paper, HLEACH is proposed to

Fig. 1 Key distribution

An Improved Secure Routing Protocol Based on Clustering for Wireless Sensor Networks 999



1

0.9

0.8

0.7

0.6

0.5

0.4

m
em

er
y 

co
m

su
m

pt
io

n

0.3

0.2

0.1
0 5 10 15 20 25

comsumption of meory comsumption

“LEACH”
“HLEACH”

node ID
30 35 40 45 50

Fig. 2 Analysis of network memory

50

40

30

nu
m

be
r 

of
 s

ur
vi

va
l n

od
es

20

10

0
0 100 200 300 400 500

time/s

nerwork Lifetime

“LEACH”
“HLEACH”

600 700 800 900

Fig. 3 Analysis of network lifetime

1000 L. Chen and L. Chen



improve routing protocol on the basis of the LEACH protocol, which transmits the

information through the sub-cluster autonomy and multi-channel, it can prevent

some network attacks. But it adds a certain amount of memory and energy con-

sumption, which is a gap of this paper, and it also needs further improvement.
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Spatiotemporal Dynamics of Normalized

Difference Vegetation Index in China Based

on Remote Sensing Images

Yaping Zhang and Xu Chen

Abstract Based on 17 phases of Normalized Difference Vegetation Index and

climate images obtained from 1982 to 1998, the paper analyzed normalized differ-

ence vegetation index trends, spatial distribution and their relationships with cli-

mate and human activity. The results indicate that at the national scale, the

increases of monthly and seasonal NDVI correspond mainly to climate changes.

However, corresponding mainly to human activities, the significant spatiotemporal

heterogeneity of NDVI trends is found at the regional scale. Therefore, a set of

policies must be established to ensure the ecological conservation and restoration,

especially in ecological sensitivity areas.

Keywords NDVI • Spatiotemporal dynamics • Time-series

1 Introduction

Normalized Difference Vegetation Index (NDVI) is a general biophysical parame-

ter that correlates with photosynthetic activity of vegetation. It is calculated as

NDVI ¼ (CH2 � CH1)/(CH2 + CH1), where CH1 and CH2 represent radiances

from channels 1 (0.58–0.68 mm) and 2 (0.725–1.10 mm) of the AVHRR, respec-

tively. Although NDVI does not provide land cover type directly, it provides an

indication of the ‘greenness’ of the vegetation [1]. Therefore, a time series of NDVI

values can separate different land cover types based on their phenology, or seasonal
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signals [2], and have significantly improved our understanding of intra and inter-

annual variations in vegetation from a regional to global scale [3]. Based on

AVHRR data, numerous regional to global scale vegetation studies have been

done. For example, using AVHRR NDVI time series data from regional to global

scale, the changes of vegetation phenology could be analysed [4–7]. By

intercomparing climatic variables such as rainfall and air temperature with long

term time series analysis of AVHRR NDVI, the geo-biophysical causes of vegeta-

tion greenness or NPP changes could be revealed [8, 9]. Furthermore, combination

with other geophysical parameters like albedo, continental scale trends of NDVI

could be analyzed associated with environmental changes [10].

China has a large climate range because of its geographic size. This causes the

country to have diverse and species-rich vegetation types, from the tropical to

subarctic/alpine and from rain forest to desert. Since the late 1980s, land use

patterns in China have been changed dramatically along with urbanization and

loss of cultivated. In the late twentieth century and early twenty-first century, China

has undergone a rapid socio-economic development, and a series of development

strategies, including “Western Development”, “Revitalization of Northeast”,

“Rising of Central China” and so on have been implemented across the nation.

Meanwhile, the modification of industrial structure and acceleration of industriali-

zation have resulted in remarkable changes and modifications in the spatial distri-

bution of China’s land use too [11]. The urbanization and large scale land use

change over the last two decades in China have attracted international attention to

analyze the impacts, driving forces, and future trends [12]. So, paying more

attention to land cover monitoring and land use planning is necessary in china for

protecting natural environment and ecosystem effectively [13]. In this paper, we

used the NDVI and climate data from 1982 to 1998, together with information on

land use to explore the variations of monthly, seasonal and annual NDVI and their

relationships with climate and human activity.

2 Data and Method

2.1 Data

NDVI data used in this study were derived from the NOAA/AVHRR Land data set,

produced by the Global Inventory Monitoring and Modeling Studies (GIMMS)

group. Its spatial resolution was 8 � 8 km2 with 15-day intervals, between January

1982 and December 1998 [14–16]. Annual mean air temperature and precipitation

data at 1 � 1 km2 resolution were compiled from the 1982–1998 temperature/

precipitation database of China. DEM was derived from GTOPO30 that USGS

distributes to the public through the Internet. And the 1:1,000,000 Land Use Map of

China in 1980s was derived from sharing infrastructure of Earth system science.
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2.2 Methodology

All data were aggregated to grid cells at 8 � 8 km2 resolution, as done for the

NDVI data sets. And then, the mask, geometric correction, coordination transfor-

mation, and other processes were carried out with ArcGIS 9.3. The mean-value

iteration filter (MVI) [17], as a simple method, was used to reduce the noise and

reconstruct high quality NDVI time-series. By using the maximum NDVI value in

each month, season and year [18], we produced month, seasonal and annual NDVI

data set to reduce residual atmospheric and bidirectional effect. Finally, the mean of

NDVI, temperature and precipitation, the highest temperature and the lowest

temperature, as well as aspect and slope were calculated for analysis.

3 Results

3.1 National Scale

From 1982 to 1998, annual NDVI did not appear the trend (r2 ¼ 0.123, p ¼ 0.169),

and the correlation between annual mean NDVI and climatic factors was not

significant. But the significant increase trends of NDVI could be seen for spring

and autumn. The largest NDVI increase (r2 ¼ 0.533, p ¼ 0.001) was in spring,

with a magnitude of 17.7 % over the 17 years and a trend of 0.00211 year�1 (the

17-year averaged NDVI is 0.3111). The other increase of NDVI (r2 ¼ 0.355,

p ¼ 0.012) for autumn was 7.21 % with a trend of 0.001126 year�1. Despite the

pronounced NDVI increases in two seasons, there were several large fluctuations in

the NDVI trends. For example, seasonal NDVI was large in 1987 and 1990 but

small in 1991 and 1995 for spring and autumn respectively (Fig. 1a).

As everyone knows, the magnitude of monthly NDVI and its change over time

are important indicators of the contribution of vegetation activity in different

months to annual plant growth total [16]. In China, except November and Decem-

ber, the positive values of monthly NDVI trends indicated that NDVI had increased

throughout the year almost over the 17-year study period (Fig. 1b). The monthly

NDVI trends for May and September increased significantly. The largest monthly

NDVI increase (r2 ¼ 0.531, p ¼ 0.001) was in May, with a magnitude of 19.96 %

over the 17 years and a trend of 0.0022 year�1 (the 17-year averaged NDVI is

0.3047). The increase (r2 ¼ 0.358, p ¼ 0.011) for September was 8.14 % with a

trend of 0.001243 year�1. But monthly NDVI got to maximum value in August and

was rather small from December through March (Fig. 1b). The plant growth peak

occurred in the middle of growing season (summer), while the largest NDVI

increase appeared in the early growing season (spring). This means that the trends

and patterns of monthly and seasonal NDVI are likely coupled with climate patterns

and moisture availability [16].
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3.2 Regional Scale

From 1982 to 1998, annual NDVI did not show the apparent trend at the national

scale. But the spatial heterogeneity was found in the North China Plain, hilly and

plain areas of Central China, Yangtze River deltas and Pearl River deltas, because

of landuse changed significantly in these areas. Table 1 gave the main charact-

eristics of the change in land cover types over the period 1980s–2000.

The areas of forestland, urban land and unused land increased; urban land had

the greatest rate of increase, which was 64.8 % during the period. The areas of

farmland, grassland and water area decreased; water area had the biggest rate of

decrease, which was 2.38 % during the period. At the provincial scale, the provin-

cial NDVI trends for Inner Mongolia (r2 ¼ 0.235, p ¼ 0.049), Shanxi (r2 ¼ 0.378,

p ¼ 0.009), Xinjiang (r2 ¼ 0.339, p ¼ 0.014) and Ningxia (r2 ¼ 0.292,

p ¼ 0.025) increased significantly. The largest provincial NDVI increase was in

Ningxia, with a magnitude of 42.59 % over the 17 years and a trend of

0.002943 year�1 (the 17-year averaged NDVI was 0.323). The increase for Inner

Mongolia, Shanxi and Xinjiang were 7.22 %, 10.76 %, and 17.61 % with a trend of
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Table 1 Land use types transformation matrix from 1980s to 2000 (104 km2)

2000

1980s Farm Forest Grass Water Urban Unused Total

Farm 167.69 4.03 3.80 0.34 0.66 0.62 177.15

Forest 2.62 245.88 6.20 0.09 0.08 0.53 255.40

Grass 3.81 6.52 275.48 0.51 0.026 18.15 304.48

Water 0.36 0.13 0.98 11.04 0.10 0.58 13.20

Urban 0.064 0.01 0 0.01 1.17 0.01 1.25

Unused 0.79 1.27 12.62 0.91 0.03 176.51 192.13

Total 175.34 257.84 299.08 12.89 2.07 196.40 943.62

I rate �1.02 % 0.95 % �1.77 % �2.38 % 64.80 % 2.22 %
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0.001908 year�1, 0.002613 year�1, and 0.001322 year�1, respectively. But because

a rapid urbanization had taken place over the past 20 years, there was significantly

decrease in Guangdong (r2 ¼ 0.27, p ¼ 0.032), with a trend of �0.001845 year�1.

3.3 Land Use Scale

In this paper, the land use/cover types of Land Use Map of China were classified as:

Farmland, Forestland, Grassland, Water Area, Urban Land and Unused Land, based

on the land use/cover categories proposed by the Chinese Academy of Sciences

(Fig. 2). If we assumed the locations of land covers were not change, annual NDVI

and its trends showed spatial heterogeneity at land cover scale (Table 2). This is

very similar to annual NDVI and its trend over the past 17 years at the provincial

Fig. 2 Land use map of China
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scale. Especially, the annual NDVI trends increased significantly for water area

(r2 ¼ 0.254, p ¼ 0.039) with a magnitude of 12.18 % over the 17 years and a trend

of 0.001295 year�1. This means that the trends and patterns of regional NDVI are

likely associated with climate patterns and human activities.

4 Conclusion

By using the NDVI and climate data set from 1982 to 1998, together with informa-

tion on land use, the variations of monthly, seasonal and annual NDVI and their

relationships with climate and human activity were analyzed. The results indicated

that both increase of monthly and seasonal NDVI at the national scale corresponded

mainly to climate changes. It suggests that climate change is playing an important

role at the national scale for the patterns of NDVI trends. But a large spatial and

temporal heterogeneity of NDVI trends at the regional scale corresponded mainly

to human activities. It suggests that human activities are playing an important role

at the regional scale for the patterns of NDVI trends, besides some sensitive areas

with climate changes.

Human activities have exerted a large effect on the spatiotemporal patterns of

NDVI trends in some regions. So, it is necessary to establish a set of policies to

ensure the ecological conservation and restoration, especially in ecological sensi-

tivity areas.

Acknowledgements This work was financially supported by applied basic research projects of

Yunnan Province (2010CD047) and (2011FZ140).

References

1. Sellers PJ (1985) Canopy reflectance, photosynthesis, and transpiration. Int J Remote Sens

6:1335–1372

2. Lenney MP, Woodcock CE, Collins JB (1996) The status of agricultural lands in Egypt: the

use of multitemporal NDVI features derived from Landsat TM. Remote Sens Environ 56:8–20

Table 2 NDVI regression analysis from 1982 to 1998 in Landuse scale

Landuse N Reg coef T P R I rate

Farmland 17 0.001482 2.003 0.064 0.459 0.064469

Forestland 17 �0.000373 �0.671 0.512 0.171 �0.02506

Grassland 17 0.001004 1.807 0.091 0.423 0.053312

Water area 17 0.001295 2.259 0.039 0.504 0.121757

Urban land 17 �0.000344 �0.389 0.703 0.100 0.046945

Unused land 17 0.000606 1.720 0.106 0.406 0.105325

1008 Y. Zhang and X. Chen



3. Fensholt R, Rasmussen K, Nielsen TT, Mbow C (2009) Evaluation of earth observation based

long term vegetation trends – intercomparing NDVI time series trend analysis consistency of

Sahel from AVHRR GIMMS, Terra MODIS and SPOT VGT data. Remote Sens Environ

113:1886–1898

4. Anyamba A, Tucker CJ (2005) Analysis of Sahelian vegetation dynamics using NOAA

AVHRR NDVI data from 1981 to 2003. J Arid Environ 63:596–614

5. Jeyaseelan AT, Roy PS, Young SS (2007) Persistent changes in NDVI between 1982 and 2003

over India using AVHRR GIMMS (Global Inventory Modeling and Mapping Studies) data. Int

J Remote Sens 28(21):4927–4946

6. Stöckli R, Vidale PL (2004) European plant phenology and climate as seen in a 20- year

AVHRR land surface parameters data set. Int J Remote Sen 25(17):3303–3330

7. Heumann BW, Seaquist JW, Eklundh L, Jonsson P (2007) AVHRR derived phenological

change in the Sahel and Soudan, Africa, 1982–2005. Remote Sens Environ 108(4):385–392

8. Xiao J, Moody A (2005) Geographic distribution of global greening trends and their climatic

correlates: 1982 to 1998. Int J Remote Sens 26(11):2371–2390

9. Hickler T, Eklundh L, Seaquist J, Smith B, Ardö J, Olsson L, Sykes MT, Sjöström M (2005)
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The Application of Digital Filtering in Fault

Diagnosis System for Large Blower

Changfei Sun, Yong Han, Zhishan Duan, and Yingge Xu

Abstract The analog signals that gathered from engineering test are often mixed

with noises which will produce many adverse effects and greatly reduce the system

operation speed. These useless and harmful signals can be got rid of by the digital

filter. In the real-time monitoring and diagnosis system for the No. six blast furnace

blower in The ChangZhi Steel Ltd, the Butterworth analog filter is converted into a

digital filter, which can filter those useless and harmful signals. In order to confirm

the validity of this digital filter, the high-pass digital filter in this real-time monitor-

ing and diagnosis system is analyzed. The results show that the high-pass digital

filter can effectively remove the unwanted signals under 5 Hz. Obviously, the

digital filter can effectively remove the useless ingredients and harmful ingredients

of the signals, and the system’s operation speed can be greatly increased.

Keywords Fault diagnosis system • Filter • Digital filter

1 Introduction

For the influence of the factors of work environment and instrument, the analog signal

that extracted from engineering test is often mixed with noise, even the signal is

covered by noise. After A/D transformation, the quantization noise of the A/D con-

verter is added into the discrete time signal besides the original noise. Many troubles

for the subsequent judgment and diagnostic work are produced for the existing noise,

so false-negatives, incorrect diagnosis are appeared in the system. In addition, not all of

the signals have to be useful during fault diagnosis, which even reduce the speed of

calculation. So the harmful signal must be deleted before data processing [1].
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Due to the higher vibration frequency of the blast furnace blower, some low

frequency components which is under 5 Hz should be filtered out in order to

improve the operation efficiency.

2 Digital Filter

Digital filter can filter out some unnecessary frequency components in signal by

some numerical calculations. Digital filter is one of important contents in digital

signal processing. Because of the operation way in digital filtering, it has the

characteristics of high precision, high stability, using large scale integrated circuit,

small volume, light weight, realizing flexible without requiring impedance

matching [2]. In the real time monitoring and diagnosis system, the digital filtering

method is taken.

The numerical calculation method is used in the digital filter to achieve the

purpose of filter, so by following some certain algorithms, the software is

established. In addition, at present many kinds of special digital signal processing

chip are developed, which is easy to make the design of the digital filter [3].

3 The Design of Digital Filter

Digital filter is divided into infinity impulse response digital filter and finite impulse

response digital filter, respectively called IIR filter and FIR filter. In this real-time

monitoring and diagnosis system IIR filter is used.

Digital filter can be described by a N order difference equations

yðnÞ ¼
XM
i¼0

bixðn� iÞ �
XN
k¼1

akyðn� kÞ (1)

its corresponding function is

HðzÞ ¼
PM
i¼0

biz
�i

1þ PN
k¼1

akz�k

(2)

The task of designing is finding a group of coefficients (ak, bi) according to the

prescribed technical index, and making the function of the filter meet technical

index.
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There are many design methods for digital filter, the most commonly used one is

designing digital filter from simulation filter, because the theory and design method

of simulation filter have developed very mature. There are several kinds of typical

simulation filter for choice, such as Butterworth filter, Chebyshev filter, Cauer filter,

Bessel filter, etc. [4]. The Design method of digital filter is designing a simulation

low-pass filterHaðsÞ according to the technical requirement, then the low-pass filter

HaðsÞ is converted into a needed digital filters by converting the frequency.

Frequency can be converted in the analog domain, also can be converted in the

digital domain. so there are two conversion methods. The first method is to design

low-pass filter in the simulation domain, then convert the frequency in the simula-

tion domain, and convert it into a needed simulation filter. Then switch it from the

s plane to the z plane to obtain the required digital filter. The second method is to

switch the simulation low-pass filter from the s plane to the z plane to get digital

low-pass filter, and then convert the frequency in the digital domain to get a desired

digital filter [5].

4 The Application of Digital Filter

But the first method will cause the distortion of the frequency response, so it’s not

appropriate for the design of the high-pass filter and the band elimination filter. The

second method is very trouble and inconvenient. So In this real-time monitoring and

diagnosis system the high-pass filter is obtained by normalizing a simulation

low-pass filter to a desired digital filter directly. The design method of the IIR digital

filter is converting a Butterworth low-pass analog filter into a high-pass digital filter.

The technical parameters of this filter are: The cut-off frequency of the band pass

filter is fp ¼ 5 Hz, the cut-off frequency of the stop band filter is fs ¼ 1 Hz,

Sampling frequency is f ¼ 2500Hz, The maximum attenuation of passband is 3 dB,

the minimum attenuation of stopband is 18 dB Resistance with inner minimum

attenuation is 18 dB, Frequency characteristics as shown in Fig. 1 shows.

Firstly the boundary of frequency for equivalent high-pass digital filter is

calculated

ωp ¼ 2πfpT ¼ 2π � 5=2500 ¼ 0:004π rad (3)

ωs ¼ 2πfsT ¼ 2π � 1=2500 ¼ 0:0008π rad (4)

From the above formula, the cut-off frequency of the band pass filter Ωp and

the cut-off frequency of the stop band filter Ωs of the analog low-pass filter is

calculated.

Ωp ¼ 1

2
Ω2

cTctg
1

2
ωp (5)
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Ωs ¼ 1

2
Ω2

cTctg
1

2
ωs (6)

The requirement is Low-pass filter Ωj j<Ωp, Attenuation is not more than 3 dB,

Ωs < Ωj j, Attenuation than 18 dB.

According to the above index, the simulation low-pass filter is designed.

Ωs=Ωp ¼
1
2
Ω2

cTctg
ωs

2
1
2
Ω2

cTctg
ωp

2

¼ ctg ωs

2

ctg
ωp

2

¼ ctg0:0004π

ctg0:002π
¼ 5 (7)

The basic parameters of Butterworth filter are:

N ¼ � lg k

lg λ
(8)

k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
100:1ap � 1

100:1as � 1

r
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
100:3 � 1

101:8 � 1

r
¼ 0:1257 (9)

λ ¼ Ωs

Ωp
¼ 5 (10)

N ¼ � lg 0:1257

lg 5
¼ 1:3 (11)

so N ¼ 2

According to N ¼ 2, after looking up the table, transmission function for the

second order normalized simulation low-pass filter is

AðpÞ ¼ 1

p2 þ ffiffiffi
2

p
pþ 1

(12)

Fig. 1 Characteristics of

the required digital filter’s

frequency
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, Ωp ¼ 1

2
Ω2

cTctg
1

2
ωp ¼ Ωc (13)

; Ωc ¼ Ωp ¼ 2

T
tg
ωp

2
(14)

; p ¼ Gðz�1Þ ¼ 1

2
ΩcT

1þ z�1

1� z�1

¼ T

2
� 2
T
tg
ωp

2

1þ z�1

1� z�1

¼ tg
ωp

2

1þ z�1

1� z�1
¼ 0:0063

1þ z�1

1� z�1
(15)

HðzÞ ¼ AðpÞ p ¼ Gðz�1Þ ¼ 0:0063
1þ z�1

1� z�1

����
¼ 0:991� 1:982z�1 þ 0:991z�2

1� 1:982z�1 þ 0:982z�2
(16)

From the second order IIR digital filter system function, the second order

difference equation for the designed digital filter is

yðnÞ ¼ 0:991xðnÞ � 1:982xðn� 1Þ þ 0:991xðn� 2Þ þ 1:982yðn� 1Þ
� 0:982yðn� 2Þ (17)

According to the above formulas program a filtering procedure, so the digital

filter is achieved.

The signal shown in Fig. 2 is a phase stator current of an electromotor gathered

by us, it can be filtered by this digital filter, the result is shown in Fig. 3. Compare

Fig. 2 with Fig. 3, a conclusion can be drawn that the signal which frequency is

below 5 Hz can be filtered out by this digital filter.
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Fig. 2 The signal of a phase stator current of a electromotor
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5 Conclusion

The results show that the high-pass digital filter can effectively remove the

unwanted signals under 5 Hz. Obviously, the digital filter can effectively remove

the useless ingredients and harmful ingredients of the signals, and the system’s

operation speed can be greatly increased.

As a consequence, a digital filtering is effective in the real-time monitoring and

diagnosis system. The Butterworth analog filter can be converted into a digital filter,

which can filter those useless and harmful signals and increase the operation speed

of the diagnosis system.
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Performance Analysis on ST-ASLC

with Wide-Band Interference

Xingcheng Li and Shouguo Yang

Abstract In order to find the relationship between the cancellation ratio with the

wide interference and the delay lines, auxiliary channels and interference band-

width. And we also would like to draw a quantification conclusion about the

performance of ST-ASLC (Space Time Adaptive Side-lobe Canceller). Firstly,

We will derive the ST-ASLC (Space Time Adaptive Side-lobe Canceller)

processing models with wide-band interference in this article, and we also will

derive the interference covariance and correlation matrix with amplitude and phase

errors between the main and auxiliary channels; Secondly, based on the interference

cancellation ratio, we will explain the performance influence of the auxiliary

channels, delay time and delay lines number with simulation results. Finally, we

will summarize the law about the ST-ASLC performance with wide interference as

follows: the wider the interference bandwidth is, the lower the ASLC cancellation

ratio will be; Auxiliary channels and delay lines increasing can improve the ASLC

system’s interference cancellation ratio, however, multi-auxiliary-channels system

is better than the single channel system which has the same channels number of

delay lines.

Keywords ST-ASLC • Wide-band interference • Space filter response • Cancella-

tion ratio
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1 Introduction

Under wide-band interference, different frequency component of interference has

different delay in each antenna unit of radar side-lobe cancellation arrays, and the

main and auxiliary channels have different responses to the interfering signals with

different frequency components. Therefore, the wide-band interference (relative to

the array) will lead to the mismatched amplitude and phase of ASLC, and it may

result in the degradation of the interfering cancellation performance of ASLC

system [1]. There is a widespread concern on improving the performance of

ASLC system under wide-band interference. If the center frequency and band

width of the wide-band interference are f0 and Δf, and the incident angle is θ0,
which can be viewed as a group of sine-wave signals with different frequency, it

can be equalized by the continuous-wave signals with f0 which are incident

simultaneously from several directions. The equivalent angle dispersion of the

wide-band interference can be expressed as [2]

Δf
f0

¼ Δ sin θ

sin θ0
(1)

As for the single-frequency incident wave, the optimum weights of ASLC

depend on the incident angle. For one incident angle has the corresponding opti-

mum weights, the optimum processing of the wide-band interference should have a

group of optimum weights correspondingly. The wide-band interference will

occupy ASLC system a large number of degrees of freedom (DOF) and lower its

efficiency. To improve the interference cancellation performance of ASLC under

wide-band interference, the most direct method is to reduce the bandwidth of the

received interference, which can be fulfilled by using sub-band filter banks

processing or fast Fourier transform(FFT) to obtain the multi-path signals divided

according to the frequency [3, 4], and subsequently constructing independent

adaptive array processing for each sub-band. Another method is to add delay

lines in each auxiliary channel to add DOF, which can control the antenna’s

frequency response more profitably; this is space time adaptive side-lobe cancella-

tion [5, 7]. It has been proved that these two methods have the same cancellation

performance when the numbers of delay lines equal to the sub-band and delay time

of each delay line equals to the sampling period of sub-band [6].

In this paper, the mathematical model of ST-ASLC with amplitude and phase

error under wide-band interference is presented, and the performance is fully

analyzed. Finally, the significant conclusions are presented.
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2 ST-ASLC Processing Models

A ST-ASLC system with M auxiliary channels is shown in Fig. 1, each auxiliary

channel has K delay lines. The signals of auxiliary channels can be expressed as

X ¼
X1

..

.

XM

2
64

3
75 (2)

Where Xm ¼ xm1 xm2 � � � xmK½ �T , the system’s weights are

W ¼
W1

..

.

WM

2
64

3
75 (3)

Where Wm ¼ wm1 wm2 � � � wmK½ �T .
Suppose that the interference signal’s spectrum response is flat in the entire

bandwidth. The center frequency and bandwidth of the interference signal are f0 and
Δf respectively. Then when the interference signal comes from θ, and the delay

time of delay lines Δ ¼ Td, the Kth line’s interference signal in the Mth auxiliary

channel is

xmk ¼ GaJ t� k � 1ð ÞTd � m� 1ð ÞT½ � þ n t� k � 1ð ÞTd½ � (4)

Where m ¼ 1, •••, M, k ¼ 1, •••, K. Td is the delay time of delay lines. Ga is the

auxiliary antenna’s gain (for all the auxiliary antennas).

T ¼ d

c

� �
sinθ ¼ ξ sin θ

f0
and ξ ¼ d

λ
(5)

∑

w11

r(t)
ΔΔ

Xm(t)

x11 (t)
Δ

w12 w1K

∑

wM1

ΔΔΔ
wM2 wMK

x12 (t) x1K (t)

xMK (t)xM2 (t)xM1 (t)

+

−

Fig. 1 Space-time ASLC

processing system

Performance Analysis on ST-ASLC with Wide-Band Interference 1021



T is the time delay between auxiliary antennas. The interference covariance

matrix and correlation matrix are respectively

M ¼ E X�XT
� � ¼

M
11

. . . M1M

..

. . .
. ..

.

MM1 � � � MMM

0
B@

1
CA R ¼ E X�XMð Þ ¼

R1

..

.

RM

2
64

3
75 (6)

Where Mmn and Rm are respectively K � K , K � 1 dimension matrix. XM

represents the signal samplings of the main channel.

According to the expresses above, Mmn and Rm are given by

Mmnð Þpq ¼ G2
aPje

j2πf0 p�qð ÞTdþ m�nð ÞT½ � sin c Δf p� qð ÞTd þ m� nð ÞTð Þ½ � (7)

Rmð Þq ¼ GmGaPje
j2πf0 q�1ð ÞTdþmT½ � sin c Δf q� 1ð ÞTd þ mTð Þ½ � (8)

Where p, q ¼ 1, ···, K, Pj is the interference power. Gm is the main antenna gain

in the interference direction.

Suppose that Td ¼ rT90, T90 ¼ 1= 4f0ð Þ is the required unit delay time, and

ΔfTd ¼ rB

4
; B ¼ Δf

f0
; ΔfT ¼ Bξ sin θ (9)

Mmnð Þpq ¼ G2
aPje

j2π p�qð Þr
4
þ m�nð Þξ sin θ½ � sin c p� qð ÞBr

4
þ m� nð ÞBξ sin θ

� �
(10)

Rmð Þq ¼ GmGaPje
j2π q�1ð Þr

4
þmξ sin θ½ � sin c q� 1ð ÞBr

4
þ mBξ sin θ

� �
(11)

Taking the amplitude and phase error into account, let bm (m ¼ 1, •••,M ) be the

Mth channel’s maximum phase shift and am (m ¼ 1, •••, M ) be the Mth channel’s

maximum fluctuation amplitude. The interference covariance and correlation

matrix can be derived as [8]

Mi
mn

� �
pq

¼ G2
aPje

j2π p�qð Þr
4
þ m�nð Þξ sin θ½ �

� sin c κð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ a2m 2=

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ a2n 2=

p 1þ aman
2

þ amanκ2

2 κ2 � 4ð Þ
� amκ2 þ anκ2

κ2 � 1

0
BB@

1
CCA (12)

Ri
m

� �
q
¼ GmGaPje

j2π q�1ð Þr
4
þmξ sin θ½ � sin c κ

0� �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ a2m 2=

p 1� amκ
02

κ02 � 1

 !
(13)
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Where

κ ¼ ðp� qÞBr
4
þ ðm� nÞBξ sin θ þ bm � bn

π
; κ

0 ¼ ðq� 1ÞBr
4
þ mBξ sin θ þ bm

π
(14)

In the following Fig. 2, suppose that the main channel is base channel, ASLC has

only one auxiliary channel, and there are no delay lines in each channel, we named

it channel 1. When the amplitude and phase error is considering, the cancellation

ratio is descending when this error becomes larger. So the real equipment must have

a good amplitude and phase characteristic corresponding, which must be strict to

0–0.12 with amplitude and 100 with phase, this is also equal to the engineering

experiencing value in our exercise.

The optimum weights of ASLC system are Wopt ¼ M�1R , the interference

cancellation ratio (CR, Cancellation Ratio) is defined as the ratio between system

output interference-to-noise power ratio in case of no auxiliary channels and

auxiliary channels.

Without considering the expected signal, CR is

CR ¼
E XMj j2
n o

E XM �WTX
		 		2n o ¼

E XMj j2
n o

E XMj j2
n o

�WTR�
¼

E XMj j2
n o

E XMj j2
n o

� RHM�1R
(15)

The main antenna’s gain in interference band is Gm, and the auxiliary antennas’

gain is Ga. The system has M auxiliary channels. Here the spatial filtering output

response of ST-ASLC system is

HðejφÞ ¼ 1
Ga

Gm
WH

opt

� �
1

S
0
a

� �
¼ 1þ Ga

Gm
WH

optS
0
a (16)
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Fig. 2 ST-ASLC system CR with amplitude and phase error (a) BT ¼ 0.01 (b) BT ¼ 0.05
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Where

S
0
a ¼ ½ejφð1; ej2π f

4f0
r
; � � � ej2π f

4f0
ðK�1ÞrÞ; . . . ; ejMφð1; ej2π f

4f0
r
; � � � ej2π f

4f0
ðK�1ÞrÞ�

T

;φ ¼ 2π
d

λ0
sin θ

f

f0

(17)

3 Simulations

Suppose that an ASLC system has three auxiliary channels, the interference comes

from the direction of 80, JNR ¼ 30 dB, SNR ¼ 30 dB, the equivalent distance

between main and auxiliary antennas’ phase center is 40 times of the wavelength

(the actual number is larger), and the main and auxiliary channels are isometric and

linear arrays. ai and bi are normal distribution random numbers whose means are

both 0 and variances are 0.12 and 100 respectively. The simulation runs

100 times and then calculates the average. Figure 3 shows the curves of interference

cancellation ratio with interference bandwidth for single-auxiliary-channel and

three-auxiliary-channels ASLC systems when r ¼ 1. Apparently, the wider the

interference bandwidth is, the smaller the interference cancellation ratio will be.

Figure 4 shows the relation between delay lines and interference cancellation

ratio when r ¼ 1 and B ¼ 0.05. The more the delay lines are, the higher the

interference cancellation ratio will be. But the more the delay lines are, the more

complex the system will be, and the more the amount of calculation is. The amount

of weights has a direction ratio with (KM)3 [9]. So we must choose the right amount

of delay lines for the balance between the improved interference cancellation ratio

and the amount of calculation.

Figure 5 shows the relation between delay time and interference cancellation

ratio when K ¼ 10, B ¼ 0.05. We can see that the changes of the delay time have
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Fig. 3 ST-ASLC system CR with interference bandwidth (a) (r ¼ 1;M ¼ 1) (b) (r ¼ 1;M ¼ 3)
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little effect on interference cancellation ratio. But there exists an optimal delay time

ratio. Actually; we should choose the optimal r according to different ASLC

structures, different delay lines and different interference bandwidth. Figure 6

shows the ST-ASLC system’s spatial filtering amplitude response. We can see

that the notch of single-auxiliary-channel spatial filtering amplitude response is

significantly widened. This is the essential reason for improving the performance of

ASLC under wide-band interference by the delay lines.

Under no amplitude and phase error conditions, Fig. 7 shows the changing

curves of ASLC system’s CR with auxiliary channels. Figure 8 gives the changing

curves of single –auxiliary-channel ST-ASLC system’s CR with delay lines. We

can see that adding auxiliary channels and increasing delay lines have the same

effect as for the single-auxiliary-channel ASLC system.
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4 Conclusion

Through the theory analysis and simulations above, conclusions can be drawn as

follows:

Wide-band interference can reduce the single-channel ASLC system’s interfer-

ence cancellation performance. The wider the interference bandwidth is, the lower

the single-channel ASLC cancellation ratio is. Or in other words, nearly the

single-auxiliary-channel ASLC system doesn’t have the anti-jamming ability

under wide-band interference. For example, single-auxiliary-channel ASLC inter-

ference cancellation ratio is only 6 dB when B ¼ 0.05.

Auxiliary channels and delay lines increasing can both improve the system’s

interference cancellation ratio. When there are no amplitude and phase errors,

increasing the delay lines and the auxiliary channels have the same effect as for

the single-auxiliary-channel system. Multi-auxiliary-channel system will be better

than the same delay lines single channel system when the channel numbers are

equal to the delay lines’.

The advantages of increasing the auxiliary channels lies in improving the

system’s degrees of freedom and eliminating multiple interferences while it has

the disadvantages of high costs and expensive expenses. The biggest advantage of

increasing the delay lines is low cost. But it is unable to work with multiple

interferences.
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Velocity Error Analysis of INS-Aided

Satellite Receiver Third-Order Loop

Based on Discrete Model

Dong-feng Song, Bing Luo, Xiao-ping Hu, An-cheng Wang,

Pu-hua Wang, and Kang-hua Tang

Abstract Traditionally, continuous model is usually applied to analyze the velocity

error of INS-aided GNSS receiver. However, the actual implemented system is

discrete. In consequence, the analysis results based on continuous model are iffy.

Aimed at this problem, this paper establishes a discrete model of INS-aided third-

order carrier loop according to the actual system. Then, the velocity error caused by

discretization is investigated and the error mechanism is analyzed. Analysis and

simulation results show that the delay of aiding information is the main error source

of INS aided GNSS receiver in high dynamic scene. To improve the dynamic

performance of INS-aided carrier loop efficiently, the delay of aiding information

should be shortened as much as possible.

Keywords INS-aided • High dynamic • Discrete model

1 Introduction

Third-order PLL (Phase Locked Loop) is often used in a GNSS (Global Navigation

Satellite System) receiver’s tracking loop. The effects of noise increase with

increasing loop bandwidth, while dynamic tracking errors increase with decreasing

loop bandwidth [1]. So in high dynamic scene, the tracking loop is often out of lock

due to a great Doppler frequency shift. But the tracking loop aided by INS velocity

information can adapt to the high dynamic scene and has a better dynamic perfor-

mance [2, 3]. The continuous model and transfer function of INS-aided tracking

loop in complex frequency domain are given, and the simulation results based on

continuous model show a remarkable improvement in dynamic performance [4].
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Most references have built continuous model in complex frequency domain and

proved the advantages of INS-aided loop using continuous model. But the continu-

ous model cannot reflect the actual quantitative velocity error in a specific dynamic

scene. In this paper, the discrete simulation model of INS-aided third-order carrier

loop with the reference of actual system in z domain is gradually established and

theoretical analysis of the velocity error is given. The whole paper is organized as

follow: (1) Introduction; (2) The establishment of the continuous third-order carrier

PLL model and the INS-aided carrier PLL model; (3) Building up the third-order

carrier PLL discrete model and INS-aided PLL model in z domain based on the

actual GNSS receiver’s loop; (4) Calculating the velocity errors of aforementioned

four models in a specific high dynamic scene and comparing corresponding results;

(5) The mechanism analysis on discrete INS-aided carrier loop velocity error;

(6) Conclusion.

2 Continuous Third-Order Carrier PLL Model

and INS-Aided Model

Third-order PLL is a basic part of GNSS receiver’s carrier loop and determines the

dynamic performance of the loop. The research of the third-order carrier PLL

model in complex frequency domain is very important.

2.1 Model 1: Continuous Model of Third-Order PLL
in Complex Frequency Domain

Third-order PLL is sensitive to jerk signal and stays stable while noise bandwidth is

equal to or below 18 Hz. The third-order PLL model is established using Matlab/

Simulink tool as shown in Fig. 1.

In Fig. 1, NCO means Numerical Controlled Oscillator and NCO is usually

modeled as an integrator.With the help of formula (1), the third-order loop parameters

k3 ¼ 12079:21; k2 ¼ 579:10; k1 ¼ 55:07 are calculated when Bn ¼ 18Hz [5].

k3 ¼ w0
3; k2 ¼ 1:1w0

2; k2 ¼ 2:4w0;Bn ¼ 0:7845w0 (1)

The closed-loop transfer function is:

φ̂

φ
¼ k1s

2 þ k2sþ k3
s3 þ k1s2 þ k2sþ k3

(2)
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2.2 Model 2: Continuous Model of INS-Aided Third-Order
PLL in Complex Frequency Domain

INS’s velocity information is used to aid PLL. We can establish the INS-aided

model shown in Fig. 2, where 1�k
τsþ1

represents the aided velocity error, k represents

velocity scaling error and τ represents constant delay time.

The transfer function of INS-aided carrier loop is inferred:

φ̂

φ
¼ ð1� k þ k1τÞs3 þ ðk1 þ k2τÞs2 þ ðk2 þ k3τÞsþ k3

τs4 þ ð1þ k1τÞs3 þ ðk1 þ k2τÞs2 þ ðk2 þ k3τÞsþ k3
(3)

In most cases, k has little effect on the performance of the loop, so it is set to 0; the

output rate of inertial device is usually 200Hz, and the output rate of inertial navigation

solution information is often 100 Hz while using two-sample method navigation-

solution. INS velocity information changes every 10 ms, so τ is set to 0.01 s.

3 Discrete Third-Order Carrier PLL Model

and INS-Aided Model

GNSS receiver is a discrete control system, so establishing the discrete model of

carrier loop is very necessary. And only the discrete model can reflect the correct

velocity information of receiver’s carrier loop.

Fig. 1 The third-order PLL model

—
+

ϕ̂
Filter +

s 1−k

Discriminator
t s+1

j
Σ

1
s

NCO

Fig. 2 INS-aided PLL

model
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3.1 Model 3: Discrete Model of Third-Order PLL
in z Domain

In a discrete model in z domain, the analog integrator is often replaced by a

rectangular digital integrator. Thus the third-order PLL is modeled as FðzÞ which
is shown in Fig. 3. Noting that third-order PLL’s input sequence is x1ðnÞ, and the

output sequence is y1ðnÞ. We can work out the third-order loop transfer function as

follow (T1 ¼ 1ms):

Y1ðzÞ
X1ðzÞ ¼

k1z
�2 � ð2k1 þ k2T1Þz�1 þ ðk1 þ k2T1 þ k3T1

2Þ
z�2 � 2z�1 þ 1

(4)

In the design of actual receiver, the control quantity of the current period cannot

immediately act on the plant. There exists a one-control-period delay as z�1 shown

in Fig. 3. The receiver’s IF sampling frequency is in the order of 106, so we set NCO

Sequence x2ðnÞ; y2ðnÞ update rate to 0.1 MHz. This two-period model is shown in

Fig. 3.

3.2 Model 4: Discrete Model of INS-Aided Third-Order
PLL in z Domain

For the actual INS information rate being 100 Hz, we must establish a three-period

model in Matlab/Simulink environment. And the INS information update period is

equal to τ in Fig. 2. We use the correct INS velocity to aid third-order PLL directly,

which means setting k in Fig. 2 to zero. Thus this discrete model’s parameters are

the same with those in Fig. 2 (Fig. 4).

F(z)

—

+ ϕ̂ϕ
x 1(n) x 2(n)y1(n) y2(n)

z
unit delay

Z

Discriminator

−1Σ
NCO

Fig. 3 Discrete third-order

PLL model

phase
In1 Out1

third-order PLL loop

Zero-Order
Hold

z

1

Unit Delay Transition

Rate Transition

phase_z

INSv

Carrier source

In1 Out1

1/s

F(z)

Fig. 4 INS-aided third-order PLL discrete model
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4 Simulations Results in a Specific High Dynamic Scene

Third-order PLL is sensitive to jerk signal and the steady-state error is 0 when

acceleration signal exists. So we should test the models in a high dynamic scene

with both jerk and acceleration signals.

4.1 Simulation Scene

We set a high dynamic scene which includes jerk signal and acceleration signal: the

track stays 10 g/s from 0 to 10 s, then the track stays 100 g from 10 to 20 s. At last,

the track stays -10 g/s during 20 ~ 30 s. This scene is shown in Fig. 5:

4.2 The Simulation Results of the Different Models

Figures 6, 7, 8, and 9 show velocity error in the dynamic scene in Fig. 5.
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Fig. 5 Acceleration and speed change curve of the high dynamic scene
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The features of these four figures are concluded in Table 1. The simulation

steady-state errors in jerk and acceleration scene of Model 1 and Model 2 are the

same with theoretic error. And the shock amplitudes of Model 2 are much smaller

than that of Model 1, which proves the theoretic advantage of INS-aided loop. But

the features of Model 3 and Model 4 are much worse than that of Model 1 and

Model 2. As Model 3 and Model 4 are more similar to actual system, the continuous

model of carrier loop and INS-aided carrier loop cannot reflect the velocity error of

actual system. At the same time, Figs. 8 and 9 give more details of velocity error.

5 The Mechanism Analysis on Velocity Error of Model 4

Model 3 is the discrete system of Model 1 and while Model 4 is the discrete system

of Model 2. We should draw some comparison figures to show the difference

between them so as to get the reason of the bigger velocity error. In actual GNSS

receiver, the period of carrier loop is usually 1 ms, which cannot be shortened

because of the limitation of CPU speed. Thus the research of how to use the INS
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Fig. 6 Velocity error of Model 1
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information properly to decrease velocity error is very important. Normally, the

aided velocity error at k + 1 time is consists of three parts shown in Eq. 5.

δ~vrx;kþ1 ¼ δ~vrx;k þ~arx;kτ þ~jrx;kτ
2=2 (5)

Where,δvrx;k is velocity error at k time,arx;k is acceleration at k time, jrx;k is jerk at

k time. At time of 15 s,δvrx;k ¼ 0, jrx;k ¼ 0. From Fig. 10, at time of 15 s there exists

a sudden change with the aided velocity shown in Eq. 6.

ΔV ¼ ~arx;kτ (6)

Thus, ΔV ¼ ~arx;kτ is the source of the shocking velocity error of INS-aided

carrier loop. And the shocking amplitude depends on the features of NCO and third-

order PLL. Figure 11 shows the state trajectory of the velocity error during the

whole scene. We can see the velocity error’s shocking period is the same as aided

velocity’s changing period.

To suppress velocity error, the sudden change of ΔV must be decreased, which

means that τ should be decreased. If τ ¼ 0, it means the INS information update rate

is 1 kHz as carrier loop, and simulation results shows that the velocity error will be
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Fig. 7 Velocity error of Model 2
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0 just like Model 2. But INS’s update rate cannot be as fast as carrier loop because

of the limitation of INS device. To decrease τ, Yong Luo [6] uses interpolation and

extrapolation method.

6 Conclusion

This paper introduces how to establish the discrete model of INS-aided third-order

carrier loop and puts forward the analysis of velocity error of discrete model in a

specific high dynamic scene. To decrease velocity error, τ should be decreased. This
conclusion guides us to decrease the INS delay time as the most efficient method to

improve the dynamic performance of carrier loop. Only when τ is short enough,

could, INS information help to improve the loop.
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Fig. 8 Velocity error of Model 3
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Fig. 9 Velocity error of Model 4

Table 1 Simulation results comparison

Time 0 ~ 10 s (Jerk) 10 ~ 20 s (Acceleration)

Item

Shocking

amplitude(m)

Steady-state

error(m)

Shocking

amplitude(m)

Steady-state

error(m)

Model 1 �0.09 ~ 0.045 0 �0.045 ~ +0.09 0

Model 2 �0.012 ~ +0.01 0 �0.01 ~ +0.012 0

Model 3 �0.08 ~ +0.06 Increase �0.44 ~ +0.57 0.48

Model 4 Increase Shocking increase �3.9 ~ +5.1 Shocking
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Data-Processing for Ultrasonic Phased Array

of Austenitic Stainless Steel Based onWavelet

Transform

Xiaoling Liao, Qiang Wang, and Tianhong Yan

Abstract In order to suppress the large number scattering signal echoes caused by

the coarse grain structure which is tend to cover up the defect signal, resulting in the

defect misjudgment in the detection of austenitic stainless steel material by ultra-

sonic phased array, the wavelet transform was applied to deal with the experimental

data. By introducing the theory of wavelet transform and based on the study of

ultrasonic testing characteristics of austenitic stainless steel welds, ultrasonic

phased array testing were performed in an austenitic stainless steel welds test

block, a real-time S-scan detection image was chosen for quantitative analysis

from an UT acquisition system. The experimental results show that the wavelet

transform can enhance the signal-to-noise ratio of the austenitic stainless steel

ultrasonic phased array inspection effectively and help identify the location of

defects. The researches demonstrate that this method achieves the defect measure-

ment for the 90 mm thick of austenitic stainless steels.

Keywords Ultrasonic phased array • Ultrasonic testing • Austenitic stainless steel

welds • Wavelet transform

1 Introduction

Austenitic stainless steel is a face-centered cubic crystal structure of the iron-based

alloys, it has been widely applied in harsh environments, especially in the field of

aerospace and nuclear industry for its non-magnetic, high toughness and excellent

plasticity performance.
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Ultrasonic phased array system for non-destructive testing (NDT) has been used

increasingly in recent years. Compared with conventional single element

transducers, the ultrasonic phased array can perform multiple inspections without

the need of reconfiguration.

Due to the imperfect welding technology, grain noise usually appears in NDT

ultrasonic phased array testing, which caused by unresolvable reflectors and the

defects tend to locate in austenitic stainless steel welds and lead security issues.

This noise can be suppressed by certain de-noising algorithms, such as band pass

filter, low pass filter and wavelet de-noising algorithm.

In order to satisfy the security requirements in these fields, non-destructive

tested for these material is necessary. In addition, more and more researches were

done to take effective measurements to suppress the noise in the ultrasonic. Several

acoustic and ultrasonic testing techniques are trying to be used to work for the

inspection such as acoustic emission, guided waves and phased array [1]. Among

these techniques, phased array is good at checking for degradation in thick wall

coarse-grain materials like austenitic stainless steel [2–4].

Because of some key advantages over Fourier analysis, wavelet analysis has

been widely utilized in signal estimation, classification and compression. Wavelet

transform cut up data into different frequency component, and reconstruct the

useful components by thresholding policy. Also with its multi-resolution

characteristics, it is widely used in ultrasonic signal de-noising processing to

improve the signal-to-noise ratio [5].

In this paper, conventional ultrasonic testing problems are analyzed combined

with the principle of phased array [6, 7], and wavelet transform is made through the

ultrasonic phased array testing experiment on defects in the depths of 40 mm in the

austenitic stainless steel block. The choice of the mother wavelet is also discussed

in this paper [8]. Choosing the appropriate wavelet based on the correlation coeffi-

cient and denoising has been applied.

2 Experimental Studies

2.1 Experimental Instruments and Method

Pulse-echo method was chosen and Omniscan MX2 detector by Olympus was

employed in this experiment. Detection parameters are shown in Table 1. The

probe has 64 array elements but only 16 of them simultaneous excitation, its

frequency is 5 MHz and oil was used as the coupling agent in this experiment.

Besides, the S-scan angle is 40–70� and the defect in the depth of 40 mm is the main

defect we detect.

In order to simulate the defects, we made a test block. The material of the test

block is 304 and it is 90 mm thick. Five side–drilled holes with a diameter of 2 mm

were machined in the block (Fig. 1). Three of them are in the austenitic stainless
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steel and their depths are 10, 30 and 50 mm. Two of them are in the austenitic

stainless steel welds and their depths are 20 and 40 mm. The probe radiate by

refraction through a Plexiglas wedge and produces transverse waves.

2.2 Wavelet Transform

In many applications in signal and image processing the observed data are

influenced by noise. An important question in this text is how to estimate the

underlying “clear” signal from the noisy observations.

Wavelet transform (WT) based methods is useful for analyzing signals. In

overcoming the problems associated with Fourier transform methods, they analyze

the signals in time – frequency domain. So the information regarding both the time-

domain and frequency-domain are available. Choosing a wavelet member from a

wavelet family is at best a trial-and error method.

The Wavelet transform Ws(a, b) of a signal x(t) is given by [9].

Wsða; bÞ ¼
ð1
�1

xðtÞψ t� b

a

� �
dt (1)

Where ψ (.) is the mother wavelet and a, b are the dilatation and translation

coefficients respectively.

Based on the principle of suppressing the noise signal, Wavelet transform

procedures can be summarized as (i) wavelet transform of the noisy register;

(ii) pruning and/or thresholding of the coefficients in the trans-formed domain;

(iii) reconstruction of the de-noised signal by inverse transform [10].

Table 1 Detection

parameters
Probe model Wedge model Scan style

5L64-A12 SA12-N55S S Scan 40–70�

20

90

50
30

30

10

300

50

5–φ2

20

40

Fig. 1 The structure and

size parameters of the test

block
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According to recently researches, in the detection of ultrasonic echo waves on

both time and frequency domains, different kinds of mother wavelet in the Symlet

family displays different features. So the mother wavelet of Sym8 was selected in

this paper.

2.3 Experimental Data Analysis

To conduct a quantitative analysis, the data of the ultrasonic S-scan image in angle

45� was extracted. In addition, the signal amplitude is expressed by percentage of

the total image height in this paper.

As shown in the S-scan images obtained from UT acquisition system (Fig. 2),

due to the effects of noise and attenuation caused by coarse grain structure, the

signal-to-noise ratio of defect signal has become quite low, defect in 45 mm was

caused by instrument(Marked in Fig. 2).

In Fig. 3, it presents the analysis results of ultrasonic plot data after wavelet

transform. The mother wavelet in this paper was sym8, and the 3rd-order wavelet,

the 5th-order wavelet and 8th-order wavelet was used to process the plot. Com-

paring the Fig. 3a–d, it’s clear that the wavelet transform can suppress the grain

Fig. 2 The test result of the defect in 40 mm depth
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noise well. Particularly, the 3rd-order wavelet transform displays the satisfied

performance in suppressing grain noise.

Almost all the depth of noise has been attenuated effectively, and the noise

signal curve is very smooth. But the defect in 45 mm caused by instrument is still

retain. However, to some extent, it also reduce the useful signal.

3 Conclusion

In this paper we discuss the noise models and the different approaches of processing

the noise in the domain of various wavelet transforms. In particular, we focus on how

the wavelet transforms with different order affect the processing results. Furthermore,

we state three different orders wavelet processing images to discuss the impact.

Fig. 3 The effect of transform with mother wavelet sym8 for (a) the original plot and (b)

3rd-order wavelet transform and (c) 5th-order wavelet transform and (d) 8th-order wavelet

transform
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Wavelet transform approach is presented for analyzing noisy signals. The

adopted method shows that the wavelet transform can be effectively applied to

austenitic stainless steel measurement.

1. The wavelet de-noising analysis can suppress the grain noise of ultrasonic

phased array systems with 64 linear piezoelectric elements for NDT effectively.

It can suppress the noise amplitude, smooth the signal curve, and retain the

backwall echo signal, though it also can reduce the helpful signal.

2. Ultrasonic phased array technology can effectively detect the defects of austen-

itic stainless steel. But to the welds’ detection, the SNR is low, so in order to

increase the defect detection rate, mathematical methods is needed to improve

the SNR of deep defects.

3. To coarse grained material and anisotropic structure like austenitic and austen-

itic welds, the path of the ultrasonic wave would change but the change is

irregular.
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The Non-stationary Signal

of Time-Frequency Analysis Based

on Fractional Fourier Transform

and Wigner-Hough Transform

Jun Han, Qian Wang, and Kaiyu Qin

Abstract In order to solve the problem of non-stationary signal analysis, a

time-frequency analysis method is introduced in this paper. By comparing with

several common time-frequency analysis techniques, this paper proposes a

non-stationary signal time-frequency analysis based on the fractional Fourier

transform (FRFT) and the Wigner-Hough transform. The simulation results indi-

cate that the FRFT combined with Wigner-Hough transform is a useful method to

perform high-resolution non-stationary signal analysis.

Keywords Time-frequency analysis • Fractional Fourier transform

• Wigner-Hough transform

1 Introduction

The study of non-stationary signal in both the time and frequency domains simul-

taneously is very important. It is encountered commonly in many research areas

such as radar and sonar analysis, signal detection and parameter estimation, image

processing, and fault diagnosis etc. The practical motivation for time–frequency

analysis is that classical Fourier analysis assumes that the signal is infinite in time or

periodic, while the signal in practice is short duration, and has substantially changed

over their duration. This is poorly represented by traditional methods, which

motivates time–frequency analysis. One of the most basic forms of time-frequency

analysis is the short-time Fourier transform (STFT). In the continuous-time case,

the function required to be transformed is multiplied by a window function which is
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nonzero for only a short period of time. The Fourier transform (a one-dimensional

function) of the resulting signal is taken as the window is slid along the time axis,

resulting in a two-dimensional representation of the signal [1, 2]. The main advan-

tage of this method is its easiness in implementation by using the fast Fourier

transform. Since it is a linear time-frequency representation, the crucial drawback

of this method is that windowing the signal leads to a tradeoff in time resolution and

frequency resolution. At the same time, the rectangular window is often used in the

short time Fourier transform, this approach has more serious boundary effects. So

we often need to use other more complex window function which adds the com-

plexity of the calculation [3]. Compared with the short time Fourier transform, the

Wigner-Ville (WVD) distribution is one of commonly used bilinearity time-

frequency distribution. It has many superior properties, especially to the single

component of the non-stationary signal analysis. However, due to the bilinearity

time-frequency distribution of WVD, the WVD for multi-component of the

non-stationary signals will lead to serious cross terms which degrade the energy

accumulation [4].

The fractional Fourier transform (FRFT) is one family of linear transformations

generalizing the Fourier transform. It can be thought of as the Fourier transform to

the n-th power, where n need not be an integer — thus, it can transform a function to

any intermediate domain between time and frequency. Its applications range from

filter design and signal analysis to phase retrieval and pattern recognition. More-

over, it has been applied to different applications such as high resolution SAR

imaging; sonar signal processing, blind source separation [5]. The FRFT can make

the signal of time-frequency analysis have more choices. Wigner-Hough transform

is a shape-matching technique proposed by Hough in 1962, it can test the detected

image of the parametric curves in the parameter space and coalesce the formation

with the corresponding curve parameters about the peak point, and get the image of

each curve parameter [6]. For discrete limited image, the idea of the Hough

transform is quantified the parameter space which made by all possible line

parameters into a finite number of parameters table. In application, we first trans-

form signal with the Wigner-Ville, then transform signal with the Hough, and now

we get the Wigner-Hough transform.

2 The Relationship Between the FRFT and Other

Time-Frequency Analysis

The FRFT can be understood as rotation of the signal for arbitrary α -angle in the

time-frequency plain [7]. The FRFT can be defined by Eq. 1:

XpðuÞ ¼def fFα½xðtÞ�gðuÞ ¼
Zþ1

�1
xðtÞKpðt; uÞdt (1)
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The transform kernel Kp t; uð Þ is:

Kp t; uð Þ ¼defffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� j cos α

2π

r
exp j t

2 þ u22
cot

α� jut csc α
h i

; α 6¼ nπ

δ t� uð Þ; α ¼ 2nπ

δ tþ uð Þ; α ¼ 2nþ 1ð Þπ

8>>><
>>>:

Wherepandαare the order of FRFT and the rotation angle,α ¼ p π
2
. The energy of

the white noise was uniformly distributed in the whole time-frequency plane. The

probability of energy accumulation is very small in the fractional Fourier domain.

The energy of linear frequency modulation signal (LFM) is accumulated in the

fractional Fourier domain. We can estimate the initial frequency and chirp

rate of the LFM signals through the location of the energy accumulation in the

two-dimensional fractional plane. So that, we can complete the parameters estimate.

The FRFT has very close contact with other time-frequency analysis methods.

2.1 Relationship Between the FRFT and WVD

The WVD of signal xðt�Þ can be defined as follows: Set xðtÞ for a continuous time

signal, The WVD can be expressed by Eq. 2:

X t;ωð Þ ¼
Z1
�1

x tþ τ

2

� �
x� t� τ

2

� �
e�jωτdτ (2)

Substitute τ ¼ τ
2
þ t� into the above Eq. 2, we can get Eq. 3:

X t;ωð Þ ¼ 2e2jωtx� 2t� τð Þe�2jωτdτ (3)

Use the FRFT motion properties, we can express x� t� τ
2

� �
as follows:

X� t� τ

2

� �
¼
Z1
�1

Xα�zþ2t cos αe
�j2t2 sin αþj2zt sin αKα τ; zð Þdz (4)

So, we get Eq. 5:

X t;ωð Þ ¼ 2e2jωt
Z1
�1

X�
α �zþ 2t cos αð Þ�

e�j2t2 sin α cos αþj2z sin α

Z1
�1

x τð Þe�2jωτKα τ; zð Þdτ (5)
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We can get Eq. 6 from use the frequency shift properties of the FRFT [8].

X t;ωð Þ ¼ 2e2jωt
Z1
�1

Xp zþ 2ω sin αð Þ

X�
p �zþ 2t cos αð Þe�j2 t2þω2ð Þ sin αþ2jz sin α�2jztω cos αdz

(6)

Substitute ε ¼ zþ 2ω sin α� into the above Eq. 6, we can get Eq. 7:

X t; τð Þ ¼ 2e2jωt
Z1
�1

Xp εð ÞX�
p �εþ 2t cos αþ 2ω sin αð Þ�

exp
2j ω2 � t2
� �

sin α cos αþ
2jε t sin α� ω cos αð Þ � 4jωtsin2α

 !
dε

(7)

This expression is the WVD in the t;ωð Þ� coordinate system. We would like to

change to a new coordinate system u; vð Þ According to the following formula

coordinates�
u ¼ t cos αþ ω sin α
v ¼ �t sin αþ ω cos α

�
we transform t;ωð Þ into� u; vð Þ , and after

simplification, then Eq. 7 can be written as Eq. 8:

X t;ωð Þ ¼ 2e2juv
Z1
�1

Xα εð ÞXα � 2u� εð Þe�2jvεdε (8)

From the above discussion, the right side of equation is the WVD ofXðuÞ. So we
can see that, in considering the significance of the axis of rotation, the WVD ofXðuÞ
is same with the WVD of xðtÞ.

2.2 Relationship Between FRFT and Wigner-Hough
Transform

The Wigner-Hough transform is a straight line integral projective transformation.

S. Kay and G.F. Boudreax-Bartels firstly applied Hough transform to the WVD

[6]. The transform, often called Radon-Wigner transform (RWT) or Wigner-Hough

transform (WHT), have been used to facilitate the analysis and synthesis of the

non-stationary signals[8]. To the given finite energy signal xðtÞ , we define the

Wigner-Hough transform domain to the mapping of the parameter field of f ; gð Þ,
then The Wigner-Hough transform can be defined as Eq. 9:
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WHTx f ; gð Þ ¼
Z1
�1

Z
x tþ τ

2

� �
x� t� τ

2

� �
� e�j2π fþgtð Þτdτdt (9)

Compared with the WVD, the Wigner-Hough transform has the advantage of

noise suppression and suppress cross terms. The modulus square of the signal xðtÞ,
P order FRFT transform is just the Wigner-Hough transform on the α� direction
[9]. Use of this relationship, many properties of the Wigner-Hough can be

applieddirectly in the FRFT transform [10]. Meanwhile, the Wigner-Hough com-

bined with the FRFT will achieve better results in the time-frequency analysis.

3 Simulation Results

In the simulation, the non-stationary signal which consists of the two transient

signals of different positions is analyzed. The simulation conditions were as

follows: Signal 1 is the product of a Gaussian amplitude modulated signal whose

signal points are 128, time center is 45 and a constant frequency modulation signal

whose normalized frequency f0 is 0.25. Signal 2 is the product of a Gaussian

amplitude modulated signal whose signal points are 128, time center is 85 and a

constant frequency modulation signal whose normalized frequency f0 is 0.25. The
simulation signal is sum of signal 1 and signal 2.

Figure 1 shows the time-domain waveform of non-stationary signals, which

consists of two components. Figure 2 shows the STFT with the window function

of the 65-point hamming window. This time the frequency resolution is better, but

the two components of the signal can’t be distinguished on the timeline. The signal

was analyzed with the WVD and the time-frequency diagrams are shown in Fig. 3,

we can clearly see that signal exists cross-connection interference item. We first

transform signal with the Wigner-Ville, then transform signal with the Hough, and

now we get the Wigner-Hough transform, Fig. 4 shows the signal’s Wigner-Hough
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Fig. 1 Time domain waveform of the simulation signal
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Fig. 4 The time-frequency graph about Wigner-Hough
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transform. We can see there are two peaks in the ρ; θð Þ plane, which corresponds to
the simulation signal. Although the Wigner-Hough transform do good for suppress

the cross terms, but still not enough obviously.

In this paper, firstly, I take the FRFT to the simulation signal, the simulation

signal in the original coordinate system t;ωð Þ counter-clockwise α angles, and then

transform it with Wigner-Hough. The results showed in Fig. 5. We can see more

clearly that signal in ρ; θð Þ plane has two peaks, and the peaks in the middle of the

three-dimensional time-frequency graph.

4 Conclusion

In conclusion, the combination of FRFT and the Wigner-Hough transform provides

a method for the time-frequency analysis. This paper firstly took the FRFT to the

simulation signal by setting the Kp t; uð Þ , and then transformed it with Wigner-

Hough. The results showed that the method not only detected the signal

components in the non-stationary signals well, but also easily observed and

estimated the instantaneous frequency of the analysis signal, and restored the

phase information. This advantage enables the method to be quite useful in time-

frequency analysis.

Fig. 5 The time-frequency graph about the FRFT and WVD
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Weakness in a Serverless Authentication

Protocol for Radio Frequency Identification

Miaolei Deng, Weidong Yang, and Weijun Zhu

Abstract The design of secure authentication protocols for radio frequency

identification (RFID) system is still a quite challenging problem. Many authentica-

tion protocols for RFID have been proposed, but most have weaknesses or flaws.

We analyze the security of a serverless RFID authentication protocol which

recently been presented by Hoque et al. The protocol was expected to safeguard

both RFID tag and RFID reader against major attacks, and RFID server is not

needed in the protocol. However, our security analysis shows that the authentica-

tion protocol is vulnerable to attack of data desynchronization. This attack destroys

the availability of the protocol. Furthermore, improvement to overcome the security

vulnerability of the protocol was presented.

Keywords RFID • Authentication protocols • Security • Attack

1 Introduction

Radio frequency identification (RFID) has been widely applied, and has the

advantages of automatic object recognition. RFID can be used in a great variety

of applications such as stock security, supply chain management, retail inventory

control, access control or product tracking. In an RFID system, the cost of the tags is

low, which implies that the tags have very limited computational capabilities and

storage. General -purpose security protocols cannot be applied directly to the RFID

system [1].
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With the wide application of RFID systems, the security of the transmissions

between the readers and the tags has received additional consideration [2]. So far,

many RFID authentication protocols [3–5]have been put forward to protect RFID

communications. These protocols have used the “backend database” (also known as

server) model. Three parties are contained in this model, that is, the RFID tag, the

RFID reader, and the backend database (or server). The backend database will

return the information of the RFID tag to the RFID reader when the backend

database verifies the tag and reader. This is possible because the backend database

has knowledge of all the tag secrets as well as tag data. However, a prominent

weakness of the backend database model is that an always reliable connection

between the backend database and the RFID reader is needed. In addition, having a

backend database creates a single point of failure, which may result in denial of

service attacks [6].

To solve the problems, some authentication protocols have been presented

which provide mutual authentication between the tag and the reader without the

need for a constant backend database [7–9]. Recently, Hoque et al. suggest a

serverless, untraceable authentication and forward secure protocol for RFID tags

[10]. Hoque’s authentication protocol safeguards both reader and tag against attacks

as often as possible without the intervention of server (i.e. backend database).

However, our security analysis shows that the authentication protocol is vulnerable

to attacks of data desynchronization. This attack destroys the availability of the

protocol. Furthermore, the improved serverless RFID authentication protocol is

proposed, and it can withstand the attack of data desynchronization.

2 Hoque’s Authentication Protocol

Usually, an RFID system comprises the RFID reader, R, the RFID tag, T, and the

backend database. Nevertheless, Hoque’s RFID system is a serverless system.

Therefore, Hoque’s serverless RFID system mainly contains two parties, one is a

set of RFID tags and the other is the RFID reader R. In addition, a certification

authority CA is encompassed in the RFID system to authorize readers to tags.

2.1 Notation and Assumption

In the system, all tags and readers have knowledge of a function M(.) and a

pseudorandom number generator P(.). P(.) is a low cost random number generator

which applies to the RFID system.M(.) is assumed as an one way hash function. An

RFID reader R has a contact list L and a unique identifier r. L and r are obtained

from a CA by R. In addition, each tag T includes a unique secret t and a unique

identifier id. Subscripts are utilized to describe a particular T or R and their

variables. The contact list Li has the following shape,
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Li ¼
seed1

..

.
id1

. . . ..
.

. . .

seedn
..
.

idn

8>><
>>:

where, for 1� j� n, seedj is initialized by seedj¼ h(ri || tj). The initial seedj is given
by CA and stored in Ri’s nonvolatile memory. An adversary is denoted as Q.

2.2 RFID Authentication Protocol

Hoque’s authentication protocol is shown in Fig. 1.

3 Vulnerability of Hoque’s Protocol

Hoque et al. analyzed their proposed RFID authentication protocol and deemed that

their protocol is secure. They claimed that the RFID protocol can provide privacy

protection and withstand tracking attack, cloning attack, denial of service (DoS)

attack, physical attack, and eavesdropping attack.

Fig. 1 Hoque’s RFID

authentication protocol
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However, the RFID protocol cannot offer any protection against data desynchro-

nization attack: an adversary Q can easily force an honest tag to fall out of

desynchronization with the reader so that it can no longer authenticate itself

successfully. The attack can be described as follows (Fig. 2).

In the attack, the adversary Q easily destroys the desynchronization of the seedTj
updating between the reader and the tag. In line (11), Q can interrupt the message ni
from the tag Tj to the reader Ri. Thus, the reader Ri has refreshed the secret seedTj
while the tag Tj will not. Therefore, the shared secret between the tag Tj and the

reader Tj may not be identical, which will threw the RFID system into confusion.

After a successful data desynchronization attack, because Q makes the reader Ri

and the valid tag Tj share the different secrets, Ri will not be authorized by Tj and Ti
will not be authorized by Rj yet. The attack destroys the availability of the protocol.

4 The Anti-desynchronization RFID Protocol

We are trying to improve Hoque’s RFID authentication protocol and provide an

anti-desynchronization authentication protocol in this section.

4.1 Improvement of Hoque’s Authentication Protocol

The reader ought to keep the history of the entire seed update in order to settle

the data desynchronization attack issue. That is, the reader should keep not only the

current records but also the previous records of the seed update process. When

the reader cannot authenticate an honest tag because of the data desynchronization

attack, it uses the old shared seed again to accomplish the authentication.

Fig. 2 Data

desynchronization attack
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In particular, the RFID reader Ri stores contact list Li and an identifier ri in its

nonvolatile memory. The contact list Li comprises information about the RFID tags

that Ri can access to and each tag contains the current seed seedj, the previous seed
seedjp and a unique identifier id. Thus Li will have the following shape after

authenticating itself to CA,

Li ¼
seed1p; seed1

..

.
id1

. . . ..
.

. . .

seednp; seedn
..
.

idn

8>>><
>>>:

In a general authentication process, the current seed of Tj, seedTj, will be utilized
to accomplish the mutual authentication between the reader and the tag. Neverthe-

less, if the reader fails to look up the current seed for the desynchronization of the

shared secret, it may use the previous seed to complete the authentication. Thus the

improved protocol is shown in Fig. 3.

4.2 Security Analysis

The improved RFID protocol is analyzed in this section to estimate whether the

protocol satisfies the security requirements or not. Similar to the original Hoque’s

authentication protocol, the improved protocol can also guarantee the privacy of the

RFID tag, and resist the tracking attack, cloning attack, denial of service attack,

eavesdropping attack and physical attack. The detailed analysis of security in this

respect is overleapt and the similar analysis can be seen in Hoque’s paper [10].

The adversary can impede the communication between a tag and a reader, which

can threw the RFID system into confusion as before, but the desynchronization

resistant mechanism that discussed just now makes the authentication protocol also

meet the requirement of desynchronization resistance.

The improved protocol is also forward security. The protocol conceals the

information utilized for updating the seed. The seed updating is performed when-

ever the authentication is successful, therefore future security compromised on an

RFID tag will not disclose data previously transmitted.

4.3 Performance Evaluations

A wide adoption of RFID technology requires the RFID protocols not only to be

secure, but to be practical and efficient. We analyze the improved RFID protocol by

estimating its storage cost and computation cost.
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An RFID tag in improved scheme just stores its one seed for its only one

authorized RFID reader. Certainly a tag still requires other memory space for

communication and computation. However, computation in the improved protocol

only contains hash operation and only one value utilized as authentication needs to

be stored, so the required memory space is very limited.

The computation load of RFID tags in the improved protocol is also rather light-

weight. The improved authentication protocol contains two hash functions, M(.)

and h(· , ·). The tag Tj will get h(ri || tj) as seedTj from CA, that is, the hash functions,

h (· , ·) is computed by CA. Therefore the cost of the protocol may be determined

based on the computation of M(.) function. According to the improved RFID

authentication protocol described above, it can be seen that M(.) is computed

twice, first in line (18) and second in line (21). Therefore, the cost for the protocol

Fig. 3 The improved RFID

authentication protocol
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is little higher than other protocols [3–5] that require the tag to execute only one

hash function. In our scheme, the additional hash functions can avoid disclosing the

tag secret to the reader and also permit the protocol to be serverless.

5 Conclusion

Designing of a secure authentication solution for low-cost RFID tags is still an open

and challenging problem. In this paper the cryptanalysis of a recent lightweight

RFID authentication protocol is proposed. The RFID authentication protocol is

vulnerable to attack of data desynchronization. The proposed attack could have

been avoided by following a desynchronization resistant mechanism for designing

RFID protocols. The improved RFID authentication protocol is forward security,

and satisfies the security requirements, such as privacy protection, tracking attack

resistance, cloning and physical attack resistance. The improved protocol is light-

weight and suitable for the low-cost RFID environment.
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The Radar Images Smooth Rolling

Peng Gao

Abstract The main problem of achieving the radar images rolling demo is how to

achieve the goal of smooth rolling. The problem was mainly caused by the high

computational load for image processing and low computing efficiency. In order to

solve this problem, a complete solution is brought up in this paper. In this solution, the

computational load is reduced by compressing the raw format radar images. A new

compression method for RAW format radar image is raised. The image processing

time is reduced by choosing the right gray equilibrium and Image Mosaic method. In

this paper, a new gray equilibrium method is raised based on the histogram equaliza-

tion method. And the gray correlation matching algorithm with iterative search

method based image pyramid is used to splice images. Moreover, the calculation

efficiency is increased by using two threads for control data reading and processing.

The parallelization between CPU and I/O can be achieved. Meanwhile, the parallel

computing ability of Multi-core CPU can also be used. The solution has proved the

efficiency by detailed description and examples. The high resolution radar images can

be rolled smoothly with less calculation and memory consumption and have satisfac-

tory image quality. So this solution can effectively achieve the goal of smooth rolling.

Keywords Radar image • Roll • Compression • Gray equilibrium • Multi-threaded

1 Introduction

Usually the radar images showed to uses and audiences are static [1], such as paper

image and electronic image. But if showed the continuous images in same strip,

the method of static display is difficult to promises continuous experience.
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By comparison, showing these images in rolling way is much better. For achieving

these images rolling demo, there are many problems need to be solved in the

process of achieving the images smooth rolling, one of the most critical is how to

achieve the goal of smooth rolling. By now, there is no complete solution for

solving radar images smooth rolling and the related issues. So In this paper, a

complete solution is brought up and proved the efficiency by detailed description

and examples.

The radar image for this solution is the most common RAW format. The 16-bit

integer RAW high resolution radar image will be used in this paper. This type of

images always has huge volume. This will lead to a huge amount of calculation and

Further influence the computing efficiency. So compressing the radar image is very

necessary. At present there have been many research results for radar image

compression [2–4], but no specific to RAW format radar image. In this paper,

through the analysis of the characteristics of this kind of image, a new data

progressing algorithm is raised. Using this algorithm, the 16-bit image can be

compressed to 8-bit. This will reduce the computation time effectively.

Grey equilibrium is also the implementation steps for RAW format image rolling

demo. Because of most of the gray details in RAW image are in low gray level, the

image without gray equilibrium show black or with odd light spot. Even after image

compression processing, the image are still dull. So the grey equilibrium processing

are essential for raising the image visual effect. Because of the process need a

number of calculations, the choice of the equilibrium method concerns the image

quality and smooth roll. In this paper, a new method come is raised based on the

histogram equalization method [5]. This method takes the same calculation as

histogram equalization but better processing effects. So using this method will

put less pressure on smooth rolling.

The RAW images do not just need gray equilibrium, but also need image mosaic

processing. It’s also time-consuming. Because the images in the same strip are

overlapped in a small area near and along the vertical direction near the boundary,

we can choose the gray correlation matching algorithms [6]. Through the pyramid

iterative search strategy [7], the gray correlation matching algorithms will spend

much less calculated. The images are in rolling, so the stitching precision can only

be required no visual differences for users. By verification, this method can reach

the stitching precision.

Besides, a novel double thread scheduling method is used to control the image

processing, read, and display in this solution. Combining multi-threading parallel

computing [8] thoughts, this method realizes the parallel operation between the

CPU and I/O, also realizes the multi-thread parallel computing. It’s useful for

increasing the calculation efficiency and the image rolling smoothly.

To sum up, in order to achieve the goal of the radar images smooth rolling, meet

the image quality requirements and user experience, much research is developed

aimed at data compression, gray equilibrium, image mosaic and multi-threading

control. As a result, many effective methods are brought up.
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2 Solution

The solution stated above, mainly includes three aspects: image processing, image

mosaic and multithreading control. The image processing includes image compres-

sion and gray equilibrium. Images are calculated and displayed by the two threads.

Their functions are alternative during the image rolling. Figure 1 is the flow chart

for this solution. From now on, we will introduce the three mainly aspects by

combining the flow chart above.

2.1 Multithreaded Control

As shown in Fig. 1, the whole process of calculation and display are completed in

two threads. But in Fig. 1 the flow chart shows the flow when the program has run a

period of time and the two threads are stability alternative. It’s subtle differences

with the flow at the beginning of the program running. Combined with the flow

chart, I will introduce the processing from initial rolling to steady rolling.

At the beginning of the program, the thread-1 read two images once. This is

different with the Fig. 1. After reading, It will be checked whether the thread-1

Fig. 1 Solution flow chart
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controls the screen display. If so, continue; if not, wait. Because the program is just

in the initial state, no one control the screen display. So thread-1 continues. Then

the thread-1 notifies the thread-2 to read next image. At the same time, the thread-1

begins to compress image and equilibrate the gray. After these, the two images will

be spliced. Then, it will be checked whether the screen need display new image.

Usually, it will happen when the old image has showed completely.

After thread-1 has finished the image reading, the thread-2 will be noticed to

read next image. After the thread-2 finished reading, the same notice will be sent to

thread-1 from thread-2. If thread-1 is controlling the screen display, and the image

is still rolling, the notice will be suspended. When the new image is needed, thread-

1 will release the old image memory, and begins to deal with the notice which has

be suspended.

When thread-2 receives the request for show next image from thread-1, it will be

checked whether the image processing and image mosaic has finished. If so, control

the screen and show new image; if not, wait until they finish. Now the thread-1 has

worked as the thread-2 before, reading and process image in background. In

proportion, thread-2 becomes the controller instead of thread-1. From now on, the

images will roll continuous as the Fig. 1.

Above is the basic flow that two threads control the screen display alternately in

order to achieve the goal of the image rolling demo. When finish themselves rolling

task, each thread release the right of controlling screen and image memory, then

begins to read next image. In this way, there are always no more than two images in

memory. Moreover, in the process of image rolling, the two threads will not be

destroyed and new thread or variables will not be created, so the total used memory

will not increase.

Besides, when a thread is reading data, the other is always processing data or

displaying images. So they will never ask for the I/O control at the same time, As a

result, the I/O and CPU will work in parallel. If the time for reading is short, it will

be appear that the two threads are using CPU in the same time. On a dual core

processor platform, it will take full advantage of parallel computing ability of CPU.

Fortunately, the multi-core processor has become the mainstream. These designs

above are all for avoiding the stumble rolling when the images roll at high speed.

Unfortunately, because of the runtime environment and data size differs from

each other, the maximum speed is not unfixed with smooth rolling. Through the

analysis of the flow, we can find out the most likely scenario which causes the

rolling suspend is that the time for reading and processing image is too long, so that

image mosaic has not finished when the screen require a new image. So, we will

introduce the appropriate method for processing and splice image.

2.2 Image Processing

In this paper, the 16-bit integer radar image is used. It’s 16,384 � 16,384 pixels and

512MB. If such large data is immediately used to gray equilibrium or image mosaic
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or display on screen, the efficiency will be very low. The time can’t meet the

requirements that the smooth rolling need short processing time. So before using

the image data, it must be compressed firstly.

A light and shade moderate RAW image will be a black image browsed directly.

So the image doesn’t list here. The reason is that the main nonzero grays are mostly

in the low gray level. For most RAW image, the higher 6–7 bit of gray value are

mostly 0, the nonzero gray bit are almost in front 12 bits, the last 4 bits are always

0. Moreover, the first bit are always 0. So all these bits which are always 0, can be

compressed and omitted.

Due to the limitation of the human eye, the small gray variance of too much light

or dark pixels is difficult to distinguish, but is easier distinguished for middle tone.

So the middle tone should be kept while compressing image data. The low 1-bit or

2-bit should be compressed. For the reason that the most screen can only show the

8-bit gray image, the 16-bit RAW image can be compressed to 8-bit without

influencing the effect for screen display. Through the above analysis, the compres-

sion method in this paper is that the high six bits and low two bits will be ignored,

only the middle eight bits will be reserved. Using this method, the image data will

be compressed to half size.

The image compressed is showed in Fig. 2. As shown, the image isn’t wholly

dark, and already shows some gray details. So the data compression can be regarded

as gray equilibrium.

Although the visual effect in Fig. 2 has been improved greatly than raw image,

it’s still dull and difficult to differ ground information. The reason for this is that

most gray are still in the low level. So farther gray equilibrium need to be

introduced to image processing.

At present there have been many method for image equilibrium [9], such as time

domain enhancement technology. For radar image, many methods can be used,

Fig. 2 The image after

compressing
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such as wavelet transform, histogram equalization, histogram specification and so

on. The image smooth rolling required the time for image compression should not

vary long, so the method which is high-computational is not suitable. The histogram

equalization is the fastest method, but its treatment effect is unsatisfactory. This

method remarks the middle gray and weakens the boundary gray, so the image

shows too much white. Unfortunately, the most important ground characteristics in

radar image are showed by high and low gray. So use the original histogram

equalization method will lose many ground characteristics. In order to avoid

such, the original histogram equalization should be changed to weaken middle

tone little, and enhance the boundary tone.

A new simple but effective gray equilibrium has been raised in this paper.

Calculating image histogram is the first step, how many pixels in each gray level

(0–255) will be known. Than find the minimum gray level ‘Min’ in which the first

pixel appears from level 0 to level 255. In the same way, find the maximum gray

level ‘Max’ in which the first pixel appears from level 255 to 0. Than choose the

gray level, to which the total pixels are first exceed 5.5 % of the whole image from

‘Min’ level, as the ‘NewMin’. Also in the same way, choose the gray level, to which

the total pixels are fist exceed 5.5 % of the whole image from ‘Max’ level, as the

‘NewMax’. In the end, scan all pixel. If its grey level is less than or equal to

‘NewMin’, set its grey level as 0; if its grey level is more than or equal to

‘NewMax’, set its grey level as 255; the rest will be set as ‘(original level –

‘NewMin’) * 255/(‘NewMax’–‘NewMin’)’.

The image processed in this way will be shown as Fig. 3. Compare with Fig. 2,

the image after gray equilibrium is much better. The difference between the new

method and original histogram equalization is that the new method save the pixel

gray level which belongs to 5.5 % of the whole pixels in the highest level and 5.5 %

of the whole pixels in lowest level, at the same time, weaken the middle gray level.

Fig. 3 The image after

image equilibrium
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Though enlarged the image, we can see many speckle noise in the image, in this

paper, the easiest mean processing is used to remove the noise. Compare Fig. 4 with

Fig. 3, although the mean processing is sample but works well. In view of the

requirement that smooth rolling needs speed data processing, other more complex

method will not be considered, even they may have better treatment effect.

2.3 Image Mosaic

At present image mosaic algorithm [10] has already been very mature. The three

main types are the mosaic algorithm based on region gray level correlation calcu-

lation, the mosaic algorithm based on attribute correlation, and the mosaic algo-

rithm based on similar interpretation.

Because of the images are always rolling, the requirement for image mosaic

precision is not very high, but for the image processing speed is high. The image

mosaic for the image in same trip is always along the vertical direction, and the

overlapping regions are small in the boundary region of image. So the mosaic

complexity is low and the calculation is little. For these feature, the mosaic

algorithm based on region gray level correlation calculation is very suitable. The

characteristics of this method are simple and well registration performance while

there are not large deformations, and also good adaptability. The image data used

for this method should keep the original gray, so the data after compressing is

suitable. The iterative search method based image pyramid has been used for this

mosaic algorithm in this paper. In this method, the rectification begins from the

lowest level, and set the level as the center for next level rectification, until up to

original image level (the pyramid bottom). In this way, the calculation will be

reduced.

Fig. 4 The image after

mean processing
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Figure 5 is the partial close-up of mosaic image of the adjacent image. The

mosaic effect is satisfactory. Even there are small offset, but it’s difficult to find

during the image rolling. So the mosaic algorithm based on region gray level

correlation calculation can meet the requirements of smooth rolling and mosaic

effect. Though description all respect of this solution combining with the

demonstrations, the solution has been proved to be effective for solving the problem

of radar images smooth rolling.

3 Conclusion

A new solution has been raised for radar image rolling demo in this paper. The

solution has been proved to be effective by detailed description and demonstrations.

It not only has applicative value, but also is instructive andmeaning full to the related

project.Moreover, a newmethod for image compression and an improvedmethod for

gray equilibrium, have been raised aiming at the features of radar image and the

combining requirement of image smooth rolling. Although these methods have

strong pertinence, they will work well in other projects with some modifications.
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