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Preface

The concept of ‘‘Ambient Assisted Living’’ (AAL) has become deeply relevant for
the present and future challenges. This is strongly motivated by the fact that the
annual growth of the older population is significantly higher than that of the total
population. For this reason, good aging and AAL activities are the focus of many
national and international R&D projects. In this regard, the European Commission
has proposed extended funding for doing research on Ambient Assisted Living,
which will run alongside the new Horizon 2020 program. The new proposal
suggests that Ambient Assisted Living Joint Partnership (AAL JP) will receive
over €700 million between 2014 and 2020.

AAL needs to involve and combine multidisciplinary research fields, such as
cognitive sciences, computer science, industrial design, user interfaces, electrical
engineering, etc., in order to extend the time older people can live in their pre-
ferred home environment. Their use of ICT products and remote services will
allow them to be more autonomous and assist them in carrying out activities of
daily living, thereby enhancing their quality of life.

The Fourth Italian Forum on Ambient Assisted Living (ForItAAL2013), held in
Ancona, Italy, in October 2013, was the annual showcase event, which brought
together developers, producers, service providers, carriers, and end user organi-
zations working in the different fields of technology and applications of AAL. This
book summarizes the main results of the Italian Forum and addresses the issues
and new technological developments, which support the autonomy and indepen-
dence of individuals with special needs through an innovative and integrated
approach, designed to respond to the socioeconomic challenges of an aging pop-
ulation. AAL is seen here from different perspectives and within different topical
areas. The knowledge and insights provided in this book can not only help
researchers but also all people involved in the AAL to understand the new societal
trends, the new technological developments and pressing and future challenges
concerning Ambient Assisted Living.

Sauro Longhi
Pietro Siciliano

Michele Germani
Andrea Monteriù

v
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Part I
Sensor Technologies in AAL



A Low-Cost Sensor for Real-Time
Monitoring of Indoor Thermal Comfort
for Ambient Assisted Living

Gian Marco Revel, Marco Arnesano and Filippo Pietroni

Abstract The present paper illustrates an innovative low cost solution for the
monitoring of indoor thermal comfort by means of Predictive Mean Vote (PMV )
index for multiple positions. This is particularly interesting in an Ambient Assisted
Living environment as replacement of typical thermostat used for the climate control.
In fact, the system proposed considers also personal parameters, as metabolic rate
(M) and clothing level (Icl), instead of the merely environmental parameters. If this
is important for normal living conditions, it becomes crucial in case of elderly people
and long-term care patients where a reduction of M or Icl causes a high sensitivity
to thermal conditions (especially for cold sensation), or where the disability does
not allow the subject re-action (e.g. shading opening/closing when solar radiation
occurs). The device proposed uses a set of low-cost non-contact sensors to determine,
based on algorithms provided by ISO 7726 and 7730, Mean Radiant Temperature
(MRT ) and PMV, which are provided as output of the device through wireless or
wired connection. The capability of predicting thermal comfort conditions for mul-
tiple positions of the occupant in the room has been tested and validated in a real
case study: it resulted in a discrepancy of ±0.5 ◦C in the MRT measurement and
±0.1 for the PMV with respect to a reference measurement system (microclimate
station). The sensitivity to the metabolic rate and clothing level for AAL applications
is also discussed together with a procedure for an estimation of these parameters.
The accuracy achieved allows a better measurement of the real thermal sensation for
a more comfortable environment with lower energy consumption.

G. M. Revel · M. Arnesano (B) · F. Pietroni
DIISM, Università Politecnica delle Marche, 60131 Ancona, Italy
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4 G. M. Revel et al.

1 Introduction

Assisted living environments concern the capability of assuring the well-being of
occupants including the provision of the right thermal comfort. Traditionally the
control of HVAC (Heating, ventilation and air conditioning) systems is based on a
thermostat which is able to measure the air temperature at one point in the space
and sends a feedback to the control system in order to switch on or off the heat-
ing/cooling system in relation to the selected set-point. In recent years many exam-
ples have demonstrated how this method is not fully accurate because the merely
air temperature cannot represent the thermal sensation of the occupants. If this is
important for normal environments, it becomes crucial in case of elderly people and
long-term care patients for several reasons as suggested in [21]. As stated in [13] and
[8], older adults do not perceive thermal comfort differently from younger adults but
there is an effect related to personal parameters such as activity and clothing level.
Older adults have a lower activity level, and thus metabolic rate, than younger. While
different considerations have to be done for long-term care patients where disease
can cause changes in the thermoregulation or thermal sensitivity, as shown in [22]
for older people with dementia. Some studies [6, 19, 20] found discrepancies in the
heat balance or preferences for higher or lower temperatures between the old and
the young. Besides, the PMV-PPD (PMV : Predicted Mean Vote, PPD: Predicted
Percentage of Dissatisfied) model supposes the same thermal preference for all ages.
This means that a dedicated calibration of the PMV-PPD model for this particular
application is needed, following the example of [5].

The present paper describes a low cost real-time tool for monitoring indoor ther-
mal comfort that represents an innovative solution in this field. The heart of the
device is a simple array of thermopiles to be assembled and installed on the ceiling
of the occupied room. The embedded microcontroller together with the software
implemented allows the automatic scanning of each indoor surface to evaluate the
temperature distribution. Algorithms provided by [9] and [10] are also embedded so
that thermal and comfort parameters (as PMV ) can be estimated for several posi-
tions in the environment. The system is accompanied by a software tool based on
Android platform for remote control and data processing and is able to communicate
with commercial BMS (Building Management Systems). The results can be given
in terms of real-time PMV maps, suitable to provide feedbacks for modular control
not achievable by standard thermostats. Thus, the solution proposed could substi-
tute the classic thermostat avoiding its limits and providing new eyes to the BMS in
order to make it able to actuate an optimal control of the indoor environment. Basics
of the approach were presented by the authors in [16] with an initial validation to
demonstrate its feasibility, while the final system is shown here with the description
of the methodology applied and its validation process. The accuracy of the device
is compared with a reference system (a microclimate station) and the sensitivity to
the metabolic rate and clothing level for AAL application is discussed. The present
work is developed as a part of the FP7 UE project CETIEB (Cost Effective Tools for
Better Indoor Environment in Retrofitted Energy Efficient Buildings). The system is
currently patent pending.
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2 Comfort Model

The control and the monitoring of the indoor thermal conditions represent an impor-
tant task with the aim of ensuring suitable working and living spaces for people.
Several rules and standards have been released to provide technicians with suitable
design tools, effective indexes and parameters for checking of the indoor micro-
climate. Among them, PMV index is often adopted to assess the thermal comfort
conditions of moderate environments [2, 10]. From the sensitivity analysis of all the
variables affecting PMV estimation, as presented in [1], MRT resulted as one of the
most influential among the measuring parameters. This shows that the conventional
indoor temperature and humidity control could not guarantee an adequate indoor
comfort condition [24]. The model here considered is based on the PMV-PPD model
[7]. PMV is an index that predicts the mean value of votes of a large group of people
on a seven-point thermal sensation scale, which goes from −3.0 (Cold) to +3.0 (Hot).
PPD index provides information on thermal discomfort or thermal dissatisfaction by
predicting the percentage of people likely to feel too warm or too cool in a given
environment. The mathematical expressions of PMV model proposed by Fanger is
function of:

PMV = f (Ta, RH, Va, MRT , M, Icl) (1)

where Ta (◦C) is the indoor mean air temperature, RH (%) is the relative humidity,
Va (m/s) is the air velocity, MRT (◦C) is the mean radiant temperature, M (met) is
the metabolic rate, Icl (clo) is the clothing level. ISO 7730 provides an algorithm for
the calculation of all the variables needed for a correct estimation of PMV and PPD
parameters. A sensitivity analysis of the PMV has been here performed according to
the methodology described in [17] in order to investigate the PMV variation related
to the metabolic rate and clothing level. PMV was computed at a given thermo-
hygrometric condition for different values of M and Icl together with its variations
dPMV = ∂PMV

⎛
∂M · dM and dPMV = ∂PMV

⎛
∂Icl · dIcl, where dM = ±0.1 met

and dIcl = ±0.1 clo according to the accuracies required in ISO 7730. As shown
in Fig. 1a, for low metabolic rates (<1 met) the sensitivity of PMV becomes higher
and the subject tends to feel a colder sensation (i.e. PMV decreases). These results
confirm that monitoring the thermal sensation is crucial for subjects at low metabolic
rate as older adults, long-term care patients or generally for people with low mobility.

3 Method Functionalities and Test

The solution proposed is a low-cost sensing system (about 200e) for real-time mon-
itoring of indoor thermal comfort. It is based on a microcontroller and a series of
embedded algorithms to derive thermal comfort indices for multiple positions in the
room. The configuration of the overall system can be performed through a simpli-
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Fig. 1 PMV as a function of the metabolic rate M (a) and clothing level (b) with variation intervals
associated to dM = ±0.1 met and dIcl = ±0.1 clo

fied graphical user interface developed for Android devices. Strengths of the device
are non-invasive measurement performances, interoperability and ease of integra-
tion, as demonstrated within the CETIEB project, due to open-source communica-
tion protocols. The overall measuring procedure will be described in the following
section. Then, the results of validation will be presented.

3.1 System Functionalities

A description of the system functionalities is here reported. The initial configura-
tion can be performed during the installation phase with any Android device (tablet,
smartphone). In practice input parameters required for the embedded algorithms are
room geometry (length, width, height) and personal parameters (metabolic rate and
clothing level, expressed in met and clo respectively). In case of users unable to
interact with the user interface this configuration is performed by the technician and
stored directly into the microcontroller via EEPROM so that the system is able to
work continuously without further actions to be performed by the end user. In addi-
tion, further development will be aimed to allow the remote configuration through
the Android device. Once that all the parameters are updated, the system performs
an automatic scanning of all the surfaces inside the room using two servos assem-
bled together with the sensor. Surface temperatures are measured by a thermal array
of thermopiles: the algorithm implemented on the microcontroller manipulates the
temperatures T1(h,v), T2(h,v),...T8(h,v), where h and v represents the horizontal and
vertical orientation of the sensor during the acquisition. Data are processed to gener-
ate thermal images with low resolution of 10 × 17 pixels for the horizontal surfaces
(about 1 min is required for the scanning and reconstruction of each surface image)
and of 10 × 8 pixels for the floor (30 s). The air temperature and relative humidity
are measured in a single point with an integrated T-RH sensor as traditionally done
by thermostats. After the room interior surface temperatures measurement, the mean
radiant temperature is determined at time t for different subjects s1, s2, si in the room.
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Fig. 2 Concept of the proposed solution for the monitoring of the PMV on multiple positions in
the space (e.g. bedding patient or nurse with different personal parameters)

To perform this task, an embedded algorithm has been implemented to automatically
apply the calculation of MRT using the angle factors methodology according to the
absolute coordinates (Xi, Yi) of the i-th person [3, 4]. The algorithms proposed have
been implemented in a C++ programming language and turned into a library that
is called by the main program uploaded into the microcontroller. Details about the
methodology applied to evaluate and use the personal parameters metabolic rate (M)
and clothing level (Icl) are discussed in Sect. 3.3. Based on the spatial information
of the MRT, embedded libraries implemented on microcontroller allow the compu-
tation of thermal comfort index PMV for multiple positions of the subject in the
environment.

The methodology applied to compute the MRT and the consequent PMV is devel-
oped according to [9] and [10]. Finally, the measured values (air temperature and
humidity, surface temperatures, MRT and PMV for different positions) are collected
into a single string (45 bytes plus 10 bytes for each additional position monitored)
and sent back to the Android device via Bluetooth communication protocol. Timing
required for the entire acquisition process was carefully programmed and it resulted
in a minimum measuring interval of 1 sample every 5 min. The prototype makes use
of a Bluetooth communication, but other low-rate, low-power wireless transmission
techniques could be easily applied in order to reduce the energy consumption and
avoid the issues related to co-existence and compatibility among different devices
within the same indoor environment.
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Fig. 3 a MRT comparison between the system and the microclimate station resulted in discrepan-
cies of 0 ±0.5 ◦C; b comparison for PMV resulted in discrepancies of 0.1 ± 0.1 (coverage factor
k = 2)

3.2 Validation

The system has been tested into an indoor environment at Università Politecnica delle
Marche, which consists of a 6.6 × 4.4 × 3 m room. The validation of the system was
performed through the comparison with a microclimate station, whose measurement
accuracies are respectively: ±0.1 ◦C for the air temperature and mean radiant temper-
ature, ±2.5 % for the relative humidity and ±0.02 m/s for the air velocity. According
to data-sheet information, the accuracy of the integrated T-RH sensor resulted in
±0.5 ◦C and ± 2 % respectively. As for the mean radiant temperature, during a lab-
oratory calibration procedure of the device developed the accuracy obtained was
±1.2 ◦C, with a coverage factor k = 2. An example of comparison between the mea-
suring systems in terms of MRT and PMV is reported in Fig. 3a, b, which is related to
a measurement campaign conducted during August 2012. The two parameters were
calculated for the same position where the micro-climate station was placed (at the
center of the room). Results show the possibility to provide thermal comfort data in
a non-intrusive way and with a potential cost reduction of 1/10 of the actual price of
a microclimate station.

3.3 Considerations on Personal Parameters in AAL
Applications

As presented in [1], the PMV sensitivity to personal parameters is high, especially for
the metabolic rate M. Despite the importance of providing an accurate measurement
of this parameter, generally this value is provided by referring to table values, which
are provided in literature [10] as resulting from statistical classifications according to
occupation or activity level of the subject. ISO 8996 [11] provides some approaches
with the aim of reducing the risk of error caused by different aspects, as individual
variability, gender, anthropometric characteristics, etc., by applying procedures based
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on direct measurements to be performed in field. One method allows an estimation
of metabolic rate (M) using continuous heart rate (HR) monitoring. The relationship
between these two parameters is provided in the following equation:

M = 1

RM
· (HR − HR0) + M0 (2)

where RM ( bpm
W ·m−2 ) is the increase in heart rate per unit of metabolic rate, HR0 (bpm)

is the heart rate at rest, under neutral thermal conditions, and M0 = 55 (Wm−2) is
the metabolic rate at rest. The increase in HR due to metabolic rate M is estimated
by the following equation:

RM = 205 − 0.62 · A − HR0

(K − 0.22 · A) · p0.666 − M0
(3)

where A is the age of subject (years), P is the weight (kg) and K is a constant value,
which is 41.7 for men and 35.0 for women. Heart rate measurements need to be
performed during a representative period, which has to be defined. The method pro-
posed to estimate the metabolic rate through HR measurements requires an accurate
sensor for the continuous heart rate monitoring: as from the previous equations, an
increase of 1 bpm in the HR induces a +0.08 met in M. As a consequence the heart
rate measurement accuracy should not exceed ±2 bpm for a good estimation of M
(±0.16 met) and to apply this estimation procedure. This method proves to be more
accurate with respect to assuming M as a constant taken from the ISO tables, because
the obtained value is not based on a statistical approach but takes into account the
subject variability by means of its HR. Besides, other cases or situations that are
not assessed in the tables can be evaluated with direct approaches. For example,
long-term care patients or elderly persons can be constantly monitored and these
information can be integrated into the main computing algorithm implemented on
the microcontroller to improve the thermal comfort assessment in terms of PMV. For
these subjects the heart rate does not differ from HR0 which is measured at rest, so
M is generally about 0.9 ÷ 1 met.

As a demonstration of what assessed in the Sect. 2 in relation to the sensitivity to
M, in another measurement session the PMV was computed with a metabolic rate of
0.9 met (Fig. 4) and compared to that of a subject with M = 1.2 met (the table value
for office worker). PMV and so thermal perception shows negligible discrepancies
for high values of PMV due to a warmer environment, while this deviation increases
for a lower level of PMV assessing the increased thermal sensitivity of low metabolic
rate subjects. These results demonstrate the potential of using the system proposed
to monitor comfort for AAL applications.

Concerning the clothing level, ISO 7730 provides several tables to refer to, with a
different level of details (which are based on a standard set of clothes or by computing
the insulation of each single cloth). However, this solution may not be applicable
in every situation and some specific considerations have to be done for this specific
application. For example, if the subject is unable to move and is placed in bed all the
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Fig. 4 a PMV profiles calculated with two different metabolic rate; b Deviation between the two
PMV profiles

time, the total insulation has to take into consideration the effects of bed, blankets,
quilts. In [14] and [15] a mathematical model has been proposed and validated in
[23] for people in a bedding system. The total insulation is computed as a function of
the thickness of the item (i.e. blanket), Hfab, and the percentage of body area covered
by the blanket, according to the following equation:

1

rT
=

3
5 ∗ (α − 0.233)

⎝⎝
0.03984 ∗ Hfab

) + 1
8.335

) +
((

2

5
∗ (α − 0.233)

)
∗ 5.1

)

⎡

⎢
⎢⎢⎢
⎣

(
2

⎝
0.03984 ∗ Hfab

) + 1
8.335

)

2
⎝
0.03984 ∗ Hfab

) + 1
8.335

+ 5.1

⎤

⎥
⎥⎥⎥
⎦

+ (1 − α)
1

8.335

(4)

This method allows the estimation of clothing level for bedding subjects, which
could be the case for example of people in hospitals or for AAL. The input config-
uration is able to provide different values of clothing level for different positions of
subjects in the room, allowing a more accurate measurement of the comfort level for
the particular subject in exam. Seasonal values will be used also to adapt to the differ-
ent climatic conditions. However, as stated by Fanger in [7], the PMV-PPD model is
a static model, so it is not possible to consider transient variations of the considered
parameters, i.e. changing of the clothing level during the day. So, if more people are
present in the same environment, potentially with different personal parameters (e.g.
an older adult and a younger), supposed that they are most of the time located in dif-
ferent areas, the system can use different values for different zones. Moreover, recent
research trends in AAL focus on the use of computer vision systems [18] that could
facilitate the real-time identification of position, activity and clothing level for sev-
eral occupants in the environment by applying image processing algorithms. Thus,
the solution proposed could benefit of this kind of information to provide dynamic
personal parameters.
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4 Conclusions

Traditional HVAC control systems based on single-point measurements of air
temperature and relative humidity sometimes may not be enough accurate because
these parameters are not fully representative of the thermal sensation perceived by
subjects. Moreover, for older people, long-term care patients and generally speaking
in AAL applications, personal parameters (metabolic rate and clothing level) are
significantly different with respect to standard levels and so the perceived thermal
comfort cannot be predicted without taking them into consideration. An innovative
solution for measuring indoor thermal comfort has been proposed by authors which
can potentially improve the indoor thermal comfort for AAL users by means of
accurate estimation of comfort level. The system is capable of providing continuous
monitoring of environmental parameters with enough accuracy (discrepancies in the
order of ±0.1 for PMV ) for multiple positions and signicant reduction of costs. The
system has been assembled with open-source hardware for potential integration with
traditional BMS and other devices. The same choice has been done for the software
(both the microcontroller main program and the Android user interface) which can
be easily updated and modified: the overall PMV-PPD model, which is adopted to
assess indoor thermal comfort, can be adapted to the requirements of specific AAL
applications (e.g. long-term care patients where the thermal sensitivity is affected by
the specific disease), for example by providing a dedicated calibration, as observed
in [5], or by coupling the system with heart rate measurement or vision systems.

Acknowledgments The work is part of the FP7 number 285623 European Project CETIEB (Cost
Effective Tools for Better Indoor Environment in Retrofitted Energy Efficient Buildings) co-founded
by the European Commission.
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A Novel Device for Contactless Detection
of Small Body Movements Dedicated to People
with Severe Mobility Impairments

L. Fanucci, M. Malavasi, F. Iacopetti, M. Turturici, F. Sciarra and F. Lupi

Abstract In the present work a novel system aiming at the contactless detection and
recognition of small gestures of the body is proposed. Gestures can be subsequently
associated to actions performed by a generic device, via a PC or an external actuator.
The present work is related to the advanced stages of neuromuscular diseases, when
the capabilities to control voluntary muscles are very poor and limited to a few
muscles such as the facial ones. The proposed system uses a video acquisition unit,
processing algorithms able to detect and recognize movements, a hardware-software
platform to translate gestures into PC application controls or interaction with other
devices, like cellular phones or ringing bells. The application of the system to a real
scenario consisting in the detection of small facial movements of a user affected
by Duchenne’s syndrome is described. The target application is raising a voluntary
remote call for assistance by means of a predefined set of user gestures.

1 Introduction and Background

The topic of this paper is related to neuromuscular diseases causing the progressive
disruption of muscle integrity and strength. Among them, in particular, the con-
sidered pathologies are muscular dystrophies, including Duchenne’s and Becker’s,
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which may lead to the progressive lack of movement of the voluntary muscles, with
the possibility of ending into the locked-in syndrome, consisting in tetraplegia and
complete lacking of speaking capability in persons maintaining cognitive integrity.
The present work addresses the advanced stages of the considered pathologies, in
which users have lost most of their capability to control voluntary muscles and
the residual movements are substantially limited to the facial ones, in particular to
nose, eyes and mouth. The proposed system is capable to detect and recognize small
movements, in the order of millimeters, of any body district. If these movements are
voluntarily repeatable in a quite accurate way by the user, so that they are almost
unambiguous, we call them gestures. Hence the system is capable to recognize ges-
tures (or sequences of gestures) and use them to control any electronic device, by
means of proper output interfaces connected to the processing PC. Examples of
system applications are the activation of a ringing bell and an emergency phone call.

In the present paper, the specialization of the system to the detection of small
facial movements of a user affected by Duchenne’s syndrome is described, where
the target application is to raise a voluntary remote call for assistance by means of
a predefined sequence of user gestures. The particular pathology and its stage are
considered significant for the application of the system to a wider set of less severe
motor skill disabilities. Furthermore, due to the scarce availability of commercial
solutions for persons with very reduced capabilities, the proposed work aims at
providing a novel and important contribution in the field of Assistive Technology for
people with severe disabilities.

2 State of the Art

People with severe mobility impairments have very few possibilities to interact with
the surrounding environment due to the lack of muscular capability. Several dis-
eases, like Amyotrophic Lateral Sclerosis (ALS) and Duchenne’s syndrome, lead to
a dramatic reduction of strength and functionality of muscles.

In the last years, thanks to recent innovations in the field of Assistive Technology,
several devices have been developed and are commercially available allowing to
exploit nearly every single residual movement and allowing to interact with the
surrounding environment or to communicate with other people.

For the reference users, the available solutions [1–3] for the control of one or
more functions of an electronic device or a PC are essentially limited to eye gaze
systems, devices able to detect small face movements, switch devices able to detect
small movements or muscular electrical activity, voice recognition systems, brain-
computer interface systems [4].

For instance persons affected by amyotrophic lateral sclerosis, even in advanced
stages, can proficiently communicate and interact with the surrounding environment
by using a gaze system. These systems have become very useful and reliable but
have some important issues that prevent a simple usage in any given daily scenario.
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In fact they must be calibrated very accurately with the help of a skilled caregiver
before use, and if the user has been moved from the current position, typically for a
cleaning or medical action, they must be calibrated again.

For different types of disease and mobility impairment some other solutions exist,
such as switch sensors designed to exploit any residual capability of the user, even
very small and imperceptible ones. For instance if the user can breathe indepen-
dently, a sip and puff sensor can be used to produce two independent controls; if
the user can move one or both eyelids, eye-blink sensors can be exploited; if the
person has a residual nervous activity but very reduced capabilities in muscle fibers,
then neuromuscular activities can be captured by specific sensors. Voice recognition
systems are divided into Speaker Independent (SI) and Speaker Dependent (SD)
systems; SI systems allow the user the control of the PC, smartphones and other
devices without any training, but they generally need a good speaking capability,
which is not present in many situations in the reference scenario, where the user
may have difficulties in speaking clearly, or with a loud voice, etc.. Moreover, SI
systems suffer from environmental noise and generally need a good quality audio
chain, consisting in a microphone placed at a closed distance from the mouth, which
is not always possible or comfortable for the user. SD systems allow the recognition
of the user’s specific voice after a training phase, allowing word recognition even
of badly pronounced words, but the word set is generally limited to a few or some
words; moreover, SD systems suffer from user’s voice alteration due for example to
temporary illness, fatigue, etc..

In recent years, brain-computer interfaces (BCI) mostly based on electroen-
cephalography (EEG) have been developed [3], but they generally require the use of
an electrode cap that must be worn by the user and specific user’s training, which
not always allows for a comfortable and simple use.

The illustrated devices are very useful and reliable but have in common an impor-
tant issue: they must either be worn by the person or they somehow need to be put in
contact with the user. The “contact” characteristic makes switch sensors generally
very simple to use, but on the other hand it makes them somehow uncomfortable in
many daily scenarios, like during the night sleep and when the person moves or need
to be moved by a caregiver. Furthermore they must be put on and off by an external
person, and if their position is wrong these sensors cannot work properly.

The system proposed in this paper has instead a different approach, based on
infrared cameras, that is completely contactless and does not even need to be put
close to the user but has instead to be positioned at a distance of about half a meter
from the body part having residual mobility. Furthermore, thanks to being sensitive
to IR light, it can be used even during night. The only part of the system in contact
with the body consists in a couple of small adhesive markers that have to be applied
on the body district whose gesture must be detected.
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3 System Architecture

The proposed system architecture is composed of three fundamental blocks:

• a video unit for the real-time image acquisition and an IR light source to light up
the body part having residual mobility

• a processing unit with adequate computing power, and a specific software able to
detect and recognize the residual movements and extract appropriate gestures

• a software to translate the recognized gestures into application controls or com-
mands to other external electronic devices

The proposed system is shown in Fig. 1. The first block consists of a pair of cameras
for the acquisition of images and a lighting system composed of several tens of IR
LEDs. The lighting system is completely adjustable both in the average intensity of
the light and the peak value of the emitted power. For this purpose a PWM approach
and commercial LED drivers are used.

The cameras are sensible both to IR and visible light, in fact using different setups
of the video acquisition and of the lighting systems, and proper different processing
algorithms, it is possible working either in the visible or in the near infrared part of
the spectrum, allowing several different applications. For example IR light allows a
safe and reliable usage in night scenarios, while visible light allows an usage during
the day and in presence of strong daylight. To be noted that in presence of intense
sunlight a great quantity of IR radiation causes a reduced SNR on the processing
unit, so the preferable scenario for the IR setup is the night or a dark environment.
However the software is capable to process in an acceptable way the IR signals
even with a normal daylight. The light emission system may be controlled in terms
of light intensity and duty cycle, also opening to the possibility to differentiate its
contribution from the natural ambient light.

The video acquisition system is embedded in a dedicated case and lenses are
surrounded by the IR lighting system. For IR operation the two lenses are properly
modified in order to reject the visible part of the spectrum by means of two absorption
filters.

The second block consists of a medium-high performance personal computer with
a Linux operating system and a custom designed software able to capture video stream
and recognize user’s gestures. Depending on the specific gestures to be recognized,
the software is capable to process one or two video streams by combining data from
the two cameras; this allows both two and three dimensional reconstruction of the
movement of the involved body district. This software is the core of the entire system,
and further details about the processing algorithms will be provided in dedicated
Sects. 3.1 and 3.2.

The last part of the system provides interaction with the application context. This
part may vary depending on the target application; however it consists in general
of a software, running on the same PC, for translating the recognized gestures into
commands, such as data via the serial port or via a Bluetooth interface to a dedicated
hardware able to perform the desired action. For instance if the target application is
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Fig. 1 A picture of the video acquisition hardware and the graphical user interface (GUI) of the
detection software

to ring an alarm, an external board with electronic switches connected to a ring bell
may be used, communicating with the PC by means of a serial protocol. Another
important example, described in Sect. 4, is a phone call: in this case a Bluetooth
dongle and a common mobile phone are used.

From the user’s side, as previously mentioned, the system does not need any
specific device to be worn nor any particular operation, except for the correct system
positioning, helped by the program graphical interface and, in case of night usage,
the application of two IR reflective markers with the approximate dimension of a
quarter of square centimeter. These markers are not needed if visible light is used.

3.1 Processing Software

The first important block of the processing software is a multi-programmable filter
chain, which is needed in order to clean the acquired signal as much as possible, so
to accurately reconstruct the user’s gesture. The most important filters used by the
processing chain are listed below; further details are omitted for readability reasons.
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• space-time correlators, for the association of measured points and the reconstruc-
tion of three dimensional positions

• high-pass filter, and a frequency variable gain
• low-pass filter, and a frequency variable gain
• Kalman filter, for the reduction of noise and the characterization of motion
• dynamic filters in speed and space for resistance to small shifts in the dynamics
• projection matrices, for the adaptation of the control volume to the control surface

The combination of these components can reduce some typical noises (such as the
flicker at about 4–6 Hz typical of Parkinson’s disease), can reject spasms resulting
from the involuntary contraction of a muscle and can follow small involuntary drifts
of the body districts.

3.2 User Gesture Recognition Software

The gesture recognition software is made up of different processing blocks currently
used alternately for three-dimensional (IR) or two-dimensional (visible light) appli-
cations.

In the first case the system uses the following approaches to recognize the user
gestures:

• a classifier based on neural networks trained on gestures previously loaded
• an evaluator of the distance between two tracks in 3D
• inertia of movement regenerator with x/y

In the two-dimensional applications different processing policies are used instead,
such as:

• analyzer of the state of the eye (either open or closed)
• analyzer of the state of the fingers of one hand, and particularly a software that

evaluates whether fingers are close or not to each other

4 Application in a Real Context

The system proposed in this paper has been developed thanks to the collaboration
of Assistive Technology (AT) experts and end-users. By this proficient collaboration
two important application scenarios have been identified since early stages of the
project.

The first application aims at the recognition of user gestures or movements through
the detection of the pattern described by two different points of the user’s body. The
second application is based on image processing aiming at the recognition of user
gestures, like the eye-blink and the particular configuration assumed by the fingers
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of one hand. In the first application scenario, IR reflective markers are placed on two
body districts of the user, assuming that these body districts can be observed at the
same time by the cameras and that have the possibility of stretch or shorten their
relative distance by voluntary muscle movements. These districts can for example
be constituted by a point on the forehead and one on the chin, or one on another
point of the face and one on the chin, or even by a point above the upper lip and
one on the lower one or on another point on the face. All the listed cases require the
possibility of movements of the facial musculature, and have been chosen according
to user’s condition and the fatigue that this entails. The two markers are observed
by the two cameras and their relative position in the three dimensional space is
evaluated. When the distance between the two points either increases or decreases
according to a pre-defined pattern, the software recognizes a gesture; that gesture
or a particular set of gestures, e.g. three repetitions within a given time, can be
interpreted as a command to perform a specific action. It is important to note that the
distance between the two points is evaluated in the three dimensional space, allowing
for a reliable detection when the two points lie on a plane that is not parallel to
the cameras one. The processing software features several configuration parameters
such as distance thresholds, overcome thresholds (a Schmitt’s trigger-like approach),
number of repetitions and more. All these parameters can be set by means of a simple
and intuitive graphical user interface provided by the PC application itself.

For the test of the application, a user suffering from Duchenne’s syndrome has
been involved. His residual movements are essentially limited to the facial muscles
and in particular to eyes, nose and mouth. The user has a quite good control of the
tongue.

Following a number of experiments carried out with a previous similar system,
based on a different technology, the movement of the lower lip by means of the
tongue push has been identified as usable gesture without excessive fatigue for the
user.

The magnitude of the variation of the distance between the markers associated
with voluntary movements executable by the user is substantially in the order of
10 mm, in comparison with a rest distance between the markers from 20 to 30 mm.

In the first test campaign, according to the user will, the system was configured to
recognize and count the shortenings of the distance between the two markers, and if
that gesture was repeated by the user for three times within few seconds, the system
raised an alarm. When the time span between two gestures overcame a pre-defined
threshold the count was reset by the system. This policy has been adopted in order
to better recognize voluntary actions and minimize the raise of unwanted alarms. In
order to allow the user to be aware of the system condition, a visual pre-alarm on the
display and an audible warning are raised when a first gesture is recognized, so that
the user is informed of the status of early warning and may decide either not to make
further movements in the next few seconds to get out of this condition or to make
two more gestures to raise the alarm. The final application is to make a phone call to
one or more pre-defined numbers, in order to warn a relative or a caregiver. To this
aim a Bluetooth interface is used to communicate with an appropriate mobile phone.
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The detection system is suspended above the user by means of a special articulated
arm attached to the wall; as already mentioned cameras are mounted at a distance of
about 40÷50 cm from the face of the user, allowing a caregiver to operate on him
for cleaning or medical activities.

Once the system is installed near the user, the service personnel must only apply
the markers on the face of the user, place the detection system in the working posi-
tion, launch the application on the PC and set thresholds through a semi-automatic
procedure. At that point, the application is ready to activate the call to the mobile
phone in the case of recognition of the gesture pattern set. Obviously, the parame-
ters can be saved between sessions, thus minimizing the number of operations to be
performed by the assistant.

5 Results

The test campaign conducted in a real operating environment highlighted the possi-
bility to reconstruct with sufficient accuracy the position of the two markers and the
consequent possibility of detecting the variation of the distance between them with
a few millimeter accuracy, even at distances between cameras and the face of some
tens of centimeters. It has been tested that the user can easily raise an alarm or make
an emergency phone call by using a given gesture. Some issues of the IR application
were highlighted in presence of strong ambient sun lighting or temporary transit in
the scene of detection of objects that cause strong reflections, such as some particular
clothing, or as a result of the intervention of an assistant to perform some actions in
the field of detection.

The system was tested for the detection of movements of facial muscles, however
the developed technology make plausible the use of the system for the detection
of movements of other body parts, thus expanding the application scenario to other
disabilities and potentially also to a more sophisticate pattern recognition for the
control of applications requiring more than one control input.

6 Conclusion

In this paper a novel system allowing people with severe mobility impairments to
interact with the surrounding environment is presented. The proposed system is able
to recognize several kinds of user’s gesture by processing an image stream of the
body districts having residual mobility. The developed technology can be used both
during the day and the night, by means of a near infra-red lighting system and infrared
and visible spectrum cameras. Furthermore the processing software can be set up
in order to adapt to a relevant number of user gestures, even small ones, such as
mouth opening-closing, eye blink, chin movement and many more. Unlike most of
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other Assistive Technology devices the proposed system is completely contactless,
allowing a comfortable user experience.

The proposed device is specifically designed for a few cases of persons with severe
mobility reduction, but it represents however an important result since those persons
have very few possibilities to interact with the surrounding environment. In the near
future some other tests with users will be carried out, both by developers’ team and
independently by the caregivers.

References

1. EASTIN, European Assistive Technology Information Network, http://www.eastin.eu/en-GB/
searches/products/index

2. SIVA portal, the Italian Web Portal providing information and guidance on Assistive Technolo-
gies for independence, quality of life and participation of persons with disabilities, http://www.
portale.siva.it/en-GB/home/default

3. Cook, A.M.: Cook and Hussey’s Assistive Technologies—Principles and Practice. Elsevier, St.
Louis (2008)

4. Pasqualotto, E., Federici, S., Olivetti Belradinelli, M.: Toward functioning and usable brain-
computer interfaces (bcis): a literature review. Disabil. Rehabil. Assistive Technol. 7(2), 89–103
(2012)

http://www.eastin.eu/en-GB/searches/products/index
http://www.eastin.eu/en-GB/searches/products/index
http://www.portale.siva.it/en-GB/home/default
http://www.portale.siva.it/en-GB/home/default


Improved UWB Radar Signal Processing
for the Extraction of Vital Parameters

Giovanni Pelliccioni, Susanna Spinsante and Ennio Gambi

Abstract The availability of contactless sensors capable of detecting vital
parameters is of particular interest, especially when it is requested to ensure the
patient’s freedom of movement, or when the patient’s physical conditions do not
allow the application of sensing devices on the skin. Thanks to its characteristics of
high spatial resolution and tissues penetration, an Ultra Wide Band radar system can
be used for the measurement of respiratory and heart rates of hospitalized patients.
As typical of radar systems, however, the useful echo is superimposed to a multi-
plicity of unwanted echoes, due to reflection by obstacles, normally fixed, that may
be present in the environment considered. Among the various techniques proposed
in the literature, this work presents an enhanced processing of the signal received by
an Ultra Wide Band radar, in the presence of static echoes, the magnitude of which
may be also considerably higher than the level of the signals reflected by the target.
The simulation results show the effectiveness of the proposed processing method,
and its sensitivity to the radar system design parameters.

1 Introduction

The detection and estimation of vital parameters through the use of Ultra Wide Band
(UWB) radar devices are receiving increasing attention, as they allow monitoring a
patient without contact [5, 9]. On one hand, this condition avoids the need to connect
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cables to the patient, thus also eliminating the risk of unintentional disconnection of
the monitoring device [7]. On the other hand, there are some situations in which a
contactless monitoring is the only possible solution, such as in the case of patients
who have sustained severe burns, for whom it is essential to avoid any contact with
the burnt skin [3].

Thanks to its penetration capabilities, the signal generated by an UWB radar
equipment can be also used to search for humans, under certain conditions: as an
example, it may be adopted to reveal the presence of kidnapped people, to locate
people hidden behind walls, or buried under rubble, during search and rescue opera-
tions [6]. The problem of detecting cardiac activity through a radar-based approach
is addressed in [2]: static reflections, summing up to the useful signal, make it dif-
ficult to extract the heart rate, and should be eliminated by means of a processing
step, based on the use of a motion filter. An alternative to the use of UWB radar
for non-invasive detection of vital signs is given by the microwave Doppler radar,
proposed in [1], which, however, suffers from low penetration capability into solid
materials. On the contrary, the penetration capacity peculiar of UWB signals, allows
to perform measurements through obstacles, even if they generate a static clutter that
must be eliminated, in order to properly detect the useful signal [4]. As an example,
in the case of a subject buried under ruins, the echoes generated by the fixed rubbles
may be several dB’s over the amplitude of the useful signal, that must be detected to
locate the person. The same conditions may apply also to people moving around in
an indoor home environment, where possible stationary obstacles may be present in
the way of the UWB radar signals.

A thorough analysis of the heart and breathing rate detection problem has been
developed by Venkatesh et al. in [8], in which an accurate procedure to derive the
breathing rate is also described. The results provided highlight the difficulty of obtain-
ing the exact heart rate value; moreover, the proposed method does not allow to get
the breathing profile in the time domain, that would enable a more accurate analy-
sis of the signal, to study breathing-related pathologies in the monitored subjects.
At the same time, however, this work is of interest, especially from an engineering
perspective, thanks to the simplicity of the proposed approach. For this reason, the
limitations evidenced in [8] are addressed in this paper, through the introduction of
a new signal processing methodology, that enables the detection of vital parameters
even in the presence of a multiplicity of echoes generating a significant clutter. The
system capabilities and limitations in detecting thoracic movements are discussed;
through an appropriate choice of the system parameters, it is shown how to extract
information about the motion profile, which allows the study of breathing-related
diseases, as well as the identification of respiratory and heart rates.

The paper is organized as follows: Section 2 describes the main components of
the radar system, and the signals used: it presents the mathematical model of the
detection process, and the motion filter algorithm. Section 3 discusses the simulation
results obtained, in different operational conditions. Finally, Sect. 4 concludes the
paper.
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Fig. 1 Reference UWB radar system architecture

2 Radar System

The reference model for the radar system considered in this paper is shown in Fig. 1.
The computer program developed to simulate the system involves the generation,
every Tr p seconds, of UWB pulses which are reflected at a distance d from the trans-
mitter (corresponding to the position of the patient’s thoracic surface with respect to
the radar sensor), and a receiver block that processes returning echoes. The move-
ment of the patient’s thoracic surface, due to joint breathing and heartbeat, produces
a deviation around the distance value d0, that may be described as:

d(t) = d0 + mbsin(2π fbt) + mhsin(2π fht) (1)

As shown in Eq. (1), the distance d(t) is defined as the sum of an average distance
term, d0, and two sinusoidal components, the half-amplitudes of which are mb and
mh , respectively. They represent half of the change in position of the subject’s tho-
racic surface, due to breathing and heartbeat movements, at frequencies fb and fh ,
respectively. The distance d(t), as a function of the vital signals we want to detect,
depends on the time variable t : this dependence is called slow time, that is different
from the fast time, denoted by τ , which, on the contrary, describes the time varia-
tion of the UWB signal. The propagation delay along the path antenna—thoracic
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surface—antenna equals τd(t) = 2d(t)/c, where c is the speed of light, and τd(t)
varies between τ0 +τb and τ0 −τb. In ideal conditions, the channel may be described
by the following expression:

h(t, τ ) = Aδ (τ − τd(t)) +
∑

i

Aiδ(t − τi ) (2)

where A represents the attenuation of the useful signal along the propagation path,
whereas coefficients Ai represent the attenuation affecting signal replicas, due to
reflections from static objects located in the propagation environment.

About the radar resolution capability, i.e. the radar performance in detecting small
movements, of very limited amplitude, it is basically affected by the sampling time
in the fast time domain. In order to detect a very small change in position of the tho-
racic surface, it is necessary to apply a quite high-frequency sampling process. As
an example, if the time duration in the fast time domain is T f t = 2.5 ps, according
to the relationship among space, velocity, and time, it is not possible to detect varia-
tions in distance smaller than 0.75 mm. On the other hand, by applying a sampling
process with T f t = 0.4167 ps, variations in distance smaller than 0.125 mm will not
be revealed. It is evident that the very small movements of the thoracic surface due
to heartbeat are very difficult to reveal, unless a very heavy sampling processing in
the fast time domain is used. On the other hand, the radar capability of distinguish-
ing among different objects depends on the time duration of the pulses used. The
waveform selected for the transmitted signal is a Gaussian monocycle:

p(τ ) = −C · τ · e
−τ2

2σ2 , σ = Tp

2π
(3)

When the constant value C equals
√

e/σ , the maximum value of the Gaussian
monocycle waveform is one; Tp is the pulse duration and it affects, together with the
propagation speed νp, the spatial resolution of the radar, according to the following
equation:

Dsr = νpTp/2 (4)

Very short pulses may allow to detect and discriminate reflections originating
from objects spatially close to each other.

2.1 Analytical Model of Detection

As introduced above, assuming the propagation channel described by Eq. (2), the
received signal may be represented as: rs(t, τ ) = p(τ ) ⊗ h(t, τ ) = Ap (τ − τd(t)),
where operator ⊗ represents the correlation integral. By using a matched filter at
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the receiver, the expression of the received signal at the output of the correlator is
given by:

r(t, τ ) = p(τ )⊗rs(t, τ ) = p(τ )⊗ p(τ )⊗h(t, τ ) = c(τ )⊗h(t, τ ) = Ac (τ − τd(t))
(5)

where c(τ ) denotes the autocorrelation function of pulse p(τ ). The propagation
delay is obtained by estimating the amount of delay which shall be introduced at the
receiver in order to get the correlation peak value A, normalized with respect to the
maximum value of c(τ ), as discussed also in [3, 6]. The noise contribution added to
the useful signal, or the presence of false echoes generated by undesired reflections,
degrades the precision attainable in the estimation of the distance information. When
a static clutter is present, i.e. generated by fixed, stationary objects, it is possible to
apply processing techniques aimed at its removal [4, 8]. However, it is necessary
to differentiate the condition of small replicas, the amplitude of which is lower
than the level of the useful signal, from the case of replicas featuring amplitudes
comparable to the useful signal level, or even greater ones. In the latter condition,
solutions proposed in the literature do not perform effectively when dealing with the
extraction of observed vital parameters, and it is necessary to introduce a suitable
filtering operation to obtain the desired information.

2.2 Motion Filter

The most commonly used Motion Filter (MF) is based on the Mean Subtraction (MS)
method, that features an easy implementation and limited computational complex-
ity [8]. This type of filtering, named MSMF, is able to eliminate the static signal
component in the slow time domain, but at the expenses of a distortion of the useful
signal components. The filter acts by subtracting the mean value of the useful signal,
computed over all the slow time instants, from the received signal, for each time
instant in the fast time domain:

rM S(t, τ ) = r(t, τ ) − lim
T →∞

1

2T

T∫

−T

r(t, τ )dt (6)

This obviously implies the knowledge of the signal for all the observation duration,
namely the signal samples must be stored for a reasonable time, or for the duration
of the measurement. As evident, the MS filtering also removes a DC component of
the useful signal, that is consequently altered. This term influences the detection of
movement since the estimate is based on the correlation peak of the received signal.
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With the aim of eliminating all the clutter components, but avoiding the distortion
of the useful signal due to the DC component cancellation, an algorithm that only
deletes the fixed replicas of the signal is proposed, named Distortionless Motion Filter
(DMF). The proposed approach is based on pinpointing, in the fast time domain, the
time interval τ0 ± (τb + Tp) at which the thoracic surface movement takes place.
The received signal, that includes both fixed and variable echoes due to the thoracic
surface movements, is correlated to the locally generated signal at the receiver. The
correlation signals are then represented in matrix form, thus providing the range as
a function of the slow time domain. Such a way of representing signals allows to
locate and distinguish the echoes at a fixed position from the echoes due to thoracic
movements, by computing the variance of the correlation matrix in the slow time
domain, for each time instant in the fast time domain, and by taking into account
the only fast time instants at which the variance overcomes the noise power. The
variance term is always zero for the echoes generated by fixed obstacles, irrespective
of their amplitude with respect to the level of the useful signal. The proposed solution
basically consists in a range gating able to extract from the received signal the only
components due to movements, that are consequently not affected by the subtraction
of the mean value.

According to the discussion presented above, the noise impact may degrade
the quality of the useful signal, when the noise variance is bigger than the variance
of the signal related to the observed movement. However, it is important to notice
that the adoption of classical radar processing techniques, as pulse integration, that
increase the signal-to-noise ratio, may reduce the possibility such a condition takes
place.

3 Simulations and Results

As previously discussed in Sect. 2.1, the UWB signal, to which termal noise is added,
is processed by a correlator receiver, followed by a decision stage that allows to esti-
mate the delay associated to the maximum correlation peak. It is well known from
the theoretical development that the frequency resolution of the FFT is inversely
proportional to the time duration of the measurement Tmeas ; for this reason, the
signal is processed over a time duration of 800 s (which provides a frequency reso-
lution of 1/Tmeas = 0.0013 H z), and the computation of the rates associated to vital
parameters is performed every 40 s. By this way, after an initial transitory of 800 s,
a high spectral resolution data may be obtained (i.e. high precision), which is fre-
quenctly updated (i.e. high reliability). The simulations performed deal with a signal
representing an ideal thoracic movement, generated by the superimposition of two
sinusoidal signals accounting for the respiration effect and the heartbeat, according
to Eq. (1).
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Fig. 2 a Received signal rs(t, τ ) for t = 120 s, b Signal output from the correlator at the receiver

Fig. 3 Received signal matrix, correlated to the locally generated signal
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Fig. 4 Effect of filtering on the correlated signal r(t, τ ): a MSMF, b DMF

Two simulation campaigns have been carried out: in the former, a sample time
T f t = 2.5 ps is configured in the fast time domain, in the latter the value is T f t =
0.4167 ps. The following parameters have been adopted in simulatios:

• signal related to thoracic movement: fb = 0.189 H z, fh = 0.889 H z, mb =
4 mm, mh = 0.09 mm, A = 0.73, d0 = 1 m

• static clutter: A1 = 0.61, A2 = 0.7, A3 = 0.95, d1 = 0.05 m, d2 = 0.1 m,
d3 = 0.23 m

where di represents the distance corresponding to the i-th delay term τi .
In Fig. 2a, the received signal rs(t = 120 s, τ ) is represented, affected by noise

(SN R = −20 d B). In Fig. 2b), the same scan is shown, correlated by the matched
filter r(t = 120 s, τ ). It is possible to see that the correlation peaks are emphasized
(due to the strong reduction of the noise impact), thus making it possible to reveal
the useful UWB signal echoes.

Finally, Fig. 3 shows the matrix of the received and correlated signal r(t, τ ), in
which the signal related to the thoracic movement (at a distance of around 1 m), and
the static echoes (at a distance smaller than 0.3 m) may be evidenced. It is possible
to notice the quite relevant amplitude of the signal replicas due to clutter, to the point
that they can blind the radar device.

The effects of the MS and DMF motion filters are shown, respectively, in Figs. 4a
and 4b. From the color scale, it is possible to see how the useful signal level reaches
higher values, with respect to background noise, when the DMF technique is used.
This technique is able to ensure stronger immunity to noise. In Fig. 5, the frequency
spectra corresponding to the curves that describe the position of the correlation
peaks are shown. The reduction of the sampling time T f t in the fast time domain,
from 2.5 ps (Fig. 5a) to 0.4167 ps (Fig. 5b), allows to obtain also the frequency
component corresponding to the heartbeat. It is important to evidence that this result
is attained even in the presence of a breathing signal (mb) of amplitude 17 d B greater
than the amplitude of the heartbeat signal (mh).
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Fig. 5 Comparison of signal spectra: a T f t = 2.5 ps, b T f t = 0.4167 ps
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4 Conclusion

This paper presented a new methodology to filter UWB radar signals, with the aim
of extracting information about the vital parameters of a subject monitored by means
of a contactless UWB sensor. By comparing two simulated conditions featuring the
same configuration, but different sampling time in the fast time domain, the limits of
the system, due to the sampling process itself, have been shown. The adoption of a
higher sampling frequency allows to reveal weak frequency components of very low
amplitude, corresponding to the thoracic movements, thus enabling also the detection
of the subject’s heartbeat rate.
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Near Field Communication Technology
for AAL

Valeria di Credico, Simone Orcioni and Massimo Conti

Abstract A common problem for ageing people is that they forget to take drugs at
the correct moment. This can be a problem if they live in an independent way without
other persons who can help them. In this work we propose the use of smartphones
with Near Field Communication technology for medical care. The idea is to apply a
tag in the box of the drug to be taken. The application in the smart phone indicates the
time when the drug should be taken. When the user takes the drug, he approaches the
smartphone to the box of the drug, and the smartphone tracks the event. With a simple
interactions, which involves touching tags with the mobile phone, it is possible to
manage the information easily. A user friendly application has been developed.

1 Introduction

The increment in Europe of the percentage of ageing people, the increment of the
number of people with high disability, the reduction of the components in the family,
cause a risk of a great degradation of the quality of the life of a great part of people
and their exclusion in the active participation in the economy and in society. For
many people the complexity and lack of utility, accessibility and usability of ICT is
a major barrier.
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In EU research frameworks (FP7 and Horizon 2020) some guidelines are given to
respond to these trends by mainstreaming and radically improving the accessibility
and usability of new ICT solutions, especially for people with disabilities, functional
limitations or lacking digital competences.

A great effort is spend in the creation of advanced prototypes of systemic solu-
tions for independent living and active ageing, including reorganization of integrated
care and rehabilitation processes, leading to a significant prolongation of personal
autonomy.

Many EU projects have been developed and are under development in the field of
ambient assisted living, between them:

• the initiative “Ambient Assited Living” (AAL) [1] aims to develop of a European
Research Area in the field of “AAL for the Ageing”;

• “eCAALYX” [2], is devoted to develop a wearable light device able to measure
specific vital signs of the elderly;

• “SENSACTION-AAL” [3] worked on the development of ambulatory assisting
devices for enhancing safety and security in balance and movement;

• “NETCARITY” [4] proposed a new integrated paradigm for supporting indepen-
dence in elderly people living alone at their own home;

• “SMILING” FP7 and “Happy Ageing” [5], coordinated by INRCA of Ancona
(IT), devoted to the definition of new instruments for rehabilitation.

An ambient for assisted living can be reached with a seamless integration and plug-
and play operation of sensors, devices, sub-systems and integrated care services
into cost-effective, self-maintaining, reliable, self-learning and adapting, privacy-
respecting and trusted systems. A key point should be the simplicity to use in order
to ensure the acceptability by the end user.

Near Field Communication (NFC) is a contactless or proximity communication
medium, which is based on magnetic induction. The availability of smartphones
and tablet at low cost with NFC facility allows the diffusion of this technology and
the development of applications in many different fields, in particular in AAL and
healthcare.

Vergara et al. [6] presented a proposal to enable patients getting prescriptions from
home by using mobile phones and NFC, avoiding to go to the health-care center.

In [7] a model for the development of context awareness applications using NFC
is presented. As an example, the authors presented an application in which the user
in emergency situation could ask for help in an intuitive way, just by touching with
the NFC smartphone an image with a tag associated, for example a picture of an
ambulance.

In [8] the authors proposed an NFC-enabled medical devices to automatically
collect clinical data. The doctor touches his NFC card to launch the application
installed on the mobile phone. Then, he touches the medical device to obtain the
measured data, and finally he touches the patient’s NFC tag to identify the user.

In [9] NFC has been used to support Alzheimer patients. The patient measures
his vital signs touching the monitoring device’s NFC tag with the mobile phone. The
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application on the mobile phone is automatically launched, it activates the monitoring
device obtaining the measure through a Bluetooth connection. Then, the application
analyzes the measure and, if necessary, it sends alert messages to the healthcare
center.

In [10] a smartphone integrated with an NFC has been used to help the nurse to
detect and update drug allergies and drug interactions during medication adminis-
tration.

Many apps are available for smartphone related to drug assumptions, but they do
not use NFC. Mainly the apps remind to the patient when medications need to be taken
(e.g. Med Helper Pill Reminder [11]), or they give comprehensive drug information
and they are used by doctors, nurses and other healthcare professionals for clinical
information (e.g. Micromedex Drug Information [12] and Medscape [13]).

The application for smartphone with NFC, proposed in this work, helps the
patients in taking drugs and records in the database the history of the drug assumption,
signaling if the correct drug assumption is not followed.

Section 1 will briefly present the NFC technology and Sect. 3 will present the
application developed.

2 Near Field Communication

In recent years, new standards related to Radio-frequency Identification (RFId) tech-
nology have been defined, among them the Near Field Communication (NFC) is
extremely important. NFC protocol is defined by the NFC Forum [14], created in
2004 by Nokia , Philips and Sony. Today NFC Forum has more than 160 members
and partners among which Samsung, Visa, MasterCard , Google , Intel etc.

NFC is a radio technology that allows two devices to communicate at short dis-
tance, about 4 cm. The two devices are called respectively “Iniziator” and “Target”:

• Initiator: it starts the commutation and controls and manages the data exchange,
for example a reader.

• Target: the device that responds to the requirements of the initiator, for example
a card or a tag.

NFC devices operate in two modes, passive or active.

• Passive mode: in this mode, the reader generates an electromagnetic field and
the passive tag responds by modulating the antenna load for data transmission. In
addition, NFC technology allows a smart phone to emulate a passive tag, or it can
act as a reader of tags.

• Active mode: both devices generate a magnetic field and modulate the opposite
magnetic field. A communication between a reader and a smartphone, or between
two smartphones can be established.
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The NFC protocol and message formats are based on standards that are already
in use for RFId to maintain compatibility with them (allowing applications such
as reading information from food labels), but they seek to extend the operational
capabilities thanks to peer-to-peer among “intelligent” devices, for example two
smartphones.

The standard of communication between NFC tags and reader works at a single
operating frequency of 13.56 MHz, with a bandwidth of 2 MHz. The reasons that
led to the choice of such frequency are related to the fact that the size of the tag
antenna decreases as the frequency increases. Furthermore, the transmission at higher
frequencies than 13.56 MHz requires more energy. The speed of data exchange can
reach an intermediate value between 106 Kbit/s and the maximum peak of 424 Kbit/s.

The standards [15, 16] are defined in ISO, ECMA and ETSI, are divided into:

• The NFC IP-1 describes the radio interface, initialization, anti-collision, a texture
format and a protocol for exchanging data block with error handling. Both active
communication and passive communication are defined. The standards ETSI TS
102.190 , ISO/IEC 18092 and ECMA 340 define (in the same way) NFC IP-1.

• The NFC IP-2 specifies a mechanism for selection between different modes of
communication. This protocol refers to the fact that the same devices can com-
municate as NFC IP-1, or as ISO/IEC 14443 or as ISO/IEC 15693, in all cases
operating at 13.56 MHz.

• The NFC-WI (wired interface) controls the exchange of data between NFC device
and the “front-end” of the apparatus in which the NFC device is located.

Using NFC, the communication between smartphone and tag automatically starts
when the mobile phone gets close to the tag. The interaction between user and the
object is therefore fast and intuitive. This is a fundamental requirement in many differ-
ent applications [17]. The NFC technology allows cover a fundamental requirement
imposed by AAL: the ease of use especially for elderly people.

3 Farm Alert Application

The idea to design an application for the management of drugs is born from the
observation that the majority of people, even young people, do not easily remember
to take the prescribed drugs. Many people, especially elderly persons or person with
disability, need to take often many drugs. In these cases, it usually happens that the
person forget to take the drug in the correct moment or he is not sure that he has
already taken the drug.

The application, that we named “FarmAlert”, proposed in this work, helps the
patients in taking drugs in extremely easy way. The idea is the use of smartphone
with NFC to assist at home people who must take drugs, as shown in Fig. 1. The
application of the smartphone will remind the person that he must take the drug and
it will trace the drugs that the user has already taken.
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Fig. 1 FarmAlert: application on smartphone with NFC and drug with RFId NFC

The application is partitioned in two sections: everyday use and drug list update.
This allows the use to persons not skilled at all in mobile phones.

• Everyday use: the procedures, that are used everyday, are performed in an
extremely easy way: the user just touches the RFId tag placed in the box of the drug
with the smartphone with NFC in different moments of the day to know which of
them must be taken and when, and the application registers in the smartphone that
the drug has been taken.

• Update drug database: The critical procedure are writing the tag and writing
or changing the drug prescription database on the smartphone. These procedures
are performed only when a change in the prescription is needed and they can
be performed by the user itself, if skilled enough, or by a person with a normal
knowledge on smartphone helping the person in the normal life, or by the doctor
who makes the prescription. These procedures are protected by password so that
a not skilled users cannot modify the prescription.

The application has been developed on a low cost Samsung Nexus S smartphone
with NFC and Android OS using the NetBeans development environment, used by
Oracle. Other smartphones with NFC or development environment, such as Eclipse,
can be used. The Android platform gives free tools and library, allowing and easy
and fast development of the desired application.
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As a first step, in each box containing the drugs an RFId tag is inserted. In some
cases this tag is already inserted in the box for traceability reason during the produc-
tion and storage of the drug. If the tag is not already present, it can be inserted in the
box by the user, it is programmed by an expert user using the application TagWriter
in the smartphone so that the tag contains the name of the drug, expiration date and
other information.

As a second step the person who must take drugs, or somebody who take care of
him/her, will create a list of drugs to be taken and the time schedule during the day.
The creation of the list of drugs is very easy.

Finally, the user places the mobile the smartphone over the drug tag to verify if it
is the correct time and the smartphone register that the drug has been taken.

The functionalities of the application can be activated through the NFC (NFC
activation) or manually activating the application in the smartphone (Menu).

3.1 NFC Activation

As soon as the smartphone is placed over the drug box, the menu shown in Fig. 2
will appear with the name of the drug written in the tag. Then the user can press:

• Take drug: This functionality is activated only if the drug is already present in the
database, a password is not required. This procedure is performed in the everyday
use. If the actual time is close (with a tolerance that can be fixed, for example:
10 min before and 30 min after) to the one registered in the database for that drug, a
new menu will appear, and the actual date and time will be written in the database,
registering that the drug has been taken and when. If the actual time is not in the
range allowed or the drug has already been taken in that time period another menu
will appear, indicating an error.

• Add/remove drug: a password is required, to avoid that a drug could be inserted
by mistake. Provided the password, the menu of Fig. 3 is shown. The name of the
drug written in the tag is shown, the user can insert the name of the drug that will
be shown in the list and at what time the drug must be taken. Then the data inserted
can be saved pressing “save” or discarded pressing “delete”.

• Quit: the registration procedure of the drug is discarded.

The flow diagram of the NFC activation procedure is summarized in Fig. 4.
Once the drug list has been filled, a short time (e.g. 5 min) after the prescription

time, the smartphone will inform the user with an acoustic signal that he must take
the drug. The acoustic signal will be repeated periodically (for example every 5 min
for the successive 30 min), if the user does not perform the procedure “take drug”.
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Fig. 2 NFC activation menu

Drug name

Take drug
Add/remove drug
Quit

Tag

Drug name

Required
assumption time

Tag Label

Quit
Save

Fig. 3 Menu to add a new drug

3.2 Menu Activation

At any time, with a click on the main application, without the use of the NFC of
the drug box, the user can visualize the menu shown in Fig. 5, with the following
procedures:
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Fig. 4 Flow diagram of the NFC activation procedure
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Save

Disable alarm
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Enable alarm
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Fig. 5 Main menu

• Add/remove drug: open a page for the manual insertion or removal of a drug in
the user database, this page is protected by a password.

• Reset: delete the entire drug database, this page is protected by a password.
• Change password: allows to change the password, provided the old password.
• Enable alarm: enable the acoustic alarm at the time the drugs must be taken.
• Disable alarm: disable the acoustic alarm.

The flow diagram of the Menu activation procedure is summarized in Fig. 6.
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Fig. 6 Flow diagram of the menu procedure
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Fig. 7 Interaction of FarmAlert with external environment

4 Conclusions

We proposed an easy to use application on smartphone for drug assumption at home,
just touching the drug with the smartphone the user can:

• know when he must take the drug,
• the last time he has taken the drug,
• register that he is taking the drug.
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The smartphone signal will remind the drug assumption, if necessary, and register
in the database the history of the drug assumption, signaling if the correct drug
assumption is not followed.

The application developed is under test with elderly people to improve the easiness
of use with users not skilled with smartphones.

Further development of the application will be the connection of the smartphone
with a remote superuser (a familiar of the user, a doctor, a pharmacy or the hospital)
to send the information on drug assumption and to notify immediately if something
wrong happens in the drug assumption, as summarized in Fig. 7.
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Remote Measurement of the Respiration
by Electromagnetic Sensing

Lorenzo Scalise, Valerio Petrini, Paola Russo, Alfredo De Leo, Valter Mariani
Primiani, Valentina Di Mattia and Graziano Cerri

Abstract Respiration activity is one of the fundamental functions of the human
being (also known as vital signs) which is monitored for health purposes. Often it
is required to operate the sensing of the respiration activity out of hospitals or clini-
cal environments and without contact with the patient and possibly from a distance
i.e. for the home monitoring of patients or for the ambient assisted living, AAL).
Unfortunately, at present the sensing apparatus for respiration monitoring purposes
are mainly based on the use of contact methods (chest belt, nasal temperature trans-
ducers, etc.) which appear to be not suited for such tasks. In this paper, the authors
propose a novel approach based on the use of electromagnetic sensing of the res-
piration activity of subject. The proposed approach provide a remote, continuous
measurement of the inspiration/expiration acts of a subject without requiring a con-
tact; these features of the proposed system are suited for domestic monitoring and
AAL.

1 Introduction

Respiration activity is one of the fundamental functions of the human being (also
known as vital signs) monitored for heath purposes. The presence of respiration acts,
their frequency and eventual suspension/rapid variation of their rate are the quantities
typically monitored. It is a quantity of primary importance (as it is the heart rate, the
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arterial pressure, etc.) not only for patients recovered in hospitals, but also for subjects
living at home and requiring a remote control of their physiological status. This is
for example the case of elders living at their homes and needing to be kept under
observation in order to undergo potentially risky conditions (respiration rate is an
important predictive parameter for many pathologies of the elder). For example, the
Chronic obstructive pulmonary disease is a common condition occurring in 17 % of
men and 8 % of women between the ages of 45 and 64 years [1]. The obstructing sleep
apnea syndrome (OSAS) is also an example of a clinical disorder (prevalence: 1–6 %
in adult population [1]) is a clear example of respiratory disorder which could relate
also to cardiovascular diseases. More in general it is of large interest, particularly for
ambient assisted living (AAL), to collect information of a subject on the respiration
activity during rest and sleep, at home, in order to observe the rising of dangerous
respiration patterns (such as respiration suspensions, prolonged apnea, etc.).

For such aims, it is fundamental to operate the sensing of the respiration activ-
ity out of specialized clinical environments, without contact with the patient and
possibly from a distance. Unfortunately, at present the sensing apparatus for respi-
ration monitoring purposes are mainly based on the use of contact methods (chest
belt, nasal temperature transducers, etc.). They require the presence of a specialized
care giver to be correctly installed and cannot be used for long period of time due
to their degree of invasiveness. Therefore, the attention of researchers has been put
on the proposition on novel non-invasive methods mainly based on methods based
on image acquisition and processing [2–5]. They are promising, but more suited to
the use in specialized, clinical environments instead of use in domotic area. In fact
the acceptability of video system in domestic environments is very low for privacy
reasons.

In this paper, the authors propose a novel approach based on the use of electro-
magnetic sensing of the respiration activity of a subject. In adjunction to its non
contact nature, the use of electromagnetic waves present the advantage respect to
the image-based methods to be easily installable at home without the need to have
in direct view with the target (some materials are transparent to the electromagnetic
waves) and therefore they result to be particularly suited for use in AAL.

2 Measurement Method and Experimental Set-up

The measurement method proposed is based on the measurement of the phase vari-
ations of the reflection coefficient (S11). In our experimental set-up, the EM signal
is launched by an horn antenna with half power beam of about 30◦ in H plane and
38◦ in the E plane. A vectorial network analyser (VNA) is used to feed the antenna
and to measure the phase reflection coefficient of the same antenna (S11), defined as
the ratio of the amplitude of the emitted wave to the amplitude of the reflected wave
(Fig. 1).

It is possible to observe that the phase of S11 is related to the distance D (Fig. 1)
between the antenna and the subject and that eventual variation of the value of D
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Fig. 1 Sketch of the experimental set-up

produce variation on the phase of S11 [6]. The inspiration/expiration acts are therefore
assessable from the S11 phase signal (examples of the acquired signals are reported
in Fig. 3). In our experiments the frequency of the EM signal was 6 GHz allowing
to operate with a wavelength of 5 cm: From our tests and numerical simulations,
such wavelength has been selected because it has been demonstrated to be the most
adequate to detect the thorax excursions caused by the respiration activity. The S11
signal is sampled at 26 Hz by a data acquisition board and recorded on a PC.

As a reference for the evaluation of the respiration activity, a laser Doppler vibrom-
eter (LDVi) and a spirometer (only for testing the apneas) have been used in parallel
with the EM system [6–9]. Data from the reference system have been sampled at
1 kHz and successfully decimated to 26 Hz.

On both the reference and the EM signals, a band pass filter (Butterworth, 5th
order, 0.5–5 Hz) was applied in order to reduce the effect of motion artifacts, cardiac
activity and high frequency noise.

The subject is positioned inside a space delimited by pyramidal absorbers to avoid
unwanted reflections; the distance between the subject and the absorbers is about 1.5
m, while the distance from the antenna and the chest of the subject (D in Fig. 1) can
be varied as well as the position of the subject with respect to the main lobe.

In Fig. 1, a sketch of the experimental set-up is reported. A detailed description
of the experimental set-up and the equipment used is reported in [6, 9]. All test have
been carried out on the same volunteer (male, age 24) and in Fig. 2 the three postures
tested in our experiments are reported: standing in front of the antenna, sitting in
front of the antenna and laying on a side. Distance D between subject and antenna
were: 0.25, 0.5, 1, 1.5, 2 and 2.5 m (for standing and sitting postures) and 1 m for
the subject laying.

For what concern the exposure limit, respect to the International Commission on
Non-Ionizing Radiation Protection (ICNIRP) [10], the value of the electrical field
(E) calculated by the use of a simulation software [11] are reported in Table 1.
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Fig. 2 Subject postures during the test: standing, sitting and laying on a side

Table 1 Exposure values in
function of the distance D

Distance, D (cm) E (simulated) (V/m)

25 1.60
50 1.04
100 0.59
150 0.41
200 0.33
250 0.26

From Table 1, it is possible to observe that the predicted values are well below
the recommended limits for occupational exposure (137 V/m) and general purpose
exposure (61 V/m) [10]. For what concern, the Italian regulations, [12] also in this
case such values are below the exposure limit for occupational and general purpose
(40 V/m) and for living places (6 V/m).

3 Results

An example of a set of acquired signals, for the case of a subject standing at 50 cm
is reported in Fig. 3, where the reference signal (acquired with LDVi) is depicted on
the left, while the signal measured with the proposed EM system is reported on the
right.

Signals are acquired simultaneously and it is possible to observe that for each peak
detected by the LDVi (measuring the velocity of the thorax surface), it is possible to
record a corresponding peak in the EM system trace.

In Fig. 4, three examples of time signals and relative power spectrum densities
are reported for the subject standing at: 25 cm (top), 150 cm (center) and 250 cm
(down).

It is possible to observe that, for the time signals the amplitude of the phase
variations is reduced with the increase of the distance D. The 74 % of signal reduction
has been reported when the subject was measured at 1 m, with respect to the case of
the subject standing at 0.5 m. While for longer distances the signal amplitude (phase
variation) is always <5◦ [6, 9]. More in detail, we have explored the dependence of
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Fig. 3 Example of time signals acquired during the test (subject standing@50 cm): LDVi (refer-
ence) signal (left) and EM phase signal (right)
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Fig. 4 Example of time signals (left) and power spectrum densities (right) measured with the
subject standing at: 25, 150 and 250 cm
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Fig. 5 Example of a respiration rate voluntary variation (high rate, apnea and normal rate) measured
with the EM system (top) and the spirometer (down)

the quality of the measured (in particular the signal SNR) on the distance between
antenna and subject, D. A reduction in the SNR with distance D has been reported
(in the order of −0.11 dB/cm). From our tests it is shown that despite the fact that
at 2.5 m the SNR is reduced (about the 50 %) respect to the signal measured at 25
cm, it is still sufficiently high to allow a correct detection of the respiratory activity.
In the case where a minimum operating SNR is requested, a possible solution could
be to improve the emitted power (1 mW in our case) or to use a narrower radiating
beam for the antenna. Although the quality of the signal can be reduced in some
conditions (longer distances), the SNR is still sufficiently high (>8 dB) to provide
reliable data [6, 9]. Finally, it can also be observed that the mean respiration rate can
also be easily measured as the peak of the power spectrum density (PSD) of the time
signals (Fig. 4). The measurement system proposed presents also low sensitivity to
the subject postures. Good correlations (R = 0.97) with LDVi are also reported for
the measured mean respiration frequencies [6].

Change of the respiration frequencies as well as apneas can also be clearly detected
as it can be observed in Fig. 5 where the subject (sitting, D = 20 cm) was asked to
start the test with an high respiration rate for the first 10 s, to suspend the respiration
(simulating an apnea) for 10 s and to end the test with his natural respiration rate.
Also in this case, it is evident how the signals are well related and the phase of apnea
is clearly individuated.

Very good correlations between the measurement of the time duration of the
respiration acts (distances between two consecutive peaks), measured by the pro-
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Fig. 6 Scatter plot of the mean time duration of the respiration acts for the three postures (subject
posture: standing, sitting and laying): LDVi versus EM system

posed EM system and the LDVi (reference) system are reported for all the tests
carried out (N = 50): R = 0.97 for standing posture, R = 0.96 for sitting posture,
R = 0.90 for standing. In Fig. 6, the scatter plot of the mean time period (over a
time window of 60 s) measured for all the tests and all the postures is reported; the
correlation coefficient in this case is R = 0.89.

4 Conclusions

A non-contact approach to the problem of the measuring of the respiratory activity of
human subjects is reported, using an electromagnetic sensing system. This method
is based on the measurement of the phase variations of the reflection coefficient S11
caused by the displacement of the thorax surface.

The solution proposed is feasible for brief as well as for prolonged observation
time as it is requested by remote monitoring system to be used at home and for AAL
applications. The monitoring systems for the respiration activity available at present
are limited by the fact to require a direct contact with the patient (this is the case of
the respiration belt or the spirometer) and consequently to be not suited for prolonged
observations.

The possible implementation of the proposed EM measurement approach could
make use of market ready technologies which are not designed for laboratory use
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and are available at lower costs such as signal generator and electronic hardware.
While specific design for the radiating elements could be studied in order to better
integrate them into the furniture or into the building elements.

It is also important to take in consideration the possible interfering inputs such as
the clutter noise generated by the indoor environment and caused by the furniture,
the metallic elements, etc. To this aim, the authors are exploring the possibility to
subtract the static clutter from the received signal in order to improve the signal-to-
noise ratio. Moreover for long monitoring (in the order of some hours), automatic
re-calibration of the system could also be introduced to reduce the effect of electronic
circuit drift.

Another possible cause of interference could be the presence of more than one
subject, in fact if two or more subjects will be simultaneously illuminated by the
antenna, the sensor will detect a composition of their signals. This can be a limitation
of the method investigated, and attempts to resolve this problem have been recently
proposed by placing more than one sensor and therefore using spatial diversity.
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Part II
Robotic Assistance for the Elderly



Robot Interface Design of Domestic
and Condominium Robot for Ageing Population

Niccolò Casiddu, Filippo Cavallo, Alessandro Divano, Irene Mannari,
Emanuele Micheli, Claudia Porfirione, Matteo Zallio, Michela Aquilano
and Paolo Dario

Abstract This chapter presents a preliminary study to design a couple of robots,
conceived to assist senior citizens 65+ in domestic and public space. The design and
development of these two robots, named Domestic and Condominium, concerned,
from one hand, appropriate criteria of acceptability, usability, aesthetic and safety,
and on the other hand specific functionalities to satisfy users’ needs.

1 Introduction

European population projections have highlighted that the number of elderly people
65+ in the world will quickly increase in the coming years [1]. Nowadays the society
sustains elderly people to age well by means of medical cures, socio-medical services,
and other social activities but these requests of support and assistance expected to
become so high that it is becoming difficult to manage and sustain [2]. In addition the
society is also facing the sustainability of the pension system that leads to an extension
of the working life of senior citizens [3]. In this societal landscape, advanced robotic
systems have the potential to drive tangible benefits in quality of life, improving
citizens outcomes and reducing health and social costs.

“Robot Companions” is a concept that refers to a new generation of machines
that will primarily help and assist citizens in daily activities at home, in their work-
place and in other environments [4]. Robot Companions could be implemented as
a plurality of complete advanced robotic services, integrated in intelligent environ-
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ments, which will actively work in real conditions and cooperate with real people
and between them to provide favourable independent living, improving the quality of
life and the efficiency of care for elderly people. The innovation of this concept is to
significantly enhance the performance and acceptability of the current ICT services
for aging well to a new level of quality, provided by the cooperation of a plurality
of robots and with the support of an Ambient Intelligence (AmI) infrastructure. Dif-
ferent robotic systems could be installed and integrated to cooperate and operate in
domestic, condominium and outdoor environments (homes, hospitals, towns, public
spaces), appropriately equipped with AmI infrastructure, and could implement an
ecosystem that connects different stakeholders, such as elderly people and caregivers,
social services, medical centres, municipalities, shops, pharmacies, etc.

This idea of “Robot Companions” is under investigation and development in
the context of the Robot-Era Project (FP7-ICT-2011.7) that, sustained by a mul-
tidisciplinary teams from different technological, medical and industrial design
disciplines, aims to design and implement social service robotics in a user and
town centred design approach and characterized by a high level of technology and
acceptability. Particularly the Robot-Era Project aims to develop, implement and
demonstrate the general feasibility, scientific/technical effectiveness, social/legal
plausibility and acceptability by end-users of advanced robotic services integrated
with intelligent environments to provide help facilitate independent living, improving
the quality of life and the efficiency of care for senior citizens.

This chapter faces the design aspects of a couple of robots, conceived to assist
senior citizens 65+ in domestic and public space, and particularly focuses on the
criteria of acceptability, usability, aesthetic and safety. The study highlights those
properties that favour the human robot interaction, i.e. the affordance (immediately
show its functionalities), safety (perceived safe), aesthetics (perceived familiar with
an opportune combination of colours and soft/rigid materials), friendliness (emotion-
ally accepted), usefulness (concretely useful in daily activities) and dependability
(robust, effective and reliable).

2 Robot Interface Design

Interaction, Acceptability, Design process, Interface design, Usability.
Through the introduction of electronics and informatics the technological devel-

opment, started in 1980s, had a profound impact on mass products, even in those
fields that were previously exclusive only to mechanics. Smartphones are an example
of how the shapes of these modern devices are not bound to one univocal purpose
or use, but this innovation in design can come at a cost. These devices are often dif-
ficult for “the non-alphabetized” in both their physical usability and their cognitive
approach based on unusual and less intuitive behavioural codes. Hence, the “digital-
divide” concept becomes a paradox, when taking into account the elderly population,
that would potentially profit the most from a smart environment [5]. As a discipline,
design has always been interested in physical interfaces based on specific ergonomic
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relations aimed to improve their use. During the mechanic era designing a product
was a straightforward process: measurements were dictated by anthropometry, while
functions determined the product shape. Unlike recent times, when mono-directional
approaches were used solely in designing an interface, nowadays the AAL, the ICTs
[6] and robotics in general are leading the way to new multidirectional scenarios:
instead of focusing on machines themselves, research is showing more and more
interest on the attention machines should foster towards human beings. In other
words, this rapidly-advancing technological evolution leaves behind the dialogic
interaction based on a dual pattern, in which the user acts and the calculator answers.
Not to mention that thanks to these new scenarios, “friendly” and “usable” [7] prod-
ucts can be achieved and this means that they meet specific acceptance requirements
such as safety, affordance (i.e. a sum of shape, dimension, weight, texture, . . .), aes-
thetics and congeniality. Therefore it should be highlighted that interfaces cannot
only be described as a means to connect human beings and products—interfaces are
an open, dynamic and interactive system, able to ensure full accessibility to those
advanced technologies, which effectively support an active ageing. Interface and
object design also falls within the “project-making method”: the most recent method
is to move from centre to periphery or vice versa, by gradually approaching what will
be recognized as the designed object, i.e. the final result. If designing means giving a
shape, a function and a sense to ideas, then clearly there cannot be a design without
a shape. In the field of Human Centred Robotics Design [8] a project is defined as
a process on which designers, computer technicians and engineers work together
as a team, sharing their planning expertise in order to develop a final product that
is the result of all their synergetic inputs. Within this framework, the project aims
to combine software and hardware components so that the device features may be
controlled and programmed. Making a project today means facing this complexity
and organizing it in an ordered system of different competences, and at the moment
our part is a mere tile that will fall into place with other tiles to create a much wider
mosaic.

3 End-users’ Needs and Service Analysis

The current design and development of the Robot-Era system is consequence of
a substantial study, carried out with elderly people and caregivers with an User
Centred Design (UCD) approach [9], that allowed to identify the primary end-user
needs, possible structures of services to satisfy such needs and the scientific and
technological requirements to develop the relative service robotic solutions. That
study highlighted that a high willingness to use robotic systems in case of need was
detected for transporting/manipulating objects at home, cleaning, garbage collection,
surveillance, outdoor walking support, indoor escort at night and reminding events,
laundry support, communicating with persons, for food delivery and shopping/drug
delivery [10].
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Table 1 The Robot-Era services identified during the tests

Robot-Era Services Environments

(1) Communication Domestic environments
(2) Indoor escort at night
(3) Reminding
(4) Cleaning
(5) Objects transportation and manipulation
(6) Outdoor walking support Public spaces: squares, gardens, walking

lanes, etc.
(7) Laundry support Condominium, residential spaces, etc.
(8) Food delivery
(9) Surveillance
(10) Drug and shopping delivery Outdoor environments, shopping centers,

drug stores, etc.
(11) Garbage collection

Fig. 1 Description of the
UCD approach to design and
develop the Robot-Era robotic
services

The main phases of the UCD methodology were carefully scheduled and included
the (1) end-user needs analysis, (2) the design of services related to needs and the
(3) production and implementation of robots for the testing phase (Fig. 1).

The first two phases were performed in three different European countries (Italy,
Germany and Sweden), involving about 67 senior citizens 65+ and 17 caregivers. The
study highlighted different end-users’ needs that could be provided not only inside
the domestic environment, but also outdoor in the public spaces. Table 1 describes
the Robot-Era Services and the places where they are performed.

4 Shapes for Interaction

Human Interaction, Machine Interaction, Safety.
People, machines, environments. They are the three main factors interacting within

a complex ecosystem in constant evolution. People may be defined as “biologi-
cal machines” gifted with thought, emotions and cultural heritage. In this context
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they communicate and interact with “new machines”, which are now able to act
and decide autonomously. Additionally, other types of interaction (besides people-
machine interaction) take place within relatively confined environments, smart envi-
ronments and in the urban ecosystem. The study on man-machine interaction has
developed inside an experimental context involving the potential users, in order to
improve the quality of autonomous life and the efficiency in the care of the elderly
[11]. Based on a previous study, four fundamental acceptance parameters have been
brought to light in man-machine relation:

• Safety: robot level of danger as perceived by the user.
• Aesthetics: robot capability to trigger familiar reactions in the user through its

form, colours and materials used to build it.
• Recognisability: robot capability to highlight its function.
• Friendliness: robot capability to establish a positive emotional relation with the

user.

Starting from the robot fundamental design characteristics, the present study
focuses on volumes, shapes, the anthropometric relation, colours and material to
be systemized for the development of the robot external shell. Moreover, this study
analyses the main aspects regarding human perception of service robots with anthro-
pomorphic features and the human acceptance of these features, which can be under-
stood through shape symmetry, proportions and aspects specifically connected with
those humans.

4.1 Human–Robot Interaction

The new general asset of the robots discussed in this study is based on unity of shape
derived from functions, coherence and recognisability of these shapes [12]. The aim
of this design process is to boost the technical aspect of the robot family and its
performance, thus enabling it to provide a more efficient service. However, it should
not be forgotten that final users are the main focus, together with their needs on
various levels: ergonomic, functional, cognitive, psychological and relational.

The geometry utilized for the head of the Domestic and Condominium robots
conforms with the pattern used for the DustCart, the third robot of the fleet. Fur-
thermore, research was carried out for each machine to give the Robot-Era fleet a
common identity, that would translate in the greatest recognisability and friendliness.
The elements characterising the exterior aspect of each robot are the large dimension
of their eyes, to enhance perception and interaction; the personalized headgear, to
stress their different functions in a household and external environments; the propor-
tions between the cover components for a precise harmony of colours and materials,
to facilitate the product acceptance [13].

The Domestic and Condominium robot head covers stem from the archetypi-
cal concept of “clothing-uniform”. It means that each robot resembles a specific
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Fig. 2 Concept sketches of
the Robot-Era robots: in blue
the Domestic Robot with the
manipulator and in orange the
Condominium robot

assistant: a housemaid inside the household and a janitor for public spaces. This last
characteristic is conveyed through different colours and different hats for each robot.

The Domestic robot is equipped with a cover that aesthetically resembles a house-
maid, while the geometry of the Condominium robot cover uses an actual hat, which
typically characterizes a janitor uniform. It is important to add that in both covers
tele-transparency and recognition systems have been installed, such as cameras in
the robot eye zone and a system to track people and environments thanks to optical
tools in the area above the eyes (two video cameras and a supplementary infrared
detector) for visual recognition of bodies in motion [14].

4.2 Robot–Robot Interaction

In the interaction between robots exchanging objects is of pivotal importance. How-
ever, in this study several other aspects are also taken into account: from object
manipulation performed by the robotic arm (a part of the domestic robot), to the
mechanical alignment of the robots when they exchange objects.
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The torso of the robots is comprised of a shell with a tablet on its anterior part and
this works as a communicative interface between user and robot. In the posterior part
of the robot a foldaway support system has been installed so to assist elderly users
with reduced mobility in those particularly difficult actions, like getting up from a
chair or from the bed.

Objects may be easily transported thanks to a horizontal loading platform posi-
tioned in the anterior part of the robot. This device works through motorized
rollers that allow an optimal sliding movement. It is worth mentioning that the geom-
etry of the anterior loading platform is designed so that two robots are mechanically
aligned. This is important because it means that objects may be safely transferred
from one platform to the other, with the aid of the mechanical arm of the Domestic
robot (Fig. 2).

4.3 Robot Environment Interactions

Sensors placed in the environment together with sensors in the robot allow machines
to move accurately around the given space and this is important because it ensures
greater safety for the user.

These robots are programmed to communicate both with their users and the envi-
ronment where they perform their functions. For this reason they are denominated
“intelligent machines”. They can recognise obstacles inside the household, such as
architectural features, furniture and other static objects. Additionally, they are also
able to recognise moving objects, thus enabling them to better interact with elderly
users, both in their daily routines or in situations of need or danger [15].

Acknowledgments The research leading to these results has received funding from the Euro-
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288899 (Robot-Era Project)
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Autonomous Assistive Robot for Respiratory
Rate Detection and Tracking

Flavia Benetazzo, Alessandro Freddi, Andrea Monteriú, Panu Harmo,
Ville Kyrki and Sauro Longhi

Abstract Assistive robotics has the objective to improve the quality of life of people
in daily living, with a special aim to those who suffer of physical disabilities or
cognitive impairment, which may be caused by an accident, disease or the natural
process of ageing. Autonomous mobile robots can be adapted to work as assistive
robots, because of their capabilities to navigate in unstructured environments and
react to changes in it. In order to turn a mobile robot into an assistive robot, the
contest of use and the set of functionalities to perform should be clearly identified,
while limiting at the same time hardware complexity and costs, which are key factors
against the application of assistive technologies into the real world. The present paper
deals with the development of a home robot companion, an assistive robot, which
is being realized at Università Politecnica delle Marche: its main contribution is the
implementation of both a stance detection and respiratory rate algorithm by using
the information provided by non-invasive sensors, and their integration into a low
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cost robotic platform which can perform navigation, user identification and tracking.
The overall result is an assistive mobile robot which can increase safety at home for
the user.

1 Introduction

The use of technology to improve the quality of life of people is becoming a common
feature of the modern society. Quality of Life (QoL), however, is not easy to define,
since it is an elusive construct connoting a multidimensional appraisal of a variety
of important aspects of life [1]. The wider this variety is, the more difficult is to give
a single definition which includes all the possible technological solutions related to
it. For this reason Quality of Life Technology (QoLT) is generally defined as any
technology which impacts the quality of life of individuals who are using it. When
addressing people with special needs, the definition of QoLT usually becomes more
specific, referring to intelligent systems that augment body and mind functions for
self-determination of older adults and people with disabilities [2], which is basically
an alternative definition of Ambient Assisted Living (AAL) technology.

AAL is typically classified according to the functional domain targeted, and might
include safety systems, medical devices, telemedicine platforms, assistive robots and
many others. Among them, during the last years, assistive robotics for domestic use
has been a rapidly increasing field of research and development [3]. In the litera-
ture, several are the papers addressing the development of mobile robots which can
autonomously navigate, detect and interact with the user, usually called home robot
companions. In [4] a good overview of mobile robots with manipulation skills is pre-
sented, which includes the well-known MOVAID, Hermes, ARMAR and Care-OBot.
A recent mobile robot with assistive capabilities has being developed at the Carnagie
Mellon University [5–7]: it can perform localization, navigation and user detection,
moreover it is well known for its ability to finely interact with the user through a
robotic arm. These systems, however, require an extremely complex hardware, are
expensive and their possible integration inside real homes in a near future is not easy.
The recent European FP7 COMPANIONABLE project [8] is trying to overcome
these problems using a low-cost solution for the robot hardware, a friendly appear-
ance and an adequate size and weight for adoption in common houses, showing an
increasing interest of simple and affordable assistive robots.

Navigation and user tracking are functions typically available in robotic compan-
ions. Few researchers, however, have focussed on the assistive functionalities that
such robots should possess in order to be distinguished from classical mobile robot
solutions.

The present paper deals with a home robot companion actually under development
at Università Politecnica delle Marche, which can perform navigation and tracking
by using a low cost platform, to implement two assistive functions: respiratory rate
measurement and stance detection of a person being monitored. Breathing is an
important physiological tasks in living organisms, and there are many respiratory
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diseases which require attentive care and respiratory training. So it is very important
to monitor the respiratory activity. Among the possible respiratory rate measurement
techniques, a non invasive method has been adopted. In the literature several such
approaches have been investigated: CCD camera (see [9]), Structured Light Plethys-
mography (SLP, see [10]), Slit Light Projection Pattern (see [11]) or Ultra Wide Band
(UWB) sensors (see [12]). The use of stereocameras for the detection of breathing
is a quite recent technique and is described only in a few papers in the literature (see
[13–16]). The present paper presents a RGB-D (Red, Green, Blue-Depth) camera
system for both respiratory rate measurement and stance detection. The information
about the stance of the person can both be used for detecting possible anomalies in
his/her behaviour or for deciding a proper way to interact with him/her.

The robot can move inside an indoor environment and look for the person to
monitor: when a person is found, then the procedure to determine his/her stance
is activated. If the person is standing, the tracking algorithm starts. If the person
is sitting, the respiratory rate algorithm starts. The robot can detect if the person is
lying on the ground, in which case it can ask for assistance. These procedures can
improve the quality of life of people at home during their daily activities.

The paper is organized as follows. Section 2 describes the hardware setup of the
autonomous mobile base and the software layers which are adopted to programme
and pilot it. Section 3 gives a short overview of the navigation problem and the
algorithms adopted to solve it. Section 4, which represents the core of the paper,
details the problem of detecting a person, finding his/her stance, tracking him/her
and detecting his/her respiratory rate through the use of the robot sensors. Section 5
finally summarizes the main points of the paper and gives an overview of the future
developments of the home robot companion.

2 Robot Configuration

The robot companion under development is based on the TurtleBot kit: a commer-
cial, low-cost mobile robot which can be equipped with sensing capabilities and
programmed through an open-source software, see [17]. The TurtleBot represents a
solid starting point for developing a robot companion, since it can perform simple
tasks with a minimal set of sensors and, at the same time, its intelligence can be
enhanced by integrating additional sensors and developing custom software algo-
rithms, while keeping development costs low.

2.1 Hardware

The hardware configuration of the robot companion includes a mobile support, a
vision sensor, a gyroscope sensor, a set of mounting plates and a laptop for data
processing (see Fig. 1).
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Fig. 1 Robot companion:
hardware configuration of the
autonomous mobile base

The robot mobile base is the iRobot Create, a mobile base equipped with two
wheels driven by DC motors, two support wheels and a microcontroller for differen-
tial guide. A gyroscope sensor measuring the robot orientation is mounted directly
inside the mobile base in order to minimize the effect of vibrations. Three round
plates are fixed on the mobile base at different heights, and are used to carry the
laptop, the vision sensor and possible additional sensors.

A RGB-D camera has been used as vision sensor, that is to say a camera which
can also measure the distance of objects within its field of view. A RGB-D camera
is effective for the identification of persons and objects, even if the background
and the person or the object have the same color. RGB-D cameras can recognize
overlapped objects by calculating the distance for each of them. Structured Light
sensors proved to be effective for breath rate measurement as well (see [13–16]): the
sensors resolution is usually adequate to sense small movements like those performed
by the thorax during the respiratory phase (see [18]).

More in detail, an Asus Xtion Pro Live camera has been adopted, which falls
within the category of RGB-D Structured Light (SL) cameras. With a range of 3.5
meters, the Asus Xtion Pro Live is suitable for navigation, user tracking and breath
rate measurement in a home environment (see [19] for more information).
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2.2 Software

The algorithms of the robot companion are programmed using the C++ language,
and are integrated with the Robot Operating System (ROS), a meta-open source oper-
ating system which provides hardware abstraction, device drivers, libraries, visual-
izers, message-passing, package management, and more. Open Natural Interaction
(OpenNI), instead, is used to implement further functionalities of the vision sensor.

3 The Navigation Problem

The robot companion must be capable of moving inside an indoor environment,
whose map is assumed to be known, looking for a user to track. The knowledge of
the map is not a strict requirement: the first time the robot is required to operate
in a new environment, the user has the task to guide the robot through it, while
a mapping algorithm is activated. In this way a map of the surrounding is always
available, however for best results maps generated through laser scanners or surveys
should always be preferred.

The navigation problem can thus be decomposed into:

localization, the robot must localize itself within the map;
target definition, the robot must select the next point where to navigate;
path planning, the robot must calculate the trajectory for reaching the next target.

3.1 Localization Algorithm

The robot must be able to estimate its position on the map in order to navigate
autonomously: this problem is named localization. Solving the problem of local-
ization means to identify global coordinates in the 2D plane and the orientation of
the robot (i.e. the robot pose). It is a key problem in mobile robotics, especially in
dynamic environments, e.g. if robots operate in the proximity of people who cor-
rupt the robot’s sensor measurements. Addressing the problem within a probabilistic
framework, it is then possible to use a Monte Carlo Localization (MCL) approach.

The dynamic system is represented by the mobile robot together with its sur-
roundings. The states to estimate are the robot pose, while the measurements are the
distances acquired through the Asus camera infrared sensor and the indirect odome-
try readings. The localization algorithm is able to find the position of the robot within
the known map: this information is then used to determine the new initial pose of the
robot after each movement, for further information about the localization algorithm
see [20, 21]. The algorithm is already present in ROS, in the package named AMCL.
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3.2 Target Definition Algorithm

The objective of the robot is to move and search for a person to monitor. If he/she
is found, then the detection procedure is activated, otherwise the robot returns to its
initial position and starts again from the beginning.

We developed a target definition algorithm which selects a precise set of points
within the map. Each point is identified by three coordinates: the x-position, the
y-position and the orientation that the robot must have when reaching that point.
At each step the robot has the information on the initial pose, provided by the
localization algorithm, and on the next goal that must be reached, provided by the
target definition algorithm. This information is fed into the path planning algorithm
which calculates the path to the goal.

3.3 Path Planning Algorithm

Path-planning is the process of choosing a course of actions to reach a goal, given the
current position. To perform this activity we developed a path planning algorithm
based on the potential field method. The main idea of this method is to model a
virtual potential field in which the robot, modelled as a particle of defined radius,
moves following the gradient field until reaching the objective point (see [22] for a
description of the theory behind the developed algorithm).

4 User–Robot Interaction

When the robot finds an obstacle during the navigation, it tries to identify it.
If the identification succeeds, i.e. the obstacle is identified as a person, then the robot
detects his/her stance. If the person is standing, the robot starts to follow him/her. At
the present state, the robot can distinguish between three different stances: standing,
sitting and lying.

4.1 Stance Identification Algorithm

The identification procedure initially requires an operation called calibration. The
calibration algorithm recognizes different parts of the person’s body, associating a
point (joint) to each of them. In particular, after the calibration, the positions of 15
joints are estimated. The calibration operation is required by the vision sensor to
track the person and is activated every time the camera finds a moving object within
its field of view (see Fig. 2).
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Fig. 2 a User calibration and b user tracking c the robot remains at a fixed distance from the joint
torso of the calibrated user

Table 1 Joints values
(in mm) that allow to
determine the stance of the
user

Standing Sitting Lying

TORSO ◦−700 ◦−700 <−700
HIP ◦−700 ◦−700 <−700
FEET ◦−700 ◦−700 <−700
TORSO-HIP ◦100 ◦100
KNEE-FOOT ◦150 ◦150
HIP-KNEE (y) ◦200
HIP-KNEE (z) ◦150
TORSO-FOOT ◦750 ∗750, <500

Once the calibration data are obtained, they are stored for future use. In this way
the calibration is performed only once per person. The robot companion is supposed
to be a personal assistive device, thus even if it can recognize multiple persons,
calibration can be performed for only one person at a time (i.e. the user).

The stance identification algorithm identifies whether the person is standing,
sitting or lying on the ground. To do this, the algorithm analyses the relative position
of the joints of the torso, hips, knees and feet. The values to define the stance of
the user have to be found experimentally according to the person which is going to
be assisted by the personal companion. The parameters experimentally calculated
for a specific case of use within the development lab are reported in Table 1 for
completeness.

If the person is standing, the tracking algorithm starts (see Sect. 4). If the person
is sitting, the respiratory rate algorithm starts (see Sect. 4). The robot can recognize
when the person is lying on the ground: this information can be used to understand
if the person is in need of assistance (e.g. fallen), in this case the robot can send a
message asking for human intervention.
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4.2 Tracking Algorithm

The developed tracking algorithm exploits the potential field theory already described
in Sect. 3. Once a person has been detected in the standing position, the goal is
calculated at each iteration step so that the robot keeps a fixed distance of 2 m from
the joint associated to the torso, and has a front alignment with respect to the same
joint (see Fig. 2). If the person is lost (e.g. his/her orientation w.r.t. camera does not
allow to compute the joint position) then the robot performs navigation looking for
the person to calibrate again.

4.3 Respiratory Rate Detection Algorithm

The respiratory rate algorithm counts the number of breaths per minute of a person.
When the robot identifies a person in the sitting position, the algorithm for the
detection of the respiratory rate begins. Using the depth information provided by the
camera, the algorithm identifies the person’s chest and calculates the mean value of
the depth of the chest at each time:

D̄(k) =
∑N

i=1 Di (k)

N
(1)

where Di (k) is the information of the depth of the i th point associated to the chest
at the sampling instant k and N is the number of points of the chest. The mean value
D̄(k) is calculated using data sampled at the frequency of 1/Tc = 7 Hz, where Tc is
the sampling time. The initial position of the chest of the person monitored is used as
the reference value. The subsequent measurements are used to identify the number
of breaths. During the time of the measurement, if the person moves, the algorithm
recalculates the position of the chest and it uses this information as the new reference
value. Once the time of the measurement is finished, the algorithm calculates the
weighted average of the mean values of the depth. This weighted average W A(k) is
calculated over a window of 4 samples with the following formula:

W A(k) =
3∑

i=0

w(k−i) D̄(k − i) (2)

where D̄ is calculated according to Eq. (1) and w(k−i) is the weight associated to the
mean value (k − i). After calculating the weighted average, the algorithm calculates
the derivative of the weighted average:

dW A(k) = W A(k) − W A(k − 1)

Tc
(3)



Autonomous Assistive Robot for Respiratory 69

Fig. 3 The Region of Interest. The white arrows indicate the vertices of the box and their coordi-
nates. The red arrows indicate the Torso and Shoulders joints found in step 1

The derivative was chosen because through its analysis it is possible to identify
the maxima and the minima of the average value. The analysis of the derivative also
allows to eliminate irregularities in breathing. In fact, in case of irregularities, the
analysis of the weighted average is not sufficient to calculate the number of breaths.
The algorithm analyses the derivative and counts the number of times that it becomes
positive to calculate the respiratory rate. It is possible to extract further information
from the weighted average and the derivative:

time of exhalation, →T Ei = T Ei − T I(i−1)
time of inhalation, →T Ii = T Ii − T E(i−1)
depth if exhalation, →DEi = W A(T Ei/Tc) − W A(T I(i−1)/Tc)

depth of inhalation, →DIi = W A(T Ii/Tc) − W A(T E(i−1)/Tc)

where T Ei is the instant of time in which the exhalation of the i th breath ends, T Ii is
the instant of time in which the inhalation of the i th breath ends, W A is the average
value of the mean values of the depth of the chest at the sampling instant in which
the exhalation or the inhalation of the considered breath ends.

The algorithm introduced above can then be described by the following steps:

1. Detection of torso and shoulder
2. Definition of the Region of Interest (ROI), see Fig. 3
3. Depth measurements
4. Calculation of the mean value of the depth
5. Calculation of the weighted average on a window of 4 samples
6. Calculation of the derivative of the weighted average
7. Calculation of the respiratory rate, the depth and the time of inhalation and

exhalation.
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Fig. 4 Flowchart of the navigation and user interaction algorithms implemented in the home robot
companion

A flowchart describing both the navigation algorithm and the user interaction
algorithm is provided in Fig. 4.

5 Conclusion

In this paper a robot companion capable of performing navigation, user identification,
tracking and respiratory rate measurement is presented. The robot can navigate inside
an indoor environment, look for a person, identify his/her stance, follow him/her if
he/she is standing, calculate his/her respiratory rate if he/she is sitting and send a
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message if he/she is lying on the ground. The robot companion is thus capable of
performing a set of assistive functions to improve the safety of people at home.

The following aspects are actually under investigation. The first one regards the
hardware configuration: in order to improve the estimation of the robot pose (espe-
cially the orientation) the robot should be equipped with an inertial measurement
unit. Several low-cost units are available on the market, thus the robot sensors can
be improved without a major impact on the costs. The second one is about the use
of the OpenNI library for part of the calibration, stance detection, tracking and res-
piratory rate algorithms. The library has a limitation: the person must be in frontal
position with respect to the robot. When this does not happen, then two or more
body joints overlaps and the system has not enough information to detect the target
anymore. In order to avoid that, the algorithm should be able to identify a higher
number of joints: in this way the system should be able to keep track of the person
even when several joints overlap. The third one regards validation of the respiratory
rate algorithm assuming different scenarios: the authors are currently evaluating the
performances of the algorithm w.r.t. light conditions variation, different clothes of
the user and different angles of view of the camera.
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Telepresence Robot at Home: A Long-Term
Case Study

Roberta Bevilacqua, Amedeo Cesta, Gabriella Cortellessa, Alessandro
Macchione, Andrea Orlandini and Lorenza Tiberio

Abstract The paper presents the current findings of an almost one-year case study
of fielding the Giraff robot in a real home. The testing phase, which is still running,
involves an older user, affected by Parkinsons disease, and his family, in the daily
usage of a telepresence robot. Initial evidence show that Giraff has become part of
the daily routine of the user being judged as a valuable tool for communication and
close connection with the remote user. In general, the attitude of the user towards the
aid remains stable being constantly positive over time. Nevertheless we also noted
an impact of the technology robustness on user’s acceptance that will be further
investigated in this continuation of the study.
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1 Introduction

In the past decade, the Human Robot Interaction (HRI) was approached in many
different ways, mainly focusing on the human perception of robots appearance,
behaviours and personality [16]. Analysis were mostly conducted in controlled set-
tings, despite the overall aim of creating robots for assisting people in performing
daily activities, from entertainment to cooking, for example. This paradoxical sit-
uation is due to the challenging and unpredictable nature of the real setting char-
acteristics, that does not allow a deep control over all the key variables as the lab
condition, as well as the short time reserved to the in-home trials that does not permit
the real engagement of the users with the robot. The interest in longitudinal studies
on human-robot interaction has mainly originated from non-residential environments
(such as offices, schools and hospitals) as ecological setting of study, emphasizing
that the prolonged interaction may result in a change in attitude and behavior of
the person, influencing the user experience and its relationship with the adopted aid
[4–7, 9, 10]. The objective of our research is to deepen the knowledge of what really
happens when a social assistive robot is introduced in the home of an elderly person
and his/her caregiver, becoming part of their daily lives for a long period of period
time. To understand how the effect of a long-term interaction influences the behav-
iour and attitudes of end-users can indeed be fundamental for the design of an aid
that hopefully remains useful and acceptable in the long term.

In this perspective, the Excite project (http://excite.project.eu), part of the AAL
EU initiative (http://www.aal-europe.eu), is assessing the robustness and validity
of a telepresence robotic platform, named Giraff produced by the Swedish com-
pany Giraff AB (http://www.giraff.org), as a means to support elderly and to foster
their social interaction and participation. The whole project is based on the idea of
deploying several Giraff for long periods of time (at least 3 months, and possibly
1 year) in three different countries (Italy, Spain and Sweden) in real contexts of use.
Feedback obtained from the users (both older users having the robot at home and the
clients, who is people connecting and visiting the older) is used to both improve the
robot and gather results on aspects related to the long-term human-robot interaction.
The Giraff case study represents a good example of a long-term analysis where a
robot interacts with an older user in a real setting, giving the opportunity of deeply
investigating the effects of a long term interaction on the person’s behaviour, attitude,
technology acceptance and general experience of use.

To find and set up such long terms studies turned out to be a rather difficult and
demanding activity. In this light a specific CNR effort within Excite was devoted
to establish relationship with possible user groups representative of different reali-
ties (e.g., healthcare professional, healthy and not healthy elderly, nurses, relatives,
friends, etc.).

In this paper we specifically focus on one of the on-going case studies performed in
Italy derived by the cooperation of CNR participants to the Excite project as respon-
sible for the evaluation activities, with colleagues of INRCA (Istituto Nazionale di
Riposo e Cura per Anziani) and UNIVPM (Universitá Politecnica delle Marche)

http://excite.project.eu
http://www.aal-europe.eu
http://www.giraff.org
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who have collaborated in the execution and monitoring of this specific test site. It is
worth highlighting how the specific test sites has presented specific challenges for
its peculiarity of being installed in a distant city entailing a continuous collaboration
between the CNR group with the team in Ancona who followed the instantiation and
maintenance of the test sites more closely. We here report some results of the work
illustrating the experience related to the user interaction findings of the long-term
usage. More specifically the paper is organized as follows: Sect. 2 describes the moti-
vation of the study and the technological steps needed to perform the long term test
case within the Excite project; Sect. 3 introduces in details the specific long-term
case study dwelling on its peculiarity and challenges and showing the current results
on the long-term user experience; Sect. 4 ends the paper.

2 Assessing a Telepresence Robot in the Field

When a robotic aid is to be introduced and evaluated in the home, to promote and
sustain a long-term interaction becomes a fundamental aspect of use. The home is
becoming one of the contexts of use more attractive for robotic applications especially
for the elderly care. However, evaluating a long-term interaction in a domestic context
is still an open challenge.

Most of the successful examples of longitudinal researches on human-robot inter-
action has mainly originated from non-residential environments. Of particular impor-
tance in the domain of elder care are the studies on Paro, a seal-shaped robot equipped
with touch, light, auditory and balance sensors, capable of responding to external
stimuli and designed for therapeutic interventions with older people and children
affected by genetic syndromes and developmental disorders. The effects of time in
the use of Paro were assessed for example, in a group of 12 elderly residents in
a nursing facility, who have interacted with the robot for a continuous period of
30 days. The results of systematic ethological observations by therapists of the struc-
ture have shown that Paro was able to improve and enhance the ability to relate in
older people with a positive effect on their levels of physical and psychological stress
[15]. Another study, [9], confirmed an improvement of the patients’ social skills in
response to a therapeutic intervention based on prolonged use of Paro, as well as a
positive effect on their emotional sphere.

More recently, [12] have described the results of an ethnographic study in which a
humanoid social assistive robot (called Robovie) interacted for a period of 3 months
and a half, with 55 elderly residents in a care center. The robot was operated remotely
to interact verbally with patients. The analysis of the interviews and the results of
the observations, performed by a therapist of the structure, suggested that the robot
had been well accepted among residents, especially for its ability to socially engage
patients through verbal reminders and simple conversations. However, the effects of
long-term interaction between a human and a robot does not always have positive
implications, but they can reveal changes in the behavior of people who may be indica-
tive of an experience of use and interaction not completely satisfactory. It may happen
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for instance that the initial effect of novelty and curiosity, towards a robotic aid and
its use, quickly fades resulting in a reduction in the interest and attitude of the person
towards it [2, 5, 8, 13, 14]. For this reason, longitudinal studies, although they may
be difficult to organize especially in ecological contexts, are gaining significant rele-
vance to understand how to promote long-term interactions, considering the effect of
time on the behaviour and attitudes of the human user toward the robot. However, the
literature on interactions and long-term deployment of robotic platforms in a domes-
tic setting, it is still rather incomplete and this opens new possibility of studies. In fact,
our research is motivated by the interest in understanding how the continuous use and
the sharing of physical and social spaces in the home, influences the experience, the
use and attitude of seniors people and their caregivers (family and/or professional) of
the telepresence robot. In so doing we explored the challenge of moving laboratory
experiments to real people life settings by delivering robots into the house of old
person and assessing several aspects of the long-term usage and interaction.

The next section describes the effort done for one these long-term studies. Specif-
ically we illustrate the evaluation plan, which has been slightly updated with respect
to the general procedure conceived for Excite due to the particular case we were able
to set up. We also present the results we currently have after several months of usage.

3 A Long-Term Case Study

For conducting this specific analysis, an older end-user was recruited in Ancona and
he was asked to take part in the Excite long-term case study. The beginning of the
testing phase was characterized by technical issues that needed to be solved and that
have also affected the testing timing delaying the actual start of the evaluation plan.
In the next subsections we describe in details the used approach and illustrate the
results so far.

3.1 Method

The method used for this assessment is based on longitudinal research and specifically
on the single case study, which essentially allows in depth observation within a real-
life context, collecting a lot of details that would not normally be easily obtained by
other research designs. The present article focuses on long-term experience of usage
of the telepresence robotic platform on behalf of the older user at home. Specifically,
we aimed at investigating acceptance, attitude toward the robotic aid, appearance,
impact on the home environment and usability. It is worth highlighting how we here
report some of the results of an on-going test site; hence also the material reported
is the one we have used for the specific period of experimentation we are describing
here. For the complete list of the questionnaires foreseen for the whole experiment
the reader can refer to [1].
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Fig. 1 The primary user interacting with the Giraff robot

3.1.1 Material

The material used for this long term assessment is composed of both standardized
measures and specific questionnaires we developed on purpose to assess the aspects
mentioned above. Specifically at this time, for the primary user we used: a consent
form describing the aim and procedure of the study to be signed by participant; a
socio-demographic data form to gather some relevant information on the user like sex,
age, gender, familiarity with technology, etc.; the UCLA Loneliness Scale [11] a 20-
item Likert scale (0–4) designed to measure ones subjective feelings of loneliness as
well as feelings of social isolation. The MSPSS Multidimensional Scale of Perceived
Social Support [19] which consists of 12 items to identify the social support factors
perceived by the individuals; the GDS (Geriatric Depression Scale—[18]) is a 30-
item self-report assessment used to identify depression in the elderly; SF-12, a short
version of the SF-36 [17] that allows to investigate the perception of the state of
physical and mental health; an ad hoc questionnaire based on Almere model [3] that
allows assessing dimensions of technology acceptance; a questionnaire we developed
on purpose to assess the attitude and general evaluation of older persons toward such
technology.

3.1.2 Participant

The older user is affected by Parkinson’s disease since 2005. Both his walking ability
and the speech were deeply compromised by the severe stiffness in movement as well
as the muscle rigidity of the face. In particular, due to the speech restriction, the user
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often refuses the communication with the others and prefers to stay alone. The fear
of feeling bad outside home and the difficulty in speech have led to a progressive
departure from the community life. The interruption of his social life has caused him
relevant mood alterations: sometimes, he has reported to be very depressed and feel
that anyone could help him. Currently, he lives with his wife, in the centre of a small
town. He can reach by feet all the most important places in the town and the sea-side
too. His wife is a very active woman instead, and she takes care of him constantly. His
son (the Client) and his daughter live far from the town (respectively 30 and 60 Km),
so he does not see them very much. He is currently engaged in physical rehabilitation
and speech therapy. The user has showed some basic skills with technology, mainly
motivated by his interests: he is able to use Internet connection, to play online games.
In addition, he is able to use the mobile phone basically, just for calling but not for
sending text messages or photos, for example, while he uses daily the digital TV for
looking at sport events.

3.1.3 Procedure

The method used for this test site is taken from the general evaluation plan conceived
for Excite and described in [1]. It entails a period of N months (with 3 ≤ N ≤ 12)
during which the primary user has the robot at home and the secondary users (family
members, formal caregivers or health professionals) can visit him/her through the
robotic platform. Assessment happens across different steps Si . Specifically, after an
initial assessment at S0 at the beginning of the experimentation (baseline), different
potential psycho-sociological variables of interest are measured at regular intervals
(S1–S3) to observe changes over time. At the last month the Giraff is removed from
the end user apartment and the same variables are assessed again after 1–2 months
from this removal (S4). A researcher and a technician conducted the training on the
robot use, in order to exhaustively answer all kind of questions. At this purpose,
verbal explanations and practical examples were mainly given to the user, making
him free to ask all the needed information. Finally, the team, who intervened when
necessary, both from remote and at home, always supported the user. After the train-
ing period, the standard evaluation plan started. We have currently completed the S2
phase, following the schema listed below :

Primary user

– S0: At time S0 we asked the primary user to fill in the consent form and the Socio-
Demographics Data Form, the UCLA, the SF-12, the GDS, the MSPSS, and the
ad hoc questionnaire based on Almere Model.

– S1: After a period of usage at time S1 the primary users filled in the questionnaire
on the Attitude and General Evaluation towards the robot, the UCLA, the GDS,
the MSPSS.

– S2: At time S2 we asked the primary users to fill in ad hoc questionnaire based on
Almere Model.



Telepresence Robot at Home: A Long-Term Case Study 79

For the subsequent phases the users will follow the evaluation plan foreseen in [1].
To explore how primary users perceive and think about the robot and which are

the dynamics in their real context of use, we decided, for this test site, to also collect
data in the form of ethno-graphic notes through a Participant Observation (PO). The
participant observation has been possible taking advantages form the collaboration
between CNR and the colleague of INRCA who has specific competence in ethno-
graphic research methodology. The choice of adding a participant observation, was
mostly motivated by the setting characteristics of this specific case study as well as
the opportunity of drawing up data and concepts to be matched with the past assess-
ment analysis. Some field notes were written during the PO but they were definitely
elaborated after each session of observation, which corresponded to the evaluation
step S0, S1 and S2. Besides the assessment of the validity of the answers and the user
cooperation, self-reflexive notes were also taken, on what the researcher considered
important.

3.2 Results

This section describes the results of the long-term experience of use of the system on
behalf of the primary user. Results are related to both the questionnaires and partici-
pant observation analysis. Findings from questionnaires are related to the instruments
for collecting data of general evaluation plan conceived for Excite and mainly report
to the current status of the test sites, which will be completed toward the end of this
year.

3.2.1 General Evaluation Plan Results

Psychological measures. The results of Geriatric Depression Scale (GDS) at time S0
and S1 show scores substantially similar, indicative of the presence of mild depressive
symptoms (scores between 10–19). Similarly, the scores on the perceived loneliness
scale (UCLA) indicate an experience of strong loneliness (UCLA score = 52 at S0,
UCLA score = 47 at S1, range score 20–80). The score of the Short Form-12 Health
Survey (SF-12) show low mean meta scores of the Physical Component Summary
(M = 23.5) and Mental Component Summary (M = 38.4) of the score denote a
perceived health condition characterized by significant limitations in self-care and
in physical, social and personal.

In the pre-adoption phase (S0), the scores of the Multidimensional Scale of Per-
ceived Social Support Scale (MSPSS) indicate that the end user perceives a higher
social support from family (sum of the scores = 28) with respect to that received
from the friendships network (sum of the scores = 8) and /or from significant other
persons close to the user (sum of the scores = 4) (see Fig. 2). After the adoption and
the first period usage of the robot (S1), the family continues to be the main source of
perceived social support (sum of the scores = 23), while the perceived support from
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Fig. 2 Total scores for each dimensions of MSPSS obtained from the sum of the responses from
the items in each of the three dimensions (range score 4–28)

the friendships network (sum of the scores = 5) further decreases, and the feeling of
social support from significant other persons increases to some extent respect (sum
of the scores = 14) (see Fig. 2).

Attitude and general evaluation towards the robot. Based on the dimensions of
attitude and evaluation described in [1], Fig. 3 shows the results of the questionnaire
related to significant dimension of evaluation from the primary users perspective.
Specifically at time S1, after the adoption and the first period of usage, the user
does not perceive a high level of intrusion into his privacy (M = 0.67), does not
show distrust in terms of psychological distance between himself and the adopted
aid (M = 0.60), and recognizes the benefits and advantages (M = 2.79), of the
system related to his needs (e.g., Giraff simplifies the management of daily life or
relieves the workload of people who “take care of me”). Nevertheless he shows a
partial satisfaction of the Giraffs functionalities and features (M = 2.47), (e.g.,
the quality of the video and the movement of the robot are not very satisfactory)
and some notable apprehension related to the difficulty of maintenance of the robot
(M = 3.25), maybe justified also by the technical difficulties that emerged.

Furthermore, the user would like additional features of the robot like for instance
the possibility to have a direct link with his doctor via Giraff. The emotional reac-
tion of elderly user to the robot is very good, scoring high on the positive adjectives
useful, interesting, stimulating, and funny, and very low on the negative adjectives
scary, overwhelming, gloomy, dangerous, and uncontrollable.

Robots Acceptance. The mean scores of each Almere model acceptance constructs
(see Fig. 4) show an increase on Intention to Use (ITU) the robot between S0 and
S2 (Ms0 = 4 vs Ms2 = 5) and of Social Influence (SI) (Ms0 = 3 vs Ms2 = 4).
Similarly, the Facilitating Conditions (FC) increase (Ms0 = 3 vs Ms2 = 4). However
there is a slight increase in the perceived Anxiety (ANX) towards the use of the robot
(Ms0 = 2.5 vs Ms2 = 3). The Perceived Easy of Use (PEOU) decreases (Ms0 = 4.8
vs Ms2 = 3.8). as well as the Perceived Usefulness (PU) decrease (Ms0 = 4 vs
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Fig. 3 General Attitude of users toward the Giraff system after a period of usage. Mean scores
for each dimension explored by questionnaire ad hoc (5 points Likert scale, from 0= completely
disagree to 4= completely agree)

Fig. 4 End User Acceptance over time (differences between S0 and S2). Mean scores for each
Almere Model construct (5 points Likert scale, from 1= completely disagree to 5= completely
agree)

Ms2 = 3.3), accompanied with a lower Perceived Enjoyment (PENJ) of the user
(Ms0 = 3, 5 vs Ms2 = 3). The levels of Trust, Perceived Adaptiveness (PAD) of the
robot to the individual needs and the Attitude (ATT) towards Giraff remain high
and stable.

3.2.2 Participant Observation Results

Participant observation results focusing on understanding Giraff functioning and
perception from the primary users point of view reveal important data on behavior,
attitude and reactions of the user towards the introduction and adoption of the robot in
his domestic life environment. We discuss and integrated the collected observational
notes into the three main categories below.

Appearance. The participant observation showed a positive judgment of the user on
this dimension. Since the first home visit (S0), the end-user has liked Giraff, con-
sidering it was funny and not too “technical” to be used. The animal shape reminds
him more to an electronic toy than to an assistive tool for the daily communication.
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The familiar shape have also transmitted him the feeling of an easy-to-use tool, as
the shape was the metaphor of its functioning. The positive evaluation of the robot
appearance was maintained all along the experience with the robot, as well as the
absence of stigmatization perception.

Attitude. Results of the participant observation highlight that at the beginning, the
end-user has underestimated the complexity of the robot: he felt to be able to use
it very quickly and without the support of a technician. In addition, the restricted
number of operations that can be performed has given him the sense of mastery in
use, as well as the presence of clear commands for answering a call, controlling the
volume, and turning on/off the robot. It could be said that, during the first home visit
(S0), the perception of easiness of use was the dimension that mostly influenced the
positive attitude towards the robot, as well as its use. In addition to the robot char-
acteristics, the reason of this feeling could be partially justified by the technological
skills of the user: he is able to use Internet to play online games, send emails, do
home banking operations, looking for events and stuff of his own interest. After a
period of usage (S1), some technical obstacles that emerged influenced the positive
attitude, and specifically a decreasing in the sense of self-efficacy and competence
emerged, together with a feeling of frustration. After the resolution of the technical
problems, the user partially recovered the positive attitude towards the robot during
S2 phase.

The participant observation highlighted the following aspect. The acceptance of
the robot seems to be gained after some time of daily use: from the initial underesti-
mation of the robot complexity (S0) to the achieved comfort in use (S1), it seems that
the representation of Giraff was passed through a “normalization” path (S2). The
weak points of the “path to the robot acceptability” could be found in two different
phases:

– at the beginning, due to the overestimation of the own technological skills and/or
the underestimation of the robot complexity (S0);

– during the first period of use, in which the user considered himself not able to use
the robot, instead of researching the reason of the failure in the technical obstacles
(S1). In this case, it could be said that there was an erroneous attribution of the
events to the internal locus of control.

On the observer side, it seems that the creation of a daily routine with the robot
was the key driver for the robot acceptance (S2): before dinner time, they knew they
would be in touch with their son and his family, taking part to their domestic life.
The affection to the robot was mainly mediated by the successful experiences with
it and the overcoming of the technical obstacles (S2). For the end-user, in partic-
ular, who presents a severe mobility restriction, as well as difficulty in speech, the
robot represents a valuable mean for “feeling connected”, not just for communicating.

Usability. Despite the interest and the initial positive approach to the robot usage,
the end-user did not learn easily how to use the robot: the turn on/off command
and the red/green buttons for answering to a call were often confused (S0). Also
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the use of the remote control was not successful: the user still preferred to answer
directly from the robot. It seems that the end-users initial representation of the robot
did not match the real condition of use, at the beginning (S0). Starting with the
daily use, the user has gained a good level of autonomy in operating as well as the
achieved competence in referring all the robot activities to the technical staff. Once
the technical issues were solved, the end-user felt more comfortable and the robot
became soon the preferred mean for talking with the client (S1). The key benefit for
the user was of course the opportunity of seeing the client as well as the availability
of the service as free. At the same time, the user tried to understand how to cope
with the robot when system errors occurred, in order to be able to solve them by
himself. Moreover, he asked for additional functionalities, in order to ameliorate the
communication also with professionals and physician from remote (S2).

4 Conclusions

The profile of the primary user, with respect to the psychological variables, reflects
the clinical picture of Parkinson’s disease. The presence of depressive symptoms,
joint to the sense of loneliness and to a state of health perceived by the user as
rather fragile, are to be interpreted as the common psychological reaction of a person
suffering from a debilitating chronic disease, such as the Parkinson’s disease.

The family is the main source of support (not only physical but also social) per-
ceived by primary. The function of the family in terms of social support is confirmed
over time. However, in recent months the use of Giraff seems to have also con-
tributed to increase the sense of the perceived social support from other persons
significant for the secondary user. Presumably, the presence of personnel for tech-
nical support, may have contributed to an increase in the user ’s perception of being
able to rely on other people outside his family network, in relation to the management
and operation of adopted aid.

Giraff has become part of the daily routine of the user being judged as a valuable
tool for communication and close connection with the secondary user. The function
of visual contact of the telepresence system helps to validate the user’s primary
beliefs about the effectiveness of the robot as a communication aid. In general, the
attitude of the user towards the aid remains stable being constantly positive over
time. It is plausible to think that the attractiveness of Giraff, the users familiarity
with the modern information and communication technologies and the adequacy of
aid with respect to personal needs, have contributed to the a positive attitude of the
user. This attitude has affected his intention to use and acceptance of the robot over
time.

Obviously we cannot overlook the role that the technical problems have had on
the user’s attitude so far. Results show indeed an increase over time of the worries
with respect of maintenance of the robot and a decrease of his satisfaction of the
system’s functionality. The malfunction may be responsible for the perceived anx-
iety over time related to the use of Giraff. Moreover, the presence of feelings of
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frustration, accompanied with a decrease of the sense of self-efficacy reported during
the participant observation, highlight the need of reliable and robust assistive robot
to ensure and interaction with the user which is effective and safe.
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A Multi-Agent Expert System Simulation
for Ambient Assisted Living: The Virtual
Carer Experience

Paolo Sernani, Andrea Claudi and AldoFranco Dragoni

Abstract A shift in the distribution of population towards older ages is occurring
in almost every country of the world and it is becoming a major problem in Europe,
Japan and USA, due to the high dependency ratio of these countries. Ambient
Assisted Living (AAL) and Ambient Intelligence (AmI) are polarising the attention
of the research community, trying to improve the quality of life of elderly people
promoting their autonomy, self-confidence and mobility. Artificial Intelligence (AI),
developing intelligent and adaptable systems, can play a considerable role in AAL
and AmI to cope with the changing needs that characterize the life of people with
chronic diseases. To show a possible contribution of AI in these fields, this paper
introduces the multi-agent architecture of an expert system for Ambient Assisted
Living: the Virtual Carer (VC). Based on the Belief-Desire-Intention (BDI) para-
digm, it models the behaviours of a human caregiver. The main goal of the Virtual
Carer is to help an elderly patient in his daily activities, while his health conditions
are monitored, in order to ensure his security. To show the main capabilities of the
system, the paper describes some simulations of the proposed agency, highlighting
the architecture of the reasoning component.
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1 Introduction

Population ageing is occurring in almost every country in the world. The rising of life
expectancy along with the decreasing of birth rates determine a higher dependency
ratio (i.e. the ratio between the number of people over 65 years old and those of
working age) in Europe, USA and Japan [1]. The world is facing a situation without
precedent: we soon will have more older people than children and more people at
extreme old age than ever before [2]. The consequent rise of the number of chronic
diseases results in the increasing of health-related emergencies and of the health care
spending [3].

Ambient Assisted Living (AAL) focuses on these themes and aims at extending
the time older people can live in their home environment, assisting them with the
activities of daily living, promoting the use of intelligent products and Information
Technology (IT) tools to provide remote care services [4]. Through the AAL Joint
Programme, the European Union aims to foster the emergence of AAL services and
systems for ageing well at home, in the community, and at work [5]. The AAL Joint
Programme defines these key objectives for AAL:

• to extend the time people can live in their preferred environment by increasing
their autonomy, self-confidence and mobility;

• to support maintaining health and functional capability of the elderly individuals;
• to promote a better and healthier lifestyle for individuals at risk;
• to enhance the security, to prevent social isolation and to support maintaining the

multifunctional network around the individual;
• to support carers, families and care organizations;
• to increase the efficiency and productivity of used resources in the ageing societies.

Every AAL system is based on pervasive devices typically used in Home Automa-
tion systems, and on Ambient Intelligence (AmI) technologies to integrate devices
and build a safe environment for the assisted person [4]. The main goal of AmI is
to help people in their daily activities, building around them an unobtrusive, inter-
connected, adaptable, dynamic, embedded, and intelligent environment [6]. Humans
can interact with AmI-based systems using natural user interfaces as speech and
gestures. One of the goals of AmI is to allow the user to interact with an AmI system
as it would do with any other human [3].

AAL and AmI systems have to adapt themselves over time to cope with the
changing needs and health conditions of the assisted person. Moreover, they need
to perceive variation in habits that can signal health-related problems or stressful
situations. Applying Artificial Intelligence techniques on this domain seems to be a
promising direction for research [7, 8].

In this paper we present Virtual Carer, a Multi-Agent System (MAS) based on
the Belief-Desire-Intention (BDI) paradigm, which models, integrates and manages
the typical services of an AAL system. The Virtual Carer manages a distributed sen-
sor network formed by ambient and biometric sensors. To increase modularity and
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reliability of the system, each sensor is associated with an agent; thus the system is
resilient to sensor failures and disconnections. Moreover agents, by their own nature,
can be distributed over a network. Depending on the complexity of the system to be
managed, one or more BDI agents are used to form the Virtual Carer Agency (VCA).
The main goal of VCA is to model logical structures, reasoning and behaviours sim-
ilar to those of a human caregiver, transforming data from sensor agents in logical
predicates representing its knowledge base. To perform actions on the monitored
ambient and interact with the assisted person, VCA can collaborate with agents con-
trolling actuators. Thus the system can monitor the health conditions of the assisted
person and facilitate his daily activities.

The rest of the paper is organized as follows. Section 2 deals with some related
works on MAS and AAL; in Sect. 3 the core of the proposed system is described.
Section 4 describes the AgentSpeak implementation of the BDI core of the system,
highlighting the reasons behind the proposed simulation scenarios. In the end some
conclusions are drawn and future work suggested.

2 Related Works

Several definition of agents can be found in scientific literature. Among these,
Wooldridge and Jennings [9] list the main properties of an agent: autonomy, social
ability, reactivity and pro-activeness indicate that agents operate without external
intervention, interact with other agents using some kind of Agent Communication
Language (ACL), perceive the environment answering to changes and are able to
autonomously exhibit goal-directed behaviours. BDI agents are rational agents hav-
ing certain mental attitudes of Belief, Desire and Intention [10]: agent’s beliefs are
its knowledge about the environment, agent’s desires are the goals it should achieve
and agent’s intentions are the goals it is committed to achieve.

MAS and BDI agents with an appropriate knowledge base can meet the guide-
lines of AAL and AmI, being capable to autonomously adapt to context changes
resulting from user activity, device failures, and the addition or removal of devices
and services. Hence, they meet the requirements on modularity and adaptability of
AAL systems [11].

MAS applications in the AAL domain are proposed in several scientific contribu-
tion. Nefti et al. [12] presents a system to monitor patients suffering from dementia, in
which a Risk Assessment Agent, using its knowledge base and information provided
by agents responsible for various ambient sensors, applies a method based on fuzzy
logic to predict risk situations and to trigger proper alarms. In the system described
in [13], an agency provides suitable services analysing user’s goals. In [14] the focus
is on the interaction with the user rather than on monitoring. The work in [15] is
based on Home Automation and describes a small society of BDI agents able to cope
with energy efficiency issues when different devices are available.

The evaluation of AAL systems should include several perspectives, as described
in [16]: at least the points of view of end users (elderly people and their relatives),
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medical professionals and developers (software and systems engineers) are essential
to assess system quality and effectiveness. These perspectives can be combined using
participatory evaluations as proposed in [17].

3 The Virtual Carer Architecture

The Virtual Carer is a MAS modelling a distributed, reliable and modular sensor
network composed by biometric and ambient sensors, and integrating a BDI core
agent (Virtual Carer Agency, VCA). The Virtual Carer is an IT system able to com-
municate with an assisted person, to monitor his health conditions and to control the
environment around him. To cope with a highly variable environment, and following
the BDI paradigm, VCA models reasoning mechanisms and behaviours similar to
those of a human being. The large amount of information used by VCA is repre-
sented by logical predicates, forming its Knowledge Base (KB). VCA chooses the
right actions to perform on the environment with an inference engine applied on its
KB. The VCA works as follows:

• it analyses data provided by sensors and devices forming the system (i.e. by agents
controlling them) and updates its KB;

• when its KB is updated, VCA generates new knowledge using its inference engine;
• with backward reasoning rules applied on its KB, VCA selects the main goal and

chooses (through backtracking) the plan to satisfy it;
• VCA carries out the actions of chosen plan, collaborating with agents responsible

for actuators, in order to directly act on the environment.

Figure 1 shows the basic architecture of the system. The system is composed by the
BDI Virtual Carer Agent, a Register Agent and a number Actuator Agents and Sensor
Agents. The Actuator Agents are responsible for the activation and deactivation of
the devices composing the system, as speakers, lights, monitors and so on. They
must be able to receive requests from other agents and to execute on/off commands
on the devices. The Register Agent is responsible for the database storage of all the
information provided by sensors and of the anomalies detected by the VCA.

Sensor Agents can be distinguished in two types: Ambient Agents and Health
Agents. Ambient Agents are responsible for reading the value of ambient sensors,
for instance the temperature of a specific room. They check if the recorded values
are in a predetermined range: if the value is outside of the range, the Ambient Agent
communicates the anomaly to the VCA. Presence sensors are managed by Ambient
Agents, too. For example, we can consider a Passive Infrared (PIR) sensor: the
Ambient Agent controlling it merely informs the VCA about the presence of someone
in the monitored room. Health Agents, instead, manage sensors measuring values
related to the health conditions of the assisted person. For instance, a Health Agent
can control a heartbeat sensor.

The arrows in Fig. 1 highlight the information flow characterizing the system. The
VCA receives alarms from Sensor Agents when a value is out of the predetermined
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Fig. 1 Virtual Carer basic
architecture

range; in addition, the VCA can directly require to read a value, because the chosen
plan requires data to satisfy the goal. The Register Agent receives and store in a
database values from Sensor Agents and warning and anomalies reports from the
VCA. The VCA can require values from the database to the Register Agent. The
VCA sends request to the Actuator Agents in order to execute actions corresponding
to the adopted plan. For example the VCA can send a request to turn the light on in
the living room because the PIR agent detects the presence of the assisted person.

Sensor and Actuator Agents are implemented using the JADE framework [18]
whilst the BDI agent representing the VCA and the Register Agent are implemented
using JASON and the AgentSpeak language [19]. It is important to notice that the
use of JADE framework allows the communication between agents with FIPA-ACL
messages, ensuring the modularity of the system: different devices can be added any
time simply integrating more agents. JASON is used for the BDI agents composing
the VCA, in order to apply the BDI paradigm, and for the Register Agent, allowing
to store beliefs directly in the database.

4 Simulation Scenarios

To show the capabilities of the proposed architecture, a preliminary implementa-
tion of the Virtual Carer was carried out, simulating its functionalities in a home
environment. The main goal of the simulation is to demonstrate how the proposed
expert system can generate plans, take decisions and perform actions in order to help
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Fig. 2 Belief base examples

Fig. 3 An example of the rules in the VCA’s knowledge base, indicating when a device is admissible,
i.e. available to perform an action

the assisted person in his daily activities. It is important to underline that the Vir-
tual Carer can infer new knowledge and perform actions autonomously, without the
direct intervention of the assisted person. However, as one of the goal of AAL (and
thus of the Virtual Carer) is to improve the patient’s quality of life, the system has
to interact with him, being capable of receive requests and commands. For example
the patient could query the system about his body temperature or request it to turn a
light on. In other words the system has to be intelligent both in its autonomy and in
the interaction with the assisted.

The system was complemented by a BDI agent, the Elderly Agent, modelling
behaviours and activities of the person assisted by the Virtual Carer System. For
simulation reasons the Elderly Agent is able to send messages to other agents of the
system: as an example of the presence detection in a specific room, the Elderly Agent
informs the PIR agent when it moves in the controlled room.

Figure 2 shows some possible facts in the initial belief base of the VCA: the beliefs,
easily understandable thanks to the use of the AgentSpeak language, indicate how
the environment is structured, available sensors and the areas covered by them and
by actuators.

The VCA, in order to perform actions, needs to know information such as the
position of the assisted person, the actuators covering that area, the possibility to
activate an emergency plans. Thus, beside facts similar to those already listed, the
VCA’s knowledge base includes logical rules; Fig. 3 contains some of these rules.

Figure 4 shows the AgentSpeak code for one of the emergency plans used in the
simulation; it is executed when an Ambient Agent, responsible for a temperature
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Fig. 4 Emergency plan for room temperature: the VCA send to the Register Agent the detected
anomaly to store the information in the database, and then informs the elderly

Fig. 5 Plan for the elderly
simulating the request for a
parameter

sensor, reads a value out of the predetermined range. In this case the VCA commu-
nicates the anomaly to the Register Agent and activates the plan “notify” in order to
evaluate if the monitored person has to be notified with some alarms. This notification
is possible thanks to the rules of Fig. 3: the VCA will be able to send the information
of the elderly with the admissible devices, i.e. those present in the current position
of the assisted. A similar plan is activated when the body temperature of the assisted
person is out of a security range.

To simulate the different behaviours of the assisted person, the Elderly Agent
was provided with different plans. In a first simulation scenario, we modelled the
situation in which the assisted person goes to bed and measures its body temperature
(through a plan like the one in Fig. 5) imagining, merely as an example, he is feeling
a weak cold. The main reason behind this plan and others similar is that the system
has to be ready to receive requests from the assisted person, even at the same moment
it is autonomously executing other actions.

The simulation works as follows. At first, the Elderly Agent initializes the VCA
Agent, providing the information about its initial position; then, after 5 s (i.e. the
time necessary to get to bedroom), it informs the PIR Agent of its presence in
the final position. The PIR Agent controlling the bedroom notifies the VCA about the
presence of a person in the bedroom; thus VCA has a new belief (i.e. the presence of
the assisted person in the bedroom), and activates the plan to turn the light on in the
bedroom and to turn it off in the hallway (Fig. 6). Finally, the Elderly Agent sends a
message to the VCA to know its body temperature value. VCA activates a plan that
includes all the actions necessary to require the data from the proper Health Agent
and to communicate it to the Elderly Agent.
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Fig. 6 When the VCA has a
new belief “enter” sent by a
PIR sensor, it updates its belief
base with the new position of
the elderly and activates the
plan “powerOn”

Beside plans similar to the one just described, we simulated plans without an
explicit request by the Elderly Agent, in which the Virtual Carer had to infer the
right actions. A case can be when a window remains open in the bedroom and the
assisted person is sleeping, so the decreasing of room and body temperature should
activate the plan to wake up the person and ask him to close the window.

Of course, the ideal test for the proposed approach should include an AAL scenario
with sensors and devices deployed in a real home environment, allowing to fully
validate the MAS approach. However, the simulations we carried out are adequate
to underline that MAS and BDI paradigm are useful when applied to AAL contexts:

• MAS approach guarantees modularity to the system, in order to cope with the addi-
tion or removal of devices, simply wrapping them with agents (the only require-
ment is that they have to share a common ontology);

• BDI paradigm allows to quickly respond to changes in a dynamic environment,
permitting to compose a system able to act in a goal-oriented way.

5 Conclusions

We described a MAS approach to AAL to deal with a dynamic environment, moni-
toring the health conditions of an elderly or disabled person. The core of the system
is a BDI agent representing a Virtual Carer. The Virtual Carer collaborates with
other agents modelling various sensors and devices to simplify the daily activities of
the assisted person and to trigger alarms when something is wrong with parameters
regarding his health conditions.

We tested the system considering several simulation scenarios and representing
the assisted person using another BDI agent. Several plans were taken into account,
modelling different actions performed by the Elderly Agents (e.g. movements, direct
requests, changing of health parameters). Tests highlight that the Virtual Carer can
both act autonomously and react to received commands. Tests also confirm that MAS
and BDI paradigm improve modularity and adaptability of AAL and AmI systems.
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The Multi-Agent approach guarantees the modularity and the distribution of the
system, whilst the BDI paradigm permits to react to changes in the environment and
in the needs of the assisted person. Thus the Virtual Carer architecture could represent
a “sketch” for AmI systems, providing an agent structure to model distributed sensor
networks associated to reasoning modules. The carried out simulations highlight that
Artificial Intelligence can provide a significant contribution in the development of
systems with the aim to improve the quality of life of elderly or disabled people,
especially in the proposal of autonomous solutions capable of adapting to dynamic
contexts and in the representation of human mental attitudes.

As future work more insightful tests have to be conducted: a real AAL scenario,
i.e. a daily-used home environment equipped with devices and sensors, where an
assisted person can live, is beyond our possibilities at this stage of the work, but is
the only way to fully validate the proposed approach. The next step could be towards
the integration of more technologies in the Virtual Carer system: for example those for
video surveillance described in [20] could be useful with the purpose of monitoring
the conditions of the assisted person, ensuring its security. The integration with
Human-Computer-Interaction techniques, especially voice and gesture recognition,
will be investigated, trying to improve the communication between the expert system
and the assisted person, enabling him to interact in a natural way as he would with a
human caregiver. Finally, the Virtual Carer could be integrated in health information
systems to simplify the communication with the medical personnel: a multi-agent
architecture, as proposed in [21], can simplify the integration of multiple information
sources.
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Expert System for Wearable Fall Detector

Gabriele Rescio, Alessandro Leone and Pietro Siciliano

Abstract Falling down can cause moderate to severe injuries, increasing the risk of
death among elderly. For this reason there is a substantial growth of Ambient Assisted
Living technologies, including smart environments, in order to support elderly and
fragile people in potentially dangerous situations. The paper describes an expert
system based on a wireless wearable low-cost accelerometer able to automatically
detect falls, generalizing the detection of critical events in several practical condi-
tions. The algorithmic scheme appears invariant to age, weight, height of people and
relative positioning area (even in the upper part of the waist), resulting compliant with
many commercial wearable devices. Experimental results show high generalization
properties and better performances than well-known threshold-based approaches.

1 Introduction

The main reason for the development of the presented system is to allow partially self-
sufficient people to live safely in their own homes as long as possible. The problem of
falls in the elderly has become a health care priority due to the related high social and
economic costs [9]. Many solutions have been proposed in detection and prevention
of falls and some excellent reviews have been presented [9, 10, 13]. The availability
of miniaturized low-cost MEMS accelerometers on the market and the new reliable
wireless communication technologies allow the realization of affordable wearable
systems useful for daily activities monitoring [4]. However, this kind of technology
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presents some drawbacks: they are prone to be forgotten, worn in a wrong body
position or accidentally damaged. Regarding fall detection, an accelerometer-based
solution presents some advantages respect to vision or acoustic sensors: just one sen-
sor needs to be used, re-design of the environments is not required and ethical issues
(such as privacy) are always satisfied. On the other hand, camera-based or acoustic-
based approaches are non-invasive [6] since contactless solutions. In this paper a fall
detector through a wearable tri-axial MEMS accelerometer is presented. The pro-
posed solution overcomes the limitation of well-known threshold-based approaches
[1] in which several parameters need to be manually estimated according to the
specific features of the end-user. In particular, a machine learning scheme has been
used and high generalization capabilities in the fall detection discrimination process
have been recovered. The expert system uses robust features extracted taking into
account important constraints and/or requirements of mobile solutions (workload).
The extracted features are (quasi-) invariant both to specific characteristics of the
mounting setup (device on chest, on waist, on abdomen) and specific characteristics
of the end users in terms of age, weight, height and gender.

2 Framework Overview and Materials

The main computational steps of the software architecture are data acquisition, noise
filtering, data pre-processing, system calibration, feature extraction and classifica-
tion. Each step is described in the following sections. The capability of the system to
detects a fall is evaluated by using a state-of-the art supervised classifier, according
to the procedure described in [5]. The algorithmic framework has been developed
by using the wearable device [12] composed by commercial discrete circuits.

The system integrates a ST LIS3LV02DL tri-axial MEMS accelerometer with dig-
ital output, an FPGA for computing functionalities and a Zigbee module for wireless
communication up to 30 m, suitable for indoor contexts. The power consumption is
about 190 mW in streaming mode and 9 mW in idle. The wearable device can operate
in streaming mode (raw data are sent via ZigBee to an external computing platform
for data analysis with a 10 Hz frequency) or in standalone mode. In the last release of
the device a threshold-based fall detector has been integrated on the on-board FPGA
and the implementation has been used as comparison item for the evaluation of the
proposed scheme. Raw data are in hexadecimal 16-bit and represent the acceleration
values with full scale in the range ±2 g for higher sensitivity. The accelerometer is
DC coupled (it responds up 0 Hz) and it measures both static and dynamic acceler-
ation along the 3 axes, describing the 3D spatial relative position of the person who
wears it. Generally speaking, the accelerometer measures the projection of the grav-
ity vector on each sensing axis. Assuming a particular axis, the component of the
acceleration (amplitude A, Eq. 1) is defined according to the value of the sin of the
angle α between the considered axis and the horizontal plane, which is perpendicular
to the Earth’s gravity component (g):

A = gsin (α) (1)
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In this way, if the accelerometer relative orientation is known, the resulting data can
be used to determinate angle of the user posture respect to the vertical direction.

3 Self-Calibration System

The acceleration data on three axes (Ax, Ay, Az) were read out from the device worn
by a user during the data collection. Data were stored and converted from hexadecimal
to decimal format to be compliant the implemented software. A normalization step
has been used in order to represent acceleration data in the range ±2 g. The samples
coming from the device are filtered out by a low pass 8-order, 8 Hz cut-off FIR
(Finite Impulse Response) filter to reduce the noise due to electronic components,
environment and human tremor. In order to handle correctly pre-processed data,
a calibration procedure has been accomplished by recovering the initial conditions
after the device mounting. During the step, the correct placing of hardware is verified
by checking if two acceleration axes are orthogonal to Earth’s gravity g (Fig. 1): the
acceleration values measured on the two orthogonal components must be close to
zero. The calibration procedure is achieved by the following steps:

1. The user wears the device in a still standing position for 10 s, as shown in Fig. 1.
2. The calibration routine calculates the average of the acceleration (Ax0, Ay0, Az0)

on each axis over this period.
3. If (Ax0, Ay0, Az0) are close to those expected (−1, 0, 0 according to Eq. 1), the

calibration routine finished and (Ax0, Ay0, Az0) is the reference in the features
extraction.

The calibration procedure is concluded if the initial measured values do not differ
more than 30 % from the expected ones and the values Ax0, Ay0 and Az0 will be
recorded and used as references in the feature extraction phase. Otherwise, a routine to
compensate the sensed misplacement is enabled and the angles displacements of the
sensor axes (αAx0, αAy0 and αAz0) are calculated using the following trigonometric
Eq. 2:

αAx0 = arctan

⎛

⎝ Ax0√(
Ay0

)2 + (Az0)
2

⎡

⎢ , αAx0 = arctan

⎛

⎝ Ay0√
(Ax0)

2 + (Az0)
2

⎡

⎢ ,

αAx0 = arctan

⎛

⎝ Az0√
(Ax0)

2 + (
Ay0

)2

⎡

⎢

(2)

These values are stored and will be used for the correction of the misplacement
during the feature extraction phase.
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Fig. 1 Mounting position and
calibration

4 Robust Feature Extraction

Robust features are extracted in the time domain by considering both quick and
relevant acceleration changing along each axis (due to the fall) in a 5 s sliding window
and the posture changing registered after the shock. The aim is to produce robust
features, taking all the information able to discriminate falls from other events. It
is also important that such features have a low dependence on both the position of
the sensor (whether it is placed on the waist, on the chest or on the abdomen) and
the human body characteristics of the user. For the features extraction process, both
critical and post fall phases are of interest and corresponding two kind of features are
extracted. In the former, the shock is measured due to the impact toward the floor plane
and a dynamic acceleration changing is registered. In the latter (the body is already
lying) the static acceleration value records a great change due to the new position of
the individual with respect to the calibration phase. The posture changing with respect
to the initial condition (Ax0, Ay0, Az0) can be realized through the static information
of acceleration which varies with the inclination of the accelerometer sensing axis.
Hence the difference between the value of the 3D-static acceleration after the fall
and the one stored in the calibration phase will result in an offset, called Changing
Position Offset (CPO), which is proportional to the user displacement. In this way,
a study of posture was not made: only the relative varying posture analysis was
considered, causing a computational cost reduction and mounting setup invariance.

If the device is not worn correctly, the routine to compensate the device mis-
placement is enabled (see Self-calibration system section). In this case, for the CPO
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Fig. 2 Extracted features for simulated falls and ADLs (the device is on the waist)

calculation, the axes angles of the sensor in the initial condition (αAx0, αAy0 and
αAz0) need to be taken into account. The CPO value for x-axis is obtained as:

CPO = ⎣
⎣sin

(
αAx − αAx0

)⎣⎣ , (3)

where αĀx is the X-axis angle of the sensor during the post-fall phase; it is calculated
considering the static averaged acceleration Ā and the same trigonometric equation
used in (2):

αAx = arctan

⎛

⎝ Ax√(
Ay

)2 + (
Az

)2

⎡

⎢ , (4)

The same procedure must be done for the two other axes. Thanks to this routine the
problems of device positioning are strongly reduced at the expense of an increase in
the computational costs.

The feature vector is made up by three parameters, one for each acceleration
component. It makes sense to consider the acceleration signal on each axis singularly,
because a fall event leads to a change in the value of the static acceleration in at least
two of the three acceleration axes (due to the orientation change of sensing axes).
In Figs. 2 and 3 the features of a sequence of falls and daily events, when the device
is worn on the waist and on the chest, are shown. So it is evident that the features
obtained discriminate the falls from typical Activities of Daily Living (ADLs) also
when the device is placed in other area of the torso.

5 Supervised Classification and Experimental Results

Once features are extracted, the fall events are detected by a One Class Support Vector
Machine (OC-SVM) which is less computationally intensive than other algorithms
like neural networks [7]. SVM is a robust classification tool (in presence of outliers
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Fig. 3 Extracted features for simulated falls and ADLs (the device is on the chest)

too) with a good generalization ability. OC-SVM divides all samples into objective
field and non-objective field and then non linearly maps those sample into high
dimensional features space with some efficient functions, called kernel function. The
commonly types of kernel found in literature have been tested. They were analyzed
using Matlab tool STPRtool [2], changing the values of key parameters as described
in [11]. For the extracted features, the optimal kernel are Gaussian Radial Basis
Function (GRBF) [14] and polynomial, as better detailed in the following.

The OC-SVM classifier has been trained by using about 40 falls and 50 ADLs
belonging to a large dataset in which more than 250 falls and 200 ADLs were per-
formed compliant the specifics proposed in [8]. The remaining 210 falls and 150
ADLs have been used for testing. To validate the implemented algorithmic frame-
work, the previously described dataset has been considered. The performances of
the system have been evaluated considering two normally used metrics, sensitivity
and specificity [8], respectively. The algorithm is tested when the device is placed
on waist, abdomen or chest. GBRF and polynomial kernel functions give the best
results in terms of performance, even the polynomial kernel shows a lower com-
putational cost (relative number of support vectors and relative execution time are
considered). In particular, GRBF (with σ = 3 and C=2) and the Polynomial (with
P=3 and C=2.8) provide similar values of specificity and sensitivity but the last
one works faster and its number of vectors is slightly lower. Misclassifications are for
falls presenting slow dynamics or falls with partial recovery. The implemented SVM
improves in the specificity and sensitivity respect to the threshold-based approaches
detailed in [1, 3], as reported in Table 1. As already discuss, the two fall detection sys-
tems have in common hardware, benchmark dataset and training/test sets. Of course,
the computational cost of threshold-based is lower than the implemented expert sys-
tems, but it suffers in detection rate due to high false positive and true negative.
Since the number of features is compact and the computational cost of the extracted
features is low, the overall system workload is compatible with an integration in
embedded low-power solutions (DSP, FPGA, microcontroller).
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Table 1 Comparison of the proposed OC-SVM method and threshold-based algorithm detailed
in [3]

Sensitivity (%) Specificity (%) Relative execution time

OC-SVM (Polynomial C=2.8, P=3) 97.7 94.8 1x
OC-SVM (GRBF C=32, γ =3) 97.4 95.2 1.5x
Threshold-based 89.5 85.7 0.3x

6 Conclusions

The proposed supervised scheme overcomes the limitation of well-known threshold-
based approaches in which a heuristic choice of the parameters is accomplished. A
specific study on postures was not made in order to make a low computational power
system. A new inferred information has been computed (Changing Position Offset) in
order to intrinsically acquire relevant posture changing with possible affection on fall
events. The calibration step guarantees the generalization of the approach in terms of
invariance to physics characteristic of the end-users, during the fall detection process.
High performances in controlled conditions (simulated events) in terms of sensitivity
and specificity were obtained using only the 20 % of dataset for training purposes.
Performance metrics of different kernels in One Class SVM have been compared and
the best results are obtained with polynomial function and Gaussian Radial Basis
Function, even the polynomial kernel presents a limited workload. Future works are
addressed both to validate the solution in real conditions, to test the methodology
with a large set of different MEMS accelerometers and to port the framework on
embedded mobile solutions.
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Quality of Kinect Depth Information
for Passive Posture Monitoring

Enea Cippitelli, Samuele Gasparrini, Ennio Gambi
and Susanna Spinsante

Abstract The availability of a low cost device incorporating RGB and depth sensors,
such as the Microsoft Kinect device, has enabled a plethora of applications and
solutions aiming at automatic monitoring of gait and posture, in order to assess the
subject’s behavior and possibly prevent future health problems. This paper discusses
the quality of the information provided by the depth sensor the Kinect device is
equipped with, in order to assess the precision of such information, in different
operational contexts, and properly identify the performance that may be reasonably
expected from the adoption of such device, in the field of passive monitoring of
gait and posture. Some techniques borrowed from the image processing field are
also suggested, in order to improve the depth information in specific conditions, by
means of a low complexity post-processing of the raw depth data.

1 Introduction

The availability of a relatively low cost device featuring both an image and a depth
sensor, such as the Microsoft Kinect sensor device, has enabled a plethora of applica-
tions aiming at adopting such a device for posture or gait monitoring and evaluation.
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Several studies have shown the importance of long term monitoring and measuring
of a person’s gait and posture, in order to implement automatic solutions for gait
assessment and falls prevention [1, 2]. As long as a passive monitoring system may
be used, the results obtainable are considered more reliable and adherent to the real
conditions of the subject observed [3, 9]. As a matter of fact, a noninvasive monitor-
ing system does not affect the natural and genuine subject’s behavior and movements,
with respect to a system adopting wearable sensors or accelerometer based devices.
In the framework of Ambient Assisted Living (AAL) technologies, this could lead
to the availability of datasets related to long-term observations of subject’s behav-
iors, useful for different kinds of analyses and evaluations. Further, a device that
integrates depth and camera sensors can be even adopted as a low-cost alternative
to more complex systems, for real-time motion capture and body tracking in health
applications, such as physical exercise of elderly population [5]. In [7], Stone et al.
discuss the initial results provided by a gait monitoring system based on the Kinect
sensor, in the real life scenario of an independent living facility for older adults.
The system is able to monitor the subjects, and to identify walking sequences, so
that habitual and in-home gait parameter estimates may be automatically generated.
In the proposed study, the focus is not on the precise and exact evaluation of the
movements performed by the monitored subjects, but on the proper identification of
the types of movements. Other experiments, such as the ones discussed by Ren et al.
in [6], and by Wan et al. in [8], highlight the need of estimating the precision of the
Kinect sensor in providing depth information, as that specific information is the one
used to enable Human Computer Interaction (HCI), and gesture recognition, that is
preparatory for issuing proper commands to a given system. The geometric accuracy
of the depth data provided by Kinect is also analyzed by Khoshelham [4], with a
specific reference to the field of mapping and 3D modelling. The author presents
a theoretical model of the error affecting the depth estimation, which exhibits a
quadratic trend with respect to the distance between the sensor and the target. The
same trend is confirmed by the experimental evaluation presented in this paper, in
which the focus of the study is specifically devoted to indoor environments that may
host AAL systems. As a matter of fact, continuous, ongoing assessments of physi-
cal function would help older adults live more safely in independent settings, while
also facilitating targeted medical interventions when needed. The Kinect sensor, as
a passive and noninvasive means to monitor the behaviors of a subject in his living
environment, may consequently have a relevant role in enabling truly effective AAL
solutions, for real life adoption.

The paper is organized as follows: Sect. 2 describes the setup installation, and the
Kinect performance in gathering depth information, with respect to relative distance
and direction between the target and the sensor. Depth resolution and edge detection
capability are discussed in Sect. 3, whereas Sect. 4 suggests a possible low complexity
post processing to improve the edge information obtained from depth data collection.
Finally, Sect. 5 concludes the paper.
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Fig. 1 Transient behavior of the sensor in depth information acquisition: a single pixel, b area of
400 pixels (average), at a distance of 1,500 mm

2 Experimental Setup and Preliminary Evaluations

The performance provided by Kinect in gathering depth information are analyzed,
with respect to two main parameters that may affect the acquisition process, i.e.
relative distance, and direction between the sensor and the target. Situations typical
of videosurveillance applications, in which the sensor is usually located in elevated
position with respect to the ground (on the ceiling), with a quite relevant tilting angle,
are not considered in this paper, and should deserve specific evaluation.

The device used is a Kinect for Xbox sensor, operated through the Microsoft v1.5
SDK. In order to ensure that data variations may be ascribed to the sensor itself, and
not to the target (for example, due to uncontrolled movements), tests are run by using
a fixed object as a target: a wood block of dimensions 39.6 × 35.1 × 1 cm. Such a
block is located at a distance of 1,000, 1,500, 2,500, and 3,500 mm from the sensor,
at three possible directions (0◦, ±20◦). The Kinect sensor is elevated at 77.8 cm from
the ground, whereas the target object is at an height of 87.4 cm. At each test, 25 depth
frames are collected; the sensor works at a rate of 30 frames per second, with a frame
format of 640 × 480 pixels.

As a preliminary evaluation, in order to correctly perform the acquisition process,
we are interested in recognizing possible transient effects due to the sensor. To this
aim, 2,000 depth frames of dimensions 320×240 are collected at 30 fps, starting from
the time instant at which the sensor is switched on. Depth information is acquired,
referred to a single pixel, and to a set of 400 pixels located in the central area of the
target object. Figure 1a, b show the quite different transient behavior of the depth
information referred to a single pixel, and to pixels in the central area of the target
object, respectively. When a single pixel is considered, the depth information may
vary in a range of 6 ÷ 7 mm, whereas, if the average behavior of a set of pixels
is analyzed, the variation range amounts to 2 mm only. The depth value provided
by the Kinect sensor for a single pixel may vary only by integer multiple of the
resolution range; when a 20 × 20 pixels area is considered, the average depth value
is less affected by time variability, and the amount of depth variation is reduced. In
fact, adjacent pixels of the same area do not exhibit correlated depth variations over
different frames, and the average operation reduces the impact of single pixel depth
variability. Transient variations in the depth information are still present after 60 s
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Table 1 Estimation of depth variability range (Δ) with respect to relative distance (d) and direction
(ϕ) between the target and the sensor

Distance d (mm) ϕ = −20◦ (mm) ϕ = 0◦ (mm) ϕ = +20◦ (mm)

Δ = 12 Δ = 12 Δ = 12
1,000 [1004, 1007, 1010, 1013, 1016] [995, 998, 1001, 1004, 1007] [1013, 1016, 1019, 1022, 1025]

Δ = 27 Δ = 20 Δ = 27
1,500 [1502, 1509, 1515, 1522, 1529] [1502, 1509, 1515, 1522] [1515, 1522, 1529, 1536, 1542]

Δ = 75 Δ = 55 Δ = 73
2,500 [2505, 2523, 2542, 2560, 2580] [2505, 2523, 2542, 2560] [2487, 2505, 2523, 2542, 2560]

Δ = 147 Δ = 147 Δ = 147
3,500 [3493, 3528, 3565, 3602, 3640] [3493, 3528, 3565, 3602, 3640] [3493, 3528, 3565, 3602, 3640]

from the sensor switch on time instant, but they are negligible in the case of a whole
pixel area. In any case, in order to avoid additional noisy effects on the data acquired,
due to the intrinsic features of the sensor, depth data will be processed following an
initial time interval of 60 s acquisition.

In a second evaluation step, the performance of the Kinect sensor in depth esti-
mation are analyzed, with respect to the relative distance and direction between the
sensor and the target object. Table 1 shows how the range of depth values assigned by
the sensor to pixels belonging to the same area of the target object changes, accord-
ing to the distance at which the target is located, and its direction with respect to the
sensor. Ideally, all the pixels belonging to the same area of the target object should
be recognized as located at the same depth from the sensor; Table 1 shows that, on
the contrary, the sensor performance are affected by both distance and direction. At
the shortest distance of 1,000 mm, the depth information is provided with the high-
est precision: the variability range is only 12 mm. This value differs from the one
obtained by analyzing the behavior of the sensor on a single pixel. This is due to the
fact that each pixel in the area 20 × 20 exhibits uncorrelated depth variations with
respect to adjacent pixels, and the range of variation is evaluated over all of them.
Looking at Table 1 for a distance of 1,500 mm, similarly to the results shown for a
single pixel, the discrepancy between adjacent depth samples amounts to 6 ÷ 7 mm,
but, within the 20 × 20 pixels area, up to 5 different depth values are provided by the
sensor, for a total variation range equal to 27 mm. When looking at a single pixel,
such a behavior cannot be evidenced, as its depth may take only up to two different
values, differing by an amount of 7 mm. In the test setup adopted, the target object is
located on a cart, in order to have an acceptable ground elevation. The depth image
captured by Kinect shows a noisy contribution in the bottom area, near to the floor,
where light reflections are able to reduce the sensor precision. In any case, the tar-
get object is properly identified, at any possible direction (ϕ = 0◦,+20◦,−20◦),
and its edges clearly defined. As long as the relative distance between the sensor
and the target object increases, the precision of edge detection decreases, and pixels
belonging to the edges of the object exhibit a greater variance around an average
value. When the relative distance between the sensor and the target object increases,
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Fig. 2 Depth resolution pro-
vided by Kinect for different
values of its distance from the
target object

up to 3,500 mm, it is clear that the precision in the definition of the object edges is
reduced and the variance of the depth information grows. The behavior described
by the tests discussed above leads to the definition of specific requirements, accord-
ing to which a range of acceptable distances and directions between the sensor and
the target is defined, in order to ensure the correct performance in depth estimation.
The suitability of the Kinect sensor for a specific posture monitoring application
shall be taken into account in order to ensure the expected performance in terms of
precise estimation.

3 Depth Resolution and Edge Detection Capability

A second issue that is interesting to evaluate deals with the depth resolution supported
by Kinect. In this context, the term resolution is intended as the shortest depth range
the Kinect is able to detect.

3.1 Depth Resolution in the Case of Generic Target Object

The same tests discussed in Sect. 2 are considered, and depth frames analyzed indi-
vidually. A central area in the target object is selected, of 40 × 40 pixels; the pixels
are ordered in an increasing fashion, and their multiple occurrences rejected. By this
way, the smallest gap between two consecutive values represents the depth resolution
provided by the sensor. As shown in Fig. 2, when the distance between the sensor and
the target object increases, the depth resolution grows: it goes from 3 @ 1 m from the
sensor, to 35 @ 3.5 m distance from the sensor, thus featuring a reduced precision
in depth estimation. Tests performed by varying the relative direction between the
sensor and the target object have shown that this parameter does not affect the depth
resolution supported by Kinect, that does not vary according with ϕ.
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Fig. 3 Kinect joints definition and classification (dummy case)

3.2 Depth Resolution in the Case of Human Subject

The evaluation of the depth resolution provided by Kinect is important when dealing
with human subjects, that feature more complex shapes to be observed by the sensor.
In applications adopting the Kinect sensor for posture and gait monitoring, the depth
information detected on human shapes is important in order to understand the sub-
ject’s conditions (if standing, or sitting, or fallen), and even to evaluate the accuracy
of movements and gestures performed for rehabilitation purposes. When focusing
a human shape, the Kinect is capable to extract so called joints, i.e. specific points
in the shape corresponding to so called repere points, such as: left and right hand,
wrist, elbow, shoulder, hip, knee, ankle, foot, and so on. For easiness of discussion,
we consider two sets, the top joints and the bottom joints, as depicted in Fig. 3, for
the case of a dummy.

To detect all the joints in a human shape, it is necessary to ensure a distance from
the sensor in a specific range; two distances are considered, i.e. 2.5 and 3.5 m. Depth
variations are estimated for either a dummy and a real human subject focused by
the sensor. The idea is to highlight possible variations in depth estimation that are
due to the unavoidable and accidental body movements featured by a human being,
apparently standing fixed in front of the sensor.

Figure 4a, b show the variance in depth estimation for the top and bottom joints
of a dummy and a human being, at a distance of 2.5, and 3.5 m from the sensor,
respectively. Irrespective of the distance at which the target is located, the depth
information of the joints extracted by Kinect from the human target features greater
variance than the corresponding one provided by the dummy. It is possible to ascribe
such a behavior to the accidental but unavoidable small movements performed by
a human being, even when it is apparently standing fixed in front of the sensor. In
fact, the top joints of the dummy have an almost null variance, thanks to the truly
static and fixed position of the dummy in front of the sensor. Moving from a distance
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Fig. 4 Variance (in mm2) in depth estimation for: a d = 2.5 m, and b d = 3.5 m, in the case of
human subject and dummy (please note that different scales are used in the graphs)

of 2.5–3.5 m, the number of noisy joints increases; especially the top joints get
more affected by uncertainty on their real depth value. Bottom joints are basically
affected by disturbances in depth estimation due to light reflections from the ground,
given the test setup depicted in Fig. 3. Bottom joints in the dummy, expecially those
corresponding to the feet, exhibit greater noise effects than in the human subject:
looking at Fig. 5, it is clearly shown that the Kinect sensor is not able to correctly
understand the position of the dummy feet, which is quite unnatural. In fact, the
coordinates of the feet joints provided by Kinect show great variability during the
acquisition process, as the sensor is not able to match the position of the dummy feet
to any of its embedded body models.
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Fig. 5 Detail of feet joints location by Kinect, dummy case

Fig. 6 a Depth map referred to two subjects focused by Kinect (left dummy, right human subject),
b Edge detection on original depth frame (left), and median filtered depth frame (right), for the case
of a human subject at a distance of 2.5 m

3.3 Depth Resolution in the Presence of Two Targets

The performance provided by Kinect in depth resolution are affected by the number
of subjects focused by the sensor, at the same time. To check this effect, we tested
the depth resolution capabilities of the sensor when the dummy and a real human
subject are monitored by the device, at the same time.

By comparing the depth evaluation results in the presence of two subjects, to
the previous tests executed at a distance of 2.5 and 3.5 m, it is possible to evidence
a decrease in performance, particularly in the case of the dummy. As a matter of
fact, the dummy exhibits an unnatural posture (see the position of the feet), that is
hardly understood by the sensor, thus providing a less precise estimation of the joints
position. The depth map shown in Fig. 6a, referred to both the subjects (dummy and
human), has been obtained by computing, pixel by pixel, the variance of their depth
value over 25 consecutive frames. The numerical values corresponding to the plot
herein provided show a greater amount of noise in the dummy shape, with respect
to the human one, and confirm the strongest impact of disturbances on the bottom
joints.
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4 Edge Detection Based on Depth Information

The variance in the depth estimation featured by Kinect when dealing with a human
subject, as discussed in Sect. 3.2, affects the correct detection of the edges in the
human shape. On the contrary, an accurate edge detection can be important when
the goal of an application is to monitor and check the precision of the movements
performed by the subject, e.g. during a rehabilitation session remotely guided by a
health operator. In the case of the generic object (not human), the variations in the
edge estimation due to different distances and relative directions between the sensor
and the target are limited to a few pixels, and do not affect the sensor capability of
correctly locating the shape edges on the depth map.

Depth frames are generated on board the Kinect sensor, and it is not possible to act
on the sensor itself in order to improve the quality and precision of the information
generated. However, it is possible to apply post-processing algorithms to improve,
for example, the precision of the edges extracted from the depth maps. Edge detec-
tion and extraction play an important role in any application devoted to posture and
gait analysis, as the subject segmentation allowed through edge detection may dra-
matically decrease the amount of data that are to be analyzed in order to identify
and track the subject’s movements. It has been shown above that as long as the dis-
tance between the subject and the sensor increases, pixels located along the target
edges are affected by greater variance. The same pixels are also used to perform edge
detection; as a consequence, we aim at applying post-processing algorithms to the
depth frames provided by Kinect, in order to improve the obtainable performance in
edge detection.

A first simple algorithm that is applied to improve edge detection is a median filter,
i.e. a filter of dimension N × N pixels, that is ideally shifted over the depth frame, to
replace the value of the central pixel with the median value of the neighboring ones.
Once the median filter has been applied, a Sobel operator on the filtered depth image
provides the edge detection results. Fig. 6b shows the different outcomes of the edge
detection step in the case of the original and the median filtered depth frame, for a
human subject. The median filter acts on a 7 × 7 pixels basis; the improved edge
detection is quite evident, and confirmed at a distance of 2.5 and 3.5 m.

5 Conclusion

This paper presented a set of preliminary results about the evaluation of the precision
and resolution features of the depth information provided by the Kinect sensor, in
different operational conditions. Tests have been performed by considering either
a generic static object, a dummy, and a human subject, in order to evidence pos-
sible differences in the behavior of the sensor, with respect to the focused target.
The analyses performed allow to say that after a few seconds from the switch on,
the Kinect provides quite stable data about the target location; the depth resolution
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featured by the sensor decreases when the relative distance from the target increases.
Accidental and unavoidable movements by a human subject, even when standing
apparently fixed in front of the sensor, reduce the precision in joints detection and
depth estimation. Current research is focused on establishing specific guidelines for
the correct use of Kinect in posture and gait monitoring and analysis applications,
according to the performance provided by the sensor, and partly presented in this
paper.
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A Wearable Multi-sensors Device for AAL
Environment

Francesco Montalto, Valentina Bianchi, Ilaria De Munari
and Paolo Ciampolini

Abstract MuSA (Multi Sensor Assistant) is a wearable multi-sensor device designed
for elderly people monitoring. The system features healthcare services equipping a
fall detector, a user alarm button, heartbeat, breathing rate and body temperature eval-
uation. By integrating MuSA in an ambient-assisted living framework, CARDEA,
data fusion approaches can be implemented to obtain a behavioral profile which can
be significant for the caregivers. The objective is to provide a set of features that
integrated all together may foster a safe, independent and autonomous life to elderly
in their home in accordance to the AAL (Ambient Assisted Living) paradigm. This
paper describes the main concepts of MuSA and the details of the single functionali-
ties. The suitable low-cost approach and the adequate quality of the system response,
at the same time, have been proved by field tests of the device.

1 Introduction

The population is increasingly becoming older and a growing amount of people is
facing weakness and disability problems. In 1999, the World Health Organization
(WHO) launched a new campaign called “Active Ageing” [1]. With this initiative the
WHO aims to improve the quality of life as people age, allowing people to realize
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Fig. 1 Use of PIR sensors to
evaluate quantity of activity

their potential for physical, social, and mental well-being throughout the life course
and to participate in society, while providing them with adequate protection, security
and care.

In this context the technology may play an important role both through the Assis-
tive Technologies (AT) used to increase, maintain, or improve functional capabilities
of individuals with disabilities and the Ambient Assisted Living (AAL) for an inde-
pendent, autonomous and safety life at home. Exploiting the fusion of these two
technologies new assistance and monitoring services can be carry out.

For example it is possible to collect the information from AT and AAL systems
and process them to evaluate a person wellness and the evaluation of his health status,
doing a sort of behavioral analysis.

A simple behavioral analysis can already be done using some simple information
from environmental sensors used in AAL systems. Our project among the AAL
environments is called CARDEA [2]. It is based on TCP/IP communication, i.e., all
the system components are connected to the same Local Area Network. It features the
capability of controlling a wide range of environmental sensors and home appliances
and includes “assistive” interface modules (vocal, brain-computer); it also enables
full web-based monitoring and control through a simple user interface. A wireless
sensor network (WSN) contributes to the system architecture as well, dealing with
mobile devices. Here, we shall refer to a WSN based on the IEEE-802.15.4 (ZigBee)
standard protocol, exploited for the implementation of the wearable sensor described
in the following.

An example of behavioral analysis obtained from environmental sensors is
depicted in [3]: by tracking the activity of the PIR sensors we are able to quan-
tify the activity of the person who lives in the room, and to outline a trend in his
habits (Fig. 1).

Although this approach is simple to implement, environmental sensors have some
limitations. First they are not able to distinguish which person has been detected and
second they are strictly related to fixed positions.

Our purpose is to extend the behavioral analysis to wearable sensors in order to
evaluate more information about people status. Wearable sensors are useful for early
risk detection and continuous health monitoring that play an important role among
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Fig. 2 MuSA

the assistive functions in the home environment. Many technological solutions have
been developed in order to monitor personal activities and vital signs. In this area,
Wearable Monitoring Health Systems (WHMS) realize consumer operated personal
prevention and early risk detection [4]. A variety of prototypes and commercial
products have been designed with the aim of providing real-time information about
a person’s health, either to the user himself or to a specific caregiver.

In this paper, MuSA, Multi Sensor Assistant, will be described (Fig. 2). It has
been conceived for personal activity and vital parameters continuous supervision
[5]. MuSA has been specifically developed to be embedded in CARDEA even if
it is able to communicate with any Ambient Assisted Living (AAL) systems. Our
aim is to extract useful information from the raw data obtained from the sensors
implemented on MuSA. By processing these data on-board we send only significant
information to CARDEA. Finally, from the vast availability of information coming
from wearable sensors and environmental sensors, data fusion can be performed in
order to obtain reliable behavioral analysis and hence a good awareness of people
status.

2 MuSA

MuSA is a wearable multisensor platform, specifically designed with assistive
purposes. It is compliant with ZigBee 2007 PRO standard protocol, and the Home
automation standard profile thanks to a CC2531 SoC [6]. MuSA is designed to be
worn at belt or at chest: it is quite small (78 × 48 × 20 mm), and lightweight (about
70 g, Li-Ion battery included). Different functions can be implemented on the same
platform, basic configuration of MuSA includes a call button and automatic fall detec-
tion. MuSA can be extended with further functions, hosted by the same hardware
platform: a single-lead ECG system is used to evaluate heart rate and respiration
rate using EDR technique [7] and a NTC thermistor is included to evaluate body
temperature. All of the signal acquisition and processing is carried out by MuSA on-
board circuitry: detection of abnormal behaviors or deviation of vital signs from their
“normal” range is carried out by this device. Radio communication is hence kept at
a bare minimum (alarm messages and network management), saving battery energy.
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Two basic building blocks can be identified: a IEEE 802.15.4 radio transceiver, and a
microcontroller taking care of ZigBee stack management. The same microcontroller
is exploited for digital signal processing. The board also includes sensors and analog
front-end circuitry needed to acquire vital signs.

2.1 Fall Detection

Fall movements can be quite different, depending heavily on the actual situation.
In literature three different kinds of most common falls for an older adult can be
found: fall during sleep, from the seated position and from standing up to lying on
the floor. Whereas the first two can be somehow monitored by means of bed- or
chair-occupancy sensors the last one (also being the most frequent kind) requires a
smarter automatic detectors. Basic fall detection algorithms exploit threshold com-
parison [8]: since falls are often associated to acceleration peaks, current acceleration
(the Euclidean norm of the acceleration vector, actually) is checked against a given
threshold, which depends on personal physical features (height, weight, etc.). How-
ever, tuning such a threshold is critical: hence a more reliable detection strategy is
exploited: MuSA correlates acceleration pattern with postural information.

A tri-axial MEMS accelerometer, LIS331DLH [9], has been chosen here to
evaluate human body position and orientation. The implemented algorithm detects,
at first, specific acceleration peaks and then evaluates the eventual variation of the
body orientation. Observing Fig. 3, the CC2531 reads the acceleration components
from the accelerometer every 16 ms, then MuSA computes the acceleration norm and
compares it to a particular threshold. If this condition takes place, it is necessary to
look for the tilt angle computed just before and after the acceleration peak. The scalar
product of the static acceleration components, before and after the acceleration peak,
is used to evaluate the orientation by comparing this value to a suitable threshold, in
order to detect an actual fall.

2.2 Heart Rate

Heart activity monitoring is necessary to promptly identify a person’s abnormal heart
rate rhythms (i.e. arrhythmia, tachycardia, etc.). Moreover this analysis can be useful
to combine heart information with motion data, in order to classify human activities
[10, 11].

In order to provide a continuous monitoring and a non-obtrusive design at the
same time, a simple electrocardiogram (ECG) has been implemented on MuSA by
using a single-lead (I Einthoven) derivation using an elastic strap belt. An analog
front-end circuit has been implemented on-board. It mainly consists of a differential
instrumentation amplifier and an analog low-pass filter; moreover a feedback op-amp
integrator has been used to keep to a constant value the DC component, in order
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Fig. 3 Fall detection
algorithm

to avoid skin-electrode resistance dependence. The acquired ECG signal is then
properly filtered by the CC2531 for the purpose of emphasizing the QRS complexes.

Heart rate is measured detecting and counting every R-peaks in the ECG filtered
signal. It is done by detecting the local maximum, observing when the ECG derivative
passes through zero (Fig. 4).

2.3 Respiration Rate

Healthy people’s respiration depends on both age and physical activity. Monitoring
breathing activity allows the evaluation of abnormalities such as apnea, hyperpnea,
tachypnea, etc.

In a first time, respiration signal was obtained from a piezoelectric sensor attached
to the elastic chest belt. Unfortunately, the non-perfect signal periodicity and even
more the motion-induce artifacts, makes the algorithm unreliable.

A sensorless solution, based on the fact that the respiration is highly correlated
to heart activity, has been studied and implemented. Hence, the EDR (ECG Derived
Respiration) method has been chosen [7]: small ECG morphology variations during
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Fig. 4 ECG signal and R-wave peaks detection
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Fig. 5 ECG and EDR routine (a); respiration waveforms: piezo (blue) versus EDR (green) (b)

the breathing cycle happen due to the movement of the heart position in relation to the
chest electrodes and the mutation of the lung volume that causes a dielectric changes.
Here, the EDR method focus on the amplitude modulation of the ECG signal: heart’s
apex move towards the abdomen while inspiring, and it relaxes during expiration.

The implemented algorithm used to estimate the respiration signal from the ECG,
described in detail in [12], has its main advantage in being a real-time operation,
suitable for our low-power CC2531 SoC. Shortly, we can describe the ECG signal as
a composite R-wave amplitude, consisting of the sum of the amplitude modulation
due to breathing activity of the chest and various noise components. After the ECG
is properly filtered, the algorithm identifies every R-wave peak, stores the value of
its amplitude and computes the current and previous amplitudes running average. By
evaluating the ratio of the current amplitude and the running average we obtain the
estimation of the respiration signal.

This method has been validated comparing a piezo-sensor outcome and an EDR
signal of the same respiration activity (Fig. 5b). It is important to emphasize that the
EDR technique does not aim to provide an highly accurate respiration waveform,
but rather to give a precise respiration rate measure. Moreover this solution allows
to reduce the overall cost and increase the user’s comfort by removing the piezo-
sensor from the system. From the EDR-inferred signal has been possible to realize
the respiration cycles count algorithm by simply counting waveform maximums.
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2.4 Body Temperature

Body temperature is another important indicator for health status monitoring. Since
changes during the day can be related to actual activity, a combination of the above
information and the body temperature might be relevant. A value around 37 ◦C is
considered to represent healthy status and the temperature setpoint is defined as the
level which the body try to maintain, if this value rises we speak of fever status.
However this value varies during the day for each person.

Here a temperature probe capable of measuring in a range between 35–45 ◦C,
with a 0.1 ◦C accuracy, has been implemented on MuSA. An inexpensive NTC ther-
mistor has been chosen here as the sensing element. From its temperature-resistance
relationship, a multi-stage analog circuit has been designed to provide a linear char-
acterization of the voltage-temperature relationship in the desired range. Power con-
sumption issues have been taken into account to prevent the thermistor self-heating.
As it was done before, the successful validation of the temperature system has been
conducted by comparison with a mercury thermometer, as reference instrument.

2.5 Behavioral Analysis

As stated in the beginning of this article, our vision is to extend the process of
the information coming from the previous algorithms in order to obtain meaningful
analysis.

A first example of what we could do about is showed in Fig. 6. From the filtered
accelerations, we already use for the fall detection routine, we examine a person
quantity of movement. In particular by calculating the discrete norm of the three
accelerations component and comparing this value with proper thresholds, it is pos-
sible to distinguish static from active situations and, at the same time, still detect fall
events.

Furthermore, from the same acceleration components, we are able to measure
the body orientation (tilt angle) and so discriminate is a person is sitting/standing or
lying.

Although this approach needs improvements, this is a first interesting step towards
behavioral analysis.

3 Results and Discussion

In this article we presented an AT solution called MuSA. It was at first conceived as a
fall detector. MuSA has been later enhanced with more health monitoring function-
alities. Our vision is to fuse the most of the data available in order to obtain reliable
behavioural analysis. This can be done exploiting MuSA itself but even more by
correlating MuSA and CARDEA’s environmental sensors information.
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Fig. 6 Acceleration components (a); discrete Norm and thresholds (b); Quantity of movement
analysis, static (green), dynamic (blue), fall (red) (c); body orientation evaluation (d)

Concerning the singular functionalities of our wearable device, preliminary tests
on people have been conducted in laboratory. For the fall detection, by considering
the number of True Positives and the number of False Negatives, the algorithm
assesses 99 % of sensitivity and 97.8 % of specificity [5]. Heartbeat and respiration
rate have been tested together on ten healthy volunteers. The relative error of both
algorithms has been estimated as the difference between the counted rates by the
user and the ones by the algorithms themselves in a one-minute window. First results
state a mean relative error about 0.56 % for the heart-rate and about 12.5 % for
the respiration rate. It is clear that if the ECG has a typical generic waveform for
every person, the respiration signal changes due to different body characteristics
and respiration mechanism. Nevertheless, the attained accuracy is adequate to the
application at hand. As mentioned before, the body temperature system provides an
accuracy lower than 0.1 ◦C.

In this work a multi-sensor wearable device has been expanded toward low-cost
healthcare functionalities. The medium-term target is to combine all the kinetic and
physiological parameters in order to lead data-fusion strategies and obtain user’s
behavioral analysis and health-status profile. The integration of this device into the
AAL system CARDEA provides an innovative solution in the assistive technologies.



A Wearable Multi-sensors Device for AAL Environment 125

References

1. World Health Organization. Active ageing, a policy framework. http://www.who.int/ageing/
active_ageing/en/index.html (2002)

2. Grossi, F., Bianchi, V., Matrella, G., De Munari, I., Ciampolini, P.: An assistive home automation
and monitoring system. In: ICCE 2008 Digest of Technical Papers, pp. 341–342 (2008)

3. Losardo, A., Grossi, F., Matrella, G., De Munari, I., Ciampolini, P.: Exploiting AAL environ-
ment for behavioral analysis. In: Assistive Technology: From Research to Practice. Assistive
Technology Research Series, vol. 33, pp. 1121–1125 (2013)

4. Pantelopoulos, A., Bourbakis, N.G.: A survey on wearable sensor-based systems for health
monitoring and prognosis. IEEE Trans. Syst. Man Cybern. Part C Appl. Rev. 40, 1–12 (2010)

5. Bianchi, V., Grossi, F., De Munari, I., Ciampolini, P.: Multi sensor assistant: a multisensor
wearable device for ambient assisted living. J. Med. Imaging Health Inf. 2, 70–75 (2012)

6. Texas Instruments. www.ti.com
7. Mazzanti, B., Lamberti, C., de Bie, J.: Validation of an ECG-derived respiration monitoring

method. IEEE Proc. Comput. Cardiol. (2003). doi:10.1109/CIC.2003.1291230
8. Chen, J., Kwong, K., Chang, D., Luk, J., Bajcsy, R.: Wearable sensors for reliable fall detection.

In: Proceeding 27th Annual International Conference of the Engineering in Medicine and
Biology Society (2005)

9. STMicroelectronics. http://www.st.com/
10. Fujimoto, T., Nakajima, H., Tsuchiya, N., Marukawa, H., Hata, Y.: Human activity classifica-

tion by ECG and accelerometers aided by fuzzy logic. In: IEEE International Conference on
Systems, Man, and Cybernetics, Seoul, 14–17 Oct 2012

11. Tapia, E.M., Intille, S.S., Haskell, W.: Real-time recognition of physical activities and their
intensities using wireless accelerometers and a heart rate monitor. In: Proceedings of the 2007
IEEE International Symposium on Wearable Computers, pp. 37–40, 11–13 Oct 2007

12. Arunachalam, S.P., Brown, L.F.: Real-time estimation of the ECG-derived respiration (EDR)
signal using a new algorithm for baseline wander noise removal. In: Proceedings of IEEE
Engineering in Medicine and Biology Society Conference, pp. 5681–5684 (2009)

http://www.who.int/ageing/active_ageing/en/index.html
http://www.who.int/ageing/active_ageing/en/index.html
www.ti.com
http://dx.doi.org/10.1109/CIC.2003.1291230
http://www.st.com/


RGBD Sensors for Human Activity
Detection in AAL Environments

Emanuele Frontoni, Adriano Mancini and Primo Zingaretti

Abstract This paper aims to propose a novel idea of an embedded intelligent system
where a low cost embedded vision system can analyze human behaviors to obtain
interactivity and statistical data, mainly devoted to human behavior analysis in Ambi-
ent Assisted Living environments. We construct a system that uses vertical RGBD
sensor for people tracking and interaction analysis, where the depth information has
been used to remove the affect of the appearance variation and to evaluate users
activities inside the home and in front of the fixtures. Also group interactions are
monitored and analyzed with the main goal of having a better knowledge of the
users activities, using real data in real time. All information coming from this human
behavior analysis tool can be used to provide basic data gathered in real time for an
Ambient Assisted Living environment. Even if preliminary, the results are convinc-
ing and most of all the general architecture is affordable in this specific application,
robust, easy to install and to maintain and low cost.

1 Introduction

The Ambient Assisted Living (AAL) has the main goal to promote a healthy, safe and
functional living environment for old people and people with disabilities that limit
their activities, movements and sense, but who want autonomously live in their home.
For this purpose, AAL environments use Information and Communication Technolo-
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gies (ICT) and Ambient Intelligence paradigm, to provide solutions that ensure the
livability of a home [1–3]. This is a serious problem because, unfortunately, in all the
countries, old age people and people with disabilities have a limited support for their
daily activities. Moreover the increase of senior population has major consequences
for all aspects of people everyday life. So, the number of people that will need a
form of institutionalized help is increasing. It is necessary make easier for people
with age and other problems to live a satisfying and independent life in their own
home environment.

AAL has recently attracted a growing attention in scientific community since it
involves innovative and emerging technological solutions providing integral solu-
tions in the area of home environment, independent living that will increase the
quality of life and lower costs.

In this ambit, this project focuses on developing automated RGBD video analysis
techniques for tracking users in AAL environments with the goal of recognizing
different user activities that may be relevant for assistance, with a particular focus
on the interactions between users and home fixtures or objects in the environment.
The approach uses low-level segmentation and tracking methods, mapping the users
to the floor plan, identifying events such as picking up objects and interacting with
the home environment.

The system provide many statistical data that, opportunely elaborated, can give
much information about users, customizing the home for their needs and adapting
home design to their behaviors. Some data are: number of interactions, average of
interaction time, direction left-right or right-left and so on. Data extracted in this
way are objective, while often this kind of decision is made looking to subjective
data. Some data can also generate alarms together with a high-level decision support
system able to analyze user activity data.

The processing framework of visual surveillance in dynamic scenes involves the
following stages: modeling of environments, detection of motion, classification of
moving objects, tracking, understanding and description of behaviors, human identi-
fication, and fusion of data from multiple cameras [4–6]. As a result, more researches
have been conducted on this field involving a great quantity of different vision based
approaches. Automatic recognition of human actions and interactions remains a very
challenging problem. The key difficulty stems from the fact that the appearance of
a person who performs a particular action can significantly vary due to many fac-
tors such as camera viewpoint, clothing of a person, occlusions, variation of body
position, object appearance and layout of the scene. In addition, motion cues often
used to disambiguate actions in video [3, 7, 8] are not available in vertical acquired
RGBD images. A number of previous works [9–12] focus on exploiting body pose
as a cue for action recognition. In particular, several methods address joint modeling
of human positions, objects and relations among them [13–18].

Reliable estimation of body configurations for people in arbitrary poses, how-
ever, remains a very challenging research problem. Less structured representations,
e.g. [19, 20] have recently emerged as a promising alternative demonstrating state-
of-the-art results for action recognition in static images.
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In this paper we introduce the general framework of our system and we discuss
how vision and, in particular, people and object tracking, are involved in different
tasks of the whole system. We show successful applications for AAL environment
management, showing the visual tracking methodology and results of real scenarios
with real time performances. Software analysis, tests and experiments developed are
presented to show the feasibility of the proposed approach in large-scale applications,
using only RGBD vision sensors.

The paper is more focused on the application of vision to AAL environment and
on the application in general in visual tracking as a main information source; main
novelties are in the original and wide application of the tracking system and activity
analysis focused on user-environment interactions.

The paper is organized as follows: Sect. 2 introduces the general concept of the
system and describes the peculiarity of the particular methodology described in this
paper. The experimental results are provided in Sect. 3. Conclusions are given in the
last Section.

2 Methodology

2.1 Users Tracking and Behaviors

The goal of the system is the use of vertical mounted RGBD camera (Fig. 1) to detect
people activities and in particular their interactions with everything that surrounds
them. The first part of the activity recognition method is based on the water filling
algorithm to identify people from a vertical depth image even when they are moving
in group inside the home. Details of the tracking algorithm can be found in [21] and
other aspects and applications of this approach in different scenarios are detailed in
[22–24]. This last aspect of group behaviors will be better investigated in future tests
in real scenario and the results on this side are not reported in this paper even if the
methodology will be the same described here following.

The system needs to identify every person moving in the scene (Fig. 1) to track
their activities and in particular to analyze their interaction with the environment.
Section 2.2 will give more details on this second aspect.

We take the depth image as a function f, where f(x, y) stands for the depth informa-
tion of pixel (x, y). Due to the noise of RGBD sensor, f(x, y) can be non-derivable or
even discontinuous. Finding people in depth image equals to finding local minimum
regions in f. Mathematically, the problem can be defined as finding the region A and
N that satisfy the following constraint:

E A (f(x, y)) + η ≤ ENA (f(x, y)) (1)

where A ∈ N , A is the local region and N is its neighborhood; E(.) is an operation to
pool the depth information in the region to a real value that reflects the total depth
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Fig. 1 Example of the water filling algorithm detecting user with its relative ID together with the
interaction line estimated by the depth sensor and the reference system. Three different cases with
different lighting conditions and number of people are shown

information in the region; η is a pre-defined threshold to ensure that depth in A should
lower than NA with a margin.

Note that A and N can be of arbitrary shape, and finding all the regions in image
can be very time consuming.

2.2 Users Interaction Aspects

The second methodological aspect of this work is the idea to have an estimation of the
interaction with environment and with objects and a classification of the interaction
type. In particular we define positive interaction when the object is picked up and
negative one when the object is put back after a pickup. This is very useful information
when we try to identify the activities of users in front of shelves, fixtures in general,
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Fig. 2 Example of hand template and hand/object template, the first one entering the shelf line,
the second exiting with object

windows and doors. This allows the description of the activity also with an interaction
map that will be discussed in the result section.

To solve the hand problem we designed a template matching method dealing with
hand and objects templates. A sample of two of these templates is reported in Fig. 2.
The template frame is identified when the hand is entering or exiting a shelf line
identified by the depth sensor.

In general template matching requires similarity measures between the features
of a template and the query image. Image intensity patches are often compared by
normalized cross-correlation whereas Hausdorff and chamfer measures are popular
with edge-based features. A common approach is to have a number of prototype
shape templates and search for them in the image. Templates used for hand with
objects and hands without were collected in real scenarios. Chamfer score and a
closely related measure Hausdorff score have been used in many shape matching
schemes. We use truncated chamfer score, which makes it more robust to outliers
[12, 13].

3 Results

The system was installed in a real home environment using 3 sensors mounted in the
ceiling of particular locations of the house (main entrance, high interest areas such
us dinner room and bathroom, etc.).

The hardware was selected respect to the low cost aspect of the project and in par-
ticular the idea to use commercial components that are suitable for low maintenance
and low cost requirements. The Raspberry processing unit was used to compute the
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Fig. 3 Showing different components a system installed in the ceiling of a real house (3 of this
unit was installed for test in particular areas of the house). b Raspberry used as processing unit (one
for each RGBD camera with WiFi modules for synthetic data transmission) c Asus RGBD sensor

Table 1 List of parameters
provided by the system for
activity analysis in a day of
test in a real scenario

Parameter Value

1. Total number of user presences 46.5
2. Average interaction time 36 s
3. User passing by (no interaction) 43 %
4. Average group number 1.2
5. Number of interactions 59.0
6. Interaction per presence 2.1
7. Average X, Y (to evaluate interaction) 134.20
8. Direction Left-Right 72 %
9. Direction Right-Left 28 %

RGBD video streaming at 10 frames/second using OpenCV and our software with
drivers for the Asus Pro Live RGDB sensor. The components are showed in Fig. 3.

The processing unit is devoted to all image-processing elaborations and only
synthetic data are transmitted over the WiFi network of the house to a web server
that collect numerical data in respect to privacy limitation.

The system on the web server collects several data suitable for user activity analy-
sis together with the interaction map of the shelf. The following Table 1 presents a
list of parameters that are grabbed from the real environments that was on line for
30 days. The table is referred to a complete day analysis and is reported to give an
idea of possible data comparisons that can be performed both between different areas
(locations inside the home) and different periods.

Figure 4 shows an example of the interaction map. This particular result, that is
one of the innovations of this paper, is performed on the web application using data
of hand interaction and their x, y, z labeled with the object/no-object features and
with the id of the person that is performing the interaction. In particular the sequence
of the interactions can be used to represent over the image an intensity map that
shows knowledge about the interaction sequence: red areas identify that the object
has been picked up and put id back on the shelf (negative interaction); green areas
identify that users retains the object (positive interaction).
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Fig. 4 Example of user
interaction map. Red circle are
negative interactions; green
circle are positive interactions

Further results analysis are currently being developed mainly integrating data
coming from 3 sensors. Until today, the system demonstrated to be inexpensive and
robust and it collected data for 30 days with no evidence of particular errors. Even if
preliminary and open to huge further investigations, results are convincing and also
the discussion with marketing people involved in the project demonstrate a lot of
interest for the application here described.

4 Conclusion and Future Works

In this paper we presented a novel application of visual activity recognition, using
a combination of techniques to better understand users behaviors also in the ability
to interact with the home environment. The proposed approach was tested in a real
environment with interesting results in the field of AAL behavior analysis.

The paper presented also an integrated architecture for mixing together different
kind of vision based applications such as people and interaction tracking. Future
work about this project is, first of all, the optimization of these systems in terms of
stability, performances and robustness to environmental inconveniences, considering
that in a home there is no special worker able to reset or modify these systems in
case of trouble.

The final step of this project is to provide the home with a fully automated user
interaction model that can also give information about human behavior analysis
for AAL systems. The goal is also to have a fast system able also to evaluate user
interactions patterns and behaviors.

Acknowledgments Authors would like to thank Daniele Liciotti for his support. This work is
partially supported by INRCA and Marche Region in the HDOMO 2.0 project.
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MyCmon: Cloud-Based Smart Home
Monitoring for Elderly People and People
with Disabilities

Paolo Mongiovì, Ferdinando Grossi, Valentina Bianchi, Agostino Losard,
Guido Matrella, Ilaria De Munari and Paolo Ciampolini

Abstract This paper describes the MyCmon Cloud-Based Smart Home Monitoring
System including a home automation system permanently connected through the
internet to a Cloud-based control system. MyCmon aims at supporting independent
living of elderly people and people with disabilities, by making monitoring func-
tionalities available to their loved ones or to caregivers, anywhere and at any time,
through mobile devices. The project is under development, expecting to be ready for
the market by March 2014.
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1 Introduction

The worldwide population ageing trends is especially pronounced in Italy, making
the implementation of technologies and policies aimed at supporting ageing at home
particularly appealing for bringing benefits to both the elderly people and the commu-
nity. Although elderly people, in our country, usually prefer to continue living in their
home as long as possible (much valuing their own independence), family members
are often concerned about risks connected to possible unattended home accidents
or health issues. Resorting to a senior facility, on the other hand, implies a severe
economic burden for both the family and the community. Similarly, people with
temporary or permanent disabilities of many kinds may attain a better quality of life
through independence, providing more peace of mind to them and to their loved ones.

Independent living can be fostered by means of advanced systems for the control
and supervision of health and well-being. Such systems, however, need to be practical
and easy to use. Plenty of vital-sign monitoring systems, as well as of environmental
control systems, are currently on the market. The MyCmon Remote Monitoring Sys-
tem integrates both functions in a common framework, allowing for simpler and more
effective control of the person’s needs and of the surrounding environment. Besides
monitoring functionalities (enhancing personal and environmental safety) the system
also manages automation functions (lights, blinds, temperature, ...) and allows for
better awareness and control of the energy consumption, yielding energy savings.

2 MyCmon System Architecture

Basic feature of the Remote Monitoring System is its cloud-based implementation:
this enables remote system control at any time and from any remote terminal in
the network, especially from smartphones and tablets. All data coming from the
household are available to the cloud (under strict data security control). Based on
such data, cloud agents can be exploited to infer the health and wellness status of the
user, and to detect if something noteworthy has happened.
The system architecture is illustrated in Fig. 1. Main components of the system
include:

1. Home automation control unit and sensors
2. Data aggregation and cloud management
3. Remote access interfaces.

2.1 Home Automation Control Unit and Sensors

This layer includes all the devices installed at home. In many cases, MyCmon system
will be implemented on top of pre-existing home automation systems, exploiting
available sensors for monitoring purpose as well. Further devices will be added,
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MyCmon - Cloud-Based Smart Home Monitoring
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Fig. 1 System architecture view

dealing with personal monitoring: for instance, wearable sensors for the fall detection,
or vital-sign monitors.

At the heart of the home automation system is the control unit: its function is
to control all the sensors installed in the home and make decisions based on their
state or change of. The control unit features a programmable decision logic: some
decisions may imply local actions, whereas others will involve the cloud and result
in remote notifications and management.

The home automation control unit connect sensors and actuators deployed into
the home environment: such devices can feature either wired or wireless connections,
depending on the specific case at hand: wired devices are usually expected to be used
when the home is built or renovated; wireless devices, instead, are most appropriate
for retrofitting existing homes with limited installation effort. The control system
also acts as the gateway towards the internet and cloud applications.

2.2 Data Aggregation and Cloud Management

The second component is the cloud itself. The cloud is the key for making the
system truly ubiquitous, accessible anywhere at any time, but also for optimizing
service costs: the cloud approach, in fact, allows for the sharing computing resources,
storage and network, thus resulting in a more scalable and cost-effective service
implementation. A set of virtual servers, shared storage and network resources is
made available to the home systems, managing the flow of information needed to
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monitoring functions. Web services are exploited to feed user interfaces applications
running on different control devices (PCs, smartphones, tablets).

Cloud processing is exploited to observe “variables” describing the home control
status, implementing the following functionalities:

• detection and calculation of time statistics for each variable
• showing status through dashboards
• detection and reporting of “abnormal” behavior
• evaluation of correlation among data and actions associated with events
• administration task, including configuration and management of user profiles.

Events can be combined, resulting in complex actions, for instance by defining
a hierarchy of alarm reports, activating a given level if the underlying ones did not
provide reactions, or implementing proactive home automation behaviors.

To check for “abnormal” conditions, the “distance” between the current situation
and the reference, “ideal” one is evaluated; if such distance exceeds a given threshold,
an attention flag is risen.

2.3 Remote Access Interfaces

The third component includes remote terminals. The easiest access implies access-
ing via a web browser from a PC. To account for ubiquity and mobility, however,
applications are available for smartphones and tablets, providing caregivers and rel-
atives with mobile monitoring tools, of course depending on the availability of an
Internet access. A full range of function is available to the remote user, from basic
monitoring to configuration and active home control. The application is available for
devices running either Apple iOS or Android.

3 Smart Home

Home smartness comes from the integration of several technologies and systems into
the home, aiming at creating comfortable, safe and easy-to-use home.

In fact, home automation:

• enables all users, including (to some extent) users with impairments or disabilities
or elderly people, to access, use and interact with the environment;

• contributes to the redaction of accident risk, and at the same time accounts for
emergency procedures in case of accidents;

• meets the needs of multiple categories of users, easily adapting to different needs
by means of a flexible set of programming functions.

In addition, home automation systems have to feature open architecture, inte-
grability, simplicity, reliability, service continuity and expandability. Expandability,
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in particular, is relevant to users with special needs, allowing for the inclusion of
new technologies as they become available, following the evolution in time of the
needs themselves and providing the user with simple and uniform interaction modes,
regardless of the actual underlying specific technology and, as mentioned, suitable
for different user interface devices (telephone, console, remote control, touch screen).

Home automation can therefore become a technology for all, adapting to different
scenarios and to the different functions required by the situation at hand [1].

The Smart Home approach results in much more user friendly home environments,
thanks to:

• the high degree of flexibility in programming the functions;
• the ability to empower users in dealing with daily living activities, providing

support without depriving the user of full control;
• higher level of functionalities, allowing for combining or sequencing basic func-

tions to cope with user-specific and articulated advanced tasks;
• user-friendly interfaces, enabling the user to effectively interact and programming

the system according to one’s own desires and needs.

It is also important to consider that home automation offers the ability to monitor
energy consumption, supporting energy awareness and implementing energy-saving
functions: in fact, the consumption of electrical power, water and gas are monitored
and can be controlled, for instance providing for automatic shut-off.

4 Personal Sensors

Besides the environmental sensors and actuators, when it comes to wellness
monitoring, a great deal of information may come from personal sensing devices.
For instance, by means of integrated accelerometers, a simple device worn by the
user gives information about the user’s motion and posture, allows for detection of
falls and for estimating the quantity and quality of the user’s activity, as illustrated in
the next paragraph. Another device useful to monitoring purposes is a bed occupancy
sensor, which can be used for simple functions (for instance switching on the light
when leaving the bed) as well as being exploited in fall prevention perspectives or in
behavioral long-term monitoring (wake-sleep cycle monitoring). To this purposes,
MyCmon Remote Monitoring System includes personal wearable sensors such as
MuSA (MUlti Sensor Assistant) [2, 3], which include on-board fall-detection fea-
tures, as well as a call button, which can be exploited also to activate alternative
system functions. MuSA is to be worn on the user’s belt and is wirelessly connected
to the main MyCmon control unit. Fall detection is based on a combined acceler-
ation/posture sensing, to avoid false alarms. Similarly, the bed-occupancy monitor
communicate with the system by means of wireless connection, making it more prac-
tical to install and less cumbersome. Special care has been devoted to the wireless
devices energy consumption, accounting for longer battery lifetimes and thus reduc-
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ing maintenance burden. Also, reliability was taken care of, ensuring early detection
and prompt (remote) signaling of communication troubles, low battery status and
other possible issues.

5 System Intelligence

MyCmon system continuously acquires data coming from environmental and
personal sensors: their primary aim is the implementation of the control functions,
according to the available programmable rules. Also, some sensors have explicit mon-
itoring and alarm purposes. However, looking at data in a more general way, further
monitoring features can be implemented, by tracking user’s habits and behavioral
changes which could be meaningful to early detection of health issues. For instance,
the daily activity can be monitored by gathering data coming from all the sensors,
and working out from such “big data” activity profiles, which provides insights on
wellness status in an inexpensive and non-invasive way, as shown in [4]. The cloud
environment onto which MyCmon system is based provides an ideal ground for
big-data analysis: data coming from a manifold of households actually converge at
a common data space, allowing for enough processing power to carry out accurate
statistical analysis and inference of potential issues.

6 Implementation

MyCmon project exploits expertises of the three companies, joined in network funded
by Regione Lombardia. Namely, the network includes: Sistema Casa, based in Milano
and active, since more than 20 years, in the design, distribution and installation of
home automation systems; Weblink, based in Varese, active in the field of software
development and services for the Internet; Easycloud, based in Fino Mornasco (CO),
active in the field of ICT services in the cloud

Also, I-Cubo, a technology spin-off participated by the University of Parma,
cooperates into the project, bringing its expertise in the design and development of
personal, assistive devices (such as fall and bed sensors) and in the evaluation of
behavioral profiles for indirect monitoring.

Sistema Casa already has a large number (around 3.000) of home automation
systems installed all over Italy and developed a network of skilled personnel dealing
with system installation and service. Within this framework, the basic monitoring
network, connecting all systems over the 24 h to the cloud is already available. More
advanced monitoring apps are currently under testing and the user interface proto-
type is already available. Also, gateways toward I-Cubo wireless devices have been
already developed.
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Besides technical features, a key prerequisite for the project success is the avail-
ability of a suitable and effective technical support for the installation, operation and
maintenance of the systems.

Such structure will be based on the aforementioned Sistema Casa network of
partners, distributed on a territorial basis and under a central coordination. Training
of personnel is of the utmost importance, when innovative functions are introduced:
suitable training policies are being developed.

MyCmon remote monitoring system is offered for a monthly fee, covering the
outlay for the setup of home automation control unit and sensors in the home.

7 Conclusions

In this paper, concepts, design and implementation of the MyCmon system are
illustrated. The system is based on the availability of one among the largest networks
of home-automation installation currently available in Italy, and aims at introducing
into such a network innovative contents and functions. MyCmon system provides
existing and new customers with monitoring functionalities supporting independent
life of elderly people and people with disabilities. To this purpose, wireless, personal
sensors are integrated in the system and a cloud-based strategy is devised for the
management of data. This enables a flexible approach, allowing for tailoring each
system to the specific needs and preferences of the user, providing her/him with a
variety of local and remote interaction tools. It is worth emphasizing that the large
application base onto which the project is based also required to pay attention at
the technology scalability, as well as to the design and training of a suitable support
network. The altogether makes MyCmon project a quite challenging, yet realistic
and solid-grounded approach to ambient assisted living.
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Cognitive Home Rehabilitation in Alzheimer’s
Disease Patients by a Virtual Personal Trainer
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Abstract Alzheimer’s Disease is a problem of social and economic relevance as it
involves both patients and their families/caregivers. Presently no cure is available. In
the treatment of this disease, cognitive rehabilitation appears as an attractive choice
for patients with a mild form. The aim of this work is the design and the development
of a remote system, called “Virtual Personal Trainer”, integrating advanced Natural
User Interface technologies to support the patients during the rehabilitation process
at home. The system allows both the autonomous execution of the required exercises
and the data reporting and storing of the daily performance for every exercise. In
this scenario, the patient avoids to physically move to a specialized center and the
physician can use the platform in order to verify the response to the therapy and the
compliance to the treatment.
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1 Introduction

Alzheimer’s Disease (AD) is a chronic degenerative disease involving cognitive
areas leading progressively to a significant functional impairment. The evidence
of possible pathogenetic mechanisms is poor. On this assumption, it is difficult to
create rehabilitation models based on sufficiently solid theoretical foundations that
go beyond simple theoretical assumptions. Overcoming the pessimistic view that
has characterized the past, a large and lively debate is under way on the possible
benefits of Cognitive Rehabilitation (CR), behavioral and psychosocial interventions
in dementia. Several scientific evidences have been published [1–5], supporting the
usefulness and relevance of CR in the management of patients with dementia.

Normally the CR process requires that patients go to the medical reference center
once a week for several months, headed by a caregiver. Often, it is difficult for patients
follow a CR cycle due to (a) motor deficits, (b) high comorbidity, (c) distance from
the clinical center, (d) lack of private/public transport means to reach the clinical
center and (e) presence of architectural barriers. In order to increase the chances of
an effective care, the development of a cost-effective home-care service with CR
functionalities could be very useful. Moreover, although education and ICT skills
level among the elderly is often low, several pilot studies on small samples show
that the introduction of ad-hoc ICT tools are accepted and used and could improve
the quality of life [6] increasing the permanence at home. From the state of the art
point of view, in the last 2 years, a community of researchers has investigated new
solutions for cognitive assistance called serious games [7–11]. The research consists
in exploiting videogames as a software platform allowing the support of new assistive
tools, less expensive and more accessible, that could be used as a re-education tool
helping to slow the cognitive decline of people suffering from AD. However, most of
these serious game initiatives (including commercial products, such as Nintendo’s
Brain Age, Big Brain Academy or Vision Focus) provided only memory challenges
or a series of random puzzles to be played few minutes per day with the aim of
“improving brain performances”.
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Fig. 1 Overview of AL.TR.U.I.S.M. platform

These initiatives suffer from multiple important limitations since they do not really
suit perceptual and interaction needs of people suffering from AD.

2 AL.TR.U.I.S.M.: Platform Overview

The aim of AL.TR.U.I.S.M. platform (Alzheimer patient’s home by a rehabilitation-
based Virtual Personal Trainer Unique Information System Monitoring), is to pro-
vide a tele-rehabilitation tool through a “Virtual Personal Trainer” (VPT), by using
advanced ICT technologies. The VPT allows to perform CR at home without the
direct supervision of an health professional. Details about the platform are described
in the following sub-sections.

2.1 Platform Architecture

In order to limit the costs of the proposed solution and allow its wide diffusion,
the platform is made up by low-cost commercial components. The architecture of
the platform is shown in Fig. 1. Each end-user (patient) will be equipped with a kit
consisting of (a) a set-top-box connected to a TV monitor with Internet connection,
(b) a 3D sensor camera and (c) an electronic device for biomedical parameters moni-
toring. According to the specific rehabilitation program provided by the physician, the
set-top-box automatically downloads specific sequences of exercises from a remote
server, taking into account the rehabilitation history and related performances. In
order to make the system reliable, flexible and compliant with the international eval-
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uation scales (ex. Mini Mental State Examination [12]), few input parameters need to
be defined a-priori: execution time, maximum numbers of allowed errors and move-
ment sensitivity. These parameters are set taking into account the residual abilities of
the patient and so they determine a customized version of the system:. A web-based
platform allows the physician to define the list of exercises that the patient should
perform during the rehabilitation session. The platform integrates streaming func-
tionalities allowing visual/audio recording for post-verification or online feedback to
the physician which is able to follow the exercises execution by the patient through
desktop PCs or mobile embedded solutions. The physician and the psychologist of
the reference center could communicate to the patients through a remote connection,
and monitor the progress or trouble in the execution of the different required tasks.
At the end of the rehabilitation session, the central platform collects different kinds
of data locally stored on the set-top-box. An ad-hoc multi-modal messaging proce-
dure (e-mail, SMS, App, …) is performed and relevant data are sent to the physician
allowing instant verification of the performance through an easy-to-use Graphic User
Interface. To increase the system acceptability at the begin of the experimentation
phase the users will be tutored by a psychologist, could personalize the software
background and could edit some specific characteristics. Hopefully this approach
will permit to reduce the intrinsic and extrinsic factors that could limit the proper
functionality of the tool.

2.2 Active Vision System for Rehabilitative Practice

The rehabilitation practice is achieved by a sequence of exercises of different cat-
egories, which have the aim to bring out specific cognitive activities, according
to guidelines of the state-of-the-art international evaluation scales for Alzheimer
patients. From the taxonomic point of view, the following categories have been imple-
mented in the platform: temporal orientation, personnel guidance, topographical
memory, visual memory, hearing attention, visual attention and categorization (see
Fig. 2a for examples of User Interfaces). Each exercise is performed via a multi-modal
contact-less Natural User Interface (NUI), as shown in Fig. 2b, available through the
use of both the commercial low-cost Microsoft Kinect© sensor for gesture recogni-
tion [13] and the Microsoft Text-To-Speech engine (TTS) for human voice synthesis.

As other active vision systems, Microsoft Kinect©is designed for a 3D scene
capture within 4 m range, providing people tracking and behavior/gesture recogni-
tion functionalities in a low-cost computational way. In order to interact with the
VPT platform, the patient must move the required hand according to the specific
rehabilitation exercise: hand tracking algorithms have been implemented provid-
ing a customized level of movement sensitivity which is manually tuned by the
physician according to the residual abilities of the patient. Gesture recognition pro-
cedures have been developed in order to verify the correctness of the hand movement
with respect to a previously recorded template, defining accurate score and perfor-
mance metrics (amount of correct answers, amount of errors, amount of vocal/visual
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Temporal orientation GUI

Topographical memory GUI

Visual attention GUI 

(a) (b)

Fig. 2 a Graphic User Interfaces for rehabilitation practice. b Rehabilitation approach by Natural
User Interface

aids, …) according to the quality of the carried out rehabilitation practice. In order to
infer more knowledge during the rehabilitation activities, the main clinical parame-
ters (heart rate, breathe rate, Electrocardiogram, …) are monitored by wearing the
(optional) Smartex WWS e-shirt [14], integrating several sensing devices for bio-
medical applications. Through a Bluetooth radio link with the platform, each useful
clinical parameter provided by the WWS device is stored on the set-top-box. Each
performance metrics of the rehabilitation practice and the aforementioned clinical
parameters are sent to the physician with a multi-modal paradigm for clinical eval-
uations. Moreover, the system allows the patients to establish a visual/audio link
with the medical center, so the physician can interact with the patient during the
CR, increasing the compliance and the efficacy of CR with the result of keeping the
level of stimulation constant, making sure that the type and intensity of treatment is
appropriate.

Since several sensible data are recorded, according to the national laws on the
privacy, the platform keeps sensible data in the media storage for the shortest possible
time, confidentially handled in accordance with the wishes of the patient avoiding
data transfer without adequate protection (AES 128bit cryptography is used for data
transmission to the remote service server).
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3 Preliminary Results

At the beginning of the project a questionnaire to evaluate the expectations and
reactions to the application of the proposed technology at home was administered
to AD patients and their caregiver . Section 3.1 details the results obtained after the
submission of the questionnaire, whereas in Sect. 3.2 a more technical contribution
will be provided, clarifying setup parameters for the proper use of the VPT.

3.1 Questionnaire Results

Between January and April 2013 a survey was conducted at the Alzheimer Evalua-
tion Unit of the “Casa Sollievo della Sofferenza” Research Hospital in San Giovanni
Rotondo (FG). The inclusion criteria were: (1) age ≥65 years, (2) diagnosis of AD
mild cognitive impairment according to the criteria of the National Institute of Neuro-
logical and Communicative Disorders and Stroke-Alzheimer’s Disease and Related
Disorders Association Work Group (NINCDS-ADRDA) [15], 3 and to the Diagnostic
and Statistical Manual of Mental Disorders-Fourth Edition issues (DSM-IV) [16].

The presence of a signed informed consent from each patient or legal guardian
if necessary, and the caregiver. The exclusion criterion was the inability to acquire
data due to the poor clinical condition of the patient. For each patient the cognitive
status, which considers the psychological aspects that drive the behavior of individu-
als on the basis of personal resources, both emotionally and mentally, was assessed.
To explore this aspect Mini Mental State Examination (MMSE) was used. It allows
an evaluation of attention, space-time orientation, short and long term memory, cal-
culation, executive ability, writing, and the appropriate use of language. The score
range is between 0 and 30 and includes a specific correction for age and education.
In addition, we used the Clinical Dementia Rating scale (CDR) [17], which is a tool
for the global assessment of the severity of dementia in elderly subjects with possible
or probable cognitive impairment. The CDR was performed through semi-structured
interview. In the CDR every domain score ranged between 1 and 5 (0 = absent,
0.5 = questionable, 1 = mild, 2 = moderate, 3 = severe).

The questionnaire included 17 items that explored different areas; the survey
included 72 patients and their caregivers. The summary of the results are the follow-
ing: 51.6 % of patients need care in self-hygiene, 15.6 % in moving at home, 12.5 %
in moving out of home and 10.9 % in taking drugs. Among the patients with mild
AD: 46.9 % had a slight deficit in personal care, 37.5 % had a mild motor disability,
6.3 % sever loco motor disability, 4.7 % present a serious lack in personal care, and
4.8 % significant sensory deficits. The 48.4 % of patients live with a spouse, 26.6 %
with a child or sibling, 23.4 % alone and 1.6 % with a private caregiver. Patients are
assisted by family members (92.2 %, with a mean age of 63.59 years ± 16.50) and
private caregiver (7.8 %, with a mean age of 48.20 ± 2.78 years). Family members
take care for patients for an average of 22.6 ± 2.1 days a week and 6.94 ± 5.44
h/day; private caregivers caring for patients for 6.00 ± 0.71 days a week and 12.0 ±
7.87 h/day.
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In the sample 54.7 % of patients like to watch TV and 26.6 % watch preferably film.
The 92.2 % of patients are capable to turn on and off the TV, 85.9 % is able to choose
the programs in autonomy and use the remote control, the 67.2 % is able to maintain
a level of attention from the beginning to the end of a television program; the 79.7 %
of patients can use a PC only if helped and 50 % cannot use the PC keyboard. Fam-
ily members/caregivers have reported in their preferences that the AL.TR.U.I.S.M.
system could be useful to facilitate communication with the medical center of ref-
erence (34.4 %) and improve the quality of care through constant monitoring of the
exercises performed (32.8 %). Moreover, the system could be very useful to improve
the quality of life (73.4 %) and quality of care and assistance (73.4 %). Finally 62.5 %
of patients could accept the use of interactive TV and devices to monitor vital signs
and gesture recognition at a distance.

3.2 Virtual Personal Trainer Considerations

For proper interaction with the system, the patient must be visible (as frontally aligned
as possible) from the 3D sensor in a distance range between 80 cm and 4 m: under
these conditions, hands detection rate in almost equal to 100 % in every frame.

Each exercise is composed of a series of graphical user interfaces; the patient
interacts with these objects (makes choice) if there is the overlap of an object, repre-
sented by a cursor which follows the movement of the hand closest to the monitor.
In order to consider only significant responses, the system automatically determines
whether a response is given by calculating the overlap time (2 s); the system was
also tested in crowded environments, its operation has been successful because the
procedure of detection and tracking of the patient is performed only on the skeleton
closest to the sensor.

4 Conclusions

Great are the expectations from technology application in the support of caregivers
and patients affected of AD. The home cognitive rehabilitation could represent an
attractive option in this field. Physicians generally accept that cognitive stimulation
can improve cognition and behavioural symptoms of patients with dementia and
some studies reported a benefit in the integrated approach at home and in the hospi-
tal setting. Further development of CR paradigms holds promise in the promotion of
ecologically-valid cognitive and functional gains and, potentially, in complementing
the impact of new pharmacological agents under development. At the beginning of
AL.TR.U.I.S.M. project we evaluated the expectations and reactions to the appli-
cation of the NUI and ICT technology at home through the administration of a
questionnaire to better define the target population. Response encourages the study
since a great amount of patients friendly use a TV and about one half uses a PC with-
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out specific training. This study demonstrated that relatives/caregivers of older AD
patients have a positive attitude towards innovative technology solutions that could
help patients and their families to achieve a more independent lifestyle. Indeed, the
VPT platform has been considered very useful by most of the interviewed people.
The main idea of the proposed system is to promote home cognitive rehabilitation
through the development of a “Virtual Personal Trainer" having several benefits from
the patient and the caregiver point of views. One of the major task for the future will
be the usability of the interface considering the comorbidity and peculiarity of these
patients and their caregivers. As a future work, the implemented platform will be
accessible to a wide class of patients suffering from AD in order to record the feed-
back during the usage of this technological tool. This will allow to tune up each
component of the platform (Graphic User Interface, knowledge discovery logic, …)
in order to make it highly compliant with the needs and the requirements of the
patients, according to the novel User Centered Design paradigm.

Acknowledgments The presented work has been carried out within AL.TR.U.I.S.M. project,
driven by an aggregation of SME, and funded by Apulia Region under the health care call for
the promotion of regional partnerships for innovation.

References

1. Clare, L., Woods, R.T.: Cognitive Rehabilitation in Dementia. Neuropsychological Rehabili-
tation (Special Issue). pp. 193–196. Psychology Press Ltd, Hove (2001)

2. Clare, L., Woods, R.T., Moniz Cook, E.D., Orrel, M., Spector, A.: Cognitive rehabilitation in
Alzheimer’s disease. Aging Clin. Exp. Res. 18, 141–143 (2006)

3. Neal, M., Briggs, M.: Validation therapy for dementia (Cochrane Review). The Cochrane
Library, Issue 2. Chichester, UK (2004)

4. Spector, A., Orrell, M., Davies, S., Woods, B.: Reality orientation for Dementia. Cochrane
Database Syst. Rev. 4:CD001119 (2000) Review

5. Woods, R.T., Bruce, E., Edwards, R.T., Hounsome, B., Keady, J., Moniz-Cook, E.D., Orrell, M.,
Russell, I.T.: Reminiscence groups for people with dementia and their family carers: pragmatic
eight-center randomised trial of joint reminiscence and maintenance versus usual treatment: a
protocol. Trials 10, 64 (2009)

6. Pilotto, A., D’Onofrio, G., Benelli, E., Zanesco, A., Cabello, A., Margelí, M.C., Wanche-
Politis, S., Seferis, K., Sancarlo, D., Kilias, D. and on behalf of the HOPE Investigators:
Information and Communication Technology systems to improve quality of life and safety of
Alzheimer’s disease patients: a multicenter international survey. J. Alzheimers Dis. 23, 131–141
(2011)

7. Hofmann, M., Rösler, A., Schwarz, W., Müller-Spahn, F., Kräuchi, K., Hock, C., Seifritz, E.:
Interactive computer-training as a therapeutic tool in Alzheimer’s disease. Compr. Psychiatry
44(3), 213–9 (2003)

8. Imbeault, F., Bouchard, B., Bouzouane, A.: Serious games in cognitive training for Alzheimer’s
patients. In: IEEE International Conference on Serious Games and Applications for Health
(IEEE-SeGAH), Braga, Portugal, November 16–18, pp. 122–129 (2011)

9. Jiang, C.-F., Chen, D.-K., Li, Y.-S., Kuo, J.-L.: Development of a computer-aided tool for
evaluation and training in 3d spatial cognitive function. In: 19th IEEE Symposium on Computer-
Based Medical Systems, pp. 241–244 (2006)



Cognitive Home Rehabilitation in Alzheimer’s Disease 155

10. Nacke, L.E., Nacke, A., Lindley, C.A.: Brain training for silver aged gamers: effects of age
and game form on effectiveness, self-assessment, and gameplay. Cyberpsychol. Behav. 12(5),
493–499 (2009)

11. United Nations (UN): World Population Ageing 2009, Department of Economic and Social
Affairs: Population Division, 129 p (2009)

12. Folstein, M., Folstein, S., McHugh, P.R.: MiniMentalState: a practical method for grading the
cognitive state of patients for the clinician. J. Psychiatr. Res. 12, 189–98 (1975)

13. http://www.microsoft.com/en-us/kinectforwindows/
14. http://www.smartex.it/index.php/it/prodotti/wearable-wellness-system
15. McKhann, G., Drachman, D., Folstein, M., Katzman, R., Price, D., Stadlan, E.M.: Clinical

diagnosis of Alzheimer Disease: report of the NINCDS-ADRDA work group under the auspices
of Department of Health and Human Service Task Force on Alzheimer’s Disease. Neurology
34, 939–44 (1984)

16. American Psychiatric Association: Diagnostic and Statistical Manual of Mental Disorders, 4th
edn. American Psychiatric Association, Washington (1994)

17. Hughes, C.P., Berg, L., Danziger, W.L., Coben, L.A., Martin, R.L.: A new clinical scale for
the staging of dementia. Br. J. Psychiatry 140, 566–72 (1982).

http://www.microsoft.com/en-us/kinectforwindows/
http://www.smartex.it/index.php/it/prodotti/wearable-wellness-system


Experimentation of an Integrated System
of Services and AAL Solutions for Alzheimer’s
Disease Patients and Their Caregivers in
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Abstract Alzheimer’s Disease (AD) is one of the most crucial challenges in public
health today. In addition to the negative impact of AD on the patient, the effect of this
disease on family caregivers also needs to be considered, as they are often deeply bur-
dened psychologically and emotionally. Many projects have tried to exploit ambient
assisted living (AAL) technologies to support AD patients and their families, but evi-
dence is so far inconclusive. The UP-TECH project aims at investigating an integrated
package of care services and AAL solutions to support family caregivers and to pro-
mote the security and the independence of the patient at home. The study is designed
as a randomized controlled trial (RCT) and includes the recruitment of 438 patient-
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caregiver dyads, assigned to one of the two experimental groups or to the control
group. In particular, one experimental group will receive a package of case manage-
ment services and assistive devices installed at home, including activity sensors and
alarms. The project will assess the impact of the tested AAL solutions using validated
scales at a follow-up of 12 months. A cost-effectiveness analysis will also be realized
in order to assess the likelihood of implementing such services on a wider scale.

1 Background

In 2010, it has been estimated that worldwide there were 35.6 million people with
dementia. It is thought that this number will almost double to 65.7 million by 2030
and reach 115.4 million by 2050 [1]. In 2005 in Italy, the Italian National Institute
of Statistics (ISTAT) calculated that there were roughly 250,000 people affected by
Alzheimer’s disease and similar dementias [2].

Family caregivers provide the bulk of informal care and often are referred to as
“hidden second patients” [3]. In fact, AD heavily affects patients’ families, on whom
the main burden of care falls, putting caregivers at high risk of stress, anxiety, mortal-
ity and lower quality of life [4]. As a result, patients living with distressed caregivers
are at higher risk of behavioral disturbances, agitation, use of anti-psychotic drugs
and institutionalization [5].

Despite controversies [6], studies have shown that specific interventions aimed
at supporting caregivers of AD patients can engender considerable improvements
in their physical and mental health, by reducing the burden of caregiving and stress
[7]. In this field, ambient assisted living (AAL) technologies have great potential
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to ameliorate the quality of life of AD patients and their caregivers. Notwithstand-
ing the absence of definitive evidence [8], pilot studies have revealed that domestic
adaptations designed to aid older people to carry-out their daily needs are especially
valuable for users’ quality of life and well-being [9]. Several studies assessing the
effectiveness of assistive technology in AD have been undertaken; however, most
of these interventions are in a prototype/testing phase and fail to be scaled-up and
systematically implemented in daily practice. A few of these projects include: Talk-
ing lights [10], Home Assurance System [11], ROSETTA [12] and ENABLE [13].
The latter project involved the testing of an integrated system of technologies in
the home, including automatic night lights, locators for lost objects, computerized
calendars, programmable telephones, gas sensors, touch screen pads for music and a
voice prompter when medicines should be taken. These technologies led to increased
independence of the older person and reduced caregivers’ burden.

On the basis of previous studies, the UP-TECH project has been designed as a
randomized, controlled trial (RCT), in order to adapt the most promising evidence-
based interventions in dementia care into 5 different areas of the Marche Region
in Italy [14]. The main objectives of the project are: (1) to reduce the burden of
family caregivers of AD patients; and (2) to maintain AD patients at home preventing
premature institutionalization. This will be achieved by the use of case-management
strategies, new technologies in the home of patients, preventive home visits by trained
nurses and integration of existing services.

The UP-TECH project is financed by the Marche Region through the 2010 Na-
tional Fund for Dependent People and coordinated by the Italian National Institute
of Health and Science on Aging (INRCA), with the support of ASUR Marche and
the local social services in Ancona, Fermo, Macerata, Pesaro, and San Benedetto del
Tronto.

2 Materials and Methods

A brief overview of materials and methods used in the UP-TECH project is provided
in the following paragraphs. For more details concerning the study protocol, please
refer to the previous publication by Chiatti and colleagues [14].

2.1 Study Design

The UP-TECH project is a multi-component RCT, lasting 12 months, aimed at en-
rolling 450 AD patient-caregiver dyads, allocated to 3 different arms of 150 dyads
each, which receive the following interventions:
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1. experimental group 1 (“UP-group”): dyads are followed by a case manager and
receive three nurse home visits in a 12-month period;

2. experimental group 2 (“UP-TECH group”): dyads are followed by a case manager
as in the previous “Up-group”, with additional AAL technologies installed at
home with support from the case manager;

3. control group: dyads receive standard assistance, including three nurse home
visits and informative brochures on the management of AD.

The case management intervention is carried out by appropriately trained social
workers and includes counseling sessions, scheduled follow-up phone calls, training
sessions for family caregivers on stress management and caregiving activities, social
service administration and establishment of links between healthcare services and
general practitioners. Nurse home visits include a multidimensional evaluation of
patients, together with a training intervention for the caregivers addressing issues
such as caregiving activities, nutrition, drug administration and ergonomics of the
domestic environment. The AAL technologies (the UP-TECH kit) were defined using
a bottom-up approach, through extensive consultations with patients, professionals
and care staff (see below).

The RCT will assess different dimensions, including the following measures:

1. Caregiver burden: the Italian version of the Caregiver Burden Inventory (CBI)
validated by Marvardi and colleagues [15];

2. The number of days spent at home by the AD patient during the observation period.
This is a continuous variable calculated at each intermediate (after 6 months), final
(after 12 months) and follow-up assessments (after 24 months) by subtracting,
from the total days of observation, the number of days of: institutionalization in a
residential care facility, care home and/or nursing home; hospitalization and brief
stays in an observation unit of an emergency room;

3. Caregiver quality of life: the Italian validated version of the SF-12 questionnaire
[16, 17];

4. Caregiver anxiety and depression: the Italian validated version of the Hospital
Anxiety and Depression Scale (HADS) [18, 19].

2.2 Eligibility Criteria

Patients with AD were enrolled if they met specific inclusion criteria: they had
a pre-existing diagnosis of AD, were in an intermediate stage—according to the
2011 criteria of the National Institute on Aging-Alzheimer’s Association (NIA-AA)
[20–22]—, with a mini-mental state examination (MMSE) score [23] between 10 and
20, and lived in the community with the assistance of at least one family caregiver.

Family caregivers were defined as those relatives who cared for and directly
supported the AD patient with the activities of daily living (ADL) and the instru-
mental activities of daily living (IADL), for at least 1 hour per day within the last
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6 months. Only the primary caregiver (i.e. the family member spending the most time
in caregiving activities) was included in the study, if a patient was cared for by more
than one family member.

2.3 Definition of the AAL Solutions

The selection of technologies installed in patients’ homes was based on a user-
centered design, in order to address specifically the needs of patients and their care-
givers. One focus group with 9 family caregivers was organized, aimed at under-
standing what kind of assistive device solutions could address their needs, make
them comfortable and respect privacy and ethical aspects (also in relation to the
patient).

The focus group followed structured guidelines for moderators which included
two stages: a discussion on users’ needs and the ways in which technology can address
problems in ADLs; a discussion focused on technology acceptance by patients and
caregivers, as well as issues related to sustainability and integration with formal care
services. In a second step, AAL solutions were discussed with professionals and care
staff during the five preliminary site visits carried out by the UP-TECH management
team.

3 Results

3.1 Recruitment Process and Description of the Study Participants

The recruitment timeframe of this study was less than 6 months (January 14th, 2013–
June 7th, 2013). It led to the enrollment of 438 out of the 450 planned patient-caregiver
dyads, which were interviewed by a nurse trained to collect data. At enrollment, pa-
tients had a mean MMSE score of 16 (±3) points (Table 1). A majority of the subjects
were women (71.5 %) with a mean age (±±SD) of 81.5±5.7 years. These patients
had a significant impairment in IADLs (35.1±13.4 points out of 48 points), while
they were relatively independent performing ADLs (1.5±1.6 points out of 6 points on
the ADL hierarchy scale). 26.5 % of the patients displayed behavioral problems as re-
ported by the caregivers. There were no statistically significant differences in patient
characteristics among the 3 intervention groups. A higher percentage of caregivers
were women (66.2 %) with an average age of 61.4±13 years. 30.8 % were spouses,
55.7 % were children and 13.5 % were another relative. 30.1 % of the caregivers had
no formal education, 24.9 % had a primary level of education (elementary/middle
school), 36.7 % possessed an intermediate level of instruction (high school), while
8.2 % reached a high level of schooling (university). Also in this case, there were no
statistically significant differences in caregiver characteristics among the 3 groups.
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Table 1 Basic socio-demographic, health and psychological characteristics of the sample

Up UP-TECH Usual care Total P*
(N=147) (N=146) (N=145) (N=438)

Patients’ characteristics
Gender (female) 68.0 71.9 74.5 71.5 0.47
Age (years) 81.0 ±5.2 82.0 ±6.0 81.4 ±5.8 81.5 ±5.7 0.28
IADL impairment 34.5 ±13.4 37.1 ±11.6 33.8 ±14.8 35.1 ±13.4 0.08
ADL impairment 1.5 ±1.6 1.6 ±1.7 1.4 ±1.5 1.5 ±1.6 0.61
MMSE 15.9 ±3.2 15.8 ±3.0 16.3 ±2.9 16.0 ±3.0 0.29
Behavioral disturbances 27.2 27.4 24.8 26.5 0.85
Caregivers’ characteristics
Gender (female) 66.7 59.6 72.4 66.2 0.07
Age (years) 63.3 ±13.6 61.2 ±12.6 59.6 ±13.0 61.4 ±13.0 0.06
Relationship 0.26
Spouse 37.4 28.1 26.9 30.8
Son/Daughter 49.0 59.6 58.6 55.7
Other relative 13.6 12.3 14.5 13.5
Education 0.11
No title 38.1 26.0 26.2 30.1
Primary level 22.5 21.9 30.3 24.9
Intermediate level 32.7 43.2 34.5 36.7
High level 6.8 8.9 9.0 8.2

Values are expressed in either “Percentage” or “Mean ± Standard Deviation” where appropriate.
* p-value of the Chi2 test for association of categorical variables and ANOVA test for continuous
variables

3.2 Development of the AAL Solutions

The main functions, proposed by users in the focus group and integrated with care
staff opinions and experiences, that could be fulfilled by AAL solutions, were the
following:

• Controlling home access through camera systems with automatic recognition. A
common problem was that some patients would open the door to anybody, even
strangers, and let them in;

• Carrying out bureaucratic and administrative procedures for accessing formal care
services through an integrated on-line system;

• Sharing patient health care data among professionals and units involved in the care
process through information technology (IT) systems;

• Entertaining patients and providing companionship through multimedia and inter-
active/automated applications;

• Checking the activity and the health status of patients through monitoring systems;
• Sending an alarm, when an accident occurs, through emergency buttons and similar

devices;
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Fig. 1 The UP-TECH kit of AAL solutions

• Using sensors to send a passive alarm if the patient falls;
• Communicating in real time with the privately-employed care assistant and mon-

itoring his/her activity.

Trying to address the expressed needs, the research team developed an AAL so-
lution consisting of a kit that includes luminous paths, automatic lights and assorted
detection sensors which activate when a person leaves the home, falls at night or when
there is a gas or water leak. These devices are assembled by an external contractor and
linked to a single-board microcontroller, which will transmit alarm messages, when
triggered, through the cell phone system to the family caregivers. Assistive technolo-
gies will be installed by the case manager with the support of expert technicians who
will also train caregivers on their use (Fig. 1).
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4 Conclusions

The UP-TECH study is one of the major test-beds, worldwide, to investigate novel
approaches to AD care. The forthcoming implementation of an AAL intervention
on such a large scale will produce definitive evidence on the effectiveness and cost-
effectiveness of such tools, providing policy-makers, industries and other stakehold-
ers with important insights, which will be useful to tailor new policies and projects
in the field. Interim results will start to be available during 2014.
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Virtual Reality: A New Rehabilitative Approach
in Neurological Disorders

Laura Di Biagio, Matteo Ferretti, Daniele Cingolani, Luca Buzzatti,
Marianna Capecci and Maria Gabriella Ceravolo

Abstract Rehabilitation after brain damage is aimed to achieve functional recovery,
through experience-based neuroplasticity. Virtual reality is an innovative rehabilita-
tion approach that exploits the principles of modern “motor learning” theory. We
assessed the effectiveness of rehabilitation approaches, integrating the use of an
easily disposable device for virtual reality (Nintendo® Wii), in either upper limb
recovery or balance recovery, in chronically disabled brain injured subjects. In hemi-
plegic stroke patients, a continuous training consisting of ten Nintendo Wii game
sessions, 1 h a day, was useful to promote upper limb dexterity recovery; greater
benefits were appreciated in subjects with mild cognitive impairment, with respect
to those without cognitive troubles. In the second study, 20 sessions of Nintendo
Wii Balance training, lasting 50 min each, 5 days in a week, were found effective at
improving the balance and gait performance in patients suffering from Parkinson’s
disease. Both findings lead to believe that a continuous visual feedback, as provided
by the Nintendo Wii game, may represent a facilitating stimulus, that helps brain
injured patients to maintain a focused attention during task execution. Rehabilita-
tion training through Nintendo Wii is a safe, easy and effective approach to be used
by chronically disabled people, suffering from neurological disorders. It would rep-
resent a useful tool for continuous self-administered home training that stimulates
motivation and enhances formal rehabilitation effects.
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1 The Use of Virtual Reality in Neurological Rehabilitation

Task oriented techniques have acquired increasing importance in neurological
rehabilitation. The use of a virtual reality (VR) environment, combined with task-
oriented practice, allows neurologically disabled patients to perform repetitive,
context and feedback-enhanced tasks, also exploiting motor imagery paradigm.

1.1 Bases of Motor Learning

Rehabilitation after brain damage is aimed to achieve functional recovery through
experience-based neuroplasticity. It has been shown that synaptogenesis and brain
connectivity may be enhanced through motor practice provided that “motor learning”
principles are acknowledged. This means to comply with a few key elements such
as: massive practice (both intensive and distributed over time), active subject par-
ticipation, contextualization and generalization. Active participation of disabled
individuals in the rehabilitation program is mandatory in order to stimulate motor
learning. Therefore, it is crucial that the subject is aware of the exercise meaning,
so to progressively refine movement strategies. Rehabilitative programs that make
use of specific-goal approaches (task-oriented practice) prove to be more efficient as
compared to those focusing on muscle strength increase, or muscle spasticity reduc-
tion. In this sense, it has been proposed that motor rehabilitation should be regarded
by patients as a problem-solving process, rather than an exercise program made of
different sequences of muscle movements to be memorized and repeated [1].

1.2 The Mirror Neuron Paradigm

Movement imagination and observation may represent an additional source of useful
information for motor rehabilitation in stroke patients [2]. This is because brain areas
normally involved in the planning and execution of a movement (i.e. the prefrontal
cortex, the premotor cortex, the supplementary motor area, the cingulate cortex, the
parietal cortex and the cerebellum) are also active when imagining that same move-
ment. It has been suggested that a neuron population, called “mirror neurons”, is
involved in decoding the purpose of the action, and also in the understanding and
predicting the actions of other subjects. Rehabilitation protocols exploiting action
observation with the intention of movement imitation have been found more effec-
tive at promoting functional recovery after stroke, than conventional rehabilitation
protocols [3]. A good practice point is to design exercises consisting of transitive
actions, where the use of concrete daily objects is requested.
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1.3 Virtual Reality

Virtual reality is an innovative rehabilitation approach that exploits “motor learning”
theory. It is a computerized technology that artificially evokes sensory information
and allows to produce experience and interaction with three-dimensional environ-
ments.
VR systems create a computer-simulated environment that can mimic physical pres-
ence in the real world or imaginary places. Most current virtual reality environments
are visual experiences, displayed either on a computer screen or through special
stereoscopic displays, but some simulations include additional sensory information,
such as sound through speakers or headphones. Some advanced, haptic systems also
include tactile information.
When applied to the rehabilitation of individuals with motor, cognitive and sensory
disabilities, VR may allow for a high degree of emotional involvement, increased
motivation and, in some cases, increased performances.
The “augmentative feedback” (through the visual, auditory, or somatosensory chan-
nels) is the key element designed to enhance the learning of the task. The results
achieved through this technique can be easily generalized and applied to real life.
Expensive devices have been developed and successfully employed in clinical prac-
tice to provide patients with virtual environment illusions, that deliver intense visual
feedbacks, during motor training. Cheaper tools, like Play Station equipped with Eye
Sport software, and Nintendo Wii, are available in retail stores, thus offering many
advantages in terms of cost and handiness.

1.4 Nintendo Wii

This technology uses a remote wireless “controller” (Wiimote), to grip with one or
both hands, which detects movements of the patient or player. Through the infrared
LEDs incorporated into the Wii Sensor Bar (placed above or below the television set)
the controller perceives the pointing toward the screen, while the accelerometer and
the gyroscope, integrated into the same controller, perceive the inclination and the
rotation. This allows a representation of the patient on the screen, that represents a
continuous visual feedback, thus providing the subject with a constant driving during
task execution.
The graphics simplicity, the possibility to vary the game speed, the linearity of move-
ment trajectories required by most games, make the device easy to use even by
patients with cognitive impairment.
We investigated the effectiveness of rehabilitation approaches integrating the use
of Nintendo Wii in either upper limb recovery or balance recovery, in chronically
disabled brain injured subjects
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2 Effectiveness of Virtual Reality Use Versus Task Oriented
Practice in Post Stroke Upper Limb Recovery

It is estimated that 50–75 % of stroke survivors suffer from persistent upper limb
(UL) impairment. There is a need to identify the best training strategies for retrain-
ing dexterity. Studies in computational neuroscience have demonstrated that VR
technology, providing enhanced feedback of movement characteristics, improved
motor performances in healthy subjects, as compared to traditional training. Follow-
ing these observations, several authors have used VR-based rehabilitation to enhance
motor relearning in post-stroke patients [4–6].
The purposes of this study are:

1. To assess the effectiveness of a rehabilitation treatment using virtual reality
through “Nintendo Wii” technology, for upper limb recovery in post stroke hemi-
paresis, as compared to a task-oriented practice.

2. To verify the persistence of improvement at 3 months of treatment end.

2.1 Materials and Methods

Ten chronic stroke patients (seven men, three women) with mild to moderate upper
limb paresis were enrolled and random assigned to two treatment groups (five subjects
each). Rehabilitation consisted of 30-min sessions of either Nintendo Wii training
(Cases) or upper limb task-oriented training (Controls), for two weeks, on five con-
secutive days per week. Each session was followed by 30 min treadmill training, in
both groups.

2.1.1 Assessment Protocol

Clinical and functional assessment was realized before (T0) and after treatment (T1)
as well as one (T2) and three months later (T3). The outcome measures were: upper
limb Motricity Index to assess muscle strength, Fugl-Meyer (F-M) and Wolf Motor
Function Test (WMFT) to evaluate dexterity.

2.1.2 Interventions

Cases: patients used the Nintendo-Wii technology to practice the following exercises:
Shooting gallery, Hockey, Bowling, Jogging, Taurus, Tank, Fishing, Tennis, Baseball.
Table 1 details upper limb movements required to complete each task.
Patients also performed balance and proprioceptive exercises, like Marbles, Penguin
and Bubble Soap.
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Fig. 1 Evolution of Wolf Motor Function Test score over time in the two treatment groups. No
differences may be appreciated

Controls: the patients performed “task-oriented practice”. They were sitting in front
of a table opposite to the therapist, and practiced six different tasks that were relevant
to activities of daily life (i.e.: combing hair, reaching, grasping and lifting a glass,
tying a knot, using fork and knife).

2.2 Results

Statistical analysis used analysis of variance for repeated measures to document the
trend in outcome measures over time (T0, T1, T2 and T3). At baseline, Cases and
Controls did not differ by upper limb function as assessed through WMFT and F-M.
Both measures showed a significant improvement after treatment in all subjects.
In particular: WMFT score improved by about 20 %, the benefit persisting unchanged
throughout the study (Fig. 1)
When the performance of cognitively impaired patients was separately analyzed,
it was possible to observe the following: (a) subjects with cognitive impairment
(both in the Cases and Controls groups) had baseline scores lower than subjects
with preserved cognition; (b) Cases suffering from cognitive impairment exhibited
a greater relative improvement after treatment, as compared to all other subgroups
(Fig. 2).
The same trend was appreciated when studying F-M score trend (Fig. 3)
The Analysis of variance for repeated measures confirmed the significant change in
WMFT score after treatment in both groups (p < 0.001), and also documented a
significant “time × treatment” interaction when comparing the trends in subgroups
with and without cognitive impairment (p < 0.05).
The findings support the usefulness of a cheap, easily disposable technology to
improve upper limb function in chronic stroke survivors with mild to moderate
dexterity impairment. Furthermore, the investigation shows the feasibility and effi-
cacy of an home-based VR-enhanced rehabilitation for subjects with mild cognitive
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Fig. 2 Evolution of WMFT scores after treatment (Wolf pre:T0 Wolf post: T1) in the four subgroups
of Cases and Controls with (Yes) and without (No) cognitive impairment

Fig. 3 Evolution of F-M scores after treatment (FUGLMeyer pre:T0 FMpost: T1) in the four
subgroups of Cases and Controls with (Yes) and without (No) cognitive impairment

impairment. Such observation is in line with the hypothesis that VR approaches are
especially useful in cases where learning abilities may be impaired. This approach,
however, remains reserved for patients able to grasp and manipulate the joystick
excluding subjects with moderate or severe paresis.

3 Additional Value of Virtual Reality in Balance Rehabilitation
of Parkinson’s Disease Patients

People with idiopathic Parkinson’s disease (PD) commonly experience postural
instability during daily activities. Impaired sensory and visual inputs, and a reduced
base of support are reported to be related to postural instability in people with PD. Fur-
thermore, deficits in the central integration of vision, somatosensation, and vestibular
inputs as well as a cortically mediated decline in attention capacities, may con-
tribute to postural instability in PD people. The effects of virtual reality-augmented
balance training on sensory organization and attentional demand for postural con-
trol have been previously described in PD people [7]. The purposes of this study
are: (a) to evaluate the effectiveness of 20 balance rehabilitation sessions exploiting
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Nintendo-Wii-Balance device, as compared to training on a Stabilometric platform
(Balance Platform Cosmogamma), at improving balance in PD patients, and (b) to
follow-up balance performances for at least 3 months.

3.1 Study Design

Experimental Randomized Cross-Over Study with follow-up at the end of treatment
and at 3 months.

3.2 Materials and Methods

Seven PD patients with balance impairment were randomized to receiving either
2-week Nintendo-Wii Balance rehabilitation followed by 2-week training on sta-
bilometric platform (Group Wii-P) or the same treatments in the opposite sequence
(Group P-Wii). Each week consisted of five daily one-hour sessions.
Training with Nintendo-Wii Balance was based upon the following exercises, shaped
by the therapist according to patient’s ability:

• Penguin: the task requests subjects to shift balance laterally from the right to the
left side.

• Bubble: the task requests subjects to displace balance forward and sideways, grow-
ing more and more challenging over time and requiring substantial attentive effort.

• Marbles: the task requests subjects to move both forward and backward as well as
sideways.

Outcome measures included: Timed 10-m Walk Test to assess walking speed, Timed
Up and Go Test and Berg Balance Scale to assess balance and a Visual Analogue
Scale—VAS of subjective perception of stability.
Assessment timing: at enrolment (T0), after the first 2-week treatment (T1), after
the second 2-week treatment (T2), at one month (F1) and three months (F3) of first
treatment end.

3.3 Results

Overall, a significant improvement was observed in all outcome measures, in all
subjects. The benefit was maintained at 3 months.

No significant differences were appreciated when comparing changes obtained
after each 2-week treatment period (Figs. 4, 5).

Greater improvement was achieved by PD patients with moderate balance disor-
der, as compared to those with mild impairment.
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Fig. 4 Evolution of BBS
score in the two groups

Fig. 5 Evolution of TUG
score in the two groups

4 Conclusion

The findings from the two studies endorse the hypothesis that a rehabilitation training
through Nintendo Wii is a safe, easy and effective approach to be used by chronically
disabled people, suffering from neurological disorders. Nintendo Wii, characterized
as a disposable device for home entertainment, is suitable to arouse patient’s mo-
tivation. Given such premises, it may also be assumed that Nintendo-Wii would
represent a useful tool for continuous self-administered home training, allowing for
the enhancement of formal rehabilitation effects and the achievement of increasing
levels of motor learning.
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Can the Current Mobile Technology Help
for Medical Assistance? The Case of Freezing
of Gait in Parkinson Disease
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Abstract Parkinson’s disease (PD) affects around 1.5 % people aged 65 years.
Among PD features, freezing of gait (FOG) is frequent, involving almost 70 % PD
people after 10 years of disease onset, and highly disabling. Effective management
of FOG is a challenge for the limited responsiveness to both drug treatment and func-
tional neurosurgery. As “cueing on demand” is the only strategy of proven efficacy
on FOG, it would be crucial to develop a portable assistive device able to release
suitable cues at every time the FOG occurs during the daily living (DL) of the patient,
without interfering with his/her daily activities. The current smart mobile telephony
devices are in principle apt to satisfy all the above mentioned requisites in terms of
technological feasibility of ambulation monitoring devices and in terms of accept-
ability, because of their increasing widespread diffusion. In this paper we will outline
a smart-phone based architecture able to detect FOG, to produce the proper cues,
and to provide information for continuous monitoring of the events. The paper will
specifically consider the clinical necessity, technical feasibility, economic sustain-
ability of the solution proposed and its potential of application.
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1 Introduction

Parkinson’s disease (PD) is a progressive neurological disorder affecting the basal
ganglia. It is caused by a progressive loss of dopaminergic and other sub-cortical
neurons [5].

PD prevalence is high among elderly people ranging 1.5 % in people aged 65 years
and beyond [26]. Although gait disorders are quite a distinctive feature across all
disease stages, freezing of gait (FOG) may be regarded as the most frequent and
disabling condition, involving up to 70 % PD people after 10 years of clinical onset.
FOG typically manifests as a sudden and transitory inability to generate effective
stepping [19] and particularly occurs when initiating gait, turning or negotiating an
obstacle. This phenomenon is poorly known because of the difficulties of observing
it in a clinical environment and of the different kinds of FOG observed by clinicians
[14, 21]. FOG has been associated with increased risk of falls and poor quality of
life [4]; it leads PD people to limit their community ambulation, thus reducing their
activity levels and exercise capacity. Effective management of FOG is considered a
challenge for clinicians given its episodic nature and limited responsiveness to both
drug treatment and functional neurosurgery [12, 19].

There are various behavioral approaches developed by clinicians to overcome
FOG and more generally to improve gait performance. These rehabilitation strategies
are mainly characterized by the use of external rhythmical stimuli (cues). Cues can be
of different nature: visual (e. g. colored lines on the floor), auditory (e. g. walking at
the rhythm of music or metronome) or somatosensory (e. g. walking on a treadmill).
In the literature there’s good agreement that auditory cues are the most efficient in
enhancing gait execution [13, 18].

The cues delivery during supervised walking exercises, has been shown effective
in a laboratory setting, but it did not succeed at providing sustained functional benefits
eventually [13, 18, 22, 23], probably owing to a disease-related impairment in motor
learning mechanisms. Many researchers have therefore advocated a model of cue
delivery “as needed”.

The aim of the present study is to implement an architecture using every-day life
devices for assisting PD patients during their daily life activities to overcome FOG:
the portable assistive device would be able to release suitable cues at every time the
FOG occurs during the DL of the patient.

2 Literature

A certain number of devices to be worn and able to detect the FOG event have been
proposed into the literature.

Moore e al. [16] defined a freeze index (FI) using power spectrum analysis of
vertical linear acceleration of the shank. This FI is defined as the ratio between
the power in the “freeze” band (3–8 Hz) and the power in the “locomotor” band
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(0.5–3 Hz). A threshold is applied to detect FOG. Recently the same group of
study [17] used this parameter to detect FOG building an architecture composed of
7 inertial measurement units (IMUs) (3 for each leg and 1 on the lower back). The
IMUs acquired triaxial linear acceleration and transmitted wirelessly to a computer
for processing.

Bachlin e al. [2] proposed an on-line FOG detection algorithm based on the FI of
Moore et al. [16]. Acceleration data from three sensors attached to the body (shank,
thigh and belt) were transmitted to a wearable computer through wireless Bluetooth
link. The wearable assistant is equipped with earphones in order to produce RAC
whenever a FOG episode is detected. These authors improved the detection algorithm
using a reduced window size to detect shorten FOG and a second threshold to avoid
false positives during standing.

Tripoliti et al. [24] developed an algorithm of FOG detection based on signals
received from wearable sensors (six accelerometers and two gyroscopes) placed on
the patient’s body. All sensors transmitted data to a portable PC using Bluetooth in
order to process signals.

Mazilu et al. [15] propose a wearable assistant, composed of a smartphone as wear-
able computer and wearable accelerometers (hip, knee, ankle), for online detecting
of FOG. When FOG is detected, the assistant provides rhythmic auditory cueing
or vibrotactile feedback. The system is based on machine learning techniques. The
classifier must be trained offline on a base station, then it is stored in a file and copied
to the mobile-phone for its online use.

The class of systems discussed above presents some problems in term of accept-
ability: i.e. multiple sensors placed on patient’s body, need to transmit data to a
computing unit, which must be always nearby the patient. They are used in a reha-
bilitation facility context, but no solutions are apt to be used during the DL, except
the one proposed at SFIT Zurich [15], asking for device training.

3 Acceptability

Acceptability is a crucial requisite for a device able to empower the patient during
DL by means of a reliable and timely production of suitable cues and able to support
remote monitoring of FOG events.

ICT Technology acceptance has been widely studied in a job related context and
gave rise to the UTAUT (Unified Theory of Acceptance and Usage of Technol-
ogy) [25]. On the contrary the medical technology seems to be driven almost exclu-
sively by technical feasibility, medical necessity end economic issues so that num-
ber of devices are accepted for use only in a Hospital environment. Several studies
[1, 27, 28] have shown that acceptability and usability barriers are the major obstacle
to the approval and diffusion of medical assistive technology.

Furthermore acceptability studying of medical technology is far from the study
of acceptability in a job related context. Such diversity is characterized mainly by
two aspects [28]:
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• medical monitoring generates the perception of breaking into one’s own privacy;
• medical technology refers to “taboo related” areas, which are associated with

disease and illness.

Interestingly ICT technology, particularly smartphones and other mobile technology,
doesn’t elicit these feelings because of their popularity. They also offer customizable
user interface to increment perceived ease of use. The current smart mobile tele-
phony devices are in principle apt to satisfy all the above mentioned requisites in
terms of technological feasibility of ambulation monitoring devices and in terms of
acceptability, because of their increasing widespread diffusion. At present according
to the literature they appear to be mainly used as gateways to connect the Body Area
Sensory Network with Internet or with another calculation unit except for the study
of Mazilu et al. [15].

4 Architecture and Technical Aspects

In this paper we will outline a smart-phone based architecture able to detect FOG,
to produce the proper cues, and to provide information for continuous monitoring of
the events, and self-tuning on the individual patient characters.

The proposed gait assistant is composed of:

• a smartphone with an appropriate application installed;
• an elastic belt with an appropriate socket to hold the smartphone in the right

position.

As can be noticed the architecture is extremely essential and doesn’t need any
sensor, wire, marker attached to the patient’s body. The patient must hold only a
smartphone in the socket.

The application collects acceleration data from the onboard accelerometer at
100 Hz, processes them to calculate a freeze index (FI), defined by Moore et al.
[16], in combination with the signal energy (SE), defined by Bachlin et al. [2]. Dif-
ferently from these previous works, our architecture works in real-time and performs
sensing, processing and auditory feedback on the smartphone, without the need of
an external calculation unit.

Acceleration data are passed into a time window of suitable length (Hamming
window). On each window FI and SE are calculated and compared with their corre-
sponding thresholds. When both the values of FI and SE exceed the threshold a FOG
is detected and auditory feedback is provided. The window is applied every 0.4 s.

Thresholds are calculated from 20 s of standing posture. They are computed as
the mean plus one standard deviation.

The features calculated by the application are stored in the smartphone as text
files. During an every-day use the application is geared for sending periodically such
files to an appropriate database of the clinical center.
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5 Subjects, Experimental Protocol and Data Analysis

Subjects. The architecture was tested on 22 ambulant subjects (16 males and 6
females) suffering from Idiopathic PD (UKPDS Brain Bank criteria)[9] with a clin-
ical history of FOG. Patients were ≤80 years old and not-severely demented (Mini-
Mental State Examination—MMSE ≥20) [8]. The study was approved by local
Ethics Committee and written informed consent was obtained.

Patients were assessed in the practically-defined ‘off’ state, after overnight with-
drawal of the dopaminergic therapy. Patient characteristics were as follows: mean age
65.0 [SD 9.3], disease duration 15.3 years [SD 6.1], Hoehn and Yahr stage [10] 3.7
[SD 0.3], UPDRS Section I 2.9 [SD 2.5], UPDRS Section II 17.4 [SD 5.1], UPDRS
Section III 18.5 [SD 9.1], UPDRS Section II item “Freezing of gait” 2.4 [SD .5],
LEDD (Levodopa equivalent daily dose) 776.1 [SD 247].

Experimental protocol. Patients performed three kinds of timed up-and-go
(TUG) tasks to provoke FOG on a standardized course: (i) the standard TUG test as
described by Shumway-Cook et al. [20], (ii) the Cognitive Dual Task Timed Up and
Go test as described by Hofheinz et al. [11] and, finally, (iii) the Manual Dual Task
Timed Up and Go test, which was inspired to Baker’s [3] experimental protocol.
During the Manual Dual Task Timed Up and Go test, participants were seated in a
chair, stood up, collected a tray with 2 cups of water placed on a table beside the
chair, walked along the 3-m walkway carrying the tray, crossed a line marked on
the floor, turned around, walked back, rested the tray on the table and sat down. The
water levels in the cups and the positions of the cups on the tray were standardized.
Each patient performed at least nine TUG tests, three for each kind of TUG. The
overall aim of the investigators was to obtain a sequence of videos depicting a wide
range of FOG episodes. Walking trials were recorded on a digital video camera from
a consistent vantage point for later analysis, and each video showed a complete TUG
trial starting and ending in the seated position. Simultaneous acceleration data was
acquired from the trunk during the TUG trials described above. Synchronization of
the video and accelerometer recordings was performed prior to data collection by
alignment of the video camera and data acquisition computer clocks.

Data analysis. We calculated sensitivity, specificity and efficacy in order to eval-
uate the system performance. We defined true positives (tp) the windows correctly
classified as FOG. We defined false negatives (fn) the windows classified as non-
FOG despite the patient manifesting the symptom in that time instant. We defined
true negative (tn) the windows correctly classified as non-FOG. We defined false
positives (fp) the windows wrongly classified as FOG despite his absence. Based

on these definitions we calculated sensitivity as Se = tp

tp + fn
and specificity as

Sp = tn

tn + fp
. In order to have a better overview of the system performance we can

define another kind of sensitivity (Se1) as the ratio between the number of FOG events
identified by the applications and the total number of FOG events observed during all
the trials. Since the objectives of such architecture are both symptom recording and
treating, we are also interested in the ability of the architecture in improving motor



182 L. Pepa et al.

Table 1 Results

Paz. Gender Tremor Se Sp n◦ FOG FOG identified FOG overcome Seoverall

1 M X 0.60 0.99 3 1 1 0.33
2 F 0.85 0.87 2 2 2 1
3 M – 1 0 0 – –
4 M – 1 0 0 – –
5 M 1 0.96 1 1 0 1
6 F X 0.44 1 13 1 1 0.08
7 M 0.78 0.97 7 4 3 0.57
8 M – 1 0 0 – –
9 F 0.86 0.98 7 7 5 1
10 M – 1 0 0 – –
11 M 0.91 0.94 2 2 2 1
12 M 0.88 0.98 16 16 13 1
13 M 0.92 0.91 12 12 10 1
14 M 0.93 0.88 25 25 11 1
15 M 0.87 0.92 4 4 4 1
16 F 0.81 0.67 7 6 2 0.86
17 M – 1 0 0 – –
18 M – 1 0 0 – –
19 M – 1 0 0 – –
20 F 0.77 1 5 4 4 0.80
21 M 0.66 1 8 4 1 0.50
22 F 0.93 0.99 3 3 3 1
TOT 81.4 % 95.73 % 115 92 Eff = 68 % 80 %
TOTa

wt 85.92 % 95.35 % 99 90 Eff = 67 % 91 %
a Results for subject without tremor

competences of the patient. For this reason we define efficacy (Eff ) as the ratio
between number of FOG overcome thanks to the cue supplied and number of FOG
identified by the application. Among all the participants there were 2 patients affected
by rest tremor: we can assess the effects of this disturbance on the algorithm per-
formance. Studies show that frequency bands of FOG and tremor are quite entirely
overlapped [6], so we can expect a great loss of sensibility in patients with rest
tremor of distal arts. For this reason sensitivity results are both globally presented
with respect to the whole sample and, separately, with reference to those with rest
tremor.

6 Results

We observed 115 FOG events in total, as recognised by clinicians based on video
recordings. The application correctly identified 92 of them. Results are presented in
Table 1. Total results are displayed as the mean computed on all patients.
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Our interest was also concerned with acceptability requirements and the only way
for assessing this topic was asking the participants. With respect to the invasiveness
and obtrusiveness, none of the patients felt embarrassment or discomfort in wearing
the smartphone. Regarding the technical confidence, the major part of the patients
taking part in our experiment didn’t already possess the technical expertise needed
to manage a smartphone, mainly due to their age. All of them were apt to learn how
to launch the app and moreover their background always included a young relative
much engaged with this kind of technology. Some patients expressed their strong
desire in using the architecture at home due to the benefit found during the trials.

7 Discussion and Future Work

Results indicate that the proposed architecture is capable of identifying FOG episodes
with suitable sensibility and specificity, compared to other studies [2, 15, 17]. Moore
et al. [17] obtained 84.3 % of sensitivity and 78.4 % of specificity when using all the
7 sensors. Sensitivity and specificity become 86.8 and 82.4 % respectively for the hip
sensor alone. Bachlin et al. [2] reported a mean sensitivity of 73.1 % and specificity
of 81.6 %, these value incremented to 88.6 and 92.4 % respectively after an offline
parameter optimization. Results in sensitivity and specificity obtained from Mazilu et
al. [15] are divided for sensor placement and sensor axes. Therefore we can compare
our results with their performance results for vertical axes of hip sensor which are
83.68 % of sensitivity and 98.26 % of specificity. This comparison is promising given
the novelty of our architecture, which is, to our knowledge, the first attempt to manage
FOG using only a smartphone-like device. We focus particularly on the aspect of
acceptability of the technical device, thinking of a solution that neither labels the
person as a patient, nor limits his movement, nor forces him to be equipped with
obtrusive and unfamiliar technological hardware (e.g. sensors and wire attached to
the body).

Algorithm performance manifests some user-dependent characteristics: for some
patients it worked exceptionally, but there are some other patients that experienced
a lower performance. This large variability was found also in other studies [2, 15]
and is possibly related to different type of FOG (i.e. trembling vs. akinetic).

Results in efficacy are underestimated because some patients affirmed they didn’t
hear the cues. This problem can be easily overcome by using head-phones. In this
stage of testing we couldn’t adopt this solution because we need to evaluate the
system and be aware of his functioning.

Both the high score of performance results and the unobtrusiveness demonstrate
the potential use of the architecture in monitoring, gait assistance during daily living
and rehabilitation therapy. In spite of these encouraging results, much work must be
done in order to improve system performance. We are already working to include
additional discriminative features to the algorithm since it is clear that multidimen-
sional approaches [15, 24] give better results. As expected, rest tremor caused a loss
of performance. It can be interpreted as a disturbance, since his frequency content
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is exactly between 3 and 8 Hz [6]. To overcome this problem we will integrate the
algorithm with additional feature, apt to discriminate FOG from tremor of distal arts.

The proposed architecture can be easily applied to similar scenarios involving
other diseases [7]. Clinicians can benefit from the information brought by aggregate
and synthetic parameters clinically important, improving their knowledge and patient
management.
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Electromagnetic Sensing of Obstacles
for Visually Impaired Users

Lorenzo Scalise, Valentina Di Mattia, Paola Russo, Alfredo De Leo,
Valter Mariani Primiani and Graziano Cerri

Abstract Vision impairment is a physical and sensory disability affecting a large
number of subjects around the world. A large part of this subjects is aged 65 or older
and their number grows faster than the overall population. In this work, a innovative
sensing method, proposed by the research group of the Università Politecnica delle
Marche based on EM pulses, is presented together with some experimental results
achieved in obstacles detection. The proposed approach accomplishes most of the
operative requirements of electronic travel aids for visually impaired subjects and
can provide additional information (height form the ground, distance and position
of the obstacle) on obstacles respect to the available assistive technologies currently
used by subjects affected by visual impairments.

1 Visual Impairment and Assistive Technologies

Blindness and vision impairment (VI) is a physical and sensory disability affecting
a large number of subjects around the world. The incidence of severe VI varies
between industrialised (0.4 % of the population) and developing countries (>1 %
of the population) [9]. Globally the World Health Organization (WHO) estimates
40–45 million of people to be totally blind and up to 314 million to have some kind
of visual impairment; the 87 % of them live in the developing countries [10].
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The majority of blind and VI subjects is aged 65 or older; their number grows
faster than the overall population and it is estimated that such figures will double by
year 2020, making such issue of particular relevance for Europe strategic agenda.

From a social point of view, VI subjects live strong limitations on their social
life, in fact the sight reduction or impairment limits the access to the information,
the work opportunities and the interactions with other people and the surrounding
environment. In particular autonomous mobility for VI subjects can be extremely
difficult and in most of the case it requires the use of assistive devices.

The most common way to navigate for VI subjects is the white cane which is a
pure mechanical device dedicated to the exploration of the ground in front of the user
(about 1.5 m from his/her feet). Static obstacles and holes or steps can be detected
by the user handing the cane simply by tactile-force feedback; floor characteristics
(hard, soft, etc.) can also be inferred by the sound produced by the cane tip on
the ground. This device is light, portable and cheap, but it suffers the limit to only
provide information of static obstacles from the ground and a portion of less than
1.5 m in front of the user feet. The presence of trunk or head level obstacles is not
detectable and consequently it can cause hits; this representing a major limitation on
self-confidence in autonomous mobility for VI subjects, especially if aged.

The last decades have seen the proposal of many assistive technologies aiming to
reduce the difficulties of VI subjects in mobility tasks. They typically involve the use
of systems able to collect information of the space around the subject to provide ori-
entation information and to warn for obstacle avoidance. Such devices are commonly
known as electronic travel aids (ETAs) and are all based on exploring (with different
sensing methods) the environment and to transfer the information gathered to the
user by other sense (mainly hearing or touch). It is generally agreed that currently no
available electronic travel aids (ETA) (commercial system or prototype) incorporates
all the required features recommended by the Visually Impaired (VI) community and
the International Guidelines to a satisfactory extent [4–6]. Moreover, it is interesting
to note that in the literature there is a lack of studies which consider electromagnetic
(EM) radiation in the radio frequency or microwave ranges as the physical quantity
able to deliver information on obstacle presence for visually impaired users. Recently,
the authors have demonstrated the possibility to sense the presence of obstacles in
the volume in front of the user by EM pulse transmission [7].

In this work, an innovative sensing approach based on EM pulses is presented
together with some tests conducted in real indoor/outdoor premises and achieved by
the research group of the Università Politecnica delle Marche.

2 Operative Scenario and Scope

The ETA system proposed in this work has to give information on the presence and
the distance of the obstacles eventually in front of the subject, exploring in elevation
a region from ground to head level, and in azimuth an area corresponding to the
subject’s body.
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Fig. 1 Volume explored by the proposed system

The minimum distance or range over which this information is needed is a com-
fortable stopping distance at normal walking speed [4, 6]. The operative scenario
explored in this study is represented in Fig. 1, where a=1.5 m, b=2 m, c=3 m. The
dimensions selected for the explored volume are a compromise between the neces-
sity, in a real system, to give sufficient information to the user and the need to limit
meaningless and multiple alarms thanks to continuous monitoring.

The present study aims to analyze the signal reflected from different types of
obstacles placed at a different distance, level and position inside the above mentioned
volume. In particular, it will be reported the case of two obstacle: the first obstacle is
static (a person standing in front of the system) while the second is a moving obstacle
(a person moving toward the system). The tests have been conducted in an outdoor
space (parking pool) and in a corridor of the Faculty with standard metallic furniture.

3 The Proposed Solution

The experimental set-up realising the EM obstacle monitoring system is schematized
in Fig. 2 and it is described in detail in [7]. The obstacle is illuminated using a helical
antenna (matched from 4 to 6 GHz; half power beam of about 35.9◦ in the plane
ϕ= 0◦ and 36.9◦ in the plane ϕ= 90◦).
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Fig. 2 Photo of the electromagnetic obstacle detection sensor. The EM portable system (left); The
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Fig. 3 Time response measured with a plastic plane (50 × 50 cm) placed at 3.04 m (left). Time
response measured with a metal plane (200 × 200 cm) at 3 m (right)

A vectorial network analyzer (VNA) is used to measure the reflection coefficient
at the antenna input. VNA provides the time domain response which has a pulse
duration 0.4 ns (calculated at 50 % of the pulse amplitude), corresponding to 12 cm
spatial resolution. The electromagnetic system is basically set up by a control unit,
a Tx/Rx unit, and a radiating element. Each part has to be analysed and properly
designed according to the requirements of the scenario. The radiated signal is a short
pulse whose echo will be used to extract information of the object.

In Fig. 3, we report the time domain response measured in the case of a 50×50 cm
plastic plane placed at 3.04 m (left) and of a metal plane (2 × 2 m) at a distance of
3 m (right). In Fig. 3-right, the x-axis is reporting time (ns) in order to appreciate
the time scale of the whole phenomenon (the peak corresponding to the obstacle is
detected after 21.8 ns for an obstacle at 3 m); the Δt (duration 1.32 ns) is the time
interval between the coaxial-waveguide transition and the antenna aperture, during
this interval the system is not able to detect the obstacle (it correspond to <28 cm).
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Fig. 4 Obstacle detection and distance measurement for the outdoor scenario

For the figure on the right, two peaks are well evident in the early time response
corresponding to the coaxial-waveguide transition of the antenna and to the antenna
aperture, they limit the minimum detectable distance to <28 cm.

4 Results

4.1 Outdoor Scenario: Static object

In Fig. 4, an example of an outdoor static obstacle (parking gate bar, height from the
ground: 1.1 m)—not detectable by a cane—is reported for two different distances
(2.1 and 2.9 m). The obstacle is clearly identified and its distance is determinable.

4.2 Indoor Scenario: Static and Dynamic Obstacles

In Fig. 5, it has been simulated a possible indoor scenario with static and dynamic
obstacles: a corridor with one person standing on the right and one advancing the
system). Signals measured by the proposed system are reported on the same figure
on the right; the obstacles presence and their distances are clearly individuated by
peaks. A sequence of measurements have been recorded while the subject on the
right was moving toward the system.
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Fig. 5 Obstacle detection and distance measurement for the indoor scenario: test at different
distances

Finally a test with a blind user has been operated with a portable version of the
system and a specially portable antenna. The test has proved the ability of the user
to avoid obstacles randomly placed, to identify in time obstacles at trunk height and
to pass through a gate without hits (a video of the tests is available on line at [8]).
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Fig. 5 (continued)

5 Conclusions

The use of EM pulses is suitable technique for obstacle detection in real mobility
scenario for VI user. A first important characteristic of the proposed system is that,
thanks to the high number of measurements operated per unit of time, the user can
stand still or walk at an acceptable speed (<1 m/s). A second aspect is that the system
is compatible with the cane and it can be also be mounted on the stick; if it is moved
by the user in order to explore the volume of the space in front, (thereby intrinsically
performing a space scanning like a real surveillance radar), mechanical motion is
far slower than the speed of the EM pulse. Consequently the obstacle appears to be
still with respect to the EM system. Therefore, the availability of a reflected pulse,
providing the information on the distance of an obstacle, is the simplest and most
effective way to inform the VI person.

The electromagnetic technology allows to achieve some advantages with respect
to existing ETA systems (in particular the ultrasonic sensors):
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• the frequency range allows the miniaturization of the antenna and of the device,
more comfortable for the users.

• the possibility to integrate the antenna onto white cane. In particular more than
one antenna could be used to detect obstacles at different height (ground, trunk,
and head level). Finally a narrow beam in the horizontal plane would allow to
determine the direction of the obstacle simply exploring the environment with the
oscillatory movement of the cane.

• the penetrability of fabric from the electromagnetic waves, offering a full wearable
ETA, improving acceptability and usability.

• the very high quantity of information collected in short time intervals, allowing
the detection of moving obstacles whose velocity could be easily sensed.

• the dependence of the scattered field upon dimension and material of the radiated
object could be usefully exploited to extract the obstacle characteristics.

It is important to note that future development of the proposed system will
aim to improve system reliability and robustness, to design an advanced multi-
sensory strategy allowing to optimise the system use and to study proper system-
to-user-interface [1–3]. The use of EM sensing for VI subjects mobility is currently
patent pending.
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Abstract The progressive population aging provokes an increase of importance in
safety aspects for the elderly and the people with disabilities that are housed in
care homes and hospitals. Current regulations denote an inadequate approach to
safety problems connected to possible evacuation due to events like earthquakes,
floods, fires. The law approach implicates that patients are directly carried out by
health workers assistants in evacuation. However, many patients can autonomously
evacuate, helped by specific facilities for way finding and not assisted by the medical
staff. Our research is intended to design “guidance” system for these categories, and
to inquiry how these facilities interact with people and influence their motion. The
understanding and the simulation of behaviors of this category become essential in
order to reach these goal. This work proposes a multi-agent model for evacuation
simulation, based on the Social Force motion approach and on experimental data.
This paper focuses on joining group behaviors for autonomous elderly. The validation
concerns various quantities describing group motion phenomena. The model will
be integrated including aspects connected with eventual disabilities in motion for
patients.
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1 Introduction

The population aging directly provokes an increasing request of accommodations for
elderly and people with disabilities in motion: only in Italy, there are about 300,000
of these people housed in healthcare homes [1]. A particular attention must be posed
on their safety, especially in evacuation due to earthquakes, floods or fires... Actually,
regulations denote a schematic approach in building layout and in characteristics of
healthcare assistance. It is considered that, in case of evacuation, patients are directly
carried out by health workers. This approach implies a constant presence of a very
large assistance staff (usually not adequate in the real cases), with consequent high
evacuation times due to the transportation of each patient. Human behavioral aspects
are omitted. However, many guests have a partial or complete motion autonomy:
they could exit the building by themselves, even using a series of facilities in evacu-
ation, such as “guidance” systems that doesn’t need the intervention of an healthcare
operator. Our research is intended to design “guidance” system for them. The two
essential starting issues are: the understanding of behaviors and visual/motion diffi-
culties for these categories in case of not-assisted evacuation; the design of punctual
visual “guidance” systems (e.g: photoluminescent tiles) with experimental studies
on their influence in space perceptions and motion in evacuation [2].

The behavioral inquiry in the first issue involves also the definition of a simulation
model that is capable to analyze the influence of behavioral effects in evacuation.
Many studies involves evacuation for different structures [3, 4], including hospitals
and healthcare structures [5, 6], obtaining both numerical and behavioral data. Group
motion phenomena, attraction between individuals and “Herd Behavior” [7, 8].

Actually, many models simulate human behavior and motion in evacuation con-
ditions [9]; a limited number of them involves hospitals evacuation and the presence
of disabled people [10, 11]. The social force model [8, 9] approaches analysis of
real cases and describes motion in terms of attractive and repulsive social forces
that lead individuals to achieve their goal by interacting with other people and the
environment.

Our simulation model is based on the social force model, with modifications due
to case study. The model is developed using an agent-based methodology, and a
software is implemented on the same bases. The motion law is attributed to each
single evacuating person; the interactions between them, and between them and the
physical scenario, produce the global results retrieved from previous experimental
analysis. In this paper, the definition of group attraction during motion is provided,
in order to describe group motion phenomena. The model is also proposed as a
tool for predictions of probable behaviors in different scenarios, in order to promote
interventions for a good building design in relationship between the building layout
and the “human” evacuation process.
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2 Phases, Model Structure and Validation Criteria

2.1 Phases and Model Structure

This work is organized in the following steps; for each step, the relative paragraph
is indicated in brackets, in italics:

• characterization of interactions in evacuation between the agents and joining group
behaviors definition (Intentional model and Criteria for joining group behavior);

• model implementation in the simulation software (Implementation);
• validation of the criteria for joining group behaviors simulation (Validation).

The model uses a multi-agent architecture, with an evident “Lagrangian” approach:
the motion law is applied to each single agent involved in the evacuation, and the
results derive from the effective interactions between agents. Phenomena and quan-
titative values produced by the model have to be are similar to the experimental ones
for the whole system. These interactions are developed adopting the i* language
[12], founded on a graphical approach. The motion law is based on the Social Force
Model one, with integrations to the case study due to experimental data.

The model is composed by two parts. The intentional model describes the general
characteristics of the agents involved in the evacuation procedure and the relation-
ships between them. The criteria for motion involves the effective motion law for a
single agent. A software is implemented on these bases in order to test and validate
the model.

2.2 Validation Criteria

The validation phase is affected by the aforementioned “Lagrangian” approach, in
this paper, joining group behaviors are inquired. The same indoor scenario is tested
by varying the number of involved people. Ten simulation are run for each test;
average values and standard deviations are calculated.

The influence of attractive force on instantaneous accelerations is inquired in
order to denote inadmissible values [9]. An experimental average value for distance
between members of the same group is essentially retrieved by videotapes analysis
(database at https://www.sugarsync.com/pf/D0452061_63556241_693560) of real
evacuations of public spaces from all over the World, using the open source image
analysis software “Tracker” [13]. Only distances lower than 3.0 m (maximum dis-
tance for interaction phenomena [9]) are considered, with an approximation of 0.1 m.
Finally, relations between cohesion bound, group dimension and average quantities
are offered.

https://www.sugarsync.com/pf/D0452061_63556241_693560
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Fig. 1 The general intentional model expressed by i* language

3 Results

3.1 Intentional Model and Criteria for Joining Group Behaviors

Previous studies and experimental evidences suggest that, during his evacuation, a
person refers to other pedestrians and to the physical scenario. Following an agent-
based approach, Fig. 1 shows the global intentional model describing relationships
between these actors, using the i* language [12].

Agents defined in order to consider the whole kinds of guests housed in health-
care structures. Elderly is an old person who is autonomous in motion, during the
evacuation. Disabled is a guest who needs the Rescuer assistance in the evacuation;
disability parameters allow to define different degree of disability. The healthcare
assistants are represented by the Rescuers agent, that can interact also with Elderly
giving them information during the procedure. In this paper, the attention is focused
on the role Elderly, played by Agent i and Agent j.

The agent parameters describe his desired speed in motion, radius of pedestrian,
mass of pedestrian [8, 9]. The Elderly makes decisions based on Environment (avoid
obstacles, attraction towards exit, attraction towards guidance systems) and on other
people’s positions (influence of other people), in order to both avoid physical contact
(avoid collision) and to maintain a certain distance from other people sharing a
group bond (joining group behaviors). Equation 1 shows the general motion law,
which terms are based on integration of the Social Force Model one [8].

mi · d◦∂ (t)

dt
= ◦Og +

∑ ◦Frep+
∑ ◦Fattr + ε (t) (1)

The attractive term is modified as explained below in order to operatively describe
joining group behaviors. Elderly who share a “group bound”, including the sharing
of the same evacuation target, are influenced in motion by attractive phenomena.
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Equation 2 describes the definition of this attractive force, also according to previous
studies [8].

◦Fattr (tn) =
∑

gr,i

◦Fattr,gr,i (tn) =
∑

gr,i

−α
(
di j (tn) − Dmin,gr

)

· (
Cgr,i · ◦pi (tn) − ◦pgr,i (tn)

∥∥ ◦pi (tn) − ◦pgr,i (tn)
∥∥

)

(2)

The target point is the geometric centre of the i’s “reference group” (gr,i), com-
posed by other Elderly sharing a “group bound” with i and surrounding i in a max-
imum radius Dmin,gr = 3 m [9]. The attractive phenomenon is guaranteed by the
minus sign: in fact, the force goes from i to i’s reference group center. On the contrary,
repulsive phenomena are described by vector pointing to i position (positive sign).
The total attractive force depends on the overlapping of various attractions given by
possible different “reference groups” (gr,i). The cohesion parameter Cgr,i influences
the modulus of this force.

3.2 Implementation

The model is implemented using the TROPOS methodology [14]; TAJ [15] is used
as development environment, using Alan and Java languages. The implemented soft-
ware uses a continuous 2D space representation. Elderly positions are updated solv-
ing the motion law (separately for the X and Y axes) at discrete time intervals of
0.1 s [16].

The Environment is described by a 2D DXF file, defining internal building parti-
tion (individuating the single rooms), doors and “guidance” systems. Elderly can be
randomly generated in the different rooms, or their number can be directly imposed,
room by room. An initial cohesion bound for group is given to the Elderly gen-
erated inside the same room. A straight corridor with 6 facing rooms is the tested
environment.

For the validation, the Gaussian error ε (t) in Eq. 1 is not considered, with the
purpose to retrieve the “average” behavior. Both people sharing only the same evac-
uation target and also a group bond have the same Cgr,i value. An Elderly has a
characteristic radius equal to 0.35 m, a mass of 80 kg [9]; desired speeds are equal
to 1.46 m/s or 1.22 m/s or 1.16 m/s [17], in order to considerate different attitude in
motion. A maximum speed of 3 m/s is imposed according to previous studies [9].
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Fig. 2 Average distance between pedestrians in an evacuation group influenced by: left Cgr,i vari-
ation; right number of people in the group Ni for Cgr,i = 50 N

Fig. 3 Influence of the group dimension Ni (Cgr,i = 50 N): left on average instantaneous accelera-
tion and divergence in path length, right on average evacuation speed, including standard deviations

3.3 Validation

The validation phase follows the indications of paragraph 2.2. The average value
of the instantaneous acceleration is lower than 0.2 g, and so acceptable [9], only
when Cgr,i is smaller than 500 N. Figure 2 shows a general view on average distance
between members of a same evacuation group (dashed line) and people sharing also
a group bound (continuous line).

On the right, the cohesion parameter influence is showed. Considering a Cgr,i =
50 N, an average distance of about 1.7 m, that is near to the experimental one, is
noticed. People sharing also a “group bound” stay closer in respect to people sharing
only the same target: this fact is due to their initial positions (exiting from the same
room) and to “herd behavior” influences [8]. On the right, the group dimension
influence is showed. According to experimental valuation, people in smaller groups
maintain a lower distance, as showed in. In wide groups, the average distance tends
to the aforementioned value of 1.7 m. Data for high people density is influenced by
the interposition of other pedestrians between members of a same groups.

Figure 3 inquires again motion quantities for different group dimension. People
in a bigger group perceive highly the influence of other pedestrians, as demonstrated
by both the instantaneous acceleration and the divergence in path length.

Moreover, an higher dimension of the group implicates a lower average speed in
evacuation, for disturbs provoked by interactions expressed in the motion law.
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4 Conclusions

A multi-agent simulation model for evacuation of care homes and hospitals for elderly
and people with disabilities in motion based on the social force model approach is
proposed; its software implementation is offered. In a particular way, group motion
phenomena for autonomous elderly are investigated, by defining and testing of the
formulation for attractive forces between members of an evacuation groups. For
Cgr,i = 50 N, an average distance between members of the same evacuation group
of about 1.7 m, according to experimental data, is noticed. Results, in relation to the
group dimension, evidence phenomena that are truly notable in real evacuations.

The model needs the operative integration of behavioral criteria for the other evi-
denced agents. Many tests with other environments are recommended. The definition
of interaction forces between people and evacuation facilities, such as way finding
elements or “guidance” systems, is required.

The complete model can be used as tool for evacuations previsions, in order to
define strategies for the building design starting from the effective relations between
environment and “human” behaviors in critical conditions, such as in evacuations.
This work is proposed as one of the activities of our research group. Our goal is to
define and design a series of evacuation facilities (“guidance” systems, interactive
building components for evacuation) that allow people with in particular condi-
tions (elderly, people with partial disabilities in motion) to properly evacuate in an
autonomous way, with a reduction of the healthcare operators interventions to the
really needed cases.

Appendix

• Cgr,i cohesion parameter (N)
• Fattr, Frep modulus of the attractive and repulsive forces (N)
• mi pedestrian mass (kg)
• Og modulus of the drive-to-target force (N)
• ◦pgri (tn) position of the geometric centre of the i’s group
• ◦pi (tn) position of the pedestrian at instant tn
• v(t) modulus of pedestrian velocity at the generic instant t (m/s)
• ε(t) random variation of forces (N) at the instant t
• α(dij(tn) − Dmin,gr) Heaviside step function related to the actual distance

between i and j and the maximum value for group attraction;
0 if dij(tn) < Dmin,gr, 1 anywhere.
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An Inertial and QR Code Landmarks-Based
Navigation System for Impaired Wheelchair
Users

Cimini Gionata, Ferracuti Francesco, Freddi Alessandro, Iarlori Sabrina
and Monteriù Andrea

Abstract Personal mobility is a key factor in independent living for elderly people
and people with motor disabilities, thus indoor navigation systems are of utmost
concern in Ambient Assisted Living (AAL) applications. Driving an electric pow-
ered wheelchair in domestic environments becomes difficult for people with arms or
hands impairments. Moreover, people affected by tetraplegia are completely unable
to operate a joystick, and must rely on input interfaces, such as eye tracking and “sip
and puff”, which require tedious and repetitive tasks to be operated. Smart powered
wheelchairs with autonomous navigation intelligence and their integration within
AAL homes, may enhance independence and improve both the security and the
perceived quality of life. Self-navigating systems combine different measurements
provided by both absolute and relative sensors to improve localization accuracy. In
this work, a low-cost localization system for autonomous wheelchairs, which takes
advantage of Quick Response (QR) code landmarks information, is proposed. QR
code is a low-cost pattern with fast readability and large storage capacity with re-
spect to other landmarks solutions. The proposed wheelchair is equipped with an
Inertial Measurement Unit (IMU) and a video camera: the inertial information, pro-
vided by the IMU, is fused with that provided by QR code recognition, thus reducing
the error propagation caused by a Dead Reckoning (DR) approach. Autonomy and
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intelligence of the wheelchair is drastically increased by integrating within its navi-
gation system both the knowledge about self localization and the environment (e.g.
room identification). QR code landmarks are a suitable solution to store this infor-
mation. This approach has been implemented and experimentally tested in an indoor
scenario, demonstrating its feasibility and its good and reliable long-term perfor-
mances.

1 Introduction

Assistive technology plays an important role in allowing vulnerable people (elderly or
with motor disabilities) to lead and enjoy an independent lifestyle in their own homes,
and thus improving their quality of life. For instance, wheeled mobility devices can
significantly improve the quality of life of people who are unable to walk; however, in
this case, attention must be paid also to the user’s physical and mental condition since
different symptoms combinations can benefit from different types of assistance and
wheelchair form factors [1]. Several studies have shown that vulnerable people benefit
substantially from access to independent mobility because it increases vocational and
educational opportunities, reduces dependence on caregivers and family members,
and promotes feelings of self-reliance. Conversely, a decrease of mobility can lead
to emotional loss, isolation, stress, reduced self-esteem and fear of abandonment
[2]. In order to assure a fully independent mobility, one has also to consider that
many mobility impaired users are unable to operate a powered wheelchair safely,
without causing harm to themselves, to others and to the environment. Thus, to
fully support these users, several researchers have developed smart wheelchairs [3],
employing technologies originally developed for mobile robots [4]. These devices
typically consist of either a standard powered wheelchair, to which a computer and a
collection of sensors have been added, or a mobile robot base to which a seat has been
attached. Smart wheelchairs have been designed to help vulnerable users to navigate
in a number of different ways, such as assuring collision-free movement, aiding the
performance of specific tasks (e.g. passing through doorways) and autonomously
transporting these users among different locations. Some smart wheelchairs operate
similarly to autonomous robots: the user specifies a final destination and supervises
as the smart wheelchair plans and executes a path to the target location, but they
are usually unable to compensate for unplanned obstacles or travel in unknown
areas. The technology developed for autonomous machines, which are capable of
moving without human intervention, may offer certain multi-unable persons the
needed assistance to achieve a fully freedom of mobility. A such mobility support
device must be capable of working in unconstrained dynamic environments with
complete regard for safety of its passenger, its surroundings and itself.

In this context, an important role concerns the indoor localization of the smart
wheelchair. Moreover, a persistent navigation [5] is needed, and tags with informa-
tion about absolute position, help to accomplish the indoor localization task [6]. In
the literature different research works deal with this problem and different technolo-
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gies are employed to solve it. Lin and Chen [7] have proposed special landmarks
containing coordinates of the absolute position acquired by a camera and through
a process of image segmentation. Nam [8] proposed a new approach to map-based
indoor localization for walking people using Inertial Measurement Unit (IMU). Other
technologies realize indoor positioning using Wireless Sensor Network (WSN) and
Radio Frequency Identification (RFID), or an hybrid approach based on both, as
proposed by Xiong et al. [9]. Instead of using sensors for building the navigation
route map by the robotic wheelchair itself, various types of landmarks have been
proposed. Courbon et al. [10], presented an indoor navigation system based on the
use of a single camera and natural landmarks where the images of the environment
are first sampled, stored, and than organized as a set of key images which the robot
can follow as visual path to move [11].

The aim of this work is to develop a localization system which includes, at the
same time, an IMU and a vision system based on Quick Response (QR) codes, used
as landmarks. The proposed smart wheelchair is equipped with both an IMU and a
camera: the inertial information provided by the IMU is fused with that one provided
by the QR code recognition. This permits to drastically reduce the error propagation
caused by the well-known dead reckoning approach. The idea is to replicate the
same localization system most used in outdoor environments, i.e. the combination of
an IMU and a Global Positioning System (GPS). IMUs are highly affected by both
noise and disturbances, thus an exteroceptive localization sensor is required to correct
the position estimation provided by the IMU. In indoor environments, however, the
GPS cannot be used and an alternative exteroceptive sensor must be adopted for
improving the position estimation. Localization methods based on features such as
RFID (Radio Frequency IDentification) or visual systems, are often used. By using
RFID technology, an RFID tag is recognized and so the location and the direction of
the landmark, but in this case location accuracy is limited by the harsh propagation
of the radio frequency signals caused, for instance, by the presence of obstacles
among wireless nodes, multi-paths, interference, etc. These methods need dense
deployments of RFID receivers, and are not able to track the mobile target [9]. An
alternative is the use of visual sensors, however they can usually provide only a
local estimation of the position unless the whole environment is known a priori. In
this paper the IMU information is integrated with a method for indoor position and
orientation based on two-dimensional barcode landmark: the QR code. QR codes
are attached on the ceiling of the indoor environment and they store information
about their position w.r.t. the absolute world coordinate system. By the use of image
preprocessing and landmark recognition, it is possible to locate the landmark and get
the information contained in the QR. The landmark shape is easily discriminated for
its geometry and, by estimating the pose of it (and indirectly the pose of wheelchair
w.r.t. the landmark), it is possible to calculate the absolute coordinates of the robot
w.r.t. the environment. The contest in which the study has been realized is that of
an autonomous wheelchair capable of driving itself in an indoor environment. This
paper presents preliminary results where the considered trajectory has a “L” shape.
The smart wheelchair follows the considered trajectory and, using the proposed
navigation system, it is able to correct its position during the navigation.
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The paper is organized as follows. Section 2 describes the system setup: the
powered wheelchair, the sensors, the control unit and the adopted software. Section 3
deals with the description of the control strategy: localization, visual recognition
and tracking. Section 4 presents preliminary experimental results of the proposed
localization system tested on a “L” shape trajectory to be followed. Conclusive section
summarizes the main results of the paper and illustrates possible improvements and
future works.

2 System Setup

The proposed navigation algorithm has been developed in Robot Operating System
(ROS), a framework for robotic applications which recently has been growing expo-
nentially [12]. ROS is a thin, message-based, tool-based system designed for mobile
manipulators. The system is composed of reusable libraries that are designed to work
independently. The libraries are wrapped with a thin message passing layer which
enables them to use and to be used by other ROS nodes. Messages are passed peer
to peer and are not based on a specific programming language. ROS is based on a
Unix-like philosophy of building many small tools that are designed to work together
[13]. The hardware used for the experimental trials are a Microstrain 3DM-GX3-25
IMU [14] and a Logitech webcam HD C525 [15], which are connected via usb port to
a laptop. An Arduino MEGA2560 board [16] has been used as an external joystick
in order to set the directions and speeds motion of the wheelchair. Vision system
algorithm and IMU data processing are implemented in ROS Groovy release [17].
In order to estimate the absolute pose of the considered wheelchair, two ROS nodes
have been developed, one related to IMU and another one related to the camera.
These nodes are capable to exchange messages between them, and thus provide the
wheelchair absolute pose. The data sample rate of the IMU and the camera was set
to 100–10 Hz, respectively. The camera resolution was set to 960 × 544 pixels. The
complete system setup is presented in Fig. 1.

3 Control System

In this section the control system details are provided. In details, the algorithm for the
pose estimation with IMU measurements, the QR code solution for information in
the absolute reference coordinates and the visual system for recognition and tracking,
are discussed.

3.1 Inertial Measurement Unit

Localization systems based on inertial measurements are capable to estimate the
wheelchair position, from a known state and a previously determined location, by
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Fig. 1 The smart electric-powered wheelchair with the IMU sensor

integration of internal measures. In the present paper an IMU is used to have internal
measures such as angular velocity, linear acceleration and orientation. Dead reck-
oning system, based on a 2-D coordinate system, is described by the following
mathematical model for the system at time tn = nT , with sampling time T and
n ◦ 0 [18]

xtn = xt0 +
n−1⎛

i=0

dti cos(θti )

ytn = yt0 +
n−1⎛

i=0

dti sin(θti )

(1)

where dti and θti are the moving distance and the absolute angle at time ti , respectively.
The Cartesian coordinates at time tn of the wheelchair are xtn and ytn . In detail, the
IMU provides the linear acceleration and angular orientation, which are filtered
by Kalman filter. The orientation is used to evaluate the θ parameter and the linear
acceleration is doubly integrated to evaluate the d parameter. Unlike wheel encoders,
an IMU is not affected by wheel slip, which is often encountered in mobile robot
applications. However, there are several disadvantages on using an IMU: the errors
caused by bias in the sensor readings accumulate with time, as show in Eq. (1),
the misalignment of the unit’s axes with respect to the local navigation frame can
cause inaccurate readings. Moreover, the IMU measurements can be affected by
electromagnetic interferences in the home environment such as mobile phone, laptop
and wireless hotspots. An average of 100 samples acquired during system startup
has been used to reduce the bias in the sensor readings.
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3.2 QR Code

QR codes are barcodes that consist of black squares arranged in a square pattern
on a white background. These images are capable of storing much information and
handling all types of data (e.g. numeric and alphabetic characters, symbols and
binary). Then any type of information can be associated and encoded in a QR code
(e.g. website link, phone number, commercial content and messages). QR codes can
be directly decoded by any camera and thus their information can be easily read. In
the present paper, QR codes are used as landmarks, in which their absolute position
is encoded. Various types of QR Code exist. For the experimental trials, the original
version M2, which is able to encode up to 7,089 characters in one symbol, is chosen.
The information encoded in the QR is a string of 21 characters formatted as

#xx .xx#yy.yy#zz.zz#rr (2)

where xx .xx , yy.yy and zz.zz are the positions in meters of the QR code in the world
coordinate system. The room, where the QR code is placed, is shown by the numeric
character rr . This information is not used in the experiments but could be exploited
to integrate AAL home automation technologies with the smart wheelchair. QR code
detection algorithm is developed using the ZBar library [19]. This library allows to
decode each QR code and thus to know the absolute position of each QR code in the
environment.

3.3 Visual Recognition and Tracking

The vision system has been developed in ROS framework using different vision
libraries such as ViSP, OpenCV and ZBar ([20, 21] and [19]). The algorithm is based
mainly on six routines as shown in Fig. 2: camera calibration, QR code detection
and decode, QR code tracking, relative pose estimation, absolute pose estimation
and updating of the absolute pose. Camera calibration is a necessary step in 3D
computer vision for extracting metric information from 2D images. The goal of the
calibration is to estimate camera parameters that allow to make the relation between
camera’s natural units (pixel positions in the image) and real world units (normalized
position in meters in the image plane). Furthermore, by calibration, it is possible also
determinate the distortion parameters, which are intrinsic in cheap pinhole cameras,
and using such parameters to reduce the distortion. The pinhole camera model is
described as

s

⎝


u
v
1



 = A [R|t]

⎝
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X
Y
Z
1



⎢⎢
 (3)
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with

A =
⎝


fx 0 cx

0 fy cy

0 0 1



 , [R|t] =
⎝


r11 r12 r13 t1
r21 r22 r23 t2
r31 r32 r33 t3



 . (4)

In this model, a scene view is formed by projecting 3D points into the image plane
using a perspective transformation. The matrix A is called intrinsic parameters matrix
and the matrix [R|t] is called the extrinsic parameters matrix which denotes the
coordinate system transformations from 3D world coordinates to 3D coordinates
fixed with respect to the camera. Camera calibration allows to estimate both intrinsic
and extrinsic parameters. This step is carried out by the OpenCV software [20] that
uses the algorithm described in [22]. In the present paper the extrinsic parameters
are the position and the orientation of the origin of the QR code coordinate system
expressed in coordinates of the camera coordinate system. This means that is possible
to know the relative position pr of the origin of the camera coordinate system respect
to the origin of QR coordinate system as follows

pr = −R−1 ∗ t = −R→ ∗ t. (5)

After a QR code is detected, the vision system starts the tracking step using a com-
bination of these two algorithms: the Kanade-Lucas-Tomasi (KLT) feature tracker
described in [23] and the model-based edges (MBE) tracker which uses a 2D model
of the QR code in which its edges are stored. These algorithms require some setting
parameters that have been chosen in order to have the best tracking performance
when maximum speed of wheelchair is under 1 km/s. During the tracking, the devel-
oped algorithm updates the [R|t] matrix through two steps: in the first step the matrix
is estimated using a linear approach which produces a first pose matrix that is used
in the second step as initialization for the virtual visual serving non linear approach;
this will converge to the solution with a lower residue than the linear approach [21].
Once the [R|t] matrix is known, the relative pose between the QR code and the
camera can be estimated using Eq. (5). Now the vision algorithm is able to estimate
the absolute pose of the wheelchair by adding the relative pose between the QR code
and the camera with the absolute pose decoded by QR code (Eq. 2). The absolute
pose provided by the vision algorithm is fused with that carried out by the IMU in
order to reduce error propagation. If the tracking routine loses the QR code (e.g. QR
code is out of the camera field of view) the algorithm restarts from the detection step,
otherwise it continues to perform the tracking step.

4 Experimental Results

The experiments have been performed in the hallway at the Dipartimento di In-
gegneria dell’Informazione of Università Politecnica delle Marche. The wheelchair
has been remoted controlled via ROS interface and the imposed trajectory reflects
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Fig. 2 Flow chart of the visual
recognition and tracking
system
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a L shape of 8 m with 3.5 m route along x axis, a rotation of 90∞ at standstill and
a 4.5 m route along y axis: the movements are expressed in accordance with the
absolute reference system placed as in the laser scanned map in Fig. 3a. During the
route the wheelchair is driven to move along the middle of the hallway which is
3 m wide. Three QR codes with 0.42 × 0.42 m2 dimension has been placed in the
experimental setup and fixed to the roof of the hallway at an height of 3 m; thus the
orthogonal vertical distance between the camera and the QR codes is about 2.2 m.
Each QR code includes the information about its position relative to the absolute
reference system, as in Eq. (2), nevertheless the room position has not been used for
this experiment. The QR codes positions have been highlighted in Fig. 3b. The QR1,
with coordinates (1.5; 4.5), is the first encountered during the path; the QR2, with
coordinates (1.8; 1.5), has been placed near the point of 90∞ rotation and finally the
QR3 has been placed in (4.5; 1.5) position. During the route the wheelchair has been
forced to move at a constant speed of 1.16 m/s. The merge of both the IMU and the
visual information gives a satisfactory pose estimation and the results can be easily
evaluated in the same Fig. 3b: IMU measurements are useful in the absence of QR
information, nevertheless during the periods without visual feedback, the pose error
increases with time for the well known acceleration integration problem. In fact both
the QR2 and the QR3 helps the algorithm to recognize the wheelchair in the absolute
space as soon as they are detected.
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(a) (b)

Fig. 3 Experimental Results for QR-code and IMU measurements localization algorithm.
a Estimated pose on a setup scenario map. b Details for the wheelchair estimated pose

5 Conclusions

Smart powered wheelchairs with autonomous navigation intelligence and home
integration ability are key points in AAL technologies as they could provide a pos-
sible sustainable solution to enhance independence, and improve quality of life for
people unable to operate with classical powered wheelchairs. To ensure these aims
a smart wheelchair has to be provided by a self-navigating system, which permits
to localize it with good accuracy combining both absolute and relative sensors mea-
surements. The authors main contribution is the development of an odometry and QR
code landmarks-based indoor navigation system. The smart wheelchair is equipped
with an IMU and a low-cost monocular camera. The vision system estimates the
absolute pose of the wheelchair in the environment by adding the absolute pose
decoded by the QR code with the relative pose between the wheelchair and the QR
code using vision algorithms. The absolute pose provided by IMU sensor, is fused
with the absolute position estimated by the vision system improving the localization
accuracy. The navigation-system has been developed in ROS framework. The cam-
era and the IMU sensor, with their relative software, have been developed as two
ROS nodes that exchange messages between them in order to estimate the absolute
pose of the wheelchair. According to the obtained results, the QR code localiza-
tion has been proved to be a successful absolute localization method which helps to
correct pose estimation algorithms based on dead-reckoning approach; as expected
the improvements in the pose estimation deeply rely on the number of QR codes
used. These preliminary results show that the present navigation system can be fur-
ther developed and integrated with other navigation algorithms. In fact the authors
are currently considering two possible future developments: the first is related to
develop a voice navigation system in order to allow the users to move easily from a
room to another. The system will be provided by a path planning algorithm based on
the proposed QR code landmarks-based navigation system. The second is related to
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the integration of an home automation system which is able to take advantage of the
knowledge about self localization structural information and about the environment
(e.g. room identification) encoded in the QR codes in order to apply suitable and
smart control actions in the environments where the user is placed.
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Chapter 22
Towards an Impact Assessment Framework
for ICT-Based Systems Supporting Older
People: Making Evaluation Comprehensive
Through Appropriate Concepts and Metrics

Roberta Bevilacqua, M. Di Rosa, E. Felici, V. Stara, F. Barbabella
and L. Rossi

Abstract Although it is internationally acknowledged that ICT-based systems have
the potential to provide cost-effective services, their deployment is still limited.
Through the User Centred Design, it is possible to draw up information on key
concepts, such as attitude towards technology, acceptance and usability of any new
products. The collected information will serve for the technological development on
one side, and for the Impact Assessment Analysis on the other one, that will describe
the future path of the devices. The paper describes in details the most important
metrics—attitude towards technology, usability and accessibility—for conducting a
prompt evaluation of a new device for the older people, suggesting common guide-
lines and critical issues to solve.

1 Introduction

Although more and more evidence suggests that ICT-based systems have the potential
to provide efficient support services for the elderly at home—fostering their inde-
pendence, quality of life and social participation—their deployment is still limited
and far from being mainstreamed in most countries.
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Many barriers contribute to this situation, such as, for example, the low digital
skills of older people, the ethical concerns over privacy, intrusion and lifestyle mon-
itoring, as well as a general resistance to change [1, 2].

Many studies have underlined that, when faced with new technologies, older
people can find themselves in a relatively weak position, having prejudices about
their usefulness and ease of use [3]. Often, such devices are too complex that older
people prefer not to use them. Moreover, common limitations make new technologies
difficult to use, and, even more often, the technological devices and services do not
reflect the real needs of the end users.

Although some evidence concerning the effects of ICT-based systems for older
people exists, much more effort would be necessary for improving the state-of-the-art
knowledge in the field. In fact, despite the number of ongoing projects and interven-
tions is rising, the quality of evaluations carried out and the comprehensiveness of
results still seem to be limited, at least in the European context.

In this respect, it is obvious that impact assessment is an essential phase of the
development and implementation of these initiatives and social innovations in gen-
eral, especially concerning the characteristics of human-computer interaction (HCI)
enabled by ICT systems, which require serious attention. For these reasons, our aim
is to design and provide a basic framework for impact assessment that may be applied
in every case ICTs are used for addressing needs of older people.

Through using the User Centred Design (UCD) as the main pillar of such a
framework, it is possible to define a set of key criteria that should be assessed in
a proper context of use, i.e. attitude towards technology, acceptance, usability and
cost-benefit analysis. The collected information will serve, on one hand, for the
technological development, and, on the other hand, for an adequate evaluation (ex
ante, in itinere or ex post) of main direct effects of the user-system interaction.

2 The Elderly Profile

Even though solutions and services are conceived for offering help to the users, the
application of the technological innovation has been limited until now, among the
older people [4]. Some explanations can be found in:

1. The general reluctance to use technology. The main barriers in applying technolo-
gies to older people and caregivers originate from psychological factors, espe-
cially the perception of quality of life, prejudices, habits and education. Many
elderly people strongly reject anything that could ask them to change their life or
habits. Often, these people are not aware of the opportunity they could have to
improve their quality of life.

2. The unclear evidence of the real benefits of technologies. The low level of tech-
nological literacy, especially in the Southern European countries as well as the
Eastern ones, represents the most important issue to overcome, by spreading the
knowledge on how to use the technology for achieving and supporting the well-
being.
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3. The difficulty in using the technologies in an appropriate way. In addition to
the difficulty in learning the functioning of any new devices, also the ageing
limitations can make a new technology too difficult to use for the elderly. The
most common age-related impairments can be, for example, vision decline, hear-
ing loss, motor skill diminishment, and the cognitive processes’ deterioration in
remembering names or maintaining the flow of the conversation, and the increased
tendency to misplace things.

4. The partial broadband coverage in many European geographical areas. Broad-
band is a fundamental issue for the development of AAL technology, that allows
the remote monitoring of the environments and elderly or non-autonomous peo-
ple, as well as the connection of the users with the services. Unfortunately, broad-
band is not available throughout all the European areas: many rural areas and
some Southeastern European countries are not covered by a broadband network.
Older people who live in these specific areas often do not make a good use of all
the public services, and, in particular, elderly people remain isolated from such
applications.

3 The Impact Analysis Assessment

The final goal of every policy, intervention or project should be to produce positive
effects on the target population. Since the range of ICTs for older people is tremen-
dously wide, in this work we distinguish only a set of criteria that are applicable in
every system delivering any kind of support service through technologies. The crite-
ria described below can be of course integrated by practitioners and researchers with
additional ones in relation to the real objective(s) and function(s) of the ICT-based
system: dimensions of impact may include also users’ quality of life, social partic-
ipation, knowledge increase, empowerment in daily activities, cost-benefit analysis
etc., strictly depending on the type of technology and services provided.

3.1 Attitude

With the term “attitude” is usually intended the individual predisposition directed
toward some object, person or event, that can influence the behavior, for example, of
technology usage [5]. Attitude towards technology depends on believes and values
[6, 7], as well as the user’s awareness of the technology and its purpose, the extent to
which the features of the technology are consistent with the user’s needs, the user’s
experience with the technology and the availability of support such as documentation
and training [8]. Kai-ming and Enderwick [9] hypothesised that attitude is influenced
by other internal believes such as the degree to which the perceived application of
foreign technology is free of efforts (perceived difficulty), the history of adoption of
new technology, the supplier’s commitment and the perceived benefit.
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According to the increasing literacy about ICT use by older adults, it is important
to understand the nature of the attitude because it influences the willingness to accept
and use technology, as well as it is modifiable during the life span, providing infor-
mation and experience with ICT [10].

At this end, experimental researches have shown a rather positive attitude towards
technological modification in the domestic environment of the elderly, suggesting a
strong association between the elderly inclination to use a device and the problem
they have to cope with [11, 12].

3.2 Usability

The definition of usability from ISO 9241-11 [13]—the extent to which a product can
be used by specified users to achieve specified goals with effectiveness, efficiency
and satisfaction in a specified context of use—is considered as the main reference of
usability.

Effectiveness, efficiency and satisfaction are the first dimensions that have con-
stituted the meaning of usability, followed by concepts like flexibility, learnability,
safety, memorability and quality in use [14–17]. As it is shown, usability is not given
an absolute definition, but is relative to the users, goals and contexts of use that are
appropriate to the particular set of circumstances [18].

Designing any products or environments involves the consideration of many fac-
tors, but often such products and environments are designed for the average user,
without taking into account the abilities and needs of specific target groups, like the
older people. So, the conceptualization of usability, as it is currently formulated,
needs to be extended to the concept of accessibility, essential prerequisite for the
development of any assistive technologies.

The concept of accessibility is defined as “the usability of a product, service,
environment or facility by people with the widest range of capabilities” [19]. For
matching the accessibility of a given device, it is necessary to adopt the Inclusive
Design approach, defined as “the design of products and environments to be usable
by all people, to the greatest extent possible, without the need for adaptation or
specialized design” [20].

Currently, there are many tools and techniques deeply described in literature,
that can be applied for the analysis of the usability of any technologies, but they
seem not fully appropriate in the case of older people, because they don’t take into
consideration the accessibility issue, on one side, and the particular characteristics
of the elderly, on the other side. An example of this, can be offered by the application
of the Nielsen’s heuristics, for the evaluation of the human computer interaction
[21, 22].

Typically, in fact, the heuristics evaluation involves evaluators examining the inter-
face and judging its compliance with recognized usability principles, the heuristics.
In this way, the risk of adopting an “expert perspective” seems to be higher than
the adoption of the end-user perspective and, in addition, the accessibility remains
unexplored.
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Some researchers have made attempts in order to promote the development of
guidelines on heuristics for the older people, that take into consideration key factors
for evaluating their performance with a device.

In this case, the choice of the evaluation strategies represent a key issue to gain all
the necessary information on the usability and accessibility of a technological artifact
but also to keep the evaluators user-centered, whereas typical heuristic evaluations
often become system focused or rule-focused [23].

Some researchers have shown that the method called “persona” can represent a
good solution to understand if the artefact may be considered usable or it may not
with the older users. More than a simple scenario, in fact, persona describes the user’s
goals and way of interaction, with the purpose of understanding the most important
tasks in the User Interfaces and the user’s motivations, allowing the observations of
the artifact “through” the users-personas [24, 25]. In the case of persona, important
characteristics of older users are addressed, such as: age (including chronological
age and life experiences), ability (cognitive and physical) aptitude (expertise with
the technology) and attitude (confidence levels and emotional state of mind) [23],
even if issue of the great heterogeneity of the elderly population still remain to be
solved.

3.3 Acceptance

The individual acceptance of ICT has been researched from multiple theoretical
perspectives in order to better understand this complex construct. No theory is domi-
nant, but there are some common themes across paradigms: acceptance behaviour is
influenced by individual differences, social and situational influences, believes and
attitudes [26].

On the research side, a step forward is necessary, in order to investigate which
are the elements that can be considered as determinants of the technology use by the
older people, not only in relation to impairments and/or unsatisfied needs.

In their model, Thinker and McCreadie suggested a linkage between the accep-
tance of technology and the felt need for assistance, based on individual charac-
teristics and disability and attributes given to Assistive Technology (AT) [27]. For
the authors, the AT offers the opportunity of narrowing the gap between individual
capacity and the environment, depending on older people’s willingness to use the
artefact, which is strictly connected with its acceptability [27].

In this view, the acceptance of technology represents a more complex phenomenon
respect to the analysis of older people needs per se and it could be defined as “the
demonstrable willingness within a user group to employ technology for the task it is
designed to support” [28].

To understand the kernel of the older people rejection of new technological arte-
facts means to understand deeply the personal believes that characterized the elderly
and that can determine their closure to the innovation.
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The positive or negative acceptance of a device is linked to intrinsic or extrinsic
factors related to the technology. The overestimation or the underestimation of the
devices’ potentialities can lead to an overall erroneous vision of the technology, that
can be modified and/or re-established through specific training, aimed at creating
a technological literacy. As it was defined by ITEA, “technological literacy is the
ability to use, manage, assess, and understand technology. It involves knowledge,
abilities, and the application of both knowledge and abilities to real-world situations.
Citizens of all ages benefit from technological literacy, whether it is obtained through
formal or informal educational environments” [29].

Starting from the older person representation of the artefact, an adequate tech-
nological literacy training should provide skills and expertise to know how to use
properly the artefact on one side, and to understand how technology can improve
his/her daily life, on the other one [29].

4 Conclusion

The promotion of the technological literacy in the older people and the adoption of
the Inclusive Design approach are the overall issues to follow for the development
of new technologies for the elderly, as well as the progress in the usability content
definition, through the use of effective evaluation strategies and the cooperation of a
multisciplinary team, in order to provide guidelines for the specific target.

Even if the evaluation of the metrics described represents the kernel of impact
assessment, some attempts should be made in order to find appropriate means for
integrating evaluation with other dimensions of impact which depend on the pecu-
liarities of the ICT-based system.

In this respect, the most useful and applicable dimension is quality of life of users.
However, this construct is currently measured by instruments typically derived from
social or health sciences. In many cases, they are not adapted for the evaluation
of the improvement of the quality of life through the use of a new device, mainly
due to their conceptualization derived from clinical contexts. For this reason, it is
necessary to move further in the state of the art and develop adequate tools addressing
the complexity of the range of technology-based systems developed in the field of
gerontechnology.
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Brain.me: A Low-Cost Brain Computer
Interface for AAL Applications

Niccolò Mora, V. Bianchi, I. De Munari and P. Ciampolini

Abstract A Brain-Computer Interface (BCI) is an alternative/augmentative
communication device that can provide users (for example, individuals lacking vol-
untary muscle control) with an interaction path, based on the interpretation of his/her
brain activity. In this paper, the design and implementation of a flexible, low-cost
BCI development platform is presented; this platform could serve as a workbench to
develop compact, standalone BCI embedded modules, specifically targeted to (even
if not limited to) AAL control purposes. First, a low-cost, custom, bio-potential acqui-
sition unit was realized; then, a Matlab-based environment was developed for EEG
(ElectroEncephaloGram) signal analysis and processing. An application example
involving a 4-class SSVEP-based BCI is presented, along with a novel classification
algorithm which achieved 94.7 % classification accuracy.
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1 Introduction

Ambient Assisted Living Technologies (AAL) aim at making the home environ-
ment more cooperative and intelligent, providing help to accomplish daily living
tasks; AAL solutions have been successfully applied for supporting and promoting
independent life of elderly people. However, individuals affected by severe impair-
ments could be potential beneficiaries of AAL services too (such as those aimed at
environmental safety and control): the main issue is to provide these users with an
effective interaction path to the AAL system.

A possible approach to this problem involves Brain-Computer Interface (BCI)
technologies. BCI are alternative/augmentative communication means [1] that aim
at providing the user (for instance lacking voluntary muscle control) with an inter-
action path, based on the interpretation of her/his brain activity. In this paper, the
development of an EEG (ElectroEncephaloGram)-based BCI communication unit is
introduced, explicitly conceived for (even if not limited to) AAL control purposes.
Therefore, with respect to most common BCI approaches, the proposed strategy
focuses at relatively simpler tasks, leaving room for lowering costs, user’s effort and
invasiveness.

In our view, the BCI device must be seamlessly integrated into CARDEA [2], the
flexible, LAN-based, AAL system developed by the University of Parma. CARDEA,
like most common home automation systems, offers environmental control and safety
services, but, in addition, it provides more advanced functionalities, related to Assis-
tive Technologies (AT): examples are fall detection, vital sign monitoring [3] and indi-
rect wellness monitoring [4]. Thus, CARDEA integrates both AT and AAL aspects
under a unique, convergent vision.

In order to provide such services, CARDEA currently supports many user inter-
action paradigms, including button switches, touchscreen, vocal, remote internet
control; in [5] the interaction scheme between CARDEA and a simple BCI is dis-
cussed. Other examples of AAL-focused BCI can be found in [6–9]. With respect to
most literature works, the present approach aims at developing tools and methods for
low-cost, standalone embedded BCI modules, making high-performance acquisition
hardware or large computing powers unnecessary.

In this paper we describe the development of a platform conceived for prototyp-
ing of BCI embedded system; it includes three main units (Fig. 1): (i) an Analog
Front End (AFE) for the acquisition EEG signal, (ii) a digital signal processing unit,
implementing feature extraction and classification and, (iii), an output/feedback unit
for display and implementation of active controls. We started from developing and
testing a novel hardware AFE unit, aiming at a compact and inexpensive circuit. Sig-
nal processing and feedback units are currently implemented on a PC architecture,
allowing for more flexibly testing and for better tuning performance. Nevertheless,
the algorithms are specifically targeted for implementation on low-cost, portable
devices, paying attention in devising computationally efficient methods.
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Fig. 1 Functional blocks of a BCI

Such environment enabled testing of different configurations, algorithms and
methods: among them, a novel Steady State Visual Evoked Potentials (SSVEP) clas-
sification algorithm was devised, yielding good performance and requiring no initial
user training. This allows for simplifying the overall design and also fosters its porta-
bility to different configurations. Eventually, all these functional units will be inte-
grated in a compact, standalone embedded module, capable of local and autonomous
signal processing, which will interface to the AAL system as a simple controller.

In Sect. 2 an overview of the proposed module is presented, demonstrating its
capabilities and flexibility; Sect. 3 presents an application example of the BCI module
using the Steady State Visual Evoked Potentials (SSVEP); finally, in Sect. 4 the results
obtained in the previous section are presented and discussed, as well as the future
work.

2 Overview of the Proposed BCI Module

Although many different methods can be used to extract information on the user’s
brain activity, such as the ones based on functional Magnetic Resonance Imaging
(fMRI) [10], Near InfraRed Spectrography (NIRS) [11] or Positron Emission Tech-
nology (PET) [12], EEG is the most popular technique for practical BCI devices.
In fact, EEG signals can be non-invasively acquired from the scalp, by sensing the
electrical signal with (dry or wet) skin-surface electrodes. Moreover, given our pur-
poses, EEG offers a satisfactory tradeoff between spatial and temporal resolution, as
well as reasonable costs and compactness when compared to other methods.

As far as communication paradigms are involved, focusing on EEG-based BCI,
many brain features can be exploited. Among the most popular ones we can cite:
Slow Cortical Potentials (SCP) [13], Event Related De-synchronization (ERD) [14]
and the related motor imagery paradigm, P300 [15, 16], Steady State Visual Evoked
Potentials (SSVEP) [17]. The latter paradigm, in particular, exploits brainwave fea-
tures elicited by the involuntary response to a continuous, repetitive stimulus, such as



226 N. Mora et al.

a blinking LED: within a given low-frequency range, the blinking frequency reflects
on the onset of a isofrequency component in the brain power spectrum. With respect
to other paradigms, the SSVEP paradigm makes synchronization issues less critical,
and possibly lends itself for simpler acquisition architectures.

High-end, clinical EEG equipment with a large number of electrodes are scarcely
suitable for the design of low-costs, small-size devices. In [5], an inexpensive EEG
Analog Front End (AFE) module for extracting basic information on brain activity
was presented; this module was realized using low-cost, standard electronic compo-
nents to foster product interoperability.

In order to cope with such extremely small signals (whose amplitudes are as
low as a few µV) low-noise design techniques were applied. In particular, signals
had to be amplified before digitization, in order to prevent the ADC’s (Analog to
Digital Converter) noise floor from corrupting the informative content in the EEG
waveforms. Obviously, the amplification chain should contribute as low noise as
possible on the desired signal. This calls for AC-coupling and high gain applied
to the input waveforms (intrinsic DC offset between the electrodes prevents from
applying a high DC gain). Moreover, EEG signals generally exhibit poor Signal to
Noise Ratio (SNR) due to, for example, electrical and power line interference. The
use of active electrodes helps in mitigating those issues, having better performance
than their passive counterparts, but this comes at the price of increased costs and
complexity. Given the purpose of our work, focused more on cost effectiveness and
versatility, we adopted passive electrode technology; this choice, however, does not
preclude future deployment of different types of sensing elements.

Given the requirements discussed above, a multi-channel AFE for EEG signals
was designed and realized on a standard 4 layer PCB. The module, which can be
operated both in single supply or in split supply mode, features up to 6 differen-
tial/common reference EEG-specific channels, plus 2 spare, fully-differential chan-
nels. These additional channels can be used, for example, for simultaneous recording
of other biopotentials, such as ElectroOculoGram (EOG), ElectroMyoGram (EMG),
ElectroCardioGram (ECG); in this way, new types of analysis can be carried out, relat-
ing different biopotentials. Examples could be the correlation between the recorded
EMG at the onset of a movement and the correspondent ERD in the sensorimotor
cortex, or the detection of ocular artifacts by means of EOG signals.

Figure 2 shows the schematic of an EEG acquisition channel along with a Driven
Right Leg circuit, introduced to improve common mode noise rejection. Each channel
features a differential, passive AC-coupling stage, whose components do not affect
the overall Common Mode Rejection Ratio (CMRR), nor their contributed noise
impact significantly on the overall performance [18]. A differential, AC-coupled
amplification stage applies a gain of 800 to the input EEG waveforms, and a second
order, Bessel-response low-pass filter with a cutoff frequency of 250 Hz follows to
limit the signal bandwidth: this value was chosen in order to allow easy recordings
of other biopotentials, such as ECG. A high resolution 24 bit ∂−α ADC completes
the signal chain.

Noise performance of the AFE was tested with input terminals shorted and the
input referred noise was less than 1.8µVpp, more than sufficient, in principle, to
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Fig. 2 Schematic of the proposed AFE

Fig. 3 Example of an 18 Hz
SSVEP response. Electrode
locations are reported in the
legend
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extract basic information of brain activity. As an example of functional validation, a
Power Spectral Density (PSD) plot of an 18 Hz SSVEP response, acquired with the
proposed AFE, is shown in Fig. 3; spectral peaks at the corresponding stimulation
frequency are clearly visible.

At this stage of research, a Matlab-based platform for paradigm testing and algo-
rithm prototyping was designed. From such environment, we can control several AFE
parameters, such as ADC gain and data rate, as well as interact with the controllers
of the stimulation units, such as flashing lights or arrays. Matlab-ADC interfacing is
achieved by means of an Arduino Board, communicating via serial protocol. TCP/IP
support is currently being developed.
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Fig. 4 The proposed lightweight, calibration-less SSVEP classification algorithm

3 Application Example: 4 Class SSVEP BCI

As an application example, a 4-class SSVEP BCI is presented, based on a novel, light-
weight classification algorithm suitable for implementation on low-power embedded
processors.

The experiment was devised as follows: participants were asked to stare at one of
the four simultaneous flickering LED while resting on an armchair at approximately
1 m from the visual stimulus. Each trial lasted for 6 s, and each LED presented a
different stimulation frequency (16, 18, 20, 22 Hz); EEG was acquired at 250 SPS
from 6 scalp locations (namely O1, O2, T5, T6, P3, P4), using standard 10 mm
Ag/AgCl disk electrodes with conductive paste.

In order to classify the SSVEP response, a novel algorithm was developed and
tested, illustrated in Fig. 4.

First, the input EEG waveforms are low-pass filtered (fcut = 40 Hz) for out-of-band
noise reduction. Optionally, further pre-processing steps may include spatial filter-
ing, such as a re-referencing of electrodes according to Common Average Reference
(CAR) filter topology, or the creation of bipolar leads. Then, the Power Spectral Den-
sity (PSD) is estimated using Welch’s method. At this point, given a pre-determined
band of interest, the channel powers are equalized over this band.

The classification algorithm exploits the a priori knowledge of the actual set
of stimulation frequencies, checking the conditions only on such set: the channel
powers are summed at each target frequency. Candidate targets are selected whenever
a given fraction (e.g., at least 50 %) of the channels exhibit a local maximum in the
PSD at the target frequency. Then, candidates are compared; a two-step procedure
has been devised: if a single candidate exists, the power of which exceeds all the
remaining ones by a given threshold, the decision is made. Otherwise, a more selective
comparison is made, considering all the target frequencies as candidates and raising
the threshold.

Since the test involves only relative comparisons, the algorithm virtually requires
no calibration at all. Fine tuning of the algorithm is obtained by adjusting theclassifier’s
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Table 1 Performance of the proposed algorithm as a function of the window length in terms of
correct classification percent and, between brackets, ITR (bit/min)

Window length
Subject 3 s 4 s 5 s 6 s

1 90.0 (27.45) 83.3 (16.27) 86.7 (14.66) 90.0 (13.73)
2 91.7 (29.08) 91.7 (21.81) 100 (24.00) 100 (20.00)
3 87.5 (25.17) 95.0 (24.52) 92.5 (17.96) 97.5 (17.92)
4 94.1 (31.68) 94.1 (23.76) 94.1 (19.01) 91.2 (14.31)
Average 90.8 (28.35) 91.0 (21.59) 93.3 (18.91) 94.7 (16.49)

parameters, such as the fraction of channels required to pick a candidate frequency
or the relative thresholds for comparing candidates as discussed above.

Moreover, signal processing involves operations particularly suitable for imple-
mentation on embedded devices, allowing to take full advantage of specialized digital
signal processing hardware.

4 Results and Discussion

To evaluate performance of the aforementioned classification algorithm, experiments
were conducted on four healthy volunteers (age 23–26, with normal or corrected to
normal vision, five of them without any prior BCI experience); examples of acquired
SSVEP responses are shown in Fig. 3. The algorithm was then tested on different
window lengths in order to assess and optimize its performance. Two main indicators
are usually considered in evaluating BCI setups:

• Accuracy, defined as the number of correctly classified trials over the total number
of attempts

• Information Transfer Rate (ITR), defined in [1] as:

ITR = M

[
log2 N + P · log2 P + (1 − P) · log2

(
1 − P

N − 1

)]
(1)

where M is the number of trials per minute, N the number of possible choices, and
P the classification accuracy.

Table 1 summarizes the performance of the proposed algorithm in terms of accu-
racy and ITR, assuming a decision is made every Window Length seconds.

Even though the approach is intentionally simple, experiments showed that a
maximum average accuracy of 94.7 % was achieved, making it practical for aimed
AAL control purposes. Such accuracies are in line with state of the art multi-class
SSVEP-based BCI. Higher classification speed (i.e. ITR) can be obtained at the
price of more computationally intensive signal processing, such as in [19]. However,
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with respect to most works in literature, focuses on the development of compact,
low-cost tools for researching and experimenting novel BCI algorithms, with a par-
ticular effort in producing computation-efficient methods, suitable for implemen-
tation on low-cost embedded systems. Furthermore, it is worth emphasizing how,
focusing on AAL system control purpose, the accuracy of the selection process is
actually more important than the selection speed.

The introduction of band-power normalization is shown to slightly improve the
classification performance, especially in case of a strong inter-channel imbalance,
due to, for example, different electrode impedance; the normalization improves the
classification robustness by somehow self-adapting to variable scenarios.

In addition, the proposed algorithm is relatively simple and suitable for imple-
mentation on low-power, mobile digital processors, such as DSP or ARM micro-
processors. Finally, it does not require synchronization between the stimulation and
the acquisition unit, thus simplifying the overall design of an embedded BCI system.
Further optimizations will lead to a compact, embedded system capable of processing
the signals locally, and handling all the communication in a unique module.

Basic, cue-based online operation is supported, while online, self-paced operation
is currently being investigated to provide the user with more flexibility and classifi-
cation speed.
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A Speech Interaction System for an Ambient
Assisted Living Scenario

Michele Alessandrini, Giorgio Biagetti, Alessandro Curzi
and Claudio Turchetti

Abstract In this work we describe a speech recognition system aimed at controlling
various apparatus of an intelligent home. The system is especially tailored, and ad-hoc
optimizations and strategies have been implemented, to make it suitable to operate
unobtrusively in the ambient, requiring that the user only installs small and cheap
audio front-ends that will capture his spoken commands. A recognition back-end,
running either as a network service reached over the Internet or on a PC in the user’s
home, performs the hard work of processing the data and turning it into commands,
which are sent back to the desired actuator in the home. A case study involving
the voice control of a DALI lighting system is presented, together with ideas and
results on how to improve recognition accuracy and command spotting efficiency of
a system which, by its very nature, might have to deal with audio captured from a
distance and great amounts of background noise and unrelated sounds.

1 Introduction

Speech interfaces are commonly viewed as one of the most easy-to-use methods of
controlling home automation systems [1]. Nevertheless, there are still many chal-
lenges to overcome in order to make them really suitable for ambient assisted living
scenarios [2]. In our work we aim at making such an interface the least obtrusive
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possible, thus the scenario we envision is one in which the user only has to install small
and cheap audio front-ends, equipped with a panoramic microphone, and somehow
connected to the Internet. No other in-home installation is necessary (apart from the
actuators and their network interface, of course), as the speech recognition software
actually runs on a remote server following the distributed speech recognition (DSR)
approach [3]. If, for some reason, Internet connectivity is not wanted or is lacking,
or if privacy is a major concern,1 the back-end running the speech recogniser can
also be installed on a standard personal computer within the user’s house.

This kind of setup is extremely demanding for the automatic speech recogniser
(ASR), in fact, the microphone must be always on, and a system to detect the end-
points of the possible commands and to tell them apart from ordinary noises, sounds,
and unrelated speech going on must be developed.

In this work we focus our attention on two reasonably simple techniques that will
help deal with this problem: an adaptive automatic voice activity detection (VAD)
thresholding mechanism that enables the DSR system only when there is need to do
so, and a mechanism that can easily be adapted to each particular application and
which is able to effectively reject non-command utterances, background noise, and
unrelated sounds. This technique is based on the generation of a garbage model [4],
which includes suitably placed decoy words [5] that will help the ASR identify out-
of-vocabulary (OOV) words, thus enabling it to discard non-command utterances.

2 Application Scenario

The application we focused on is schematically depicted in Fig. 1. It includes an
audio front-end, an ASR running on a possibly remote server, and a command unit
to control a DALI lighting system through a proprietary wireless interface.

The audio front-end we devised for our experiments includes either an inexpensive
and power-efficient Raspberry Pi® equipped with a standard USB microphone, or a
smartphone equipped with a custom app. In any case the front-end (FE) performs
feature extraction and a first guess on where possible commands are located based on
an adaptive sound energy thresholding, also known as VAD. When the VAD detects
a possible utterance, the FE sends a compressed stream of features to the DSR back-
end (BE), which replies with the recognised command, if any. The front-end can then
give suitable feedbacks to the user, and talk to the local home automation system
(in this case the DALI command unit) to actually perform the desired command, as
shown in Fig. 2.

1 Actually, it is not easy at all to rebuild the speech signal from the features that the DSR sends
to the server, so some privacy is still preserved even if the Internet connection to the server, which
should be encrypted anyhow, gets tapped.
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Fig. 1 System block diagram of the application used for the case study. CG and CD are, respectively,
the DALI control gear (lamp drivers) and control device (bus controller). The DALI controller is a
custom device that allows the control of the bus from a wireless network. The front-end, either a
custom device or an app on a smartphone, sends commands via this wireless network, after having
used the services of the back-end to help convert the audio stream into command words and having
interpreted these according to an application-specific grammar

3 Experimental Setup

We performed our experiments with a setup as shown in Fig. 1, using a panoramic
USB microphone connected to the front-end, and a hidden Markov model-based
recogniser, Sphinx 4 [6], running on the back-end with a fine-tuned configuration
optimized for the Italian language and command-spotting usage. The acoustic model
was trained for a generic large-vocabulary continuous speech recognition task [7], the
language model is grammar-based with a hand-crafted grammar suitable to control,
besides other things, a lighting system, e.g., it included sentences like “accendi luce
delle scale” (meaning “turn on stair lights”), “aumenta l’intensità della luce” (mean-
ing “increase light level”), or “imposta luce del soggiorno colore giallo” (meaning
“set living-room light color to yellow”).

Two different garbage models have been implemented to test the system effec-
tiveness in spotting commands during a typical usage session. A phone loop-based
generic word model [8], essentially able to capture any out-of-grammar (OOG)
sequence of phones, and a special decoy-based garbage model, also aimed at captur-
ing OOG sequences.

The decoys are obtained through a technique we devised [9], which semi-
automatically finds the erroneous words that the ASR most often mistakenly substi-
tutes for the correct words. It works by iteratively trying the ASR engine over the
desired spoken words, each time adjusting the grammar so that the words that can
most likely be confused with the target word are identified and removed. As we will
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Fig. 2 Schematization of the dialogue between the various entities that comprise the system. To
the left: data exchanges between the audio front-end and the recognition back-end. To the right:
after a command is spotted and recognised, another exchange takes place between the front-end
and the controller (in this case a DALI command unit). The upper portions of the exchanges deal
with authentication and are only performed once at system startup

see, this technique alone proved to be very efficient in spotting commands within an
unrelated stream of speech.

To test the system, we placed the microphone in an office room and recorded a
session of about 40 min between two people doing their ordinary daily tasks, having
asked them to speak a command from a given list from time to time. The number
of actually spoken commands was also independently recorded, as well as the sys-
tem response to them, so that the overall system performance could be statistically
evaluated.

4 Results

Before testing the system with the final setup described above, we determined the
receiver operating characteristic (ROC) curve, for the two garbage models used to
help spot the commands (the standard phone-loop approach and our decoy-based
approach). These are obtained by varying the garbage model insertion probability,
i.e., the relative probability that a given utterance is not a command, used by the
recogniser to decide how greedy it should be in discarding utterances. In order to
speed up the process we performed a special recording session just for this experi-
ment, having asked a few people to read a predefined sequence of utterances, half
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of which were valid commands. This way we were able to collect a statistically
significant sample in a relatively small time.

The two curves can be seen in Fig. 3, which plots the true positive ratio (TPR),
i.e., the fraction of correctly recognised commands over the total number of spoken
commands, versus the false positive ratio (FPR), i.e., the fraction of commands that
the recogniser erroneously deemed as valid when they were not, over the total number
of non-command utterances spoken. It is clear that our decoy-based approach largely
outperforms the standard phone loop-based approach, which is totally ineffective in
this context.2

Having drawn the ROC curves, we tried the system with the more realistic setup
discussed in Sect. 3. The insertion probability was set to the value that gave the best
results in the ROC experiment (corresponding to the point closest to the upper left
corner). This can be slightly biased because the command density in the actual speech
is much lower, but experimental evidence suggested that there is little sensitivity near
the optimal point.

The results are reported in Table 1. Here, TPR is the “hit rate”, FPR the “false
alarms”, FNR is the “miss rate” (false negative ratio, FNR = 1 − TPR), a is the
system accuracy (i.e., fraction of correctly classified utterances over total number
of utterances), p the precision (i.e., fraction of correctly interpreted commands over
total number of recognised commands), and d, reported as a reference, the command

2 An FPR significantly greater than zero will very soon irritate the user, as the system will start
to behave erratically, performing actions when the user didn’t mean to. We believe it is better
to sacrifice some TPR to lower the FPR, but the phone-loop method simply didn’t offer such an
opportunity.
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Table 1 Performance of the two command spotting methods compared

Method TPR [%] FPR [%] FNR [%] a [%] p [%] d [%]

Phone-loop 82.5 0.2 17.5 97.5 98.1 13.2
Decoys 88.6 0.5 11.4 98.7 93.9 7.3

density of the test speech (number of spoken commands over the total number of
utterances). The two systems offer somewhat comparable performance in the real
world-like test, with the decoy-based approach offering a higher hit-rate and a slightly
better accuracy, though the need for larger-scale experiments is obvious to accurately
compare the two methods (actually, the FPR figures given are caused by a single error
for the phone-loop and just two errors for the decoy approach).

5 Conclusions

In this paper we described a speech-operated system suitable to be unobtrusively
installed in a user home to control various apparatus. The effectiveness of the system
in spotting and correctly interpreting the user commands, together with suitable solu-
tions to improve its efficiency, has also been evaluated and discussed. Results show
that the performance attainable by the proposed techniques is comparable or better
than that of already published studies, and although further, extended experimenta-
tion is needed to optimally tune the parameters, our system appears to be already
able to offer a viable way towards a complete home speech interface.

References

1. Anastasiou, D.: Survey on speech, machine translation and gestures in ambient assisted living.
In: Tralogy, Session 4—Tools for Translators. Paris, France (2012). http://www.lodel.irevues.
inist.fr/tralogy/index.php?id=125

2. Vacher, M., Portet, F., Fleury, A., Noury, N.: Challenges in the processing of audio channels for
ambient assisted living. In: Proceedings of the 12th IEEE International Conference on e-Health
Networking Applications and Services (Healthcom’10), pp. 330–337. Lyon, France (2010).
doi:10.1109/HEALTH.2010.5556546

3. ETSI ES 202 050 V1.1.5: Speech Processing, Transmission and Quality Aspects (STQ); Dis-
tributed speech recognition; Advanced front-end feature extraction algorithm; Compression
algorithms (2007)

4. Hirota, S., Hayasaka, N., Iiguni, Y.: Experimental evaluation of structure of garbage model
generated from in-vocabulary words. In: Proceedings of the 2012 International Symposium
on Communications and Information Technologies (ISCIT 2012), pp. 87–92. Surfers Paradise,
Gold Coast, Australia (2012). doi:10.1109/ISCIT.2012.6381027

5. Levit, M., Chang, S., Buntschuh, B.: Garbage modeling with decoys for a sequential recognition
scenario. In: Proceedings of the 11th IEEE Workshop on Automatic Speech Recognition &
Understanding (ASRU 2009), pp. 468–473. Merano, Italy (2009). doi:10.1109/ASRU.2009.
5372919

http://www.lodel.irevues.inist.fr/tralogy/index.php?id=125
http://www.lodel.irevues.inist.fr/tralogy/index.php?id=125
http://dx.doi.org/10.1109/HEALTH.2010.5556546
http://dx.doi.org/10.1109/ISCIT.2012.6381027
http://dx.doi.org/10.1109/ASRU.2009.5372919
http://dx.doi.org/10.1109/ASRU.2009.5372919


A Speech Interaction System 239

6. Walker, W., Lamere, P., Kwok, P., Raj, B., Singh, R., Gouvea, E., Wolf, P., Woelfel, J.: Sphinx-4:
A flexible open source framework for speech recognition. Technical Report SMLI TR2004-0811,
Sun Microsystems Inc. (2004)

7. Alessandrini, M., Biagetti, G., Curzi, A., Turchetti, C.: Semi-automatic acoustic model gen-
eration from large unsynchronized audio and text chunks. In: Proceedings of the 12th Annual
Conference of the International Speech Communication Association (Interspeech 2011), pp.
1681–1684. Florence, Italy (2011)

8. Bazzi, I., Glass, J.R.: Modeling out-of-vocabulary words for robust speech recognition. In:
Proceedings of the 6th International Conference on Spoken Language Processing (ICSLP 2000
/ INTERSPEECH 2000), pp. 401–404. Beijing, China (2000)

9. Alessandrini, M., Biagetti, G., Curzi, A., Turchetti, C.: A garbage model generation technique
for embedded speech recognisers. In: Proceedings of the 2013 Signal Processing: Algorithms,
Architectures, Arrangements, and Applications (SPA 2013), pp. 318–322. Poznań, Poland (2013)
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A Novel Tracking System for AAL Based
on Smartphone Technology

Bruno Andò, Salvatore Baglio, Sebastiano Campisi, Cristian O. Lombardo,
Vincenzo Marletta and Elisa Pergolizzi

Abstract This paper deals with a novel multi-sensor approach for the implementa-
tion of a tracking system exploiting features of smartphones. Actually, the widespread
use of smartphones and performances provided by the variety of embedded sensors
encourage their use in mobility oriented applications such as the exploitation of
educational/job environments by technological skilled weak people. The proposed
methodology exploits information provided by the multisensor features embedded
in a standard smartphone and advanced paradigms to improve the efficiency of the
system in performing user tracking tasks.

1 Introduction

Although several aids have been developed to assist weak people in the accomplish-
ment of daily activities, indoor and outdoor navigation remains a critical task to be
faced as a technological and social issue. Researchers are continually focusing on the

B. Andò (B) · S. Baglio · S. Campisi · C. O. Lombardo · V. Marletta · E. Pergolizzi
DIEEI-University of Catania, V.le A. Doria, 6, Catania, Italy
e-mail: bruno.ando@dieei.unict.it

S. Baglio
e-mail: salvatore.baglio@dieei.unict.it

S. Campisi
e-mail: ianovir@gmail.com

C. O. Lombardo
e-mail: cristian.lombardo@dieei.unict.com

V. Marletta
e-mail: vincenzo.marletta@dieei.unict.it

E. Pergolizzi
e-mail: elisa.pergolizzi@dieei.unict.it

S. Longhi et al. (eds.), Ambient Assisted Living, DOI: 10.1007/978-3-319-01119-6_25, 243
© Springer International Publishing Switzerland 2014



244 B. Andò et al.

development of new approaches (such as the use of smart multi-sensor architectures)
allowing for the perception of the user-environment interaction in order to provide
the user with an optimized form and degree of information for a safe and efficient
exploitation of the environment.

Several methodological approaches and devices aimed to assist weak people dur-
ing orientation and mobility tasks are available in the literature [1–13].

In particular, notable efforts have been dedicated to the development of systems
for indoor positioning based on structured environment [1–3] to transmit some form
of remote signal once the user gets into the range of the device. Anyway, such
approaches suffer from the discontinuous information provided to the user as well
as invasive and high installation costs.

Other solutions exploit some forms of indoor trilateration [4–6] which often
require the installation of subsystems in the environment. Among such systems ultra-
sound based trilateration offers better performances than RF trilateration especially
in terms of accuracy in tracking the user position.

An emerging approach to support weak people in mobility tasks exploits the use of
inertial navigation systems [7–11], which often require the user to wear customized
devices unsuitable for elderly or impaired people. The main problem with customized
solutions is infact the use of non-standard user interface which often provide an
arbitrary form of information. Moreover, such solutions require hard training efforts
by weak users thus producing diffidence and compromising the possibility to actually
improve their life quality.

Nowadays smartphones are largely diffused and provide a wonderful concentra-
tion of sensors, thus making them suitable candidates for new generation of moni-
toring and assistive systems for weak people [12–16].

Although the use of smartphones in AAL applications for elderly/disabled people
is usually discouraged, due to difficulties in their use by not “technology-oriented”
people and accessibility problems (e.g. small buttons, small displays and character
dimensions, complicated navigation of functions), their use in applications oriented
to support skilled weak people (e.g. young people, students) in navigation tasks for
educational/job activities, can be very effective.

The main idea behind the platform presented in this contribution is the possibil-
ity to exploit embedded sensors in smartphone and advanced signal processing to
perform suitable user tracking with particular regards to user walking distance esti-
mation. Actually, the latter represents a fundamental task to implement user tracking
functionality.

In particular, two different algorithms are adopted to implement standard and
adaptive walking distance estimations. Such outputs are then processed by a ded-
icated data fusion paradigm exploiting data on user inertial behavior to extract an
optimal information on the user stride.

Main advantages of the proposed architecture, as respect to State Of The Art,
reside in the use of a full smartphone based architecture which does not involve
customized sensing units and the exploitation of a novel data fusion approach for the
walking distance estimation. Although, in its present form, the prototype developed
uses algorithms running on a PC communicating with the smartphone, efforts have
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been dedicated to match computational requirements of algorithms with a standard
smartphone performances.

The possibility to combine information on the user position with information on
the environment allows to build awareness of the interaction between users and the
environment itself such as the presence of obstacles or services (User Environment
Interaction). This information delivered to the user allows for a safe and efficient
exploitation of the environment and it can be strategic to support weak people while
performing educational/job activities.

Moreover, it must be considered that interfacing capabilities of smart phones, such
us wide touch screen and Bluetooth headset, are strategic to implement an effective
interaction between the user and the AAL system.

As well depicted in Sect. 2, the idea behind the proposed user tracking methodol-
ogy is the possibility to adapt the estimation strategy to the operating conditions.

Considering that the proposed platform could be exploited in both indoor and
outdoor application, addressable application contexts could be museums, schools
and public buildings.

2 The Proposed User Tracking Methodology

A flow diagram of the system developed is given in Fig. 1.
In the following a novel methodology implementing an adaptive walking distance

estimation, to be exploited by the user tracking module, is presented. For the sake of
completeness it must be observed that the system is intended to perform also Activity
Daily Living (ADL) recognition tasks.

As well known, inertial user tracking concerns the measurement of both heading
and walking distance. In the system proposed, heading is measured by the smartphone
embedded gyroscope, while the walking distance is obtained by both steps counting
and the exploitation of novel paradigms for an adaptive estimation of the step size.

The step number is identified by using signals provided by the tri-axial accelerom-
eter embedded in the smart phone. To perform walking distance estimation, two dif-
ferent algorithms have been adopted: the first one exploits a fixed step size while the
other one uses a procedure computing step sizes between each pair of steps.

The Static Step Algorithm, SSA, is based on the concept of “Static Step Size
(∂Sstat)” and it uses a fixed dimension for the step size, which is empirically estimated
during a preliminary tuning phase where the user is requested to walk along a well-
defined path.

This technique produces critical estimation error when the user modifies his walk-
ing behavior (e.g. walking speed and step size). In this case, the Walking Distance
(WDstat) estimation is based on the following model:

WDstat = N · ∂Sstat (1)

where N counts for the step number.
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Fig. 1 A flow diagram of the user tracking methodology

The second paradigm, Dynamic Step Algorithm (DSA), provides an estimation
of the step size taking into account the user inertial behavior. DSA exploits the step
frequency, fk , and the variance of the accelerometer signals between two steps, αk ,
for a real time estimation of the “Dynamic Step Size (∂Sdyn)” [16]. In this case the
Walking Distance (WDdyn), is computed by the following model:

WDdyn =
N∑

k=1

∂Sk
dyn (2)

with
δSk

dyn = σ · fk + ν · αk + γ (3)

αk =

M∑

j=1

(
a j − ā

)2

M
; a j =

√
A2

x + A2
z ; fk = 1

Tk − Tk−1
(4)

where M is the number of samples between two consecutive steps; Ax and Az are
the longitudinal components of the acceleration, Tk is the time of the step k. The
proposed algorithm requires one set of parameters for each user with the consequent
need for a preliminary training.

As above mentioned, the main novelty introduced by this work is the use of
a Data Fusion Algorithm, DFA, to properly estimate the user step size. The DFA
algorithm weights outputs provided by SSA and DSA algorithms depending on the
characteristics of inertial signals.

SSA and DSA algorithms require step identification, which is performed by com-
paring the module of the total acceleration with two thresholds (TL and TH). A step
is identified when the accelerometer signal goes below the TL threshold after passing
the TH threshold.

Performances of SSA, DSA and DFA algorithms in different operating conditions
will be discussed in Sect. 3.
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3 The Lab-Scale Prototype Developed and Experimental Results

In this section results obtained by a lab-scale prototype of the system above described
are discussed. The prototype is based on the use of a commercial smartphone with
embedded inertial sensors (accelerometer and gyroscope). A dedicated Android App
has been developed which manages sensors’ data acquisition and the WiFi commu-
nication with a PC. The latter run a GUI interface developed in the LabVIEWTM

environment which implements signal processing algorithms. The choice to use a
PC based computational unit is motivated by the sake of convenience for debugging
which is mandatory during the development phase. As already mentioned efforts
have been dedicated to match computational requirements of developed algorithms
to standard smartphone specifications.

The GUI allows for monitoring sensor signals (accelerometer and gyroscope) and
it provides a graphical 2D representation of the estimated walking pattern.

Experiments have been performed in two phases: the learning phase aimed to
the estimation of ∂Sstat, σ, ν, γ parameters, and the test phase to assess the system
performances.

During the learning phase users are requested to walk along a predefined path.
The total walking distance is 10 m and several patterns (acceleration components)
have been generated by varying the walking speed (SLOW, NORMAL and FAST)
and the walking step size (SMALL and MEDIUM).

The static step size, ∂Sstat , has been estimated by considering results obtained in
case of a MEDIUM step size and a NORMAL walking speed.

Concerning the estimation of the Dynamic step size by model (3), step frequencies,
fk , and variances, αk, corresponding to the step k have been estimated for each
learning pattern.

A Least Mean Square algorithm was used to obtain the best set of model parame-
ters σ, ν, γ fitting the whole pattern set.

Test patterns have been created for each SLOW, NORMAL and FAST walking
modes for the cases of SMALL and MEDIUM step size.

In order to assess model estimation capability in different operating conditions
the following performance index has been defined:

Jwd% =
∣
∣WDNom − WDEstim

∣
∣

WDNom
· 100 (5)

where WDNom is the expected walking distance while WDEstim is the walking distance
estimated by model (1) or model (2) (3).

Results obtained during the experimental survey are summarized in Table 1.
Rows report the performance indexes relative to WDdyn and WDstat . Columns

represent the test patterns in case of LOW, NORMAL and FAST walking performed
using SMALL and MEDIUM step size.

Underlined values show that SSA performs better than the DSA only in the case
of MEDIUM step sizes for both SLOW and FAST walking speed. Experiments with
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Table 1 Performances of SSA and DSA algorithms estimated during the test phase

J% Low speed Normal speed Fast speed
Step size Step size Step size
Small Medium Small Medium Small Medium

WDdyn 3,9 7,2 4,8 0,3 8,5 8,1
WDstat 40,6 3,8 25,8 3,8 40,6 3,8

Fig. 2 WDstat and WDdyn performances in case of test patterns. Three different speeds and two
different step sizes have been used

SMALL step size show the adaptability of the DSA which performs better than the
SSA in any walking speed.

The complete walking distance evolution is represented in Fig. 2 for LOW, NOR-
MAL and FAST speed test patterns. Performances of the developed algorithms are
achievable comparing WDdyn and WDstat for each step detected.

In order to assess performances of the DFA algorithm a dedicated experiment
was run. For this experiment users are requested to walk 3 times along a predefined
trajectory of 15 m. The walking distance has been estimated by SSA, DSA and
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Table 2 Performance index (5) obtained by SSA, DSA and DFA algorithms in case of the repeated
trajectory experiment

Gyro-SSA Gyro-DSA Gyro-DFA

Jwd% 3.74 1.66 1.29

Fig. 3 Results obtained in
case of an experiment aimed
at the reconstruction of a
repeated trajectory. Trajecto-
ries have been estimated by
using the DFA algorithm and
the gyroscope

DFA algorithms. Table 2 reports results obtained by this experiment aimed at the
reconstruction of repeated trajectories.

For the sake of completeness Fig. 3 shows trajectories reconstruction performed
by both DFA based walking distance and Gyroscope based heading estimations.

As it can be observed, despite Table 2 highlights interesting performance of the
DFA paradigm in terms of total walking distance estimation, a drift is evincible in
successive reconstructed trajectories which is quite usual in case of Gyroscope based
heading estimation. Future efforts will be dedicated to the improvement of heading
estimation task by using both gyroscope and compass sensors.

References

1. Wakuda, Y., Asano, S., Koshizuka, N., Sakamura, K.: Ubiquitous sensor-based pedestrian dead-
reckoning for LBS applications. In: International Symposium on Micro-NanoMechatronics and
Human Science (MHS), pp. 374–379. 4–7 Nov 2012

2. Leppakoski, H., Collin, J., Takala, J.: Pedestrian navigation based on inertial sensors, indoor
map, and WLAN signals. In: Acoustics, Speech and Signal Pro-cessing (ICASSP), 2012 IEEE
International Conference, pp. 1569–1572. 25–30 March 2012

3. Liu, Y., Wang, Q., Liu, J., Wark, T.: MCMC-based indoor localization with a smart phone
and sparse WiFi access points. In: Pervasive Computing and Communications Workshops



250 B. Andò et al.

(PERCOM Workshops), 2012 IEEE International Conference, pp. 247–252. 19–23 March
2012

4. Andò, B., Savalli, N.: CANBUS networked sensors use in orientation tools for the visually
impaired wired versus wireless technology. IEEE Instrum. Measure. Mag. 11(1), 49–52 (Feb-
ruary 2008)

5. Andò, B., Baglio, S., La Malfa, S., Marletta, V., Savalli, N.: A distributed sensor network ap-
proach for orientation tasks. In: I2MTC 2009 - International In-strumentation and Measurement
Technology Conference. Singapore, (2009)

6. Jung, J., Myung, H.: Range-based indoor user localization using reflected signal path model.
In: Digital Ecosystems and Technologies Conference (DEST), 2011 Proceedings of the 5th
IEEE International Conference, pp. 251–256. May 31–June 3 2011

7. Chen, W., Chen, R., Chen, Y., Kuusniemi, H., Wang, J.: An effec-tive pedestrian dead reck-
oning algorithm using a unified heading error model. In: Position Location and Navigation
Symposium (PLANS), 2010 IEEE/ION, pp. 340–347. 4–6 May 2010

8. Elbes, M., Al-Fuqaha, A., Rayes, A.: Gyroscope drift correction based on TDoA technology
in support of Pedestrian Dead Reckoning. In: Globecom Workshops (GC Workshops), 2012
IEEE, pp. 314–319. 3–7 Dec 2012

9. Afzal, M.H., Renaudin, V., Lachapelle, G.: Magnetic field based heading estimation for pedes-
trian navigation environments. In: Indoor Positioning and Indoor Navigation (IPIN), 2011
International Conference, pp. 1–10. 21–23 Sept 2011

10. Jimenez, A.R., Seco, F., Prieto, J.C., Guevara, J.: Indoor pedestrian navigation using an
INS/EKF framework for yaw drift reduction and a foot-mounted IMU. In: Positioning Navi-
gation and Communication (WPNC), 2010 7th, Workshop, pp. 135–143. 11–12 March 2010

11. Glanzer, G., Bernoulli, T., Wießflecker, T., Walder, U.: Semi-autonomous indoor positioning
using MEMS-based inertial measurement units and building information. In: Proceedings of
the 6th Workshop on Positioning, Navigation and, Communication 2009 (WPNC’09).

12. Tacconi, C., Mellone, S., Chiari, L.: Smartphone-based applications for investigating falls and
mobility. In: 2011 5th International Conference on Pervasive Computing Technologies for
Healthcare (PervasiveHealth) and Workshops.

13. Bujari, A., Licar, B., Palazzi, C.E.: Road crossing recognition through smartphone’s accelerom-
eter. In: Wireless Days (WD) IFIP, (2011)

14. Gadeke, T., Schmid, J., Zahnlecker, M., Stork, W., Muller-Glaser, K.D.: Smartphone pedestrian
navigation by foot-IMU sensor fusion. In: Ubiquitous Positioning, Indoor Navigation, and
Location Based Service (UPINLBS), 2012, Helsinki, pp. 1–8, 3–4 Oct 2012

15. Fahim, M., Fatima, I., Lee, S., Lee, Y-K: Daily life activity tracking application for smart homes
using android smartphone. In: 14th International Conference on Advanced Communication
Technology (ICACT), (2012)

16. Shin, S.H., Park, C.G., Kim, J.W., Hong, H.S., Lee, J.M.: Adaptive step length estimation
algorithm using low-cost MEMS inertial sensors. In: IEEE Sensors Applications Symposium,
(2007)



BAR LIS: A Web Tool for Italian Sign
Language Synthesis and Interaction

Luca Nardi, Matteo Rubini, Stefano Squartini,
Emanuele Principi and Francesco Piazza

Abstract This work presents the development and testing of BAR LIS (BAR in
Italian Sign Language), a web application created in collaboration with the Ancona
division of Ente Nazionale Sordi (ENS) and presented during X Masters Awards 2012
event in Senigallia, Italy. BAR LIS was structured as a small dictionary of words and
related signs in LIS, Italian Sign Language (presented as 3D rendered animations)
in order to ease communication between people attending the X Masters event and
hearing impaired personnel of the ENS stall, which included a small coffee shop. A
more extensive set of words was later created and tested with ENS members in order
to study the impact of resolution of 3D models on comprehensibility and quality of
the signs.

1 Introduction

Nowadays, the great development of WEB technologies and the increased capa-
bilities of modern computers, smartphones and tablets, drive to the development
of “open” language-to-signed-language systems, not linked to a particular
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hardware/software configuration or “machine” but accessible to any device capable
of connecting to the internet and running a modern browser. In this context, the
A3Lab research group of Università Politecnica delle Marche started in 2012 a col-
laboration with the Ancona division of ENS (Ente Nazionale Sordi). Objective of
the agreement was the development of WEB interfaces and systems, as well as more
traditional tools, to improve the quality of life of Italian hearing impaired people. In
fact, while many international studies have been conducted on this field ([1–3]), only
a few regard specifically the LIS. Moreover, excluding one notable exception ([4–6]),
they are all quite dated, don’t take into account the last technological developments
and share the same “classical” approach, that is the development of a stand-alone,
isolated system. The invitation of ENS people to X Masters Awards 2012 (a popular
event taking place every year in Senigallia, with the aim to promote local associations
operating in the field of social advancement) has given the opportunity to extend and
field-test the tools developed during the collaboration between ENS and A3Lab in
the context of the so-called A3LIS project. At the date, the A3LIS-147 Database had
already been created (a video database of signs comprehending 147 words related
to different situations of the common life [7]), and studies had been conducted in
the field of automatic recognition of LIS signs and translation from LIS to Italian
language [8]; what the A3LIS project still missed was an automatic synthesizer capa-
ble to translate Italian to LIS language. Since no prior work had been conducted in
this particular field, a first phase of collection of the existing literature was carried
out, followed by a study of the available technologies. Then, a new application was
developed with these specifications:

1. The application should work “out of the box” on a standard notebook, without
too demanding hw/sw prerequisites;

2. The application should work as a “video dictionary”, allowing the selection of
simple or composite words and showing the related LIS signs, reproduced by a
3D actor (avatar);

3. It should feature different variations of the same word (i.e. hot/cold milk) re-using
the common part of the animation whenever possible;

4. The user should be given the possibility to choose between a male and a female
avatar.

5. WebGL technology [9] should be tested together with more “traditional” solutions
in order to study pros and cons of each technique.

2 Development of BAR LIS Web Application

2.1 3D Animation

3D animation is based on the same principles of traditional animation. Illusion of
movement is produced through very fast reproduction of single frames, which in the
case of 3D animation are obtained from digital models. Project A3LIS animations
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were created using the MakeHuman anthropomorphic model [10]. In total, 4 models
were created (2 male and 2 female avatars), one with the highest possible resolution
and skeleton complexity and the other with medium skeleton complexity and low
resolution. All the models were then imported in Blender to make animations.

Blender is a very popular open source 3D rendering software. Among its fea-
tures are the possibility of animating 3d models through different techniques, such as
keyframes, animation curves or path-following animation. Animations for the A3LIS
Project were created using keyframe animation. Each “keyframe” is obtained repo-
sitioning the models (moving the bones of their skeletons) using frames extracted by
the original videos as a guide. After having created a sufficient number of keyframes,
Blender is capable of obtaining through interpolation algorithms all the other frames
needed to complete the animation.

2.2 WebGL and Javascript Picture Rotator

Since the aim of the project was to study the feasibility of WebGL, and not to develop
a full-feature 3d model web application, a pre-existing WebGL engine was chosen,
in order to minimize the development time. The chosen engine was the Levis WebGL
Implementation, proposed by Marco Levis [11]. It was then enhanced by removing
un-needed features and optimizing the 3d animation related code, which was too
slow for the complex models needed to reproduce LIS signs and didnt take into
account the time needed to load models. Then, a simple Javascript Picture Rotator
was developped as an alternative to the WebGl Engine. In this case, the input is
constituted by pictures created from the original 3d models. Both techniques were
developed successfully and are worth considering in the development of a full-feature
application. While WebGL is the most interesting one, because it allows to work
directly with 3d models (which leads to the possibility to generate, edit and link
animations in real time), but it requires much more computational power and the
animations occupy more space. Therefore, in contexts with few words and little or
no need to link them, such as a dictionary application, the Javascript Picture Rotator
would be the better solution, while in contexts with many words which can change
often or when linking words together to make whole phrases is important, such a
translator application, the WebGL engine is preferable (Fig. 1).

2.3 Bar LIS Web App

BAR LIS was developed as a web application running on a simple USB Web Server.
The Javascript Picture Rotator was preferred over the WebGL engine because its
hardware requirements are much lower and, being the set of words related to the
“coffee shop” context limited, the advantages of elaborating 3d models in real time
were not needed. A simple animated web interface was created, using only CSS
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Fig. 1 Male and female avatars for the BAR LIS web app

Fig. 2 BAR LIS interface

and HTML to keep the application as compliant to web standards as possible. The
structure of the application interface is shown in Fig. 2.

The words and expressions featured in the application are:

• Water (still or sparkling);
• Alcoholic/ alcohol-free drink;
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• Bitter (tonic liquor);
• Beer;
• Good morning;
• Good evening;
• Coffee;
• Macchiato (coffee with a drop of milk);
• Milk (cold or hot);
• How much does it cost?;
• Euro;
• T-shirt;
• Please;
• Thank you;
• Offer;
• Redbull;
• Fruit-juice.

Since not all the words needed were part of the A3LIS-147 Database, a new campaign
of video acquisition was conducted in collaboration with ENS members.

3 Validation Tests

After having developed a test application such as BAR LIS, it was possible to use the
same structure to develop tests in order to evaluate the quality and comprehensibility
of animations and the impact factors such as model/picture resolution have on the
overall quality of the system.

3.1 System Evaluation

The quantitative evaluation of an automatic LIS signs video dictionary is not a trivial
problem, because many factors concur to the overall quality of a “good” system,
such as:

• Comprehensibility of signs;
• Complexity of the single words reproduced;
• Quality of sign linking/mixing algorithms and techniques;
• Realism of avatars/digital actors;
• Number of words/expressions featured;
• Ease of use of the system;
• Hardware/software requirements and software optimization;
• Extensibility of the system.
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Moreover, the higher or lower importance of each of these factors changes
depending on the context in which the system operates. For example, speed and
sign linking/mixing would be a major requisite for a real time translator, while for a
dictionary application aspects such as photorealism and precision of signs would be
much more important. Another aspect to take into account is the not-complete stan-
dardisation of the Italian Sign Languages [12]. Each LIS signer expresses him/herself
in his/her own way and the same word is never signed in exactly the same way by two
different people and the inevitable differences have a similar effect on the quality of
communication of speaking English with a person of another country [13].

Three different tests have been conducted to evaluate these different parameters:

1. Comprehensibility/quality of animations;
2. Impact of video resolution and model complexity on the overall quality of the

system;
3. Quality of the Blender animation mixing algorithm in producing whole sentences.

All the tests were administered to the ENS members of Ancona. The tests were
developed starting from the BAR LIS application and distributed both in the form
of a USB stand-alone application and published online. The age and gender of each
candidate is registered, and candidates are asked if the contributed to the creation of
the A3LIS-147 Database.

3.2 Test 1: Comprehensibility and Quality of Animations

Objective of this test was to evaluate the comprehensibility of animations. The test
is composed by 20 questions. In each question, the animation corresponding to a
single word is shown; the candidate is asked to recognise the word represented and
to express the confidence of his choice with a number from 1 (no confidence) to 5
(absolute confidence).

The test has been administered to a sample of 23 elements extracted from the
members of the Ancona division of ENS. 13 of them are male (mean age 47.1), 10
are female (mean age 42.4). Of these, 3 people (2 men and 1 woman) had contributed
to the creation of A3LIS-147 Database.

Two features were achieved in the development of this test:

1. The test is a free response test;
2. Each animation corresponds to a single word or concept, there is no context;
3. The test engine verifies that the candidate has played the animation before giving

the answer.

Features 1 and 2 ensure that the candidate is given no clues from which deducing
the meaning of the sign.

56.74 % of signs were recognised correctly, and the mean confidence is 61.96 %.
In both cases, women had better results than men (58.50 % recognition and 62.80 %
confidence vs 55.38 % and 61.31 %). Clustering results by age groups, it is possible to
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Fig. 3 Test 1 results: % of recognised signs and confidence of given answers

see that percentage of recognition and confidence decrease sensibly with increasing
age while unanswered questions increase.

All the results were discussed with the help of an expert of LIS language from ENS.
The overall results appear satisfactory, with much words recognised in more than
70 % of interviewed subjects, even if in LIS the meaning of a single sign depends on
the sentence containing it much more than in the spoken language. Moreover, some
signs differ from one another for the facial expression (i.e. “allergy” and “itch”) [14],
while all the animation created featured a neutral facial expression. In fact, in more
than 80 % of wrong answers the word recognised has the same sign of the correct
word (Fig. 3).

3.3 Test 2: Impact of Video Resolution and Model
Complexity on the Overall Quality of the System

Objective of this test was to evaluate the impact of video resolution, quality of
picture rendering and complexity of the 3D model (i.e. number of polygons) on the
overall quality of the system. The test is composed by 20 questions. In each question,
an original video taken from the A3LIS-147 Database is shown together with two
animations created from that video using high quality and low quality settings. The
candidate is asked to tell which animation is the most accurate reproduction of the
original video; moreover, he/she is asked to evaluate the overall quality of each
animation with a mark from 1 (not accurate at all) to 5 (extremely accurate).

The test has been administered to a sample of 14 elements extracted from the
members of the Ancona division of ENS. 12 of them are male (mean age 45.3),
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Fig. 4 Results by age

2 are female (mean age 47.5). Of these, 2 men had contributed to the creation of
A3LIS-147 Database.

Globally, the high resolution animation is preferred in 50.64 % of cases, achieving
an average quality mark of 2,5 out of 5, while the low resolution animation achieves
an average mark of 2,3 (Fig. 4).

Even if the high quality animation is preferred over the low quality one, the differ-
ence in the evaluation of the two versions is not significant (5 %). This is particularly
relevant if we consider that the high resolution model counts 7502 vertices against
the 655 vertices of the low resolution model. The difference in number of polygons
is not relevant in this particular scenario, in which the final application works with
pre-rendered pictures, but it is decisive if the WebGL technique is adopted, because
a lower number of vertices means .obj files 5 times smaller (600kB vs 3MB) and
therefore an invaluable gain in terms of speed of data transfer and elaboration time.
The overall judgement of both the high and low resolution models is not completely
satisfactory. If test 1 shows that the comprehensibility of signs is good, this results
suggest that photorealism and accurate reproduction of movements are factors to be
improved in future development and that some features, such as facial expressions,
are very important in the overall quality of signs.

3.4 Test 3: Quality of the Blender Animation Mixing
Algorithm in Producing Whole Sentences

Objective of this test was to evaluate the possibility to use Blender animation mixing
algorithms to obtain complex animations of whole sentences starting from animations
of the single words. Contrary to the first two tests, Test 3 was conducted in a more
informal way. The test is composed by 3 animations of these complete sentences:
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Fig. 5 Test 2 results: high resolution versus low resolution animations

Fig. 6 Blender animation mixing tool

• Where do I have to deliver the modules for the final examinations?
• The Ancona toll booth today is closed.
• How much is the train ticket to Rome?

The sentences were composed using only words already available in the A3LIS-147
Database and the related animations where connected with the Blender animation
mixing tools in the correct order. The resulting complete animations where then
administered to a selected group of expert LIS signers from the Ancona division to
ENS, asking to evaluate the overall quality of the sentence (Fig. 5).

All the people consulted evaluated the overall quality of the sentences as very
good to excellent.

The challenge of connecting two or more animations together was already dealt
with while making animations of complex expressions for the BAR LIS application
(i.e. expressions such as “cold milk” or “how much does it cost”). In that case, each
animation was created starting and ending in the same neutral position, so that the
animations could be reproduced one after the other without any particular expedient.
The resulting complex animation, while perfectly comprehensible in most cases, is
however perceived as strange or unnatural. The problem of the “neutral position”
could be lessened without resorting to complex animation interpolation techniques
by using an “intermediate position”, with arms bent and hands at chest height, so
that the distance traversed by the hands while going from the end of a sign to the
intermediate position and from the intermediate position to the starting position of
the next sign is shorter.
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4 Conclusion

We developed BAR LIS, a simple “dictionary-like” web application and field-tested
it with good results during the X Masters Awards 2012 event. During the development
of such application, we were able to study the different techniques available to achieve
reproduction of 3D animation inside an internet browser, WebGL and reproduction
of pre-rendered frames. While WebGL is the most interesting technique for future
development, because it allows to mix and edit the animations in real time, the repro-
duction of pre-rendered frames is the most advisable technique when data exchange
and computational power are limited resources, such as in mobile applications. We
also used BAR LIS as a base for the development of tests in order to evaluate the
quality of animations. The results displayed a good overall comprehensibility of the
signs, with many words recognised in more than 70 % of cases. The main difficulties
were related to different words corresponding to the same sign, words not known
at all by the people interviewed and facial expressions, which weren’t taken into
account in the making of the animations. Furthermore, use of a more compact, less
complicated human model appears feasible, since the high resolution model marks
were not significantly better than the low resolution model ones. This suggests that
the making of a full WebGL application, at first discarded for the complexity of
models and the amount of computation power required to deploy such an application
in a real time context, is indeed possible using much simpler models without los-
ing quality. Concerning the mixing of simple animations to obtain whole sentences,
complex interpolation algorithms such as those used inside Blender achieve the best
results, but it seems possible that comparable results could be obtained in the future
by determining the best intermediate position of the single animations.
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OMNIACARE: A Comprehensive Technological
Platform for AAL

Paolo Casacci and Massimo Pistoia

Abstract Technological projects and products developed in the scope of Ambient
Assisted Living provide a wide range of solutions for the elderly’s and their care-
givers’ needs, but typically focused to single aspects of care and assistance. There
are systems for monitoring of health signs, along with home automation or home
assistance request systems. Multiple needs may therefore lead to adopt multiple sys-
tems at the user’s premises, making it more difficult for the elderly and their circle
of support to manage their usage and fully benefit from the advantages of technolo-
gies. The OMNIACARE platform brings along an innovative concept of integration
and adaptation to users’ needs. It comprises different modules, developed in ad-hoc
projects, to cover different sides of home care and assistance with one interface in
one single system.

1 Introduction

Quality of living is getting better worldwide. Due to improvement in nutrition and
in therapies and, due to an increased attention to prevention of diseases, population
is rapidly ageing. The number of older people, in good health conditions but still in
need of constant, although non-obtrusive, monitoring will grow up in the next years.
This may greatly impact on national health systems, for cost increases in assistance
and hospitalisation. Technological solutions are a key factor to help people to actively
live in their own homes despite aging.
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The OMNIACARE platform, developed by eResult, is built with the aim to realise
an innovative and integrated system to help improve the quality of life of the elderly,
fostering their autonomy to live in their homes, and to provide and manage for
themselves in order to keep good health [1]. The system principally addresses the
needs of self-sufficient older adults, who have fragilities or chronic conditions typical
of ageing that require small or moderate assistance [2]. The proposed technology
contributes to keep the elderly autonomous and confident but also prevent degradation
of mental, physical and cognitive conditions, with the goal to also detect potential
risk situations at their early stage.

2 OMNIACARE: System Overview

OMNIACARE is a software platform that provides modular and flexible functional-
ities. It supports several devices that can be employed singularly or in multiple com-
binations: smartphones, tablet PCs, TV set-top boxes, wireless sensors. The system
can virtually be interfaced with any device which is capable to detect vital parame-
ters or environment conditions and can continuously and automatically acquire data.
Such data are processed by a home server to be later stored into a centralised back-
end server. Through access to the back-end cloud server, caregivers can configure
the behaviour of client devices, assess the status of local sensors, and view logs of
past events or browse along the clinical history of the patient. In the event of critical
situations, OMNIACARE can also send alerts to families or caregivers and activate
IP cameras to remotely assess and control the situation.

2.1 System Architecture

The architecture of the system is shown in Fig. 1.
Each end-user (patients) is equipped with a device that can consist of:

• a set-top box connected to a TV monitor with Internet connection;
• a smartphone with 3G connection
• a tablet PC with 3G connection

Eventually, sensors and actuators can be located around the users’ house to detect
parameters or trigger motors or lights. 2D or 3D sensor cameras can also be installed to
monitor sensitive areas and even user’s behaviour. Wearable devices able of detecting
biomedical parameters can be provided.

The set-top box, smartphone or tablet has the task to act as interface to the users
for the services provided. It also provides live audio and video conferencing, along
with the possibility to act as home server for first data processing and transfer to
the cloud server, although a fixed PC is preferred for reliability due to power issues
(portable devices are battery powered).
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Fig. 1 OMNIACARE. Architecture of the system

The cloud server acts as a repository for data, vital parameters, video streams
(if requested) and, through customized web interfaces, is the central point of access
for families, caregivers and service centres. The cloud server can also provide services
to the final users, which can range from home assistance and house maintenance
to promotion and encouraging of leisure activities and access to dedicated social
networks.

3 Modules

OMNIACARE’s client-server architecture was developed in a project named ADA,
in which the platform was devised and realised. A very special eye was kept on
features of configurability, scalability and robustness. In the Aid-Assistant project,
the platform’s Monitoring Module was developed. The project aimed to bring along a
product to help frail users to keep living in their own homes by supporting caregivers
in their activities [3]. The platform was endowed and interfaced with devices able to:

• detect health status through wearable sensors for vital parameters (heart rate and
breath)

• detect fall
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• locate the user’s position around the house (indoor localisation)
• monitor special events, like lack of response by the user to a reminder or wandering

As extension to the platform, attention has been paid not only to medical and care
assistance, but also to social inclusion of the elderly. In the HOST project, the issue
of providing customized and easy access to several e-Services for older people has
been tackled [4]. The project objective is to provide an ICT architecture based on a
friendly and well known technology such as the television, tablet PC or smartphone,
enabling elderly independence and participation on a free choice basis to the self-
serve society. The services are ensured by specialized and dedicated organizations
such as social housing operators. The OMNIACARE platform has been consequently
enriched with a Service Module to:

• provide sound or voice alerts to remind the user to perform a specific task (take
drugs, call the physician, favourite TV programme…) and accept simple feedback
in return, in order to record execution of the activities

• access services and better organize the way of life in social housing (request
maintenance, browse events calendar, foster social and recreational activities)

• request home drugs delivery, accompaniment for medical appointments
• shop online

In the HOST project, a first version of an OMNIACARE’s Social Module has
also been created. The platform now allows to:

• send and receive messages to and from the people included in the elderly’s own
circle of support (manager of social housing association, tutors, caregivers or
family members) that are registered in the system

• start Skype video calls by simply pushing a button.

OMNIACARE therefore provides the elderly with the opportunity to stay in touch
with friends and relatives, close or distant (or even abroad) without call charges and
without having to learn a new interface. In forthcoming projects, the creation of
simplified social networks of elderly will be evaluated, to enrich older people’s social
life and offer socialization and human contact with the aim to foster their sense of
usefulness, independence and, finally their well-being [5].

The platform is being enriched with extended capabilities for monitoring and
assessment of health conditions. In the AL.TR.U.I.S.M project, OMNIACARE is
being employed to develop a remote system for cognitive home rehabilitation [6]
through a customized "Virtual Personal Trainer" that can allow the patients to perform
some cognitive rehabilitation process at home [7]. The system architecture is realized
by a set-top-box, with Internet connection, a TV monitor for Graphic User Interface
visualization, a commercial 3D sensor (Microsoft Kinect) and a t-shirt for biomedical
parameters detection.

Along with indoor monitoring and service offer, the platform is being trialled even
for outdoor mobility for senior citizens and favour elderly’s tourist activities. The
Sweet Mobility project, now in course, exploits new specifically designed OMNI-
ACARE Modules in order to advise and support the senior to choose and success-
fully reach a predefined touristic destination. Based on the information on the senior’s
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Fig. 2 Sweet Mobility: Architecture of the system

physical and mental history, the system estimates the adequacy of the chosen des-
tination and may propose a more feasible alternative. During the touristic visit, the
system continuously and adaptively monitors the senior’s physical and mental state,
by means of wearable sensors, and based on the knowledge of the track character-
istics, it provides orientation and navigation during the walk, gives information on
the available services along the path (toilettes, resting points, bars, etc.) and, when
needed, may suggest to take action (have a pause, rest, have refreshments, etc.) in
order to keep the older user’s physical state within health parameter limits. The infor-
mation is provided by means of easy visual communication on large screen mobile
devices and acoustic communication via headsets or loudspeaker, thus minimizing
the user cognitive workload. The localization and monitoring features provided by
the system are also useful tools for caregivers and operators who may accompany
or supervise the elderly’s walk. All the necessary information is available to them in
real-time via web access to the platform’s cloud server, thus allowing to rapidly and
effectively intervene if the person is in need. The service architecture of the system
is shown in Fig. 2.

4 Conclusions

The OMNIACARE platform enables new application scenarios of ICT to improve
the quality of life of people with special needs such as the elderly and frail persons, by
including a wide range of services in modules that are easily integrated in the overall
architecture. The work done so far has confirmed that the context of AAL is definitely
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a scope and impact of particular relevance where access to effective and reliable
service packages selected directly by users and a better quality of communication
adhering to the expectations and the ability of older people are able to give them
greater autonomy and a stronger social inclusion, preventing improper forms of
sanitation or institutionalization.
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From Sensor Data to User Services
in GiraffPlus

Amedeo Cesta, Luca Coraci, Gabriella Cortellessa, Riccardo De Benedictis,
Francesco Furfari, Andrea Orlandini, Filippo Palumbo and Aleš Štimec

Abstract This paper presents an ongoing effort to create added value complete
services for end users on top of an AAL continuous data gathering environment. It
first presents the general architecture proposed by the GiraffPlus project for long
term monitoring of older users at home, then describes the main choices concerning
the middleware (universAAL compliant), the long-term data storage, and a user-
oriented component, called DVPIS, dedicated to interaction with different users of
the AAL environment. The current status of a deployed version of the system is then
shortly described.
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1 The GiraffPlus General Idea

Ambient Assisted Living (AAL) research and development has massively invested
on issues like gathering continuous information at home, standardizing formats in
order to create environments more easily, extracting further information from raw
data using different techniques to reconstruct context. An aspect relatively less devel-
oped but very important to actually arrive to the market is the design of complete,
and hopefully personalized, end-to-end services for the users of such technology
being them either primary (older people) or secondary (medical doctors, caregiver,
relatives).

These authors are working in the GiraffPlus project (http://www.giraffplus.
eu/) whose general goals are the following: (1) to develop and thoroughly evaluate
a complete system able to collect elderly people’s daily behavior and physiologi-
cal measures from distributed sensors, to perform context recognition and long-term
trend analysis; (2) to organize the gathered information so as to provide customizable
visualization and monitoring services for caregivers; (3) to foster social interaction
between primary users (elderly) and secondary users (formal and informal care-
givers). In broad terms, secondary users can virtually enter the home for a visit or
to respond to an event generated by the system, while primary users can request a
virtual visit at any time.

A detailed description of the GiraffPlus project is given in [1] while a short
overview of its architecture is presented in the next section. A key motivation for
our work is the development of effective services for end users (both primary and
secondary). In this respect GiraffPlus has the ambitious goals of fielding a com-
plete systems in 15 homes distributed over three European countries and performing
long term experimentations in place. During the first year of the project an intensive
activity of user requirements elicitation has taken place, then converted in a func-
tional architectural specification. New technical development is being performed,
and preliminary deployment in Living Labs place, while the start of a first set of
test cases is expected during the second half of project year two. The preliminary
deployment in Living Labs has been useful to sketch a number of user services in a
safe environment that maintains the difficulty of a real house without involving the
criticality of involving frail old people.

The fielding in real environments of an AAL system is relevant for a number of
reasons:

• it forces technology developers to focus on the complete system rather than to
single technologies;

• it underscores the need for robustness in AAL solutions, and this is even more
critical since such complete systems integrate heterogeneous technologies;

• it points out the problem of hiding technological complexity in favor of easiness
of use for a wide spectrum of users;

• it forces technologists to face the different perspective that usually guide real
people using a system hence creating preconditions for designing more mature
systems when compared to “laboratory tailored designed” ones.

http://www.giraffplus.eu/
http://www.giraffplus.eu/
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This paper shows the path from sensor data to end user services as implemented
in GiraffPlus. It discusses some of the technical work done to create meaningful
services dedicated to different users. In the final section it shortly describes the first
deployment experience in an Italian Living Lab.

2 System Architecture

Figure 1 depicts an abstract component diagram of the GiraffPlus system. In par-
ticular, three main components can be identified: (a) the Physical Environment and
Software Infrastructure, (b) the Middleware Infrastructure and (c) the Service Layer.

The Physical Environment and Software Infrastructure coupled with the Mid-
dleware Infrastructure (see Fig. 1) offers the basic level of functionalities of the
GiraffPlus system. The Middleware Infrastructure is in charge of providing a com-
mon and interoperable communication service, constituting a gateway shared among
all the system components whose aim is to support all the data services.

Then, the Sensor Network, composed by both Physiological and Environmental
sensors, gathers the information generated in the home environment as well as pro-
vides the (possibly pre-processed) collected data. Finally, the Telepresence Robot
provides the GiraffPlus social interaction functionalities enabling remote access
in the environment through a Pilot software embedded in the visualization and inter-
action services (see Sect. 5). The Long-Term Data Storage component (see again
Fig. 1) is responsible for providing a general database service for all the data gen-
erated by parts of the system and providing data access functionalities. Specifically,
the main role of this component is to manage a database containing all the data col-
lected through the Middleware Infrastructure and generated by the Sensors Network
(see Sect. 4). The Context Recognition and Configuration Planning (bottom-right in
Fig. 1) is the component responsible for context/activity recognition and system con-
figuration planning, i.e., two high-level reasoning systems in charge of (respectively)
implementing the monitoring activities by means of context/activity recognition [2]
and providing suitable configuration settings for the Sensors Network according to the
requested monitoring activities [3].1 Finally, the Data Visualization, Personalization
and Interaction Service (bottom-left in Fig. 1) is the part of the system responsible for
creating user-oriented service. A broad way to summarize the module is to provide
different end-users with suitable interaction modalities for the available services.
Sect. 5 provides a more thorough presentation of this module.

1 The description of the Context Recognition and Configuration Planning components is out of the
scope of the present paper. The reader may refer to [1] for further details.
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Fig. 1 The GiraffPlus
components

3 AAL Middleware for GiraffPlus

In the GiraffPlus system, a crucial role is played by the Middleware Infrastruc-
ture as it provides the central connection point that is shared by all the components
according to the needed information exchanges. In fact, given the inner context-aware
nature of GiraffPlus system, the presence of a pervasive solution that provides any
kind of information about the interaction between the user and the surrounding envi-
ronment become a key aspect for its effectiveness. The sensors, the services, and
the components integrated in the GiraffPlus system need a software infrastruc-
ture, which is based on a middleware that hides heterogeneity and distribution of
the computational resources in the environment. Moreover, the integration of such
components is demanding, especially if we consider that the system is composed of
different services written in different languages and it may need to be accessible by a
number of remote healthcare centers which may use different protocols. To this aim,
an AAL middleware solution well suited to the GiraffPlus context is proposed.

The fragmentation in this sector is still high, but there are initiatives working
to build converging solutions. Service interoperability is a key point to build an
ecosystem of applications that helps the growth of an AAL consumer market. In
this regards, several European projects have intensely worked to the definition and
standardization of a common platform for AAL, on top of which to develop intelligent
software applications for the end users. In this regard, the final objective of the
GiraffPlus project is to design and develop a system compliant to the results of the
most promising research projects in this field, i.e., universAAL [4].

It is intention of this work to be aligned to the universAAL results, to reuse the
Open Source software released by universAAL as much as possible, and to enrich
the universAAL platform with the technological requirements deriving from the
GiraffPlus project. The concrete architecture currently selected by universAAL
is based on the Java/OSGi platform and it is aligned with the reference platform
selected by GiraffPlus.
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Middleware Architecture. Within the proposed AAL ecosystem, hardware as well
as software components can be able to share their capabilities. In the GiraffPlus
space, the proposed platform facilitates the sharing of two types of capabilities:
Service (description, discovery and control of components) and Context (data based
on shared models). Therefore, connecting components to the platform is equivalent to
using the brokerage mechanism of the middleware in these two areas for interacting
with other components in the system. The concrete middleware architecture is made
up of two layers: a core middleware API layer and a communication layer that
includes a publish/subscribe connector and a RESTful connector.

A generic service built upon the middleware can discover which sensors are
present in the environment and other services together with their functionalities using
methods from the middleware API layer. The underlying layer fulfills these requests
exploiting the connectors available. In the communication layer, an MQTT [5] and
a RESTful [6] connector are present. By mean of these connectors, the middleware
realizes a publish/subscribe as well as a methods description/invocation mechanism
in a transparent way.

Two buses form the heart of the proposed middleware: a context bus and a service
bus. All communications between applications (i.e., the GiraffPlus services) can
happen in a round-about way via one of them, even if physically, the applications are
located on the same hardware node. Each of the buses handles a specific type of mes-
sage/request and is realized by different kinds of topics. The aim of the middleware
is to provide a publish/subscribe mechanism for accessing the context information
about the physical environment and physiological data. This information will be
exposed as different topics: topics for discovery and description of devices and ser-
vices that form the service bus and topics for publishing and retrieving data from
devices and services that form the context bus. The middleware is in charge of pre-
senting the available sensors and services in the system implementing an announce
mechanism on the service bus. These resources are presented with a message on the
relative topic in the service bus. The message is a descriptor file containing an id, a
description, a type (i.e exporter or service), a set of resources (i.e. sensors or com-
ponents), and a set of methods. Once a resource has been announced on the service
bus a generic service can search for it filtering on the descriptor fields and use it. The
topics used for announce and discovery of devices and service, the so called service
bus, has this format

«location»\serviceBus\«serviceID»

where location identifies, e.g., the room in the assisted persons apartment,
serviceBus is the keyword to identify the topic as a service bus topic and
serviceID is the unique identifier of the service. The message of this topic is
a JSON descriptor file. The middleware takes care of dispatching information about
the state of the resources among services by means of a context bus. Any service that
wants to make available his data (sensors readings and events or data analysis results)
can use the middleware API to publish it. Any service interested of monitoring these
data can subscribe to the relative context bus topics indicated in the descriptor using
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the middleware API. The topics used for gathering data from devices and service,
the so called context bus, has this format:

«location»\contextBus\«serviceID»\«subtreefield»

where location identifies the room, contextBus is the keyword to identify
the topic as a context bus topic, serviceID is the unique identifier of the ser-
vice and the subtreefield identifies all the resources of that service that can be
monitored. For each resources there will be a dedicated context bus sub-topic. The
message of these topics is a string value.

4 Long-Term Data Storage Service

The Long-Term Data Storage module aims to provide a central storage for the
GiraffPlus system, responsible for storing all the data collected by the Physi-
cal Environment, as well as the data produced by other components (High-Level
Services). Additionally, it also stores configuration data (sensor data, security restric-
tions, etc.) and logging data from all the software components in the system (all logs
are centrally available, and therefore it is easier to maintain and debug the sys-
tem). Such service consists of three connected components: (i) the database, which
stores the actual data; (ii) the GiraffPlus Middleware Listener component, which
is instantiated in the middleware and forwards all relevant data to the database in a
secure fashion; (iii) the RESTful web service, which enables secure access to the
database and (iv) the GiraffPlus Middleware Storage component, which enables
other GiraffPlus components to directly access the data via the middleware.

The guiding principles in the design of the GiraffPlus Long-Term Data Storage
system have been security, flexibility, reliability, efficiency and scalability. Secu-
rity is paramount as we are dealing with potentially sensitive information. Flexibility
is important as GiraffPlus is a research project and then it is impossible to fore-
see all the possible data structures that might be stored in the system, as well as all
possible connections between them. The storage system needs to be able to reliably
store vast amounts of data and enable users and other GiraffPlus components to
efficiently access the stored data. Last but not least, the system needs to be scalable
as we expect the amount of data to vastly increase during the course of the project
and hopefully, during the commercialization phase of the project.

The GiraffPlus database. After a careful examination of available database
solutions, we decided to use MongoDB (http://www.mongodb.org/), which is a
widely used, open source, NoSQL document-oriented database system developed
and supported by 10gen (http://www.10gen.com/). To follow our guiding princi-
ples, we make heavy use of its replication feature, which replicates data over spec-
ified groups of servers thereby increasing data reliability, as well as efficiency. We
also us the sharding feature, which distributes the data over many replica groups,
thereby enabling horizontal scalability and increasing efficiency via load-balancing.

http://www.mongodb.org/
http://www.10gen.com/
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Flexibility of the system is achieved due to its NoSQL nature, since the database stores
collections of generic JSON (http://www.json.org/) objects, which can represent
various data-structures that might come up during the lifetime of the project. To
increase efficiency we also implemented a database compression method, which
compresses collections of data older than a specified date. The method automati-
cally collects data objects coming from the same source and compresses the array
of dynamic field values. To retrieve data from compressed collections of object, the
method first uncompresses the data and then runs the required filter over them.

The GiraffPlus Middleware Listener component. The GiraffPlus Middleware
Listener component is instantiated automatically as the middleware is run. It listens
to all data sources connected to the middleware (sensors, other components, logs,
etc.), properly formats the data, attaches the timestamp and stores the data in the
database.

The RESTful GiraffPlus Storage Web Service. The implemented RESTful
(REpresentational State Transfer) web service enables secure (using certificates via
SSL) and efficient access to the data stored in the database. It is implemented in Java
using Jersey (https://jersey.java.net/), which is an open-source, production quality,
JAX-RS Reference Implementation for building web services. To run the web ser-
vice we use the Apache Tomcat (http://tomcat.apache.org/), which is an open source
software implementation of the Java Servlet and JavaServer Pages technologies and
enables easy scalability by using load-balancing between multiple servers.

Data between the web service and its clients is exchanged in JSON format and,
if required by the client, compressed to increase the efficiency of data transfer.

The GiraffPlus Middleware Storage component. We predict that at some point
during the project there might be multiple Long-term Data Storage centers (LTDSC)
located in various locations around Europe (and later on outside Europe) due to possi-
ble legal or performance constraints. One of the design goals for the Long-term Data
Storage system was to enable partners to write data-location agnostic applications
and components. Therefore the only point of contact for each application/component
should be the GiraffPlus Middleware and requests for data storage or retrieval
should be done via the middleware. For this purpose we implemented a simple Stor-
age component. Its configuration contains the location of the LTDSC to be used for
the instantiated middleware and all requests for data storage and retrieval are done
through the Storage component, which then forwards requests to the corresponding
LTDSC. In this fashion we enable developers to write data-location agnostic applica-
tions and components, or, if required, to forward data requests to a specific LTDSC,
which contains the requested data.

5 Data Visualization and User Interaction

The GiraffPlus support infrastructure described in the previous sections guaran-
tees two very important capabilities: (a) the long term storage of sensor data; (b) the
possibility of real time connection for both information sharing and immediate alarm

http://www.json.org/
https://jersey.java.net/
http://tomcat.apache.org/
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Fig. 2 Outside versus inside services through DVPIS

intervention. The work on user-oriented services has started with an analysis of the
different type of people that can take advantage of the GiraffPlus services. As
said before, the basic subdivision between users concerns Primary (the old person
in the house) versus Secondary (different people outside the house). The secondary
users can be further subdivided in various groups: within GiraffPlus we are partic-
ularly interested in services for (1) formal caregivers (e.g., doctors, social workers);
(2 informal caregivers (e.g., relatives). The further basic question now is “how can we
build useful services for such users?”. Among services, one interesting distinction
concerns the temporal scope we are expecting: (a) long term data analysis, for exam-
ple, to observe trends for creating regular reports for different users, (b) short term
reactive services, like in the case of alarms, to detect emergencies (e.g., fall detection
sensors, emergency call buttons, etc.) (c) continuous asynchronous dialogues (e.g.,
in the case of social network channels, reminding services, etc.) (d) synchronous
communication channels for conversations through the telepresence robots.

Figure 2 describes the complete scenario we have realized. Again we underscore
different aspects: first of all the double directionality pursued in the complete
GiraffPlus service model: (a) Internal versus External Data Flow: there is a basic
direction of data gathering from the house toward the external world (red arrows
in the figure). Notice that we distinguish: (1) long term data storage for subsequent
analysis and on-demand visualization (red arrow in upper part of the figure), and
(2) direct real-time fast connections managed directly through the middleware for
alarms (red arrow in lower part); (b) Bidirectional External/Internal communica-
tion: this channel allows to support the social interaction services. Initially, a basic
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telepresence service of the Giraff telepresence robot has been created (http://www.
giraff.com/), subsequently the system has been empowered with additional services
for increasing support to the primary users (blue arrow in the figure).

The Fig. 2 also identify the modules specifically called DVPIS (for Data Visual-
ization, Personalization and Interaction Service) that have been realized to manage
interaction with the different actors in an AAL scenario. In particular we have two
instances of the DVPIS one for use “outside the house”, called DVPIS@Office, and
another dedicated to the primary user, called DVPIS@Home. Both the DVPIS mod-
ules are composed of a front-end which is a visualizer and interaction manager and
a back-end that deals with pre-processing of data and personalization of services.

DVPIS@Office. The module dedicated to secondary users strongly rely on querying
the data store. Additionally access to the telepresence robot via its external interface
is possible within the same comprehensive layout. At present we have designed an
interaction front-end that runs on a personal computer but the technological choices
allow us to develop also App-style versions for other mobile platforms like tablets
or smartphones. Different services are provided for formal and informal caregivers.
The personalization for a doctor or a social worker takes into account the fact that this
workers may connect to multiple patients at home. Hence there is an environment
that manages different houses and help the user to maintain information on the
different cases he/she follows. The formal caregiver may access data over time,
although specialized the visualization environment allows a combination of queries
that are able to generate different graphical views. Figure 3b presents a test example
of the current DVPIS@Office for a doctor observing a week of blood pressure data.
Figure 3a shows a user inspecting a printed report received through the GiraffPlus
system and at the same time has decided to query the long term data for observing
temporal trends (see the PC screen). The personalization for an informal caregiver
(the current target is a relative of the person at home) is far straightforward. Such
a person needs a more synthetic information and just report about warning over
an interval of time. At present it is possible to ask for daily reports that contain a
summary of the informations of the day. We are currently working at producing a
scenario similar to the one in Fig. 3a tailored for informal caregivers, with reports
that contain a different perspective on the information delivered.

DVPIS@Home. The current front-end in the house for delivering information ser-
vices is the telepresence robot. In fact, some user requirements gathered during the
initial phase of the project suggested to avoid the introduction of further technological
objects in the house. In addition, as the comprehensive design of the project includes
the Giraff robot and it is endowed with an on-board computer for its basic opera-
tions, we have decided to exploit the robot also to run the local additional software
services. Then, specifically for the project, the company producing the robot has syn-
thesized a touch screen version. The DVPIS@Home is designed to take advantage
of this new functionality, and somehow the telepresence robot resembles a “tablet on
wheels” from the point of view of old people at home. Thus, having the robot as the
front end in the house (a) allows to access the standard telepresence services of the
robot (b) allows the home users to read simplified reports concerning his/her own

http://www.giraff.com/
http://www.giraff.com/


278 A. Cesta et al.

Fig. 3 The current DVPIS in operation

health status (c) enable the delivery of asynchronous messages to the user. This last
functionality is currently integrated for obtaining a reminding service (a message
example is shown in Fig. 3d).

The DVPIS shared dialogue space. The GiraffPlus project is in its second
year. Since the first dialogue with potential home users, the issue of the dialogue
“Inside/Outside” the house has been a very important one. For this reason, we are
endowing the DVPIS of a capability of synchronous communication fully supported
by the middleware. Using this functionality we have created a shared information
space that allows a dialogue Primary/Secondary user sharing some information on
the screen. The current demo of this functionality is shown in the combination of
Fig. 3b and c. In fact, it is possible to see that the same information (the weekly blood
pressure samples) is in front of the doctor in her office and shown to the old person
at home while they can share the audio channel for discussing the assessments. In
this way, we have set up an environment for flexible end-to-end information delivery
on top of an AAL service.

6 Current Status

The basic path from data to user services has been first tested in our laboratories and,
then, delivered as a complete system in the Rome Living Laboratory, an apartment
of young colleagues of ours. Our goal is the test the technology outside the lab but
without the ethical burden of testing it with fragile people. This home testing has been
useful to discover weaknesses in the technology integration of the different blocks
(sensors, middleware, data-store, software interaction environment). After quite an
amount of work to cope with various bottlenecks and lack of robustness we obtained
a stable working system. We have been able to visualize snapshots of temporal data
from the apartment (see an example in Fig. 4) on a DVPIS@Office version installed
in a Rome office computer, while the data store is remotely connected from Ljubljana
at XLAB premises, additionally we have been able to simulate real time alarms and
their respective management procedures (e.g., water leaks in the kitchen). We are
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Fig. 4 A data sample from the Italian Living Lab shown on the DVPIS@Office

now monitoring the system on a longer period of time while continuously refining
the functionalities of the interaction environment. Following this important testing
phase we have delivered the complete GiraffPlus system in six real homes (2 each
in Sweden, Spain and Italy) and are currently receiving data from these test sites
installations.

Going back to Fig. 2, the current live experiment concerns the path “from-
Inside-to-Outside” with respect to a house. Other partners in the project have cur-
rently experimented the opposite connection (“from-Outside-to-Inside”) using the
Giraff robot as a media, others are testing the Context Recognition and Configuration
Planning module that aims at enriching the basic gathered data with additional tem-
poral deductions. Finally, another parallel activity is designing protocols for “safe
delivering” theGiraffPlus system in real test cases respecting the social and ethical
expectations. In general, delivering innovative AAL technology for long term use is
quite a complex and multi-faceted effort. Describing parts of this effort has been the
topic of this paper.

Acknowledgments Authors are partially funded by the European Community’s FP7 under the
GiraffPlus project (contract #288173). Francesco Furfari and Filippo Palumbo are also partially
supported by FP7 under the universAAL project (contract N.247950).



280 A. Cesta et al.

References

1. Coradeschi, S., Cesta, A., Cortellessa, G., Coraci, L., Gonzalez, J., Karlsson, L., Furfari, F.,
Loutfi, A., Orlandini, A., Palumbo, F., Pecora, F., von Rump, S., Stimec, A., Ullberg, J., Ostlund,
B.: GiraffPlus: combining social interaction and long term monitoring for promoting independent
living. In: HSI: 6th International Conference on Human System Interaction (2013)

2. Ullberg, J., Pecora, F.: Propagating temporal constraints on sets of intervals. In: PSTL: ICAPS
Workshop on Planning and Scheduling with Timelines (2012)

3. Lundh, R., Karlsson, L., Saffiotti, A.: Autonomous functional configuration of a network robot
system. Robot. Auton. Syst. 56(10), 819–830 (2008)

4. Tazari, M.R., Furfari, F., Fides-Valero, Á., Hanke, S., Höftberger, O., Kehagias, D., Mosmondor,
M., Wichert, R., Wolf, P.: The universAAL reference model for AAL. In: Handbook of Ambient
Assisted Living—Technology for Healthcare, Rehabilitation and Well-being, Ambient Intelli-
gence and Smart Environments, vol. 11, pp. 610–625. IOS Press (2012)

5. Hunkeler, U., Truong, H.L., Stanford-Clark, A.: MQTT-S - A publish/subscribe protocol for
wireless sensor networks. In: IEEE COMSWARE, pp. 791–798. (2008)

6. Fielding, R.T., Taylor, R.N.: Principled design of the modern web architecture. ACM Trans.
Internet Technol. 2(2), 115–150 (2002). http://doi.acm.org/10.1145/514183.514185

http://doi.acm.org/10.1145/514183.514185


A WSN Integrated Solution System
for Technological Support to the Self-Sufficient
Elderly

Paola Pierleoni, Alberto Belli, Lorenzo Palma, Michele Palmieri
and Luca Pernini

Abstract The proposed system is basically an automatic dispenser of medicines
which integrates functionalities of remote and real-time monitoring of the activities
of the elderly in home environment. It includes the generation of alarms resulting from
the omission of taking medicines and other critical events such as the permanence
of the elderly in a room for a period not consistent with normal daily activities. The
main elements of this system are a pair of LED smart lamps called MARCH’ingegno
and Sibilla, the first one is the dispenser of medicines which embeds WSN coordi-
nator role, located in the house of the elderly, the other is the displays of real-time
alarms, located in the house of relatives or caregiver. The mobility monitoring sys-
tem is composed of wireless sensor nodes distributed in the house of the elderly.
MARCH’ingegno acquires information from these sensors through its RF interface,
processes it and transfers the report to a remote web server together with the notes
of taking medicines. The tests show that the system operates properly and the wire-
less sensor nodes ditributed at home provide an adequate coverage area and correct
response times.

1 Introduction

This project involves the construction of an intelligent system of remote real-time
assistance of elderly people living alone. With this project, Semar s.r.l. won the
competition organized by the Marche region [2], “Casa intelligente per una longevitá
attiva ed indipendente dell’anziano.”
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The main elements of this system are MARCH’ingegno and Sibilla: a pair of LED
smart lamps where local and global communication systems and various solutions for
Ambient Assisted Living are integrated. MARCH’ingegno, is a low energy lighting
and design element. It is equipped with a service of automatic dispenser for the daily
dosage of medicines. In addition, it integrates a system for the mobility monitoring
of the elderly in the home environment with the generation of alarms resulting from
critical events such as the omission of taking medicines or the permanence in a room
for a period not consistent with normal daily activities.

The system of the mobility monitoring is realized by wireless presence sensors
distributed in the home environment. MARCH’ingegno acquires the information
from these sensors, processes data and transfers the report to a remote web server
via Internet connection. The system is capable of producing a remote alarm on the
mate lamp Sibilla (placed in the house of relatives, guardian, nurse, etc.) in case of
critical events. Sibilla can report critical events and provides real-time information
on the mobility of the elderly through LED display. The mobility details, the taking
of medicines and the related alarms are also available on a web server accessible by
authorized users through a PC or Smartphone application.

The strength of the system is its scalability with a number of density of nodes and
different kinds of sensing features. Therefore, we can simply extend the variety of
applications for the constant care and the safety of the elderly to other applications
such as vital sign monitoring, fall detection, dietary/exercise control, etc. Our system
benifits from the wireless capability, the collaborative and synergic sensing task,
the date processing and the efficient communication that enable reliable unattended
operations.

2 Design and Implementation of the System

The goal of the present work is the development of a system of continuous aid elderly
people. This section describes the basic elements of the realized system: the sensor
nodes, the smart lamps MARCH’ingegno and Sibilla and the web server services.

2.1 Sensor Nodes

The mobility monitoring system consists of indoor distributed sensor nodes. Each
node contains a motion sensor that detects the movements in a given coverage area
and therefore the presence of the elderly in a specific room. The sensor nodes are
equipped with RF, interface which transmits data to a concentrator node (located into
MARCH’ingegno) that suitably elaborates the received information.

The sensor nodes are designed to be plug and play installed and non-invasive for
everyday life.
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2.1.1 Motion Sensor

The motion sensor includes a Passive InfraRed (PIR) sensor and a processing unit
suitable for our application. In order to improve performance of PIR sensor a Fresnel’s
lens is added.

PIR sensor

In order to sense human motion, the PIR sensor should only be tuned to detect
radiation from a human that arrives in its proximity. However, the sensing elements
are responsive to radiation over a wide range. Therefore, a filter is used to limit
incoming radiation in the 8–14µm range, according to the human body radiation.

Thus, the IR rays, after passing through the filter, strike the sensing element that
generates a charge. The magnitude of the charge produced is directly proportional
to the amount of rays that strike on the sensing element. The charge produced by
sensing element manages to generate voltages that control a Field Effect Transistor
(FET) following by an impedance converter. Thus, the FET modulates the output of
the PIR and transmits the output signal to a processor unit.

In this project a RE200B-P PIR sensor [3] is used. It is designed to pick up heat
radiation of wavelengths in a band of about 10µm. It contains two sensing elements
connected in a voltage bucking configuration. Thanks to this configuration we can
have a good compensation of environmental temperature, excellent sensitivity for
small changes and reduction of signals caused by vibration and sunlight.

The output signal of the PIR generates voltage changes on the order of µV which
are difficult to process, this output is amplified and suitably elaborated by a processing
unit.

Processing unit

A motion sensor can be realized by just connecting the output of PIR to a process-
ing unit. As shown in Fig. 1 the realized processing unit can be divided into three
elementary blocks: amplifier, comparator and signal processing. The output of PIR
sensor feeds into a two stage amplifier having signal conditioning circuits and a high
gain. The amplifier is bandwidth limited to about 10 Hz to reject high frequency
noise and is followed by a window comparator that responds to both the positive
and negative transitions of the amplifier sensor output signal. The output of the com-
parator produces a 0 to Vcc transition on the signal based on the amount of IR rays
that strike the surface of the PIR sensor. This signal is sent to the signal processing
block which provides a digital output indicating the presence (high level) or absence
of motion (low level). Thus, the movements can be detected by checking for a high
signal on a single digital pin of this motion sensor.
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Fig. 1 Block diagram of the motion sensor processing unit

The reliability of this kind of sensor can vary with environmental conditions.
The processing unit is designed to slowly adjust at the changing conditions in the
environment that normally take place during the day. The motion sensor has a specific
coverage area in which a moving person can be detected. The sensor coverage area
varies based on of the size of the monitored environment, for this reason, the motion
sensor sensitivity must be adjusted according to the distance range and visibility
angle range of the sensing region.

Fresnel lens

In order to increase the coverage area of motion sensor it is necessary to focus the
infrared radiation on the surface of the PIR sensor. This is accomplished using a
plastic chamber called Fresnel lens. It consists of an array of curved segments that
capture more infrared radiation and focus it to a relatively smaller point. In fact, the
lens is designed to have its groove toward the sensing elements of PIR sensor.

The placement of the sensor beneath the Fresnel lens is crucial as it supposed to
receive maximum amount of infrared radiation that comes from the lens array.

In order to focus the infrared radiation on the surface of the realized motion
sensor a NL-11NH Fresnel lens [4] is added. This lens is positioned at a distance of
1.29 inches from the sensing element of PIR to direct maximum amount of infrared
radiation on it.

2.1.2 RF Interface

After detecting the presence of a person in a room, each sensor node transmits data
through its embedded RF interface to a concentrator located in MARCH’ingegno
that processes the received information.

In this project, the XBee ZB RF Module [1] is used as RF interface. It contains
a transceiver operating on frequencies of 2.4 Mhz with a power that varies depend-
ing on the models from 1 mW up to about 60 mW, an antenna or a connector for
external antennas and an integrated microcontroller. Communication protocols that
provide wireless connectivity to other several modules are implemented in the embed-
ded microcontroller to create a ZigBee mesh networks. The XBee ZB RF modules
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are designed for high-throughput applications requiring low latency and predictable
communication timing. It operates at data rate of 250 Kbps with an indoor range
coverage up to 40 m. In the XBee ZB modules there is also the possibility to monitor
the logic level of digital pins that are provided in their RF interfaces. The logic level
of specific digital pin can be read locally and then transmitted to a remote XBee ZB
RF Module.

Our system, MARCH’ingegno is equipped with XBee ZB RF Module because
it has the function of network coordinator. It is the core of the Zigbee network
and keeps the security keys and the network information. Thus, the RF interface
of MARCH’ingegno is programmed to automatically create the mesh network and
permits association of the other XBee ZB RF nodes to the WPAN.

Each other sensor node has a ZB RF Module which is configured for connection
to the mesh network created by MARCH’ingegno: as soon as a sensor node authenti-
cates itself it can transmit data within the network. Each sensor node is authenticated
with the identifier of the room where it is placed. The XBee ZB RF Module is
configured to immediately transmit to the coordinator a data whenever a specified
digital pin changes state. The output of the motion sensor is attached to this specific
digital pin.

2.1.3 Performance of Sensor Nodes

The proposed detection system was experimented in an indoor testing environment
in order to evaluate its performance. The results of the tests show that each motion
sensor requires a calibration time to properly function. This calibration time varies
from 10 up to 60 s according to the environment in which it operates. After the
calibration time, any thermal signal far below to one µW is sufficient to trigger a
voltage change on the output amplifier of the motion sensor. In order to evaluate the
coverage area, several tests were conducted to measure the sensor distance range and
visibility angle range changing the sensitivity of the device. These tests were also
carried out with the sensor without lens to evaluate the decrease in performance. The
results of tests carried out with the addition of the Fresnel lens show a considerable
increase of the coverage area of motion detection. Indeed, as shown in Table 1, the
detection is more stable and the visibility angle range is also increased about 30◦
with a Fresnel lens.

As illustrated in Fig. 2, the results also show that, at the maximum sensitivity, the
coverage area of the motion sensor has a range of about 6 m. So follows that the
sensor node provides an adequate coverage area to monitor an entire room.

2.2 The Smart Lamps MARCH’ingegno and Sibilla

The ZigBee module placed into MARCH’ingegno receives the data sent from sen-
sor nodes distributed in the house. In order to determine the permanence of the
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Table 1 Visibility angle range of motion sensor

Sensitivity (%) Visibility angle range with lens
(Degree)

Visibility angle range without
lens (Degree)
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Fig. 2 Distance range of motion sensor changing the sensitivity

elderly in a specific room, the information sent from each sensor is processed by an
embedded microprocessor into the smart lamp. An algorithm implemented on this
microprocessor determines the residence time of the elderly in each room. Finally,
these periods are compared with a specific threshold of danger to generate alarms in
case of exceeding this time limit.

The danger thresholds corresponding to the specific room are obtained on the
basis of a statistical survey that we have carried out. This study was conducted on a
sample of 100 subjects (43 males and 57 females), aged between 70 and 87 years.
The results of the study are shown in Table 2 where there is a subdivision in four
typical rooms and four periods of the day.

The data resulting from this study are used as default parameters for the generation
of alarms but are also remotely editable via a web server that allows to calibrate the
system based on the behavior of each user.
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Table 2 Percentage of time in which the subjects examined remain in every room of the house,
for every time band

Time of the day Kitchen (%) Livingroom
(%)

Bedroom (%) Bathroom (%)

Morning (7–13) 27 39 24 10
Afternoon (13–19) 20 55 20 5
Evening (19–23) 20 50 23 7
Night (23–7) 1 4 92 3

The dispenser of medicines can be monitored through the remote web server.
In fact, MARCH’ingegno is primarily an automatic daily medicine dispenser. Has
several drawers that can contain a variety of different medicines. The microprocessor
of MARCH’ingegno can be programmed to open the drawer at fixed daily times and
contemporary to emit light signals and sound effects to remind the elderly to take the
medicines. The service dispenser of medicines can be configured locally or remotely
and the settings be modified whenever changing the mode of drug administration.
In case of non-withdrawal of the medicines, this system is able to produce remote
alarms.

The alarms and the presence data received from each sensor node are transmitted
to a remote web server that allows a real time view of the elderlys mobility in the
house and any potentially dangerous situation. Using the web server the presence data
and alarms are immediately displayed on the Sibilla and on a Smartphone equipped
with the dedicated application. In fact, the Sibilla smart lamp is programmed to
continuously check the information stored in the web server and to display it. The
same information could be viewed by dedicated smartphone or PC applications.
The system also allows anyone who is registered and included in the list of contact
numbers receive the alarm message in case of emergency.

The data exchange with the web server is allowed by the WiFi connection between
the smart lamp and the home router. As shown in Fig. 3, the WiFi module integrated
into MARCH’ingengo and Sibilla provides the communication between the two
smart lamps and the home router. This WiFi module communicates with dedicated
microprocessor via UART interface. The lamps were equipped with WiFi connectiv-
ity for not constrain their placement in proximity to a wired ADSL plug thus leaving
the maximum freedom of positioning inside the dwelling.

The selected WiFi module manufactured by STMicroelectronics [5] is one of
the least expensive on the market and is adequate for our needs to project a smart
and inexpensive system. On this module we have implemented the WPS protocol
to easily and securely connection to the domestic WiFi network . Pressing the WPS
button on the domestic WiFi router it sends an 8 digits PIN code that is used for
smart lamp module authentication by exchanging network name and keys set.
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Fig. 3 Diagram of the link between the microprocessor of smart lamp and the home router via
WiFi module

2.3 The Web Server

One of the most important features of the system is the capability for the authenti-
cated remote user to manage the setting of the dispenser. It is allowed to define the
conditions for opening each drawer with possible repetitions daily and duration of
medicine treatment and with the inclusion of explanatory notes.

At the same time the information collected by the smart lamp MARCH’ingegno is
transmitted to a remote web server via Internet to monitor the state of the elderly and
his mobility inside the house. The system is developed exploiting the client-server
architecture model. The client lies on MARCH’ingegno that is connected via the
Internet to the mate lamp Sibilla, PC and smartphone. The diagram of the realized
system is illustrated in Fig. 4.

The Microsoft Windows prototype server contains a socket based back end and a
PHP based front end. The back end captures data received from the Internet, extracts
the useful information and stores it into a database. The server needs to deal with
many communication events because of the possible high number of clients. The
server application consists of a listening socket, created at the starting of the task,
and a client socket that are set up when a new client tries to connect to the server.
The clients are grouped in three different types (MARCH’Ingegno, Sibilla, generic
remote client and administrator) and every set can receive or transmit different types
of data.

When a client calls the server, the listening socket will accept the call and a client
socket is established. The front end provides services and database access, handling
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Fig. 4 Block diagram of the basic elements of the monitoring system

the data using PHP and MySql, displaying all the required information on the website,
launching alarms or notifications, if necessary.

3 Conclusion

We have designed, by proposing a common object such as a LED lamp for smart
lighting, an integrated multi-function system consisting of wireless sensor nodes.
This WSN allows the remote setting and monitoring of a dispenser of medicines
integrated into the lamp. It is also an environmental watching and alarm transmission
resulting from the occurrence of abnormal events. In this way a design and everyday
object becomes the main component of an AAL system integrating perfectly in a
home environment without the need of invasive devices. Thanks to WiFi connectivity,
RF interfaces and sensing capabilities MARCH’ingegno and Sibilla allow family
members the continuous remote monitoring of the elderly, his mobility inside the
house and his proper use of medicines.
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RITA Project: An Ambient Assisted Living
Solution for Independent and Safely Living
of Aging Population

Raffaele Esposito, Manuele Bonaccorsi, Dario Esposito, Massimo Filippi,
Erika Rovini, Michela Aquilano, Filippo Cavallo and Paolo Dario

Abstract This paper presents the work carried out during the RITA Project, a study
that focused on designing and implementing Ambient Assisted Living (AAL) ser-
vices in the real context of Province of Pisa (Tuscany, Italy). The main objective
of the RITA Project was to demonstrate the efficiency and the feasibility of new
socio-medical services based on AAL approach. The user target of this project were
elderly persons of Pisa area, living mainly alone or with a partner at their home, and
their formal and informal caregivers. According to their needs new services and ICT
system were developed and tested in order to improve the sense of safety of elderly
people and caregivers.

1 Introduction

People older than 65 years are the fastest growing segment of the European population
and they will account for a third by 2060 [1]. As aged people, most of them are affected
by physical and cognitive deficits and often need family or caregivers’ support for
their daily activities and health monitoring and care. For these reasons the ageing
of the population is raising significant issues for new sustainable economic and
welfare systems in order to meet needs of elderly citizens, families and caregivers
in an adequate way and to impact positively on their quality of life and quality of
work/services. In order to face the cost-effectiveness of new technologies for elderly
three factors have to be considered:
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• The increasing demand for elderly cares
In Europe people over 65 years will be a third of the population by 2060 and the
consequence will be the increase of the demand for care due to a growing number
of chronically ill people. The ageing of the society will led to an increasing demand
for Nurse Practitioners (+94 % in 2025) [2] and Physician Assistants (+72 % in
2025) [3] with several implications for quality of care and for the configuration of
future cost-effectiveness care delivery systems.

• The reduction of funds for social-medical services
The decreasing of worker population [4] and the reduction of funds for social-
medical services, due to the current economic crisis, couldn’t fulfill the demand
for care.

• The growth of smart technology market
In the last years we are witnessing from one side to the rapid increase of
“intelligence” of technologies and at the same time to the improvement of their
economic accessibility among common people (i.e. computers and smartphones).
According to this phenomenon it is estimated that medical electronics equipment
production will increase from the $91Bn in 2011 to the $119Bn in 2017 with
an average rate of 4.6 % per year [5]. Particularly the EU smart home market is
estimated to grow from $1,544.3 million in 2010 to $3,267 million in 2015 [6].

On the base of these premises the AAL services and the ICT systems could be a
valid solution to support the independence of elderly people and improve a sustainable
healthcare system.

In the last years, several research projects have been focused on new approaches
and solutions for innovating socio-medical services, based on the use of ICT devices
that could improve safety and independence of elderly persons. Some examples of
these projects belong to the Ambient Assisted Living Joint Programme (AAL-JP):
CARE [7], DOMEO [8], HOPES [9] and CARE@HOME [10] etc. Considering
this context, the Tuscany Region (Italy) funded RITA Project to develop an ‘aging-
in-place’ model, in which elderly people live as long as possible independently and
safely in their own homes and caregivers can remotely follow them. RITA aims to
demonstrate the potential efficiency of socio-medical services based on an Ambient
Assisted Living (AAL) approach, the interest among elderly and caregivers and the
sustainability of these AAL services in Tuscany context. So this project studied and
designed services and ICT technologies suited for the Tuscany context and new
legal framework needed to implement these new services in Tuscany. RITA Project
was not only ‘elderly people centered’, but it also involved all persons supporting
senior citizens, as relatives, caregivers, socio-medical workers and volunteers. This
document reports an overview of the technological work carried out in RITA Project
for designing and testing AAL services and ICT devices.
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Fig. 1 RITA Project: work phases

2 Methods

RITA consisted of two parts (see Fig. 1):
Creative part included:

Phase 1: Analysis of (a) elderly people’s needs and quality of life, and (b)
attitude towards current and future technology.
Phase 2: Design of services and ICT systems.

Evaluation part included:

Phase 3 Assessment of developed services and ICT systems.

2.1 Phase 1 (a) Elderly Needs and Quality of life

During the Phase 1, researchers involved elderly citizens and caregivers living in the
province of Pisa, Italy, through a number of focus groups and interviews in ten local
end-user organizations and in some cases at elderly homes. Ad-hoc questionnaires,
combining multiple choice and open questions, were used to define the profile of
older persons and identify their perceived needs and quality of life. The interviewees
were 211 elderly people 65+ without severe cognitive pathologies and 68 formal
and informal caregivers. The details of participants are showed in Tables 1 and 2.

In general elderly users were enough satisfied about their life and their current
independence; however the main aspects influencing their perception of quality of
life concerned possible degeneration of their health status, safety and social life.
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Table 1 Elderly people’s characteristics

Gender 65–75 Years Over 75 Years Unspecified age TOT

Number of elderly
Men 24 24 4 52
Women 36 120 3 159
TOT 60 144 7 211
Gender Min. Max Mean SD
Age of elderly
Men 65 100 76 9
Women 65 103 80 8

Table 2 Caregivers’ characteristics

Formal caregivers Informal caregivers

Gender Men Women TOT Men Women TOT
22 33 55 5 8 16

Role Health workers Volunteers Family Private care
23 32 13 0

Age 0–40 41–60 60+ ND 0–40 41–60 60+
12 22 16 5 0 2 11

In summary from these surveys three main elderly requirements emerged:

1. increasing the attention of doctors and caregivers about their health;
2. living at their own home maintaining their autonomy and independence but in a

safe and secure context;
3. carrying out social activities to reduce their sense of loneliness and general

negative feelings.

Looking to caregivers point of view, two main critical points were highlighted:

1. the willing to follow more carefully the elderly without increasing their burden
and having a negative impact on their quality of life;

2. the hope that technologies could help them to monitor old persons, especially
during their absence, and inform them in case of possible dangerous events.

Caregivers felt that assisting elderly persons was a heavy work and its burden
influenced negatively their life. At the same time, they would like to follow more
efficiently the older users and for this reason they believed that current technologies
could help them to assist elderly relative.

2.2 Phase 1 (b) Elderly and Technology

Fifty-three (53) older adults drew up a specific questionnaire in order to investigate
their attitude about current and future technology in the context of their home, daily
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life, free time and healthcare. This survey showed that participants used different kind
of technology; particularly they were familiar with home appliance and electronic
devices for everyday use. Interestingly elderly people involved in the study declared
to have a mobile phone to dial and answer call, even if only few of them were able to
send SMS. Also most of them used technological devices for monitoring their health
status, such as blood pressure or glycaemia, but few of them used sensor devices for
monitoring the domestic environment and even less used a tele-assistance system.

About attitude towards future technology, most of elderly people reported to be
interested in using technology for monitoring their health status and for controlling
remotely their home when they were both inside and outside of it. Also they thought
that internet and informatics were useful to keep relationship with family and friends.
At last the half of the sample emphasized the benefit of a tele-gym system in keeping
a good fitness.

2.3 Phase 2 Design of Services and ICT System

The new socio-medical services based on AAL approach may allow elderly people
to stay in their own homes for as long as possible delaying institutional care.

Many studies and technologies [11] that can assist older adults to continue living
at home with safety and independence were developed, but few of them faced the
cost of the new technologies. Suryadevare and Mukhopadhyay [12] developed a
wireless sensor network integrated with ZigBee modules for monitoring ADLs of
elderly living alone reporting that it was a “low cost” solution. Also Lotfi et al. [13]
implemented a "low cost" sensor network including movement and door entry point
sensors for supporting independent living of the elderly suffering from dementia.
Tomita et al. [14] conducted a study with frail elderly people, who lived alone, based
on a computer with Internet access and X10-based smart home technology while
van Hoof et al. [15] used a prototype of the Unattended Autonomous Surveillance
system to promote the ageing in place.

In RITA Project in order to meet elderly people’s need a modular and perva-
sive wireless sensor network was developed. Furthermore an Ambient Intelligence
(AmI) Infrastructure was created for the integration of information collected from
all sensors.

The modules (Fig. 2) and services implemented are described below.
General health status monitoring: the commercial wearable monitoring system

BioHarnessTM (Zephyr) (Fig. 2b) was used to measure physiological parameters
as heart rate, respiration rate, temperature, activity and posture. The system was
composed by an electronics module and an ad-hoc wearable band. Data could be
transmitted directly to a PC, via Bluetooth, and viewed in real-time or logged inside
the electronic module and later uploaded and transmitted to clinicians. In this way
physiological data could be analyzed and monitored remotely by doctors and so
elderly people could receive more attention about their health by clinicians also
beyond direct medical examinations.
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Fig. 2 Modules devel-
oped for RITA Project: a
system for door monitoring;
b commercial band moni-
toring physiological signals
(BioHarnessTM, Zephyr); c
localization and alarm mod-
ule; d sofa monitoring (BOS,
Recora); e bed monitoring
(COS, Recora)

Indoor and outdoor localization: a wearable module (Fig. 2c), powered by a
Lithium battery, was developed for localizing elderly and monitoring their motor
activity in daily life. The system was composed by an inertial sensor (iNEMO-M1,
STMicroelectronics) to monitor motor activity, a GPS receiver and GSM/GPRS mod-
ule for outdoor localization (GM862-GPS, Telit), a ZigBee module (SPZB250M,
STMicroelectronics) for indoor localization and the GPS and ZigBee antennas. The
system was able to switch automatically from GPS (outdoor open space) to ZigBee
module (indoor environment). This system could help caregivers to know always
where old persons were especially during their absence. Furthermore the wearable
module allowed elderly people, that have feelings of vulnerability and insecurity, to
go out for their activities in safety because they knew that they could be localized
with high precision in case of need.

Help request: the wearable module (Fig. 2c) was equipped with a red button that
could be pushed by elderly people in case of need. Thanks to the GSM/GPRS module
the caregivers received an SMS help request that informed if the elderly person was
inside or outside home. In this way elderly people could maintain their autonomy and
independence and the caregivers could be dismissed from a permanent assistance.

Domestic environment monitoring: a wireless indoor sensor network based on
ZigBee technology was implemented and some environmental sensors were inte-
grated into domestic spaces. In particular sensors acquired information about door
opening/closing (Fig. 2a), user presence on sofa (Fig. 2d) and user presence in bed
(Fig. 2e). All these modules were coordinated and managed by a PC, present inside
the house and working as server. This sensor network allowed elderly people to live
at home in security because unexpected environmental changes were detected and
alert requests were promptly sent to the caregiver. Furthermore these sensors together
with the localization module allowed to estimate elderly motor and static activities
(for example, time in front TV) and recognise some activities as sleeping or napping.
This information could be useful for caregivers to plan activities to maintain senior
users active from the motor and social points of view.



RITA Project: An Ambient Assisted Living Solution 299

Fig. 3 Do you think that the
use of RITA services and ICT
system in everyday life could
improve your quality of life?

Remote control interfaces: ad-hoc computer interfaces for the indoor environment
monitoring and outdoor localization were developed. These components were con-
ceived to allow caregivers to easily control elderly status. Also some information
as help request, localization and door status were transmitted on caregiver mobile
phone through SMS. Finally a mobile phone interface for physiological parameters
was developed.

2.4 Phase 3 Experimentation of Services and ICT System

Two experimentation loops were conducted with elderly people and formal caregivers
for testing RITA services and ICT system. The first loop was organized at DomoCasa
Lab in Peccioli (Pisa, Italy) and involved 17 persons over 65 years old. During the
test the elderly volunteers tested RITA sensors and services, described in the previous
paragraphs, and then reported their feedback through a questionnaire. Data suggested
that the minority of the sample thought that using the showed technology and services
could have an excessively negative impact on their lifestyle, while the majority of
them perceived the benefit of this technology use in everyday. At last elderly people
reported that the perceived sense of safety and quality of life could improve (Fig. 3)
thanks to the technology and services use.

The second loop was conducted at a residential care home for elderly with 9
formal caregivers and it unfolded with the same modalities of the first. All participants
reported that the elderly people’s quality of life could improve if this technology and
services were implemented in everyday life. Also the caregivers thought that showed
technology would increase the quality of job of socio-medical workers (Fig. 4a) and
only a few of them suggested that all this would lead to a less personal relationship
between caregiver and elderly person (Fig. 4b).
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Fig. 4 a Do you think that the use of RITA services and ICT system in everyday life could increase
the quality of job of socio-medical workers? b Do you think that the use of RITA services and ICT
system could lead to a less personal relationship between caregiver and elderly person

3 Conclusions

As demonstrated in other studies conducted in Europe even in Tuscany, a new sus-
tainable economic and welfare system to develop an aging in place model is indis-
pensable.

The feasibility and utilization of new technologies for elderly is related to the
perception of benefits due to their use, but the budget is also not a negligible aspect.
Even if the cost-effectiveness was difficult to elicit, promoting ageing in place and
facilitating older people to live independently in their homes should lead to more
effective forms of care for elderly. In fact the new technologies, home and health
monitoring, could reduce the burden on informal and formal caregivers. Thanks to a
new socio-medical services based on AAL approach the informal caregivers could
be always informed about their relative’s condition reducing the necessity of their
presence at home of their older relatives; this condition allows them to reduce costs
due to time savings and avoidance of travelling and also to avoid to take frequently
day or time off work for older persons’ cares. Also the formal caregivers could be
supported in their caring work offering a more focused and efficient job that could
allow to caregivers to spent more time for a direct contact with elderly people.

In line with these objectives of efficient cares and with the AAL approach the RITA
Project designed some possible socio-medical services, starting from the analysis of
elderly persons’ real needs, that are based on the use of “low-cost” ICT system. This
research obtained positive and encouraging results, in fact, at the end of the project
old people involved in the study said that they were interested in using the RITA
technology and services in everyday life because this technology could improve the
their perceived safety feeling and quality of life, not having a negative impact on
their lifestyle and home environment. Moreover also the caregivers asserted that
RITA services could improve the quality of job of socio-medical workers without
damaging the personal relationship between caregiver and elderly assisted person.

In conclusion, RITA Project showed that a care model, in which elderly people
live independently and safely in their own homes as long as possible, is feasible.
Achieved results and feedbacks suggested that both elderly people and caregivers
are favorably disposed to use new services and ICT systems in everyday life, if they
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perceive the benefits, related to the technology use, on the elderly people’s quality
of life and the quality of welfare services offered by social-medical workers and
families.
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Abstract The HOST project, funded by the Ambient Assisted Living Joint
Programme, aims at the realization of ICT tools for social inclusion, that are specif-
ically designed to be integrated in the context of social housing and to encourage
direct access to a package of services by elderly and/or fragile people, residing in
these structures. The project has been implementing test versions of these tools in
three European countries—France, Italy and UK—with the aim of analysing the
results and establishing a shared view about the features of this type of applications,
as well as producing three prototypes that should be released on the market within
2 years after project’s completion. Project objectives and initial results of the Italian
experimentation phase are here presented.
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1 Introduction

The housing environment can be viewed as an ideal framework for allowing elderly
people to enhance their skills with—and approach to—Information and Communi-
cation Technologies (ICTs), by making use of dedicated digital technologies, with
particular focus on their application in providing a wide set of innovative services
that can be delivered at home, improving as a consequence the quality of life of users.

In this context, the European research project “HOST—Smart technologies for
self-service to seniors in social housing” [1], funded by the Ambient Assisted Living
(AAL) Joint Programme [2], aims at providing senior residents of social housing
with a package of services delivered through the mediation of ICTs [3, 4].

The services forming this package, or framework, are specifically customized
depending on the identified needs of a previously selected user sample, placing the
aging person at the centre of the communication process (being at the same time
provider and consumer of information) and favoring his/her participation to social
life, while retaining autonomy and independence in daily life.

HOST involves three experimentation activities being carried out in three partner
countries, namely France, Italy and UK. In this paper, we will focus on features and
initial outcomes of the Italian case study.

2 Concept and Development of the ICT Platform

The conceptual development methodology of the platform is based on “User Centered
Design” (UCD), whose purpose is to tailor the system around the user, employing a
co-design procedure, which implies that designers, technicians and providers have
to necessarily work in direct contact with end users in each design phase.

Selected kinds of services to be provided with the mediation of ICT devices were
chosen in order to promote awareness of independent control among older consumers
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in selecting their own appropriate responses to personal requirements, always
promoting communication with and between their service providers and the “cir-
cle of support”, composed of family members and local services, both public and
private [5].

A detailed list of services and features which are currently available for provision
through the ICT platform developed and adopted in the Italian experimentation phase
can be found in Sect. 2.1, Table 1.

The platform is constituted by two main parts: a client-side Android application
that can be installed on tablets and is specifically conceived for the elderly users, and
a server-side management platform, that is used both by project’s technical staff and
service providers and operators participating in the experimentation [6].

In Fig. 1 the system architecture is detailed.
It should be noted that the experimentation used only tablets, which were cho-

sen by users as the preferred technology, rather than smart-TV/set-top-box and
smartphones. In particular, smartphones were discarded because they were not well
received by users, who found them uncomfortable due to the small touch-screen and
icons.

2.1 The Android Application

The Android application is based on a simple (touch-screen) interface through which
a user can browse through different categories of services and utilities provided by
the system. By means of the application, users can, for example, place orders to
request a home service delivery (see Table 1), indicating the time frame in which
it should take place, or gain access to cultural or recreational features, as well as
communicate with the people forming their own circle of support. This latter feature
is, at present, the most developed and complete one and is frequently used by the
elderly participants.

Contact details of people included within the circle of support are retrieved by the
application through a synchronization with the central database server containing all
user data, based on the user profile that the application itself is configured on. This
means that each circle of support is individual to the single user and can be expanded
or modified at any time, upon user’s request. The two main communication features
of the circle of support are: short text messages and Skype calls (voice and video
calls facilitated by the application).

The User Interface (UI) is constituted by menus with large icons and symbols,
as well as text descriptions, that should facilitate the identification of the desired
functionality. In the previous version of the UI, menus could be browsed using left
and right arrows, going back and forth through icons. The currently selected icon was
placed in the middle and bordered in red. Inactive icons were smaller and bordered in
gray (see Fig. 2a). In the current updated version, services and features are shown in
the main menu and can be accessed by tapping on the respective icon (see Fig. 2b). In
the case of services, tapping on the icon leads to a submenu which shows all service
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Table 1 Services and features currently provided through the ICT system

Service/Feature Description

Home delivery of medicines (or drugs) Users can place an order through the app
requesting the delivery of over the counter drugs,
that they can select from a list (that can be
customized). They can specify the date and time
range in which they want the goods to be
delivered

Home delivery of groceries Users can place an order for the delivery of
grocery items, that can be selected through the
app from a list provided by local commercial
facilities, specifying date and time range

Transportation by car/Accompanying for
walks and shopping

Users can request transportation by car, which is
also provided for being carried to doctors for
medical examinations and appointments, or to be
accompanied for walks/shopping

Company Users can request the company of a volunteer for
a certain period of time, which is specified in a
way similar to the one used for deliveries

Help with managing operations/practices Users can request help of a volunteer with
managing their practices, like paying bills or
rents, filling forms etc.

Booking cinema and/or theatre
tickets/Entertainment

Users can book tickets for cinemas or theatres by
means of links to websites that provide these
facilities which are embedded in the application.
They can also use applications for reading,
browsing the Internet, playing games, etc., which
were selected by the project team

Reminder Gives the possibility to set a reminder, specifying
a description, date and time and notification
mode, that is: vocal message (that reads the
description), sound notice (beeps), vibration of
the device, or any combination of these

Circle of support Users can use this feature to communicate with a
customizable list of contacts, by sending text
messages and performing Skype voice and video
calls

Requested services This feature enables users to see a navigable list
of the services they have requested, checking
their progress status

Service evaluation Users can provide their feedback about the
quality of the services being received, choosing
between three scores (positive, sufficient,
negative), with the possibility of writing remarks

Settings Users can access settings in order to reset the
database, in case they are experiencing
synchronization problems

Home maintenance and management services These services are planned to be implemented in
the next experimentation phase. They will be
provided with the cooperation of social housing
operators
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Fig. 1 System architecture

categories in one view, hence eliminating the need for arrows to browse them. These
updates and changes of the UI were based on user feedback (see Sect. 4).

The interface also includes a voice synthesis engine, which is implemented to give
a natural language feedback for some functionalities (in particular, for the reminder
feature).

2.2 Central Server Application Interface

The server-side desktop platform gives technical staff the possibility to connect to the
central server (through a web-based GUI, shown in Fig. 4), which is the core of the
entire ICT system, in order to perform updates, manage user profiles and generally
conduct maintenance, monitoring and support activities.

It also allows service providers to manage users’ service requests, checking
whether a service order has been placed, or if a delivery has been carried out properly,
and responding to a request by specifying whether or not the preferences indicated
by the user can be satisfied.

It is also possible for tutors to keep in contact with users by sending and receiving
text messages from those belonging to the relevant circle of support. In some cases,
before a service request can be processed by providers, a confirmation from tutor
may be required, which they can give using this server-side platform.
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Fig. 2 a Main menu in the previous version (v. 1.24). b Main menu in the latest version (v. 1.28)

3 Experimentation Phases: Methodology

The project methodology consists in three main phases: co-design, development and
implementation, experimentation.

The co-design phase was based on the organization of meetings and workshops,
with the following objectives:

a. getting in touch with end users, managers responsible for housing and tutors/
families;

b. identifying habits, behaviours, social relationships and final users degree of auton-
omy to formulate project requirements;
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Fig. 3 An example of service request: home delivery of over the counter drugs

Fig. 4 Back end user interface: a view from users registry facility

c. focusing on the needs of people involved by means of individual interviews, based
on a simplified questionnaire.

The results from the co-design phase were used to fine tune the system during the
subsequent development and implementation phase, particularly in relation to the
features of the client-side application hosted on tablet devices.

Finally, the actual experimentation phase started with a first installation step,
needed to properly configure the tablet devices that were then given to users. A
series of meetings with users were held in each trial site, where project staff carried
out “first-level” tutoring activities in order to teach participants how to use basic
functionalities of tablets and of the HOST platform.
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Table 2 People involved in the Italian experimentation

Role Number

End users 20
Tutors 6
Caregivers 6
Social workers 10

After this initial step, several individual meetings with users followed, which were
aimed at collecting feedback coming from their experience with the system, as well
as performing technical interventions when needed.

During the experimentation phase, which is still on-going, an informal tutoring
service has been established, allowing the user to send messages requesting any kind
of help directly through the communication facilities of the HOST platform (see
Sect. 2).

4 First Experimentation Results

A sample of end users was involved in the initial experimentation phase, carried out
in five trial sites identified by project partners Finabita and AeA [7]:

• Cooperative G. Di Vittorio (Borgaro, TO): 2 houses
• Cooperative G. Di Vittorio (Orbassano, TO): 10 houses
• Fondazione Opera Don Baronio (Cesena, FC): 3 houses
• Cooperative La Casa (Lizzanello, LE): 2 houses
• Cooperative AIC of Rome: 3 houses.

An overall summary of people involved in the Italian experimentation phase at the
beginning is shown in Table 2: caregivers should be considered as both formal and
informal, thus also including family members. Figure 5 shows instead the distribution
of the initial user sample by age groupings.

It should be noted that during the course of the experimentation, some people left
the project, mainly because of health problems or incompatibility with personal time
schedules, and were replaced, where possible, by other users.

Currently, the initial results issued from this phase have shown that elderly users
were rather attracted, at first approach, by new technologies, but were generally
unsure about how to use them. What has been noted, in particular, is that they initially
missed to see the practical usefulness of the tablet and of the HOST platform. This
situation, however, improved in time through further tutoring activities. It was also
found that some users had difficulties with the interface, since they were not able to
easily determine which icon was currently selected, because they found it confusing,
and also remarked that some font sizes were too small, especially those related to
notifications shown by the application. This feedback gathered from users by project
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Fig. 5 Distribution of the user sample by age groupings

staff, led to further development of the application, with the release of a new version
in late September 2013, whose UI reflects the modifications suggested or requested
by users to make it easier (see Figs. 2b and 3), and is currently in use in a new
experimental phase.

At present, the participants are mostly using the communication facilities of the
circle of support and sometimes requesting home deliveries.

These activities are being monitored periodically in order to analyze the gradual
evolution of the experimentation. For the next future, it is expected that more services
will be available for provision and they will be therefore tested, with the involvement
of both users and social volunteers. This will lead to the acquisition of a larger number
of data about the actual use of the system, which will serve to better establish its
effectiveness.
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1 Introduction

Ambient Assisted Living is becoming one of the most important research fields on
ICT-based products. Its general goal is to enable people with specific demands (e.g.,
disabled or elderly) to live longer in their preferred environment, by increasing their
autonomy and self-confidence, by monitoring and providing care and by enhancing
the security and saving resources.

In the last years, some attempts have been made to explore the use of intelligent
objects, or smart objects, with the purpose of monitoring well-being and supporting
independent living: the idea is that a collection of smart artifacts can be added to
almost any physical environment in order to make it intelligent.

The notion of Smart Object (SO) describes technology-enhanced everyday objects
which are equipped with sensors, memory and communication capabilities [1, 2].
Hence, they are able to capture information about their surrounding, communicate
with each other and react according to previously defined rules [3], and act on behalf
of user needs. Through the capability to interact with humans directly, they can help
users to accomplish their tasks in new, intuitive ways [4].

Smart objects raise unique challenges and opportunities for designing interaction
with intelligent systems, coping with the mostly limited interaction capabilities,
exploring context information to provide a more natural interaction, helping the user
to understand the behavior and capabilities of the objects.

In a broader sense, SO are able to help people in participating in their environment
through adaptation, accessibility and communication. This also stresses their role in
offering assistance to the elderly people’s independent living. As applied to people
with disabilities, a smart object can be considered as an Assistive Technology (AT),
in line with the definition of AT given by Cowan and Turner-Smith [5]: “any device
or system that allows an individual to perform a task that they would otherwise be
unable to do, or increases the ease and safety with which the task can be performed”.

Today a lot of smart artefacts are commercially available but an inventory of
characteristics and functionalities of these products is lacking as well as an evaluation
of their applicability to support independent living of elderly people.

Such an inventory and overview may be useful to researchers and designers of
Ambient Intelligent Environments, to understand where efforts should be focused
in order to match the demand from the older people side. In particular this review
focuses on domestic smart products and aims:

• to provide insight into the state of art of smart objects, in order to analyse which
kind of information are provided by smart products and if they provide context
aware applications that are able to support elderly people’s independent living.

• to understand if the available products can be considered inclusive and if they
effectively match the specific needs of the older population with their functional-
ities.
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2 The Search Strategy

In order to create an inventory of assistive smart devices commercially available,
at first we have conducted a search into the network by using the keyword “smart
object”. This preliminary search highlighted a large improper use of the term “smart
object” making it loose the initial connotation to become a marketing means (e.g.,
any innovative product from a technical, esthetic and communicative point of view
is called “smart”).

The enormous quantity of available information made the detection of proper
smart objects very complicated. Consequently, as in this context the most important
principle is to be specific, therefore several search strategies have been explored in
order to select the most appropriate one.

The first step consisted in searching and consulting of the list of domestic objects
(e.g., clothes, scales, toilets etc.) by which people come in touch every day. Also
assistive products have been included: in particular we considered the assistive device
typologies collected by McCreadie and Tinker [6]. As a second step, keywords as
“smart”, “interactive” and “inclusive” have been selected, starting from the smart
object definition. Objects and keywords have been used together for the search,
exploiting several combinations and search engines. Finally, both search engine tips
and synonyms for the previous words have been considered.

For each found object, it has been verified if it was compliant with the require-
ments. The producer company site has been investigated in order to select other
products related to the search topics. At the end, the search strategy resulted in 172
relevant smart devices.

3 The Classification Method

Each parameter, monitored by the collected smart objects, has been identified,
analysed and grouped with the similar ones. Thus, four categories of data have been
defined as follows:

• Vital signs monitoring: it includes parameters that allow to check the user’s level
of physical functioning. Vital signs (i.e., heart and breathing rate, core and skin
temperature, blood pressure etc.) belongs to this category.

• Lifestyle monitoring: it comprises useful data to “observe” the user’s daily behav-
iour and activity (i.e., eating habits, hygiene care, physical exercise etc.). Also
data provided to the users by applications associated with smart objects, which
aim to support the user’s lifestyle improvement by setting goals and providing
useful advises, have also been considered.

• Mobility and falls monitoring: it refers to parameters related to the people’s indoor
and outdoor mobility and safety. For instance, data collected by video cameras
and falls detectors have been associated to this category.

• Domestic environment monitoring: this section contains data provided by sensors
for the monitoring of the domestic environment, such as temperature, humidity,
CO2 level, etc.
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In this way, it was possible to associate all the smart objects to the properly functional
category, according to the specific data they provide.

Table 1 summarizes the results of the classification, grouping them in homoge-
nous classes of devices. In particular objects have been classified in: Clothes (e.g.,
sweater, vest, etc.), Clothing Accessories (e.g., shoes, elastic bands, bracelets, etc.),
Dishes (e.g., forks, glasses, etc.), Household Devices (e.g., video-cameras, deco-
rative objects, etc.), Medical Devices (e.g., glucometer, sphygmomanometer, etc.),
Personal Care Products (e.g., toothbrushes, toilet, etc.). Moreover, an estimation of
the quantities of intelligent devices of each category has been reported.

The results show how a specific functional category is generally covered by the
smart objects pertaining to a same class. Therefore, it is important to highlight the
lack of transversality of the available solutions. In particular, vital signs are monitored
almost exclusively by apparel and medical devices. On the other hand, Household
Devices are focused in monitoring users mobility and safety and/or domestic envi-
ronment (Fig. 1).

By analysing Table 1, it is possible to observe that in the context of each functional
category some data (e.g., for lifestyle monitoring: water consumption, fork servings
frequency, brushing duration etc.) are monitored by only one or few objects.

This can be justified considering that these data are most related to particular
product functionalities which aim to support special pathologies/needs. Otherwise,
most popular data (e.g., for lifestyle monitoring: weight, calories burned, body mass
index, covered distance etc.) are provided by the majority of the devices.

The analysis has focused also on other aspects such as technical specifications
(connectivity and compatible devices) and market information (availability and
price), which are not reported in this paper. These factors are not negligible when
the purpose is to define an appropriate set of smart devices to support people with
specific fragilities, pathologies or needs.

4 Results

In order to evaluate the efficacy of the collected smart objects in supporting elderly
people’s independent living, we analysed all the functional domains of activities that
can be performed in a domestic environment. It could be said that a proper inclusive
environment is able to support all these activities. Firstly, the activities’ domains
defined in the International Classification of Functioning, Disability and Health (ICF)
[7] were considered, and in particular: learning and applying knowledge (d1), general
tasks and demands (d2), communication (d3), mobility (d4), self-care (d5), domestic
life (d6).

The research has shown that the majority of smart objects provides support to the
activities related to “Looking after one’s health” (d 5700) and in particular they are
focused on ensuring physical comfort, health and physical well-being by monitoring
specific parameters, for the achievement of a better lifestyle.
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Fig. 1 Smart objects categories

Self-monitoring is not a new concept in healthcare. Indeed, there are a lot of
products on the market for the measurement of the vital signs, but the user’s data
cannot be easily exploited due to their storage just inside the device. On the other hand,
smart products allow measuring, tracking and sharing data with family, caregivers
and/or doctors. Furthermore, the relative apps aim at empowering users to better
understand their health and manage it more effectively. It could be said that they
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support the health literacy of the older adults. In addition, some of them allow tracking
multiple users across different devices.

As far as the several functioning categories concerned, these objects can help to
maintain a balanced diet and an appropriate level of physical activity (d 5701) and by
monitoring eating habits and daily routines and by measuring physical parameters
such as weight, body mass index and body water. The jointed analysis of these factors
allows tracking the user’s behavior and suggesting him/her appropriate guidelines
for maintaining a good lifestyle (i.e., right fork servings frequency, need to drink,
goal to reach about the physical exercise etc.).

Maintaining one’s health (d 5702) and looking after body parts are other important
functions supported by intelligent devices. Indeed, they can support regular physi-
cal examinations, for example, by simply wearing smart clothes and/or accessories
and/or using smart toilets. In this way, appropriate algorithms analyze the parameters
and generate alerts only when necessary, in order to prevent risks and reduce the need
of professional assistance.

Other products aim at ensuring the user physical comfort (d 5700), supporting the
domestic environmental care and informing the users, for example, about the current
temperature or lighting and suggesting the most appropriate ones.

Finally, outdoor and indoor mobility can be monitored respectively through GPS
and video cameras, performing also the fall detection functionality.

As a second step, it was decided to use a different tool for the evaluation of the
applicability of the selected smart objects, specifically used in the field of gerontology.

The Instrumental Activities of Daily Living [8] was selected, in order to deeply
understand which SO can be used to support the most important daily activities for
elderly people. In particular, the Lawton Instrumental Activities of Daily Living Scale
(IADL) is an appropriate instrument to assess independent living skills. These skills
are considered more complex than the basic activities of daily living as measured by
the Katz Index of ADLs [9]. For this reason, IADL scale was preferred respecting
to the Katz Index of ADLs, representing the most useful tool for identifying how a
person is currently functioning but also for identifying his/her improvement over the
time, that can be gained, for example, through the use of a technological artifact.

There are 8 domains of function measured with the Lawton IADL scale [10].
Among them, five were chosen, as they refer to the domestic environment: food
preparation, housekeeping, laundering, ability to use the phone, responsibility of the
own medications. Persons are scored according to their level of functioning in each
category.

Just the category of responsibility of the own medication is supported by the
considered SO, for what concerning for example the measurement of vital signs or
reminding to take medicines. The ability to use the phone is the most controversial
domain: actually there are not assistive devices to support this activity, even if smart
phones and tablets are pervasive in the market of technology and entertainment.
These technologies should be considered as pioneers in the inclusiveness field as
they represent a potential hub of smart technologies. This is confirmed by the large
presence of apps, which are provided with SO.
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5 Conclusion

In an ontological point of view, much evidence show that inclusiveness is a
prerequisite of any assistive technology artefacts, aimed at cooperating with peo-
ple, especially if they have particular needs to face, as the elderly.

To understand if the available products can be considered inclusive and if they
effectively match the needs of the elderly, we have started from the analysis of the
activities, that it is expected an assistive environment should be able to support.

Using ICF, we have noticed that the available SO are not able to support all
the activities, most of all the ones ascribed to the cognitive domain, such as for
example, learning and applying knowledge. Nowadays, there are a lot of software
programmes and apps to support these activities, already available in the market. It
seems that the implementation of more complex software architectures inside the
smart objects should be stressed, in order to have a new generation of products,
that can be considered more intelligent and intuitive. For example, this can strongly
support cognitive processes like work memory, attention and reasoning. This, can be
a key issue for assuring the success of the future generation of SO.

From the analysis of the SO, using the IADL scale, it was learnt that there are not
SO for truly supporting the older people in carrying on the activities reported in the
IADL. The monitoring activity is the most common reported functionality of the SO,
performed at light level. The reason of this difficulty in supporting the IADL activities,
should be found in the interoperability of the SO, which is an issue amply treated in
literature [11]. In fact, the majority of the SO includes and/or requires specific apps or
software to interpret the monitored information and to provide feedbacks to the users.
This requirement may represents a limit when these objects have to be interconnected
each other, to create an integrated assistive environment targeted on the specific user’s
needs. Indeed, it is necessary to develop an “intelligent management tool”, essential
to collect, elaborate and exploit the data generated by several objects.

Enhancing the SO interoperability can lead to the support of more complex activ-
ities, such as IADL. In line with this, also the interoperability can be considered
a prerequisite of the system inclusiveness, allowing also the system flexibility and
customization.

Currently, it could be said that the SO are not inclusive, because (a) they are
not able to answer to a specific problem, but just to collect information on some
parameters; (b) they are not planned to be integrated in more complex systems, that
can describe the extended concept of “environment”.

Nowadays, the SO can be divided in system-oriented, importunate smartness and
people-oriented, empowering smartness [12]. In the first case, smart objects can take
certain self-directed actions based on previously collected information, so that the
space would be active, in many cases even proactive. In the other case, smart objects
empower users to make decisions and take mature and responsible actions.

Through the implementation of the software architectures of the SO, also inside
more complex platform, this subdivision can be overcome, creating a new generation
of products, that can be context-aware oriented, and finally becoming inclusive.
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Living in the Living Lab! Adapting Two Model
Domotic Apartments for Experimentation
in Autonomous Living in a Context
of Residential Use
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Abstract The development of Ambient Assisted Living (AAL) is clearly heavily
dependent on a capacity to respond to the needs of potential users. Research and
development based on User Centered Design methodologies must be accompanied
by testing with users in contexts which are as close as possible to those encountered
in everyday life. The whole process should conclude with an adequate means of
measuring the outcomes of experimental solutions. The characteristics of the place
of experimentation and of the methodologies employed thus appear to be particularly
critical. This article describes a project path involving the realization and adaptation
of two experimental domotic apartments (and related methodologies of use) for a
Living Lab dedicated to experimentation in the use of assistive technologies and
AAL. The two apartments concerned are to be found in the Corte Roncati complex
in Bologna.
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1 Experimenting with AAL and Quality of Life Solutions
in Home Environments

Research and development based on User Centred Design, experimentation in con-
texts that are as close as possible to real life and real users, and the development
of adequate methodologies for the measurement of outcomes could all prove to be
crucial factors in the development of the AAL (Ambient Assisted Living) sector, a
sector still relatively immature in some respects.

These same aspects are cited as extremely critical at the international level too
[1–3] and it is thus imperative that resources and activities be dedicated to their devel-
opment. Experimenting with innovative technologies in everyday life environments
and measuring the outcomes of interventions is, however, an extremely complex
business and one that requires preliminary and ongoing evaluation of many contexts.
The environments used for this kind of experimentation should therefore be designed
with extreme care, in accordance with adequate methodologies.

2 Corte Roncati’s Experimental Domotic Apartments

The Corte Roncati Regional Technological Center in Bologna, which has been oper-
ative since 2007, was set up in order to bring together under one roof a number of
highly specialized centers concerned with neuro-motor and cognitive disabilities and
with finding ways of promoting the autonomy and security of the disabled.

These centres are supported by a number of operative structures, among them two
experimental domotic apartments (hereafter, ADS 1 and 2). They were designed by
an interdisciplinary team drawing on the participation of all the centres. The primary
object in creating the ADSs was to provide a means of responding to the various
needs of people with disabilities or difficulties associated with frailty.

ADS 1 is equipped with solutions aimed above all at people with severe motor
disabilities, and is designed to promote the greatest possible degree of autonomy.
ADS 2 is rather more specialized. It is designed for the needs of people with reduced
sensorimotor/cognitive efficiency or with mild motor disabilities, including situations
of difficulty associated with frailty and old age.

Both were equipped with a technological infrastructure that can with justification
be called state of the art even when compared to the latest solutions at an interna-
tional level. In order to ensure users complete control and conditions of guaranteed
safety, even in cases of extremely severe disabilities, the designers opted for an open
expandable domotic architecture which allows for the incorporation of a range of
different solutions, especially with regard to interfaces between the user and the envi-
ronment. The user can in fact use various methods to access the building’s functions:
buttons with ergonomic features, traditional or high accessibility remote controls,
voice control, remote control via a specific module integrated in the wheelchair, or
portable devices such as multifunction tablets and smartphones. Among the built in
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Fig. 1 3D Plans of the two ADS of Corte Roncati

functions there are various types of specialized motors designed to increase acces-
sibility, systems for the automatic control of lighting and air conditioning, access
rfid units which allow for hands-free entrance, remote controlled sound systems
and video surveillance, solutions for the safety of users and systems that facilitate
communication both inside and outside the home. The system of real-time supervi-
sion can handle complex scenarios and can automatically make decisions linked to
comfort and safety, as well as create functional profiles based on specific needs.

In order to ensure the full enjoyment of the apartments on the part of the user and
care giver in conditions of maximum autonomy and safety, a complete set of fur-
nishings, solutions for accessibility and aids are incorporated with the technological
infrastructure (Fig. 1).

3 A Tool to Support the Nascent “Ausilioteca Living Lab”
and the Pursuit of Autonomy Backed by Local Services

The apartments were initially expected to serve as a permanent exhibition of AT
solutions, as an instrument to support educational and training activities, as a place
where people with disabilities and their families/caregivers could try out solutions
and finally as a test bed for new assistive technologies and for AAL.

Despite being equipped with all the features necessary for everyday life, it was
not expected that the ADSs would be occupied on a residential basis for 24 h and
testing activities were limited to daylight hours. It was only in 2012, after 5 years of
use on a daily basis, that the possibility of extending its operational role with new
types of activities was taken up.

This was triggered by a desire to develop User Centred Design activities on an
ongoing basis and to create a permanent community of users and professionals who
could work side by side utilizing the new but well validated Living Lab approach.

A further factor was a realization that emerged in the course of trying to better inte-
grate Corte Roncati’s specialised centres with those working to provide support for
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people with disabilities in their quest for greater autonomy at regional level: namely,
that the achievement of greater autonomy could be furthered by residential experi-
ence. Obviously, in order to maximize the utility of such experiences, it is essential
to trial as wide a selection of aids and solutions as possible. It hence seemed evident
that the two ADSs would provide the best possible context for such experimentation.
In keeping with the principles that had guided their initial design, a multidisciplinary
participatory process was activated in order to improve and adapt the facilities of the
apartments and to define the procedures and protocols for their use.

4 The Process of Adaptation

4.1 Methodology

Among other things, the process of adaptation was guided by the International Clas-
sification of Functioning, Disability and Health (ICF) [4] and by Design For All
[5]. According to the bio-psycho-social approach proposed in particular by the ICF,
disability can be defined as a multidimensional phenomenon resulting from the inter-
action between the person and the physical and social environment [6]. In the light of
these considerations and in order to empower the person with disabilities in his/her
interactions with the physical environment, we looked for products, even in the
mainstream non-specialist market, that matched our criteria of accessible, ergonomic
design and which were at one and the same time aesthetically pleasing, useful and
affordable (many products are not eligible for National Health System subsidies).

4.2 An Accessible Domestic Environment

The ADS apartments in Corte Roncati are the product of the restructing of part of
what used to be the Roncati psychiatric hospital in the centre of Bologna.

In designing the apartments, windows and the distribution of the inner space
were adapted to the constraints of the pre-existing architecture. Inner spaces respect
the position of load-bearing walls which thus defined the dimensions of the new
environments. In the case of ADS 1, the front door opens on to a living area which
in turn provides access to a kitchen area; a central space provides access to the
bathroom and bedroom zones, which are directly connected by a door that allows
for the passage a mobile overhead hoist for movement from the bed to the sanitary
facilities (toilet and shower). There is also accommodation for a carer. In the case of
ADS 2, there is an open space living area that includes a kitchen; a small hallway
provides access to the bathroom and to an adjacent bedroom.

Spaces in the ADS apartments were designed to provide enough room to ensure
access to all with convenient circulation routes and areas of maneuver for wheelchair
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users. Interior fixtures were chosen for maximum ease of use with swing, sliding
or motorized doors preferred. The same went for the exterior: motorized or easily
opened doors were chosen which could be controlled by the home automation system.
Front doors lock electronically and can be opened using a rfid badge. In the case of
ADS 1 the front door was motorized.

The same prioritizing of accessibility, ease of use and versatility guided the choice
of sanitary fittings in the bathrooms (wall-mounted toilets, washbasins accessible
from a seated position, toilets with a built-in bidet function, adjustable showers for
personal hygiene, floor-level showers, etc.), as well as of furniture and accessories,
encouraging the choice of products and components with immediately recognizable
functions:

• in the bathroom (mirrors flush with the level of the wash basin, showers with
double curtains for use both sitting and standing, easy to move cabinets on wheels,
etc.);

• in the bedroom (electronically controlled bed articulated in three places and
adjustable in height, mobile hoist with IR remote control which reaches the bath-
room area, walk-in wardrobe with variable heights for hanging clothes);

• in the kitchen (motorized cupboards, height-adjustable work surfaces; mobile wall-
mounted ovens with foldaway doors, fridges and freezers with drawers, wall-hung
storage units, accessible sinks including a “portable” one, accessible hotplates and
faucets, pull-out pantry containers, trolleys, accessible table/work surface, hinged
to allow for repositioning).

The furnishing accessories for the ADS apartments were chosen from those avail-
able in the mainstream market or from among available aids and innovative products.
They fell into the following broad categories: products which allowed improved han-
dling and grip, object stabilizers, facilitators for the activities of drinking and eating
and “ergonomic” objects for leisure and domestic activities (Fig. 2).

4.3 An “Adaptable” Technology

The technologies used in the ADS apartments, based on open standards, have facil-
itated the addition of new functions and the expansion of existing ones (Fig. 3).

ADS 1, originally designed to accommodate the activities of a single user with
severe disabilities, was redesigned so that it could be used simultaneously by two
users accompanied by an assistant. The domotic functions were reprogrammed so
as to make the principal environments multifunctional (for example the living area
can now become a bedroom). For the same reasons, automatic functions (such as
continuously regulated lighting activated by presence sensors and environmental
brightness sensors) were modified to make it possible for users to deactivate them
easily. New sub-scenarios were created which permitted independent control of ADS
functions since users may be engaged in activities in different rooms.

Fewer changes were necessary in the case of ADS 2 as it had already been designed
to host two people (e.g. an elderly couple). Here too it was to necessary to reprogram
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Fig. 2 Interior views of the two ADS

the domotic functions of the day area so that it could become a sleeping area for a
carer during the night.

In both units, the duration of automatically activated lighting in the bathrooms was
extended in order to ensure that the lighting was sufficient for hygiene procedures;
the positioning and performance of the sensors were found to be fundamental factors
with regard to detecting movement. The two ADS apartments were provided with the
means to communicate with each other. The phones provided are of various types,
including a cordless with an accessible keyboard, a single radio button activated
phone (with scan mode) and a simplified phone with a memory to which images
can be attached to facilitate use. Moreover local and remote control was expanded
through the use of tablets and smartphones. In both apartments it was made possible
to deactivate the video surveillance system based on IP type cameras.

5 The Experimental Trials

5.1 Methodology

During the phase in which the testing protocols were being defined, it seemed impor-
tant to be able to measure changes in both a “direct” way, with the tests that could
be given to individual users at the beginning, middle and end of their experience of
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Fig. 3 The technological architecture of the two ADS

the apartments, and in an “indirect” manner through their operators of reference, as
well as through a “logbook” where in a free, narrative and iconographic way users
could make judgments and express their needs or other requirements with regard to
the solutions offered by the apartments.

When it came to selecting the instruments to be used for assessment purposes,
the choices made by the team supervising the ADSs were determined by a method
of work that focused not so much on the clinical characteristics of the disability
(important as they are from the point of view of customizing technologies in situations
of progressive debilitation) as on the functional characteristics of the user (what the
person is able to do and what he/she would like to do with the aid of simple or
complex technological solutions).

5.2 The First Residential Experiences

The first experimental autonomy trials in the Corte Roncati ADS apartments planned
a total of nine weekends beginning in February 2013, and concluding in December;
its stated objectives are:

• “Activities inside the apartment for the development of skills and competencies
aimed at achieving as much autonomy as possible and a life lived independently
of the context of the family of origin, with the adequate and competent assistance
of a facilitator”;

• “activity in the external environment for the development of autonomy in an urban
context.”
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The first residential experience involved a group of four young adults from the
province of Bologna, selected for this experience by their local Health Services. The
group consisted of two young women and two young men:

• A. 21 year old (sequelae of cerebral palsy, uses a manual wheelchair);
• B. 19 year old (personality disorder and slight learning difficulties);
• C. 19 year old (spastic quadriplegia and poor vision, uses a walker aid indoors and

a manual wheelchair outside);
• D. 31 years (sequelae of right hemiparesis with underdeveloped language skills).

The girls stayed in ADS 1 and were accompanied by an educator who was known
to them; the boys were accompanied by their teacher and stayed in ADS 2.

Before the beginning of their stay, the documentation for access to the Corte
Roncati aids assessment process was completed and a meeting was organized with
the four young people and the educators involved. During the preliminary meeting
they were shown the apartments in which they would be staying and they met the
Regional Centre for AT team that would be supervising them during the experimental
trial.

It was clear from the first meeting that the four young people had different char-
acteristics and objectives; the group appeared to get along well together but the
autonomy that would be possible for each of them would be different. They were
well motivated and enthusiastic about participating in the project for which they had
been recommended by their operators. They did not appeared particularly concerned
by level of technology they would encounter in the ADS apartments, even though it
was not usual for them.

Expectations were high and the fear of failure seemed, for some, outweighed by
the fear of success and of having to deal with a level of autonomy they had never
experienced before.

Given the nature of the experience of this first group it was realized that finding
suitable instruments to measure changes attributable to residence in the ADSs would
be no simple matter, especially in the absence of similar experiments for comparison.

Two validated tests were identified which address specific targets and are capable
of in some way of measuring a change:

1. DASH, Disability of the Arm, Shoulder and Hand (Italian Version), which mea-
sures a person’s ability to use the upper limb in different fields [7];

2. The IPPA, Individual Prioritized Problem Assessment, a tool for measuring the
effectiveness of assistive technology [8].

While these tests were not specifically designed for this kind of experimentation,
they seemed appropriate to the collection of the information we needed. Both were
administered, and deliberately so, without a rigorous assessment of the individual’s
motor skills or functional skills as users, as would normally be required by a specific
program for the improvement of work skills.

A rereading of this first experience from a qualitative point of view is awaited as
well as the possibility of obtaining data of a quantitative nature thanks to these tools
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that were originally intended to measure subjective and objective aspects of changes
linked to assistive solutions and improvements following their adoption.

The team has also developed a semi-structured interview with open-ended ques-
tions that are designed to detect both satisfaction with the tools and dissatisfaction
with respect to tools and wherever possible, what changes there are.

6 Conclusions

The Corte Roncati ADSs provide a context in which people can experiment and
develop new more autonomous patterns of behavior which can then be introduced
and tested in everyday personal life.

During the periods of stay planned by the Living Lab, choices concerning tech-
nological systems, assistive technology and designs, fittings and furnishing acces-
sories will be subject to testing and evaluation. Thanks to the experience of the
user-residents, there will be changes in the collocation of these elements, new prod-
ucts will be introduce, others will be integrated, and those already present will be
fine-tuned.

By analyzing the data gathered from the experimental trials in the ADSs, it should
be possible to obtain valuable information that will make solutions for autonomy
more effective and responsive to the subjective needs and that will lead to improve-
ments in the ADSs themselves and how they are used.
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Preliminary Findings of the AALIANCE2
Ambient Assisted Living Roadmap

Alessandra Moschetti, Laura Fiorini, Michela Aquilano, Filippo Cavallo
and Paolo Dario

Abstract The AALIANCE2 Project, funded by the European Commission’s ICT
Programme within the 7th Framework Programme, aims at identifying the research
priorities in the Ambient Assisted Living (AAL) field in Europe and worldwide for
the next decades. One of the main objectives of this Project is the development of an
AAL Roadmap and Strategic Research Agenda (SRA) that, starting from the needs
of the elderly and caregivers, describes the possible next generation of AAL service
scenarios, the necessary key enabling technologies (KETs) and the technological,
legal and economic requirements necessary for the implementation of the proposed
AAL systems. Some of these new AAL scenarios show how technologies, such as
robotics and ICT solutions, could be used in senior citizens’ daily life activities
to maintain their independence and to stay healthy and active in society. At the
same time, other scenarios propose new approaches and solutions for caregivers
to efficiently support old persons and optimize their work. The Roadmap and the
Strategic Research Agenda finally present the future technological challenges to
developing the proposed service solutions. This paper provides a short overview of
the preliminary version of the AALIANCE2 Roadmap.

1 Introduction

The population in Europe is rapidly ageing due to increased life expectancy and
low birth rates [1]. The growth in the number of elderly people also means that the
number of “retirees” will get higher, reaching the point in 2060 where there will be
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almost one person over 65 for every two persons of working age in Europe [1]. This
increase is causing a wider need for services and more responsibility for society both
from an economic and a social point of view.

The current concern of most worldwide governments is that the growth in retirees
could affect public finances, increasing costs for the society. Moreover, during the
past years the European Union, as well as other countries worldwide, has been facing
an economic crisis that is involving all parts of the society. So it is necessary to help
people stay as healthy and active as possible and give them the opportunity to remain
involved in society and in work for longer.

In order to face the current socioeconomic context, a new approach is necessary,
and in this context the Ambient Assisted Living (AAL) model is gaining a foothold.
The main characteristic of the AAL approach is the use of ICT technological solu-
tions to improve the quality of life of older persons and to optimise socio-medical
services. In the past years several AAL services have been developed following this
approach. According to this vision, AAL could support elderly people in staying
independent and active and help them enjoy more years of healthy life. Technolo-
gies could indeed monitor their health, assist them in executing daily life activities
and support them in maintaining social contacts and being involved in community
life. The current studies carried out in this field show the great potentialities and
the possible benefits of AAL in the society; however, there are still technological,
social and political barriers delaying the exploitation of AAL in communities. For
this reason the European Community is financing the AALIANCE2 Project, a Coor-
dination Action funded within the ICT Programme of the 7th European Framework
Programme, aiming at identifying challenges and research priorities in the AAL field
over the next decades that could allow and facilitate AAL exploitation and deploy-
ment of the actual services. In particular, one of the main objectives of AALIANCE2
is development of the AAL Roadmap and Strategic Research Agenda. This paper
shows the preliminary results of the AAL Roadmap developed up to now in the
context of this project.

2 AALIANCE2 and Methods

The aim of the AALIANCE2 Project is to study and investigate the technological
innovations needed in the next years for the real deployment and exploitation of AAL
services in the society.

The AAL Roadmap and the Strategic Research Agenda written during the Project
will propose new potential and necessary AAL scenarios and the technologies that
should be developed to provide these new services to elderly persons and to formal
and informal caregivers. This work took as its starting point the AALIANCE AAL
Roadmap, a document developed in 2010 during the AALIANCE Project [2]. The
workflow followed during the elaboration of the roadmap is shown in Fig. 1.

The first phase was devoted to the identification of actual necessities of senior per-
sons and caregivers. Starting from this information new scenarios of AAL services,
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Fig. 1 Stream used in the development of the AALIANCE2 AAL Roadmap and the SRA

effective for satisfying real user needs, were conceived. Finally, the innovations and
challenges for the five enabling technologies (acting, reasoning, sensing, commu-
nicating and interacting) necessary for developing the new AAL service scenarios
were studied and presented. In the following paragraphs the main results of these
three work stages reported in the first preliminary version of the AAL Roadmap are
briefly presented.

2.1 Stakeholders’ Needs

The AAL Stakeholders were identified and divided into four groups, which are:

• Primary Stakeholders: old people and informal caregivers;
• Secondary Stakeholders: organisations offering services;
• Tertiary Stakeholders: organisations supplying goods and services;
• Quaternary Stakeholders: organisations related to the economic and legal context

of AAL.

The identification of stakeholder necessities was the first step of the work and
was necessary in order to conceive the key AAL service scenarios that were really
implementable and effective in the society. These needs were identified starting from
the experience of AALIANCE2 partners, representatives of the four kinds of stake-
holders and an analysis of the state of the art. Moreover, some questionnaires were
also developed and filled in by external experts in order to collect their opinions
about the needs of AAL users and to find suitable solutions for all stakeholders. The
choice of AAL solutions also took into consideration the AAL market, because the
AALIANCE2 Project aims at suggesting services and systems that can be commer-
cialized.

Analysing the elderly persons’ point of view, it emerged that they want to maintain
their independence, autonomy and dignity without, however, being excluded and
uncared for by society. They want to remain in their own home, but at the same
time they want to feel safe there; in other words, if something happens to them,
they want to be able to easily get in contact with someone who can help them, or
receive help directly from the “environment”. Moreover, old persons are at high risk
of being isolated, due to their weakening health and to territory. Indeed, Europe
presents a variegated territory made of metropolitan district and wide rural areas.
These geographical differences influence access to services and could then increase
the isolation of older persons due to their increased difficulty in moving.
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Furthermore, the economic crisis strongly influences the lives of most of the
elderly population increasing their risk of poverty and social exclusion—as shown
in the Eurostat studies [3]—and consequently worsening their health and quality of
life [4].

The AAL approach should help elderly people stay healthy as long as possible,
allowing them to keep on living their own life and helping them to be involved in
society and to continue working if they wish to. Senior subjects feel they are citizens
who may still be useful in society, so they would like to be more included and
involved in community life. This is important not only for them but also for society
itself, which can still benefit from their experiences and capabilities.

Moreover, AAL should help informal caregivers in managing elderly people,
reducing the stress and also the amount of work related to that. AAL devices would
allow them to monitor older persons more easily, as well as to maintain contact
with experts who could support them in making decisions and in evaluating the best
behaviour to adopt. This kind of help could also be useful for formal caregivers.
Often these professionals spend short periods of time with each of their senior users
because they have to follow several people. If AAL devices could optimise their
work, make it more efficient and also carry out part of it autonomously, they could
spend more time with the elderly people and focus their efforts on more important
aspects.

Furthermore, in analysing the needs of all stakeholders, the importance emerged
of considering the economic and legal contexts, factors strongly influencing AAL
exploitation and deployment in society. In particular, the economic crisis is having
a negative influence on various countries, which are making cuts both to health care
and to socio-medical services, while many older persons do not have the economic
wherewithal to buy these services privately. For these reasons it is important to
identify both new AAL solutions that could reduce the costs of health and socio-
medical carers, e.g. to reduce hospitalization, and also alternative forms of finance
for these services.

2.2 Service Scenario

The scenarios described in the current version of the AALIANCE2 Roadmap are
identified on the basis of three main service areas:

• Prevention, that is, action to reduce or eliminate the onset, causes, complications
or recurrence of disease;

• Compensation and Support, which concerns elderly people with physical or cog-
nitive impairments who need help in their daily activities;

• Independent and Active Ageing, which aims to extend healthy life expectancy and
Quality of Life for all people as they age, including those who are frail, disabled
and in need of care.
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Fig. 2 The AALIANCE2 macro-areas: prevention, compensation, support, independent and active
ageing

Fig. 3 Possible effects on quality of life

These areas are at the same time complementary and overlapping, as shown in
Fig. 2.

These aspects are strongly related to the Quality of Life (QoL) of senior citizens.
Some research [5, 6] has asserted that the perception of QoL is conditioned mainly
by five factors: (physical) health, (psychosocial) welfare, social contacts, activities
and living environment. The way in which each of them influences QoL depends
on personal experiences and life [5, 6]. The three AALIANCE2 service areas are
strongly correlated to these aspects; therefore, innovative AAL services related to
these areas could positively influence the QoL of elderly people. Figure 3 shows how
the QoL of elderly people could be influenced by Prevention, Compensation and
Support and Independent and Active Ageing.

In particular, the light blue line of Fig. 3 represents the QoL of a person who
is not provided with any AAL technologies and services. It would decrease after a
certain age due to disabilities and morbidity related to age. This line would decrease
later (dark blue curve) if people perform a series of preventative actions that help
delay or better managing diseases, in order to reduce or eliminate morbidity. When,
coupled with prevention, compensation and support actions are carried out, the line
could decrease even more slowly (red curve). As a matter of fact, ICT solutions could
help patients do desired activities, making them perceive a higher QoL. Eventually,
maintaining independence and remaining active, continuing to live their own life,
increases the perceived Quality of Life (yellow curve).
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Thanks to the workshops carried out during the AALIANCE2 Project, several
AAL service scenarios were identified, describing some possible care services imple-
menting ICT and robotic solutions to help elderly people in their daily life.

Some examples of scenarios are briefly listed, as follows:

• Healthy living: an intelligent kitchen suggesting recipes for healthy meals, also
considering what is going to expire soon in the fridge;

• Falls: advanced environmental and wearable sensors linked to intelligent systems
could prevent possible falls during daily activities;

• Prevention for health: motor and cognitive games carried out with smart tools to
maintain elderly people’s active and healthy lives, to support rehabilitation and
prevent cognitive diseases;

• Senior citizens at work: considering the actual socioeconomic context, it is impor-
tant to help people to keep working longer, and this can be done by supporting
them in learning new skills and also in doing their daily work thanks to smart tools;

• Support in driving: smart cars proving more information about the traffic and street
status and helping the elderly to drive safely;

• Sensing emotion: by understanding emotions, formal and informal caregivers could
better understand how the elderly people are feeling and how best to help them;

• Assistance at home: a robotic assistant that helps older persons to carry out the
most complex and dangerous activities of daily life in caring for him/herself and
the house;

• Keeping social contacts: age-friendly environment that enables easier access to
services, so to make people more involved in the society. Moreover radio and
television can be used to help people interact with others and create topic discussion
channels.

2.3 Enabling Technologies

Starting from these scenarios, some technological components and innovations nec-
essary for the development of these services were identified. AAL systems are typ-
ically composed of sensors, components that process the sensor data and derive
conclusions, human–machine interface components and actors that execute all the
actions. Finally all these components have to communicate with each other. These
enabling technologies were then grouped into:

• Sensing
• Reasoning
• Acting
• Interacting
• Communicating.

Sensors are necessary in AAL systems in order to perceive what is happening. New
sensors need to be developed in order to design new technologies that could improve
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elderly people and caregivers’ life. New environmental sensors should be developed
in order to reduce their impact in people’s life. Besides vision sensors, a new genera-
tion of acoustic and smell sensors should be designed. These kind of sensors could in
fact help informal and formal caregivers to take care of elderly people, by adding to
the vision system other devices that could help them to understand what is going on.
Moreover, it is important to improve the personal sensors, increasing acceptability
and reducing invasiveness. That means that new wearable and implantable sensors
should be developed and all these new sensors should be designed taking into account
the challenge of power management and energy harvesting.

In order to deal with the great amount of data coming from different sensors, it
is necessary to have good communication networks (both wired and wireless) and
communication protocols. It is thus necessary to have communication standards and
interoperability between systems and components. The main developments have to
be made in the fields of body area or personal area network, local area or home
network and wide area network, in order to allow communication between more sys-
tems and components. Furthermore, cloud computing is also considered a promising
technology that could improve AAL services. In particular, it allows for managing
data and supporting all the devices collaborating together. In this network of devices
that can be useful for elderly people, robots must also be considered. Wearable robots
and service robots could support elderly people in their lives, helping them feel more
independent and safe. Moreover, cloud robotics is an enabling technology that inte-
grates different agents together to improve collaboration and provide useful and high
quality services to citizens.

If all these AAL systems are to be part of everyday life, it is important that
people can interact easily with them. Efforts have to be made to make this interaction
“friendly” and usable to encourage users in using AAL systems. New interaction
systems should be developed, based for example on spatial interfaces, such as 3D
movement-tracker or gesture-based interaction, or on sensorial interfaces.

Furthermore people should feel safe with the new AAL systems, considering them
as an advantage rather than an additional problem or cause of stress. For this reason
systems should be dependable and should also be able to automatically manage
any possible system failure, so to prevent damage or help the user to manage it.
New challenges in process systems include the capability to recognize emergency
situations as well as user habits, so as to identify uncommon situations. Moreover,
the systems could be able to learn from the users’ habits, so as to change with them
and remain up to date with users’ needs.

It is important to make people feel comfortable with the technologies. Accept-
ability is a fundamental aspect in AAL because it conditions the real use of these new
devices by elderly persons and makes them feel the system is part of their home or
themselves. Only by satisfying this precondition AAL technologies can find a place
in the real market and be commercialized.

In the end it is important to underline that technology should be an “enabler”—
something that helps elderly people feel better and helps formal and informal care-
givers in their work; but technology per se is useless without the human components
provided by the experience of the caregiver and from his/her relationship with older
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person. AAL systems should thus help to do time-consuming chores, allowing family
and caregivers to spend more time with the elderly persons.

3 Conclusion

The AAL Roadmap developed in the first period of the AALIANCE2 Project aims
at finding suitable new service and technological solutions in the AAL field, starting
from stakeholders’ needs, that will allow old persons to remain healthy and active
for as long as possible. In this way senior citizens can remain involved in society,
continuing to be part of it and working for as long as they want. Moreover, one of the
objectives of this project is the identification of challenges both for the AAL research
and for the industry in the coming years.

This paper reports a brief summary of the first version of the AAL Roadmap. In
the next months the AALIANCE2 AAL Roadmap and Strategic Research Agenda
will be updated in order to refine the contents, considering new technologies and also
feedback from the different experts and stakeholders involved during the project.
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Abstract The allocation among Institutional Sectors of Health Care Expenditure
for the Elderly can be designed in a way that new processes can be activated that
stimulate total output and overall employment. The impacts of these processes as they
emerge from several policy scenarios in all phases of income circular flow within
the economic system, can be determined with reference to the model of computable
general equilibrium (CGE) calibrated on the Social Accounting Matrix (SAM) data
set. The HCEE is placed within the economic flows of a bi-regional SAM for Italian
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evaluate the impact of the policy reform in HCEE on total output and unemployment.
Under the first scenario the Regional Government reduces the expenditure in inte-
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1 Introduction: Crisis and Health Systems

Several European countries (and others) are experiencing a deep economic and finan-
cial crisis which has a direct impact on health care. In particular, the current situation
is characterized by three simultaneous dynamics: the recession or, in some cases, the
slowdown in the economy, which usually is accompanied by a reduction in tax rev-
enue because of some taxes automatic shock absorber role; growth of diseases related
to unemployment and risk of increased social inequalities and, consequently, of the
“social gradient” in health; policies of reduction of public health spending—in terms
of both current and investment expenditure—in order to reduce the public finance
deficits. The economic and financial crisis is still ongoing and no one can predict with
certainty its duration, its magnitude, its effects and its final outcomes. However, there
is no doubt that the adverse economic situation and the consequent public finances
contraints are putting the health system of many countries under severe strain; in addi-
tion, these countries have been facing—amongst other scenarios—a strong aging of
the population. Despite experience of previous crises and studies on the effects caused
by them, the widespread feeling among policy-makers and experts is that different
countries are taking short-term approaches to face the challenges posed by the cur-
rent situation, without adequate criteria for building an effective warning system to
indicate trends and risks in a timely manner, e.g. with regard to state of health of the
population and the issue inequalities; as well for suggesting the steps to be taken in
order to fight or slow down the negative effects of the crisis on health systems, at
least by considering the close relationship existing between the health of population
and socio-economic welfare. This relationship reflects Virchow’s paradigm accord-
ing to which any cause amending socioeconomic status affects the health status of
the population (or classes of this) [9, 22].

However it is worth remembering that the word crisis also means opportunity1

and if the issue of an aging population is crucial for modern health systems, there
is no doubt that any analysis having the purpose of identifying new developments
for modern health systems should strongly consider this component. Moreover, the
active aging (AHA) can promote long-term economic sustainability of health sys-
tems, whereas the non-self-sufficient ageing could help generating income and con-
sequently employment. In recent years the focus has been placed on the elderly, and
in particular on AHA showed that for elderly population we have to imagine new
supply chains of products, services, support, tools, changing markets and rules in
order to create a welfare system suitable for the conditions of aged future society.
Therefore, the elders can be regarded as the reason for rethinking the market, the
products and the services and as the driving force for doing so and for building an

1 According to a John Fitzgerald Kennedy’s aphorism ‘the word crisis’, if written in Chinese, is
composed of two characters. One represents danger and the other represents opportunity. In fact,
in Chinese, the word opportunity is translated ‘ji hui’ whereas the word crisis is translated ‘wei ji’.
We can note that the same symbol ‘ji’ is being used: the word ‘crisis’ is composed of two characters
which mean respectively danger and opportunity. The underlying rationale is that the crisis is to take
a very deep meaning, because sometimes a situation can be an opportunity (so something positive),
or, in the opposite case, a risk, a danger (meaning something negative).
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environment as close as possible to their needs; they can also be considered as wealth
-creating people both for themselves and for the wider community, thereby allowing
a greater sustainability of the welfare system.

2 An Institutional Framework: The Direction Taken
by Italian NHS

At the outset, and in order to frame any type of instrument of economic policy
we should ask which direction is following the health care system of reference: in
this case, the Italian NHS. The events which have affected the Italian NHS since
its institution in 1978 with the Law n. 833/1978, lead us to imagine an expansion of its
duties, for example in terms of protection of rights to healthcare, of care arrangements
and of levels of care; as well as a trend in restraint on the side of service on offer,
for example with regard to spending levels or the capillarity of the hospitals. These
are phenomena that accompany cyclothymic evolutions (involution) of the legal
framework that leave the previous regulations without a proper implementation. It is
not easy to identify the direction taken by the Italian NHS in recent years. So far, more
or less essential reforms concerning, for example, organizational profiles or guarantee
of the right to health, have been following each other [10] thereby creating difficulties
both in the process of building new rules and in their implementation phase due to
the lacking—in either case—of the proper conception and “maturation” period.

As in all industrialized countries, in more recent times there has been a huge
growth in demand for health services and, consequently, for the above-mentioned
situation of crisis, there has been the development of policies aimed at rationalizing
services offer rationalization has taken various forms and has involved multiple
dimensions: from personnel management and equipment purchases to the location
of hospitals). The combination of social and institutional needs has become more
and more articulated: e.g., budget constraints and the reduction of public spending
collide with the intrinsic costs of technological progress of medicine which increases
the expectations (although sometimes not reasonably reliable) of the patients and the
progressive aging of the population. These are issues that need to be added to the
inherent complexity of health systems but which will increasingly affect the future
healthcare policies.

In the Italian case, this complexity certainly emerges when you try to figure out
which direction the health care system will take with the implementation of Article
119 of the Constitution, as amended by the constitutional reform of 2001, which intro-
duces the so-called fiscal federalism: the introduction first of the delegated legislation,
and subsequently of implementing decrees relating to fiscal federalism, raised since
the beginning the important question of how and how much the health sector will be
affected in the future. With regard to the most recent past, and in particular on the
basis of the steps taken in the last two decades, we can distinguish a deep regionaliza-
tion of Italian NHS, and it is likely that the need for a “participated” health service,
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that is shared with all stakeholders, will become increasingly important. Those who
study health care systems, in fact, cannot fail to consider the utmost importance that
demands of citizens and change in their needs have in a modern society: an aging
population will express very different needs if compared to a society in which the
number of workers and young people is high. Strengthening certain services rather
than others may mean improving the NHS thanks to feedbacks, by calibrating and
connoting it in the sense of greater appropriateness.

Despite the complexity of the issues entailed, in an effort to understand the path
taken by the Italian NHS there is no doubt that the satisfaction of the user has
fulfilled the role of directional beacon of different health care policies in recent years.
Although the Constitution reserves to the national level the definition of essential
service levels, it simultaneously makes Regions in charge of promoting effective
actions aimed at improving the appropriateness of cares, the efficiency of their supply,
and the uniform access for citizens, by finalizing the use of resources on enhancing
the quality and effectiveness of services and on ensuring that the health services be
evenly used all over national territory. In the backdrop of a financial and economic
framework as difficult as the current one, the emphasis on the quality of services may
take a very important role. To pursue these objectives, then, it would seem obvious
to think that the scarcity of resources push towards greater concentration on care
services and support existing services, by trying to improve their performance. Each
operation, however, cannot absolutely ignore that key factor concerning aging of the
population. It is also impossible to ignore the general feature that indeed marks most
of the public administration sectors and therefore healthcare administration too: the
relationship between “public” and “private”. A relationship which has different facets
and which is mentioned here in the sense of “use of private law” and “correlation
between the public sphere and the private sphere”.

With regard to the first variant, it is worth recalling that the mentioned law n. 833 of
1978—that is a law which sets the rules and principles of a public service and designes
a system based on typical administrative and traditional patterns—welcomes this
trend. It should also be stressed that the use of private law in systems falling within
the scope of administrative law is not just about the rules relating to contracts or the
management of cares, but concernes something else, e.g. the relationships with all
users. With respect to the second variant, however, it can be noted that the typical
models of the private sphere included in NHS are not, today, easily assessable also
because the gradual implementation of Law n. 833/1978 has seen the emergence of
conflicting signals: at first, the path showed a strong acceleration towards a com-
petitive semi-liberalized system; subsequently, there were sudden revirement, with
detriment of consistency and robustness of the health care system. The instability is
also derived from composite regulations, both national and regional, from the judg-
ments of the Constitutional Court, from the contributions of the Italian Competition
Authority, which in several occasions has called for structural interventions aimed at
promoting competition. Many reforms have occurred, triggered also by the enormous
impact that political, institutional and economic frame work has been generating on
the healthcare system: hence the great attention paid to limiting costs, to efficiency
and to accountability; the introduction and the application of the subsidiarity prin-
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ciple, the adoption of specific controls aimed at assessing the result, the emphasis
on competitiveness, etc. Therefore there was no lack of measures, but, maybe, an
effective control of the extent to which the introduced reforms (outcomes) had been
leading to the desired achievements (real effects) was insufficient. For this check to
be effectively carried out, it would be important to adopt legislative drafting tech-
niques, i.e. a tool capable of connecting law and economics.2 There is the tendency to
assimilate increasingly the organization of healthcare to a business organization, by
giving autonomy and responsibility to managers, by accepting organizational flexi-
bility, by adopting the analytical accounting, etc.: however, this has not resulted in an
undisputed improvement of the relationship between users’ expectations and health
services offered. In other words, what has been done so far does not seem to give
satisfactory answers to the issue of a change of services offered in NHS in light of
aging population.

The correlation between the public sphere and the private sphere seems to have
accelerated in the Nineties, with the emerging of an articulated system for regional
services, differentiated on the basis of policies concerning, for example, the services
provided by public or private bodies or the possibility for the users to choose the
provider for the health care service. In fact, with the legislative decrees n. 502/1992, so
-called “Health care reform bis” and n. 299/1999, so-called “Health care reform ter”,
there is a contraction of the previous system based on partnership agreements which
was unfit for a modern heath care administration, a greater openness to business
schemes in order to improve organizational and managerial arrangements. The reform
of Title V of the Constitution, with the introduction of the principle of horizontal
subsidiarity, goes on to strengthen the process of transformation of the existing insti-
tutional models: the national level is assigned a “lighter” role (duties of supervision
and control; definition of essential service levels); whereas public health organiza-
tions and private bodies are entrusted to perform even more consistent management
tasks on various types of care and assistance. Therefore, in this new framework, the
facet of the public-private relationship in health care, which is being referred to,
can find unusual and innovative opportunities for its consolidation: for instance, in
theory, the period in which the position of private actors is bound to be complemen-
tary to the role of the public sector could come to an end, especially if private bodies
show they can better meet the needs expressed by users. In other words, the regional
competence to regulate the organization and arrangements of healthcare services—
whilst respecting the constitutional rules providing for an appropriate and universal
national health service, in which the right to health is a fundamental right-may theo-
retically allow each Region to build its own unique healthcare services offer, always
within the framework of certain nationally pre-defined standards of care, treatment
and quality of outcomes: Regions showing a very significant rate of aging popula-
tion may propose an organizational model and an overall set of services specifically
addressed to the elderly population.

2 On the subject, please consult the national and international bibliography on the website http://
www.osservatorioair.it/air/letteratura-air/valutazione-economica-ed-air/.

http://www.osservatorioair.it/air/letteratura-air/valutazione-economica-ed-air/
http://www.osservatorioair.it/air/letteratura-air/valutazione-economica-ed-air/
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3 Elderly’s Health Care Expenditure: SAM and Model

Production of health services for elderly which has shown a continuous increase of its
weight within health expenditure, has a role within a national economy mainly with
regard to its potential to enhance income national [5]. In this paper an effort is made
to simulate scenarios of reform of the composition of such expenditure for the Italian
economy where health expenses for elderly are distinguished into: integrated home
care (ADI), private residential health care (ARA) and public residential health care
(ARP) services [4, 6–8]. Significant impacts on income of institutional sectors, which
are the owners of the different types of incomes emerging in the whole economy,
are to be expected when the destination of expenditure on such services is modified.
This happens because of the existence of interdependencies both between each of
tree typologies of services (ADI, ARA and ARP) and the whole economy [20]. In
particular we reproduce a reduction in regional expenses for ADI that is compensated
by an increase in the regional demand for ARA.

For this aim we develop a CGE model that assesses the impact of a regional
reform of health care expenditure for the elderly on the main macroeconomic vari-
ables. This analysis can be carried out by using a database that integrates the health
flows for elderly within the phases of generation and distribution of income in a
multisectoral and bi-regional framework [3]. For this purpose, the CGE is based on
the bi-regional (North-Centre and South-Isles) Social Accounting Matrix (SAM) for
Italy [15] which describes the income circular flow for the Italian economy (year
2003), in terms of intra-regional and inter-regional flows [18]. The CGE model is
considered as a suitable tool to examine the economic implications of an exogenous
shock when prices change since it considers all the relationships among the agents
in the economic system [2, 11]. It gives an integrate representation of the income
circular flow [3] and allows to evaluate the direct and indirect effects of a policy on
macroeconomic variables (GDP change, unemployment rate) and on income distri-
bution between Institutional Sectors [16]. Even though the model does not describe
the reality objectively [12], it provides an interpretation of the economy given certain
basic assumptions [1, 13, 17] that influence the results. The model is calibrated on
the bi-regional Social Accounting Matrix (SAM) for Italy (year 2003), which repre-
sents the benchmark data set and the income circular flow for the whole economy,
in terms of intra-regional and inter-regional flows [14, 19].

The SAM considers an open economy with two regions (North-Centre and South-
Isles), 16 commodities,3 2 components of value added (labour and capital), 2 pri-
vate Institutional Sectors (Households and Firms) and 7 public Institutional Sectors
(Regional Government, District Government and five Municipal Government4) in

3 1. Products of agriculture, 2. Energy products, 3. Metal and non metal ore, 4. Non metallic
mineral products, 5. Chemical products, 6. Mechanics, 7. Transport equipment, 8. Food products
and beverages, 9. Textile, 10. Other manufacturing products, 11. Construction work, 12. Trade,
13. Transport, 14. Financial services and Insurance, 15. Private services, 16. Government services.
4 The municipal Government is disaggregate in 5 classes according to the official statistics on popu-
lation. In particular we consider: (i) Municipality 1, less than 5,000 inhabitants; (ii) Municipality 2,
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each region [16]. The health commodity can be included in this scheme through
the integration of the production and the income national accounts [17] with the
economic flows related to ADI, ARA and ARP. A whole detailed description of the
model and the SAM features is presented in [8, 14, 15].

3.1 The Policy Reform in Health Care Expenditure for Elderly:
Implications and Results

In this paper we simulate two different scenarios. In the first one (SR), the Regional
Government in each macro-region (North-Centre and South-Isles) reduces the expen-
diture for ADI in order to increase the demand for ARA. The amount of resources
moved is around 7.43 millions of euro in the South-Isles (corresponding to 2 % of
health care expenditure in ARA) and 15.7 millions of euro in the North-Centre (cor-
responding to 1.60 % of health care expenditure in ARA). In the second scenario
(SF), the regional government in each macro-region reduces the expenditure in ADI
and transfers the freed resources to Households who are bound to use the funds to
demand ARA. The amount of this manoeuvre is approximately 8 million of euro in
the South-Isles and 21 millions of euro in the North-Centre (corresponding to the
2 % of Households expenditure in ARA in each region).

In both scenarios, the manoeuvre does not imply new resources and is performed
in order to assess the effects in terms of total output, prices and unemployment of
a change in the typology of elderly health care services (first scenario—SR) or a
reallocation in Households demand for elderly health care services financed by the
regional government (second scenario—SF).

The simulations aim to quantify the direct and indirect impacts of a different
allocation of health care expenditure for the elderly on the phases of the income
circular flow. The results are of direct and indirect type and are expressed as per-
centage changes from the benchmark represented by the SAM. In the first scenario
SR the increase in health care expenditure for elderly in ARA directly affects the
total output of ARA services that increases in North-Centre and South-Isles (Fig. 1).
The same policy generates an indirect effect on the other commodities total output
since their productions are strictly connected. The goods that are affected the most
by the manoeuvre are: “Energy products”, “Non metallic mineral products”, “Food
and beverages” and “Construction”. The increase in ARA and other commodities
total output is balanced by a decrease in ADI total output as a direct consequence of
the regional government cut in ADI demand. Moreover the effect on ADI mitigate
the effects of the policy on the other commodities total output.

The second scenario SF assumes that the Households increase the demand for
ARA using the transfers from the regional government (see Fig. 2. The impact of the

inhabitants included between 5,001 and 15,000; (iii) Municipality 3, inhabitants between 15,001
and 30,000; (iv) Municipality 4, inhabitants between 30,001 and 60,000; (v) Municipality 5, more
than 60,000 inhabitants.
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Fig. 2 Total output change (millions of euro)—SF scenario

policy on total output is similar to the previous scenario although the output changes
are more accentuated in both regions. Indeed, the resources used in this scenario are
higher than the previous.

Moving from total output to final prices results, the increase in the demand of
ARA produces a generalized reduction in the price of commodities in both regions,
as showed by the Figs. 3 and 4. According to the theoretical assumption of the CGE
model on the perfect competitiveness of commodity markets, when a commodity sup-
ply increases, given the demand, the prices reduces. Therefore the results show that
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the more the total output increases, the more the price of that commodity decreases.
This effect is observable especially in North-Centre region for “Energy products”,
“Non metallic mineral products”, “Food and beverages” and “Construction”.

The reduction in prices is observable even in all the other commodities in both
regions since in the general equilibrium model, the reduction in the price of certain
goods affects indirectly the demand for intermediate goods and then the production
and formation of final prices of other goods. To be more specific in the second scenario
SF the percentage change of prices are higher than in scenario SR because the amount
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of the manoeuvre is higher. A prominent advantage of the model is related to the
assumption of market imperfection for the labor market that consents to evaluate the
impact of the health care expenditure policy reform on unemployment in each region.
Considering a wage function within the system of behavioral equations, allows to
model a non-competitive labor market that admits involuntary unemployment.

As showed by the Fig. 5, the impact of the policy on unemployment is extremely
different within the regions in both scenarios. In particular, in the North-Centre region
the unemployment rate reduces in both scenarios. The higher demand for ARA (the
policy objective in both scenarios) generates an increase in total output and then
stimulate the demand for intermediate goods and primary factors. In the North-
Centre region the unemployment rate decrease by 0.034 % in SR and 0.039 % in SF.
Otherwise in the South-Isles region the increase in the demand of ARA, generate
an increase in total output but does not affect the demand of labour. Therefore the
unemployment rate increases by 0.016 % in SR and by 0.015 % in SF. This result,
which is found in both scenarios, highlights the differences between the two regions
as regard to the technology used in the production processes and the primary factors
demand.

3.2 Sensitivity Analysis of the Results

The results showed in the previous section are conditioned to the assumption made
in the model as regard to some parameters and the elasticity of substitution in the
production function. Therefore, in order to strengthen the validity of the simulations’
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outcomes previously described, it is worth to integrate the study with the sensitivity
analysis for the elasticity of substitution between primary factors in the value added
aggregate. To be more specific, in the nested production function, when combin-
ing labour and capital in order to generate the value added aggregate, we assumed
a CES technology with elasticity of substitution equal to 0.5218 [21]. The sensi-
tivity analysis is carried out assuming two alternative parameters for the elasticity:
sigma1 = 0.6262 (the original parameter increased by 20 %) and sigma1 = 0.4174
(the original parameter decreased by 20 %). Then the simulations are repeated with
these new parameters.

The results of this analysis are compared with the results of the simulations SR
and SF as regard to the change of total output (Table 1), the change in the price of
commodities (Table 2) and change in unemployment rate (Table 3).

The sensitivity analysis shows that the results of the simulations are robust since
all variables’ changes are similar in signs and absolute value even when assuming
a different elasticity of substitution. As for the unemployment rate in particular
(Table 3) the analysis confirms the opposite result in the Nord-Centre and the South-
Isles. Given the production function, the elasticity of substitution between labour
and capital could have been decisive in terms of unemployment change: the results
of the sensitivity analysis do not confirm this statement.

4 Conclusion

The regional competence to regulate the organization and arrangements of health-
care services in principle allow each Region to build its own unique healthcare offer,
within the framework of nationally predefined standards of care, treatment and qual-
ity of outcomes. Regions showing a significant rate of aging population need to
rethink the organizational model and propose an overall set of services specifically
addressed to the elderly population. However restructuring health care expenditure
for the elderly can also provide an opportunity to the policy maker of promoting the
private residential health care assistance while stimulating production and reducing
unemployment rate.

The type of analysis that has been performed in this paper, in terms of general
economic equilibrium, on the data set provided by Social Accounting Matrix (SAM)
quantifies the direct and indirect impacts of the health care policy reform in all the
phases of the income circular flow. The disaggregation in the SAM of the economic
flows related to the integrated home care (ADI), the private residential health care
(ARA) and the public residential health care (ARP) services, allowed to evaluate the
impact in the economic system of a health care policy reform oriented to stimulate
the private expenditure in health care.

For Italy the effects of an increase in the final demand of ARA services rather
than ADI services were studied determining the disaggregate numerical impacts in
the North-Centre and South-Isles regions. This was done through the design of two
policy scenarios: in the first the regional government reduces the demand for ADI
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and increases the demand of ARA (the manoeuvre is budget balanced); in the second
scenario the regional government reduces the demand for ADI and transfers the
saved resources to the Households to increase the demand of ARA. Both scenarios
are designed to stimulate the production of private residential health care services but
with a different amount of resources since the Households’ and regional government’s
spending for ARA are markedly different.

In the whole the simulation results are rather similar under both scenarios, however
they differ significantly when comparing them at the regional levels. The policies
implemented stimulate the total output of ARA services and total output of all the
other commodities linked to this production in both scenarios and regions. Although
the impact on total output is quite different among commodities, it is possible to
observe a general reduction in all goods’ price as a consequence of the increase in
health care services supply.

An interesting aspect of the analysis is given by the effects of the health care
policy for the elderly on unemployment. Given a non competitive labour market
hypothesis and a wage setting function resulting from the bargaining between Unions
and Firms, the model allows to observe the different impact of the policy on regional
unemployment rate. In both simulations the unemployment rate decreases in North-
Centre region and increases in South-Isles. This confirms the difference in technology
between the regions especially as regard to the health care commodity. The validity of
these results has been tested with a sensitivity analysis on the elasticity of substitution
between labour and capital in the production function. The analysis confirms the
robustness of the simulations’ results. It is possible to assert that for the North-
Centre region, the regional government resources are able to stimulate employment
when they are used to promote private residential health care services either directly
or indirectly by financing Households expenditure in health care services.
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Active Ageing and Public Space: The Creative
City 3.0

F. Bronzini, N. Barbini, G. Marinelli, M. Pantaloni and E. Giordano

Abstract The article presents a study for a “creativity incubator” in the Torrette
district, Ancona, Italy, next to the Regional Hospital Centre. The urban-territorial
project involves the creation of multifunctional public spaces to increase the spaces
and operational relations between the social-healthcare structures and the public
space of the district. The primary element of innovation introduced by the project is
an integrated vision between different disciplinary fields, in order to define an original
urban planning approach to the theme of active-creative ageing. Is it feasible to reduce
the impact of the public spending in the development process by increasing the
quality of life? The resilient city, which adapts to change (of citizens), ensures better
conditions of psycho-physical wellbeing (and thus for the health of individuals) and
may help the autonomy of the elderly population, propelling the induced processes
of active ageing even through the careful planning of public urban spaces.

1 New Relations Between Urban Regeneration
and Active Ageing

According to recent demographic statistics, Italy is one of the countries with the
highest ageing indexes in the world. In this special index, our country ranks second
in Europe after Germany and at a world level only Japan has a higher life expectancy
than ours.

In the national ageing index, Marche Region ranks second after Liguria. In recent
years, the elderly population in Marche Region has in fact increased progressively
showing an increase of 1.8 in the period 2002–2012; despite the fact that this index
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in the same period decreased for the city of Ancona, the percentage is in any case
higher than the national average of 147.2 % and the regional average of 170.2 % [14].

As amply demonstrated by various of studies, the progressive ageing of the popu-
lation has an impact on public spending, debt and deficit, consumptions, investments,
productivity, the labour market, and more generally on the development process [20].

Despite the growing rate of elderly citizens in our country, the focus to date has
been above all on reducing public spending (above all pensions), while qualitative
aspects such as the way in which an elderly person lives urban spaces and the city
and how relationships between the city (and more specifically outdoor spaces) and
individuals affect psycho-physical and social health, have been neglected [22].

The radical reconsideration of the relationship between development and ageing
would lead to improved labour integration and social-cultural inclusion of elderly
people, encouraging a different attitude towards ageing [16].

The World Health Organization has developed the concept of ◦active ageing∗,
intended as a process, applicable both at an individual and community level (◦mass
active ageing∗), whose aim is to attain the maximum physical, mental, social and
economic potential of the elderly. The term ◦active∗ refers to the tangible social,
economic, cultural and spiritual participation of elderly people in the life of the
city [23].

Active ageing is substantially the exploitation of diffuse relationality that ◦fills
in∗ the time freed by the activities of the adult age and is closely linked to the new
activities and commitments that the person takes on. While in past decades policies
for the elderly focused above on all their needs, with the passage to the concept of
“active ageing” there has been a change of paradigm: the focus is now also on the
rights of the elderly and the possibility of their tangible participation in community
life.

In this sense, an elderly person is recognised as a potential resource, in that the
same has “experience”, physical and intellectual skills that must be protected and
valued, rather than as simply a person to whom a specific healthcare intervention is
addressed.

These skills depend on many different factors, but, above all, from an appropriate
quality of life [6].

2 Active Ageing 3.0: Creativity in the Ageing Process

Starting from the presupposition that active ageing is something which is developed in
our daily lives and that active ageing means keeping an active role in society at a social
and cultural level, the next step to take would be that of encouraging a ◦creative
ageing∗ process in which ageing assumes decidedly innovative characteristics both
at an individual and “community” level [13].

Creativity intended as a dynamic process which, together with senility, may reach
new goals, is often tied to experiences encountered previously and is the result of
achieving a certain interior equilibrium, security and confidence in oneself. It is also
a symptom of freedom and independence from social pressures [9].
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Creative ageing is a multi-dimensioned process which demands its own rules
and orientations. It is necessary for example to acquire a certain mental flexibility,
free emotionality, supportive and sensitive open mindedness to others and improving
one’s ability to have very close relations with others. In addition to interior prerequi-
sites, creative ageing also requires �creative places�, namely places where elderly
people may develop their creativity autonomously, and which are able to stimulate
them to develop relationships, finding new solutions to their requirements. All this
is apparently determining to keep the brain fit, which in turn is fundamental for
preserving cognitive functions and physical autonomy [10].

In order to develop creativity—through which favourable conditions are created
to express oneself in an original manner and to express thoughts and skills—it is
necessary to think of urban spaces which act as “incubators of creativity”.

If the need for ◦creative places∗ has now become a need openly expressed by
individuals of the modern society, it is even more important for elderly people who
must preserve their health, intended as psycho-physical and social wellbeing for as
long as possible in the period of the so-called “4th age”.

In this sense the project for the use of public spaces of the city develops the
idea of non-sectorial social and economic sustainability, but with an impact on the
community as a whole.

3 Creative Ageing and Public Space as an Incubator
of Social Quality

An urban-territorial project, currently being developed by the Urban Planning Divi-
sion of the SIMAU Department, Marche Polytechnic University, with the support of
the Epidemiological Centre of the Ancona INRCA (Italian Institute of Rest and Care
for the Elderly), involves the study of a “creativity incubator” in the Torrette district,
Ancona Municipality, next to the Regional Hospital Centre.

The Urban Planning Division of the Department of Science and Engineering
of Materials, Environment and Urban Planning (SIMAU) has for years developed
research work on the themes of accessibility, the slow city and urban resilience,
drawing attention to weak users in a sole holistic vision of the city: “the friendly
city”.

The project, which is strongly integrated to the urban fabric of the district, involves
the creation of multifunctional public spaces.

The Torrette area, which is identified in the Programmatic Document for the New
Ancona Urban Plan, is a district that has substantial criticalities under many aspects—
excessive mono-functionality, problems of accessibility, marginality with respect to
the large infrastructures—and has been included in priority urban requalification
projects [2].

The Urban Plan includes interventions for the regeneration of weak fabrics through
the integration of various functions, and the development of a system of public spaces
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to strengthen the transverse connections to the historical seafront. The Project of the
“waterfront of excellences” specifically includes the organisation of a new mix in
the hospital area and the creation of an appropriate functional mix in the Torrette
area, in order to integrate the existing building fabric with an offer of services, that
currently do not exist, to support the Hospital, on the external area of its perimeter.

In this sense, the localisation project of the incubator of creativity for the imple-
mentation of comprehensive processes introduces urban values and contents that
may become a booster of the regeneration processes in Torrette district as a whole,
which might in the future be characterised as the district of creative ageing, in line
with the guidelines identified by the new Structural Plan of the city.

The primary element of innovation introduced by the project is an integrated
vision between different disciplinary fields (urban planning and urban regeneration—
addressed to the individual within a community—and the health sector, where the
individual is the central point of interest) in order to define an original urban planning
approach to the theme of active-creative ageing.

The programme of “incubator of creativity” interventions includes the devel-
opment of social and cultural activities, which are already present in the hospital
structure, but that may be extended to a district dimension, thus becoming an oppor-
tunity of sociality and integration, leisure, recreation and healthcare services for the
city.

It may include integration with lodgings that provide free or subsidized accom-
modation for the families of inpatients, where elderly people with invaluable profes-
sional skills acquired within hospitals, as well as members of voluntary associations
for families with family members who have particular ageing pathologies, will have
an environment that helps to attenuate their social hardship [18].

The inclusion of specific innovative activities and therapies will imply the organ-
isation of indoor and outdoor spaces, premises for creative laboratories and spaces
for specific occupational therapies and functions (such as the AAT-Animal Assisted
Therapy or the Ausilioteca—Aid Lab) integrated to businesses that serve the hos-
pital structures and district. The new spaces make it possible to increase the mix of
functions and opportunities for integration between different social clusters, elderly
people, students, service staff, children, and persons with handicaps, encouraging the
implementation of participatory processes, responsibilization of the community and
phenomena of major social inclusion in the district [15]. In this sense, the “organ-
isational management aspect” of the hospital, intended as a structure of different
functions, services and spaces, over and above healthcare, emergency or welfare
functions, is projected outwards and contributes actively to the regeneration of the
urban space.

Going beyond the “specialised mono-functional boundary” of the hospital
centre allows the structure to develop the public functions as whole, which are present
in the structure, and that are fundamental to attaining the new standards of service
quality offered to users who, temporarily and for various reasons, are forced to “live”
in or close to the hospital structure.

The new spaces strongly linked to the urban fabric of the district represent a public
space which is easily accessible to the population of “active elderly” residents, who,
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will perceive major security in the environment thanks to the presence of medical
staff and the surveillance system of the hospital structure, thus helping them to use
services autonomously, multiplying the possibilities of social integration between
the elderly and stimulating inter-generational exchanges with users and personnel of
the structure.

The project, which is structured in a sequence of open and built-up spaces, steers
the regeneration processes of the city and offers solutions to the growing demand of
an increasing urban population that is gradually ageing.

The positive impact of the strategic-organisations actions of the project help active
ageing, increasing the quality of life standards of the elderly, by ensuring major access
to places for all users, helping slow mobility and motor exercise, physical and social
wellbeing and appropriate conditions of indoor–outdoor comfort for laboratory and
therapeutic activities that encourage use of these new public spaces, that may be
compared to inclusive urban microcosms.

Another positive impact is that of encouraging integration between generations
[24].

Steering the project choices of urban design planning according to a holistic vision
represents a possible scenario and new opportunities to rationalize public resources
and reduce health costs.

The resilient city, which adapts to change (of citizens), ensures better conditions
of psycho-physical wellbeing (and thus for the health of individuals) and may help
the autonomy of the elderly population, propelling the induced processes of active
ageing even through the careful planning of public urban spaces [7].

4 Torrette “Incubator of Creativity”: Project Aspects
and Possible Implementation Scenarios

The project is structured in five strongly integrated initiatives with progressive sce-
narios to increase the spaces and operational relations between the social-healthcare
structures and the public space of the district.

It also provides major opportunity to obtain a feedback on the efficiency of the
urban regeneration initiatives, waste control, flexibility in the management of the
implementation programme through actions of sequential growth (Fig. 1).

The initiatives, described in the brief summary sheets indicated below, that give
a description of the implementation actions and experts involved, are as follows:

1. The multi-functional hospital Garden (Table 1);
2. “The Red Carpet”: urban transport providing new access to the district (Table 2);
3. Regeneration of the district and integration with the hospital functions (Table 3);
4. The new Walk from the Hospital Centre to the Waterfront (Table 4);
5. Requalification of the Torrette waterfront: the sea made to measure for the elderly

(Table 5).
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Fig. 1 Urban scale diagram with public service system, activation of urban voids and refunction-
alisation of disused containers
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Table 1 The multi-functional hospital garden

Actions
Construct a system of public spaces outside the hospital structure, implementing a mix of functions
tied to leisure, psycho-physical wellbeing, sociality and inclusivity, such as
– Areas with botanical species that stimulate various sensorial capabilities [1]
– Life path consisting of floor exercises and the use of gym equipment [19]
– Garden Therapy [21]
– Accessible playgrounds to stimulate interaction between the elderly, adults and children;
– Places for relaxation, refreshments and toilets
– Spaces for information and management safety
– Teaching activities such as guided visits to urban nurseries and small botanical gardens associated

to environmental education activities
Possible implementation scenarios
– Rationalisation of spaces in the hospital structure: construction of courtyards, parking areas,

green areas, volumes to recover, disused areas to refunctionalise.
Experts and operators involved
– Civil service volunteers for the information service, management of toilets and catering spaces

(possible implementation of the structure already operative in the hospital but which is not
sufficient for the demand)

– Security guards responsible for safety, nurses and physiotherapists of the hospital
– University students of the Faculty of Agriculture, through use of the 150 paid hours system
– Personnel experienced in caring for plant to help gardening activities, 1 self-sufficient elderly

person a day with experience in agriculture

Table 2 “The red carpet”: urban transport for new access to the district

Actions
Definition of a route in predefined stages, served by a specific shuttle bus service for elderly people
which guarantees facilitated access [4] to
– Services of primary necessity (chemist, supermarket)
– Spaces for socialisation and free time already active in the district
– New creative urban spaces activated in the existing urban fabric (new)
– Torrette hospital-university centre: the new “incubator of creativity”
– Torrette waterfront: the sea made to measure for the elderly
Capacity: 8 seats with platform for persons with mobility handicap
Frequency of the service: 35 min, route length: 4 km
Possible implementation scenarios
– Expansion of the protocol of agreement signed by Ancona Municipality, Umberto I, Lancisi,

ASL 7 and Conerobus for active inclusion of the dedicated transport service in the
urban/non-urban transport to the Hospital

– Collaboration agreement with the Marche Region Civil Service for personnel to drive/manage
the dedicated vehicle and transport service for passengers with mobility handicap

Experts and operators involved
– 2 part-time participating students (2 persons for 2 daily shifts)
2 civil service volunteers for 2 daily shifts (8–13, 15–19 on weekdays)
– Elderly persons with experience in this field (retired bus drivers)
– Conerobus personnel who work in the Ancona C.R.A.S structure, with specific agreement



368 F. Bronzini et al.

Table 3 Regeneration of the district and integration with the hospital functions

Actions
Activation of urban spaces dedicated to recreational-game activities which encourage social inte-
gration and stimulate interaction and creativity
– Containers for new therapeutic functions: Animal Assisted Therapy [11], Music Therapy,

Art Therapy, Horticultural Therapy as a cure through interaction with nature [3]
– Auxiliary hospital structure of Ausilioteca as centre for information, assistance and support to

users with mobility, sensory handicap. The structure will also have spaces for physiotherapy
and rehabilitation [5]

Possible implementation scenarios
– Temporary use and management of disused containers and areas to refunctionalise, new public

spaces to restore to the city (subsidised lease or lease agreed by Ancona Municipality)
– Direct and indirect interventions by means of urban planning tools such as

ecological-environmental compensation and equalisation
– Involvement of the recreational artistic-cultural association Auser “Yesterday’s young people”

(that operates in Torrette district) for the integration of auxiliary hospital activities in the
annual cultural programme

– Extension of the student’s collaboration agreement to activities related to UNIVPM
services—part-time collaboration (150 h) for the management of the local resources required
to carry out the new activities

Experts and operators involved
– Volunteers registered with “Yesterday’s young people”, self-sufficient elderly people who provide

their professional know-how
– Qualified personnel for specialised therapies (veterinary, physiotherapist, technical personnel for

Ausiloteca)
– 2 civil service volunteers to ensure that activities are carried out safely
– 2 UNIVPM participating students-150 h for the management of premises used for programme

activities

Each initiative consists of specific development actions, whose sustainability and
implementation methods are verified through:

• a control of the level of involvement and social inclusion actions (by monitoring
the levels of responsibilization of local associations, young students partnered with
university and hospital institutions, the levels of involvement of elderly people who
may provide their know-how),

• a control of the economic-financial feasibility by:

– a comparative evaluation of the rate of use of public resources in the medium-
term with respect to a reduction of the public social security expenditure, health-
care and social-welfare costs to support non-active elderly users;

– an evaluation of the cost of municipal policies for the re-functionalisation of
disused public spaces, even through tax handles: incentives and agreed leases
for inoperative commercial activities and premises;

– evaluation of costs/benefits on municipal maintenance costs for public urban
spaces;

– evaluation of costs/benefits on the cost for public and private urban mobility for
the social-welfare structures involved in the project.
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Table 4 The new walk from the hospital centre to the waterfront

Actions
Development of the pedestrian pathway (slope no more than 5 %) connecting the hospital centre
and Torrette railway station with access to the beach [12]
Intervention method
– Securing road kerbs so that they are of suitable dimensions for pedestrians with mobility

handicap
– Ensuring the recognition of routes through street design and graphic interventions and use of

shockproof paving
– Introduction of urban furniture that may be used by all users, (seats and areas for short stops,

continuous line of handrails, flooring for the blind indicating changes of direction, services) [8]
Possible implementation scenarios
– Direct or indirect interventions through urban planning tools such as ecological-environmental

equalisation and compensation [2]
Experts and operators involved
– Ancona Municipality, that includes in strategies for open space network and public or private

in-between green areas, areas with expired restrictions for services and facilities, fringe and
urban completion areas to consolidate the structure of the public city

– Private parties who collaborate with the municipal administration and actively participate in
implementing the design of the new, sustainable and inclusive public city

Table 5 Requalification of the Torrette waterfront: the sea made to measure for the elderly

Actions
Requalification of the Torrette coast by constructing new spaces that may be used by otherwise—
abled users [17]. The new urban functions may trigger new opportunities of longitudinal connection
to the historical waterfront of Ancona
Intervention method
– Cleaning and securing the section of beach in front of Torrette station
– Construction of two salt water pools that may be used by persons with handicaps or mobility

handicap via small floating wooden jetties. Access will be guaranteed thanks to the installation
of hydraulically connected lifting platforms which function thanks to the pressure of water
without electricity, allowing users to enter the water in complete safety to do exercises and
rehabilitation activities

Possible implementation scenarios
– Project co-financed by Ancona Municipality—INRCA, Italian Institute of Rest and Care for the

elderly
– Tourist operators
– Social-welfare structures (Bignamini-F. Don Gnocchi centre, Avulss and NPO voluntary

Associations)
Experts and operators involved
– 2 lifeguards on duty together
– 1 Physiotherapists for rehabilitation exercises (one for each activity)
– 1 volunteer to clean the beach
– 1 lifeguard assistant to ensure safety on the beach, or as support to the security guards of the

hospital structure
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“Smart” Social Housing Design: Methods,
Tools and Innovation in the Assisted
Living Architectural Project

Fausto Pugnaloni and Davide Di Fabio

Abstract The Architectural plan used for social housing is usually targeted to ensure
accessibility to basic service of living throughout the definition of interior design and
building solutions dedicated to disabled people. Nowadays, thanks to a new concept
of disability and major number of interested people, the performance of this type of
building have to grow up: buildings have to be accessible as well as “smart”, be able
not only to satisfy help requests but to anticipate them during the management of the
house. From this point of view, the architectural planner should rule the classic tools
of the plan as well as manage and organize the resources of building automation,
working in a “meta-architectural” dimension. Even describing some study cases,
this paper want to examine the change of methods and tools of architectural planning
used for the assisted living, re-defining the concept of social housing, from helpful
to smart architecture.

1 Introduction

The longer life expectancy in the western society has changed the needs of the
population with respect to many of the social services they are provided with. Many
of us will be getting through different age groups and experiencing continual changes
of their physical and health status. As a result the population’s relation to one of the
most important essential goods, the house, has changed as well.

Although it is related to the “immovable good” concept, the house system should
be subject to continuous mutations: firstly in order not to loose its economical value
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and secondly so as to respond to the need of the people who live in it. Therefore
the house is an “immovable” good that needs to be “flexible” at the same time. As
far as the social housing is particularly concerned, the flexibility concept has been
differently interpreted causing contrasting results. Flexibility is often defined as the
capacity of the system to respond to the needs of different users that alternatively
share the same living area and it is not the answer to the change of the needs of a
person in their life cycle. In this respect it is necessary to develop an “house system”
that is able to change accordingly to those needs. In this effort are surely included
as necessary but not sufficient tools technological equipment such as home robotics
[1] and furniture and accessibility solutions for disability [2].

Specifically, the building system will adapt to the moving needs picture of the
individual by changing the available space and replacing some building elements if
necessary.

2 Notes on History of Architecture

In the History of Building this way of understanding the Architecture was fundamen-
tal to some experimentations occurred in the second postwar period. The Japanese
Metabolist, for instance, reacted to the pressure of the overpopulation at the end of
the 1950s by putting forward steady growing mega structures suitable for includ-
ing joint elements: their living cells, as in the work of Noriaki Kurokawa, would
become little prefabricated buildings connected to a huge helical skyscraper or, as
in the projects of Kiyonari Kikutake, would be fixed as sea shells to the internal and
external surfaces of enormous cylinders floating in and above the sea [3].

An architecture able to grow and adapt to the environment and the human evolution
as the cellular system in the human body. As a matter of fact, this human experience
is limited by a rhetoric avant-garde with a few confirmations: except from the Sky
House planned by Kitutake in 1958 and the Nagakin Tower by Kurokawa formed
by capsules and build in the Tokio Ginza, a very few ideas of the Metabolists were
realized (see Fig. 1). From a tightly technological point of view it is important to
mention Jean Prouve, a Engineer-Artisan of genius, who understands his buildings
and furniture as a system of parts that can be assembled or unassembled in some
sort of a real scale Meccano [4]. In Prouve’s work the dry and modular building
solution is the basis of his planning and building activity: it gives birth to expandable,
prefabricated and easy to construct as well as easy to maintain buildings (see Fig. 2).

As far as the recent building solution is concerned, the projects of Leo Kaufmann,
the inventor of “system 3”, are worth mentioning [5]. Based on prefabricated service
modules and the next addition of living volumes, system 3 is a building system
that puts forward vertically and horizontally expandable living units which are also
easy to be carried to the building site through a container. Supported by the Xlam
technology this system is able to combine the standardization and customization of
the living unit.
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Fig. 1 Tokyo: picture of
the Nagakin Capsule Tower.
Source Ref. [3]

3 Definition of New Living Models

The DARDUS-DICEA work group has long been working on the project of new
living and social architectural models able to satisfy the contemporary living needs.
Over the last years clean signs of the need to return to study, research on and pay
attention to the basics component parts of the living caused by the needs of the users
have appeared.

Consequently there is the opportunity to abandon the understanding of the house
as a pure object (as a planning, production, building etc. object) for a vision of the
house as a need therefore starting from the condition of the living needs and evaluating
their developments in order to subsequently find the most suitable solutions to satisfy
them. Secondly there is the need to not consider the typological residential models as
the final result, that cannot be improved, of a “meta-planning” activity. It is verified,
for instance, that exists a new drive to a more intense and extended use of the house
with additional activities other than the traditional ones derived from the work activity
system, production and assisted living.

The clear need for personalization also leads to the qualitative and quantitative
clearing of the limits typical of an old understanding of standard (more or less valid
for a generic as well as nonexistent average user). Based on the relative analysis, a
general picture of the new users that are to be associated with a new living model,
has taken shape. As for the basic shared models (see Sect. 4 for a close examination),
each model adds a peculiar element which satisfies the specific needs.

4 Basic Modules: Planning, Building and Transportation

The planning philosophy in use is to plan a unique architectural-building system
able to interpret all the model which came out. From this point of view the plan-
ning reference is surely the “system 3” mentioned above, a prefabricated system
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Fig. 2 Design for domountable barrack unit, variant with external structure frame. Source Ref. [4]

able at the same time to face the different needs of the contemporary living. This
reference was however revised and implemented by the work group in the research
project “Kithaus plus” [6]. Subsequently a new model was planned which includes
the common equipment for residential buildings.

As far as flexibility and customization are concerned, the user can additionally
configure this module with specific sub modules (see Fig. 3). Another shared element
is the insertion of the so called “living” modules that contain spaces whose function-
ality is not previously defined but rather during their use. A therefore flexible room
use typical of the present living way in continuous evolution. They are therefore
empty spaces with as less as possible technical equipment. From a social housing
use perspective this system gives the possibility to prefabricate its components so
as to reduce the realization costs and control in any case the overall quality of the
manufactures.

For this reason the “service” module is pre-configured while the “living” modules
are realized on site. In order to make this process easy, the living modules use a boom
that makes it possible to package them in advance and recover volume afterwards
(see Fig. 4). With this device and thank to a thorough dimensional study, the system
“neutral” module + “living” modules can be entirely transported in one or more
containers depending on the complexity of the final living module (see. Fig. 5).
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Fig. 3 Service module and sub modules for its implementation. Source Ref. [7]

Fig. 4 Functioning principle
of the “living” module. Source
Ref. [7]

5 “Assisted House” Hypothesis for the Assisted Living

Having defined the basic elements of the architectural-building system, it is time to
delve into its applications in the various living models [7]. The possible configurations
are primarily obtained from the aggregation of the “living” modules around the
“service” module.

Figure 6 depicts the layouts of some models developed on the basis of the analysis
made. As far as the “assisted house” is specifically concerned, the system is developed
starting from one “service” module to which various “living” modules can be added,
at the beginning or with the passing of time, and configured as rooms for disabled
people. As the users grows in number, the assisted house can be provided with another
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Fig. 5 Packaging example for service and living module in the container module. Source Ref. [7]

Fig. 6 “Neutral” house and “Square” house. Source Ref. [7]

service module as well as another “living” module which is to be fitted out as a little
medical consulting room for the first aid or the normal health care for disabled people
(see Fig. 7).

The building integration of the extensions is achievable thanks to the dry steel
building system with prefabricated plugging panels. These can be removed in the
interconnection points to new volumes. As a matter of fact, the modularity of the
system is reflected in the urban planning: by aggregating different types of house in
the plan, it is possible to get little one- or multipurpose communities (see Fig. 8). In
this case, by aggregating different “assisted houses” it is possible to obtain shared
areas such as green protected patios which represent an additional functionality for
the users.



“Smart” Social Housing Design 379

Fig. 7 Layout “Assested” house. Source Ref. [7]

Fig. 8 Hypothesis for assisted community. Source Ref. [7]

6 Conclusions

It is evident that this experimentation is not only concerned with the assisted living,
rather in general with the new ways of living. However, this model can be an interest-
ing close examination which can be applied in our countries and, for example, in the
developing countries as well. As a matter of fact, thanks to the prefabricated com-
ponents, it is thinkable that they are produced in our territory and then transported
to the other critical areas.

Although the research has primarily technological implications rather than archi-
tectural or functional ones, it will evolve to the implementation of multi story build-
ings which make possible, in according to the logic that has been explained so far,
to achieve the needed flexibility of the house and at the same time a greater living
density. It is important to point out that the invented system has to integrated with
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the most traditional internal design solutions for the assisted living (for example by
fitting out bedrooms and bathrooms) and innovative home robotics equipment. The
purpose is to highlight the architectural project as the living solution maker: a sort
of solid backbone which is to be connected to the necessary nervous receptors of the
system.
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On the Design of Intelligent Buildings
for Ambient Assisted Living

Berardo Naticchia and Alberto Giretti

Abstract This contribution concerns the integration of Ambient Assisted Living
and, more in general, of automation technologies in the standard building perfor-
mance frame. To date there is a mismatch between what users expect from an intel-
ligent built environment and what the suppliers are able to deliver. This is mainly
because the potential advances introduced by intelligent building organisms do not
encompass the whole building life cycle. In order to achieve real effectiveness, the
automation technologies must be harmonized with the building performance frame-
work that drives the traditional building design science.

1 Introduction

To date there is a mismatch between what users expect from an intelligent environment
(IE) and what the suppliers are able to deliver. One of the main reasons for this mis-
match is that the intelligent environment has generally been defined in terms of its
technologies, rather than in terms of the end users’ goals. If the users are subservient
to the technologies, this usually leads to situations where the technology is inap-
propriate for their needs. Hence, trying to define the intelligence of an IE, we can
argue that it should be more than the technologies it uses and that it is probably
better described by listing performance criteria than by a list of high-tech installa-
tions. AAL represents one of the most advanced application of the general concept
of IE. An IE is basically a space made of physical objects with embedded informa-
tion and communication technologies, creating a genuine user-friendly and highly
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interactive ambient, where the embedded automation and the advanced computation
is essentially invisible to the user. ICTs disappear as they become embedded into
physical objects, infrastructures, and the surroundings in which people live, travel,
and work. Despite AAL and IE are traditionally grown within the automation and
distributed computing disciplines, their conceptualization and technologies are
widely shared with those matured within the building technology disciplines, con-
cerning the development of Intelligent Buildings (IB). In 1995, a CIB Working Group
W098 report, Intelligent and Responsive Buildings, stated: “An intelligent building is
a dynamic and responsive architecture that provides every occupant with productive,
cost effective and environmentally approved conditions through a continuous inter-
action among its four basic elements: places (fabric; structure; facilities); processes
(automation; control; systems;) people (services; users) and management (mainte-
nance; performance) and the interrelation between them.” This definition generalizes
and, to some extents, operationalizes in terms of building technology the IE vision.
In both perspectives, the most fundamental part is human. The user decides upon
the mind force of the building against which machines have to act. Nevertheless,
the IB perspectives differs from the IE vision because its scope is much broader,
involving all the basic performances that building must provide to their inhabitants.
This has the main consequence that the IB vision embodies a systemic thinking.
Systemic thinking is not just thinking in terms of systems, but in terms of system
goals toward which all individuals, sub-systems, structures, methods, procurement,
standards and measures, etc. are organized. If the system-wide goal is performance,
then all system parts must be oriented around that goal. This involves AAL as well.
In a systemic approach, whatever technology is added to the ‘building organism’,
it must be harmonized with all overall building performance framework. This rep-
resents indeed a challenge for both the AAL and the Building Science disciplines.
In fact, on one hand the scope of AAL is focused on the development of specific
high-level ICT technologies that are rarely conceived, designed and deployed within
the hosting building performance framework. On the other hand, the implications of
systemic thinking are huge for the construction industry, which has still a commodity
industry approach, characterized by fragmentation and “bottom-up” logic sufficient
for producing a given commodity at the lowest cost.

This contribution focuses on the integration of AAL and, more in general, of
automation technologies within the building performance framework and, on the
other side, about the challenges that this new perspective opens in the systemic
approach perspective of building science.

2 The Building Performance Paradigm

A building is a system that consists of materials, components (assemblies, equipment),
sub-systems that interact with physical phenomena in the process of providing an
intended level of performance to its immediate occupants and societal stakeholders.
Standard building performance classes involve, among others, structural stability,
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fire resistance, efficient energy use, durability, inhabitants health and safety, indoor
air quality, thermal comfort, etc. A building performance is the quality of a build-
ing’s operation when measured against a reference standard concerning one or more
requirements. Achieving the desired grade of building performance through design
and construction is massively complex. The main reason of building complexity
raises form the fact that buildings usually involve a large number of specific and
competing classes of performance, each regulated by many legislative norms, eco-
nomic and financial constraints, operational and construction issues. Therefore, con-
temporary building science is a broad body of knowledge that is concerned with the
full life cycle of buildings, including policy (codes and standards), planning, design,
construction, commissioning, facilities management, forensics and rehabilitation,
restoration and retrofit, preservation and conservation, demolition (deconstruction)
and recycling. Contemporary building science attempts to work with models of the
building as a system, and to apply computational techniques to the effective solu-
tion of performance optimization each and every time a building is being designed
and built. Optimizing performance goes beyond compatibility between the structure,
enclosure, interior, and services. It involves the assessment of economic, social, and
environmental parameters so that performance targets are attained affordably within
the skill capacity of the industry. The building as a system approach requires designers
to explicitly and consciously consider the interactions between the primary elements
comprising the system: building enclosure (building envelope system), inhabitants
(humans, animals, and/or plants, etc.), building services (electrical/mechanical sys-
tems), site, with its landscape and services infrastructure and external environment
(weather and micro-climate). The harmonization of these elements is the key to
well-performing buildings. An attempt to construct a general, extensible schema
of building behavior applicable to the whole system, as well as its constituent ele-
ments, is presented in Fig. 1. It may be noted that by linking a number of simple
schemata, complex behavior may be described, if not quantitatively modeled. In the
example phenomena depicted in Fig. 1, the direct response of the building enclo-
sure to the temperature, air pressure, and humidity difference between the indoor
and outdoor environments results in heat loss and air leakage. The indirect response
influences thermal comfort and indoor air quality if the enclosure provides low effec-
tive thermal resistance (excessive thermal bridging and/or insufficient insulation) and
the condensation of moisture promotes mold growth. Unfortunately, computational
methods suiting the performance assessment requirement of contemporary building
science have not emerged so far. The integrative process of design will remain an
exclusively human task.

At present, the most significant building science move toward the performance
paradigm revolves around the fundamental transition towards Performance Based
Contracting (PBC). PBC is about buying performance, not transactional goods and
services. PBCs delineate outcome performance goals, ensure that responsibilities are
assigned and facilitate the overall life-cycle management of building reliability. To
achieve the PBC target, two technological steps appear necessary.
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Fig. 1 Schema describing
physical building behavior
(courtesy of National Institute
of Building Science http://
www.wbdg.org/

• Performance Oriented Design—the first one concerns design, which must move
towards a totally integrated performance oriented process.

• Validated Building Operation—the second one concerns the building construction
and operation, that must be able to implement the quality of the processes, so that
the users’ needs can be met throughout the building life-cycle.

Whatever the application field will be, either Smart Energy or Ambient Assisted
Living, the application of the automation technology to the building industry should
be integrated into the overall production cycle, providing support to every phase of
the production and operation.

3 Performance Oriented Design

Performance Oriented Design (POD) emphasizes performance as a driving con-
cept for design that helps reconsolidate form and function into a synergetic relation
with the dynamics of natural, cultural and social environments. In so doing, POD
locates performative capacity in the spatial and material organization of the archi-
tecture, in the applied technologies, in the human subject and in the environment
through the dynamic interaction between these domains. POD exploits the inher-
ently performance oriented nature of design by emphasizing the effort employed in
the arrangement of the processes and of the information that are necessary to suit
complex performance settings. Universal Design or Design for All [1] are examples
of complex performance settings for the building industry, since they involve the
building from its early conception to the latest applied automation technology. The
management of such complexity requires an in depth rethinking of the design process
and of its information processing.

http://www.wbdg.org/
http://www.wbdg.org/
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Computational thinking offers a paradigm that have been proved extremely use-
ful to cope with the complexity of large performance settings in the building design
process. The object-oriented design (OOD) is one of the computational thinking con-
cept that is mostly affecting the design and construction industry from both a method-
ological and a procedural viewpoint. On one hand, the object-oriented approach
naturally induces ‘systemic thinking’ through a system-component approach to
building design. On the other hand, it is at the basis of the Building Information
Modelling (BIM) [2] one of the new leading information technologies of the build-
ing sector. On the same line, Component-based software engineering (CBSE), a
branch of software engineering, emphasizes the separation of concerns in respect of
the wide-ranging functionality available throughout a given software system. It is
a reuse-based approach to defining, implementing and composing loosely coupled
independent components into systems. An individual software component is a soft-
ware package, a web service, a web resource, or a module that encapsulates a set of
related functions (or data). All system processes are placed into separate components
so that all of the data and functions inside each component are semantically related
(just as with the contents of classes). Because of this principle, it is often said that
components are modular and cohesive. With regard to system-wide coordination,
components communicate with each other via interfaces. When a component offers
services to the rest of the system, it adopts a provided interface that specifies the
services that other components can utilize, and how they can do so. This interface
can be seen as a signature of the component—the client does not need to know about
the inner workings of the component (implementation) in order to make use of it.
This principle results in components referred to as encapsulated. The application of
the system-component paradigm produces high benefits in the development of a new
building conception, for two main reasons:

• the system-component paradigm maps naturally well into the physical building
objects that are inherently made of hierarchies of components;

• the interface and the encapsulation concepts, which regulate the access to the com-
ponent behavior and consequently the interaction between components, provide
an high degree of robustness to the resulting system in any performance domains
and in any phases of the construction process.

Figure 2 shows a simple example that encompasses requirements derived from the
AAL domain and from the building physics (i.e. energy efficiency) domains. It con-
cerns a new window technology, which integrates a switchable liquid shielding sys-
tem in order to make windows and glazed facades dynamically adaptable, in terms
of visual and thermal properties, to external conditions.

In both configurations, the window maintains its transparency but can act as a
shield to sunlight, when put either in the low solar transmittance state, or as a clear
transparent envelope, when operated in its high solar transmittance configuration.
Visually impaired people can take advantage by sunlit environments provided by
these windows without compromising the energy performance of the building. The
component interface schema is shown on the right side of Fig. 2. Making explicit its
functions in a structured way for each performance domain, the window component
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Fig. 2 Functional schema of the reversible liquid shading window (left), the two test cells during
the outdoor experimental campaign (center) and the component model (right)

schema offers support for its integration in the building overall performance frame-
work and in the consequent regulating logics. BIM is, at present, the full object-based
model backed by semantic information, which can support the implementation of the
functional component model. BIM applications typically store this building model
data using the IFC Building Product Model, which is an open data model. The IFC
model specification is registered by the International Organization for Standardiza-
tion (ISO) and is an official International Standard (ISO 16739:2013).

4 Validated Building Operation

A large modern building contain extensive internal systems to manufacture the indoor
environment. Heating and cooling, ventilation, lighting, fire alarms, security and net-
working are among the most commonly systems deployed in buildings. Those sys-
tems exist as closed-loop systems, are frequently provided by different vendors and
have little interoperability or extensibility beyond the scope of the original system
design. The current trend is to harmonize existing systems with the built environment
in order to implement a comprehensive Building Management System (BMS). The
BMS optimal performance is achieved by introducing an innovative building oper-
ating system functional layer (BOS) capable of supporting a coordinated building
resource management [3]. The achievement of key performances can be monitored
and addressed, and the overall operation of the building can be validated by means
of the BOS. Doing so is, at present, a significant challenge, since such a system must
bring together legacy systems with their own quirks, provide a path forward for new,
native devices, and provide improved and simplified interfaces at multiple levels
of abstraction. The BOS will provide the necessary levels of abstractions between
the application layer (e.g. high-level AAL caregivers support) and the systems, mak-
ing application portable among different buildings, by avoiding semantic mismatches
between the application logics and the surrounding built environment. Figure 3 shows
the building operating system conceptual and computational components:
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Fig. 3 The building operating
system component architec-
ture

• Hardware abstraction layer—provides access abstraction by means of shared
namespace, shared interface design and system semantics, allowing for abstract
qualification of the system performance and of the relationships between the under-
lying sensors, actuators, and equipment.

• Real-time time series services—provide processing and archiving resources to
manage time alignment of the different events occurring within the building; this
service is fundamental to build a coherent time aligned status of the building, since
the processes that co-occur in the built environment have different time scales and
are consequently monitored with different sampling times.

• Fault Detection and Management Service—provides system misbehavior detec-
tion and management.

• Sensor management—provides sensor management and virtualization services in
order to transform sensor measurement and/or to implement for sensor fusion
processes.

• Actuator management—provides actuator virtualization service through actuator
fusion procedures that are aimed to apply complex control procedures encompass-
ing different systems.

• Control Policy and Monitoring management—provide high-level interface to the
implementation of control and monitoring policies.
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5 Conclusions

This paper discussed the issues concerning the integration of Ambient Assisted
Living and, more in general, of automation technologies in the standard building
performance frame. It has been argued that this could be achieved through two sub-
stantial technological progresses, namely: Performance Oriented Design and Vali-
dated Building Operation. The object-oriented approach to building modelling and
the definition of an integrated building automation architecture, the Building Oper-
ating System, have been identified as the enabling technologies to achieve flexible
and effective automation of the built environment.

References

1. Preiser, W., Ostroff, E.: Universal Design Handbook. McGraw Hill, New York (2001)
2. National BIM Standard—United States. National Building Information Model Standard Project

Committee, http://www.buildingsmartalliance.org/
3. Dawson-Haggerty S., Krioukov A., et al.: BOSS: building operating system services. In:

Proceedings of the 10th USENIX Symposium on Networked Systems Design and Implementa-
tion (NSDI), Usenix (2013)

http://www.buildingsmartalliance.org/


Architectures for Alternative Mobility
and Relational Fields: Innovative
People-Oriented Approaches

Fausto Pugnaloni and Cecilia Carlorosi

Abstract Infrastructures, effect of development strategies, have always represented
an opportunity to rewrite society. The subject has been highly controversial since
the 60s’. Nowadays, it is at the core of the cultural debate centered on sustainable
development, around which research is connecting the concepts of city livability,
resource-efficient mobility, sustainable urban society. The problem of urban conges-
tion amplifies the issue of suburban disintegration, with the needs, uses and purposes
of the city and of its inhabitants being more and more neglected. With reference to
a sustainable territory transformation, the challenge of the research is double: on
one hand, it aims at elaborating hypothesis regarding the effectiveness of the pos-
sible scenarios of urban alternative mobility—ought to become more efficient; on
the other hand, it seeks to integrate mobility systems with the project of territorial
interchanges, grouping the population together into poles, linked by environmentally-
friendly collective transports. The scenarios offered within the open field of urban
phenomenology intend to create ideal social and environmental conditions, to opti-
mize the way urban spaces are used and to create a mobility system able to guarantee
an accessible and safe urban environment.

1 Introduction

Mobility represents a fertile multidisciplinary field and a transversal sector of
architectural/urban subjects and of political/social matters.

The trend towards urban sprawl and, consequently, the segregation of some spe-
cific social categories have the effect of setting a series of limits: these can be
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overcome by the current trends and services of shared mobility, influencing the
characteristics of the built environment and the relationships among people.

The attempt to try and make architecture an ethic discipline is based on the
main goal of sustainable development, to which the themes of city livability,
resource-efficient mobility, sustainable urban society also refer to.

Within this area of research, urban livability takes on a particular meaning if
intended as a social problem. The way disabled people perceive the accessibility to
our urban heritage is used as a critical mass, in order to identify the development of
an urban society based on the principles of solidarity and social coherence.

To this end, the structural funds allocated by the European Union as tools of
the regional policies aim at fostering the economic and social cohesion for the
next programming period 2014/2020, with specific reference to the strengthening
of infrastructures and related services [5].

2 The Street Belongs to the Automobile

Throughout history, the car has had different meanings in terms of cultural evolution.
In the 50s, it totally revolutionized the transport sector and, consequently, the life
and habits of Italian people. It eventually became a primary asset and the symbol of
economic progress, able to connect people and cut distances, therefore contributing
to the creation of “the global village”, where cultures, tourist flows and professional
dynamism overlap (Fig. 1).

“Today’s world is globalized and mobility—virtual or physical—has become a
priority. Over the last decades the concept of “flow” has developed, and so has the
concept of “flow of people”. Here, the man comes into play: he starts to build,
creating a series of limits around him, paths leading to something” (Fuksas). On
the other hand, nowadays cars seem to be responsible for many pathologies, as the
modern sociology of mobility demonstrates. Chronic tiredness, backache, respiratory
problems, allergies, as well as anxiety attacks and panic disorders. Each year, in
Italy, 20 million people get sick in their car. “Traffic makes our cities more and more
congested, polluted and unlivable and it is one of the main causes of diseases and
problems. Over the past year, 47 % of Italians had problems caused by an excessive
use of the car. […] Not to mention the constantly increasing aggressive behaviours,
acknowledged by 49 % of car users. This is what was revealed by the survey called
Driving in the traffic: problems and consequences on human health, carried out by
Doxa- Osservatorio TomTom on 738 Italians aged between 18 and 65”.1

1 Demoscopic survey carried out by the Doxa Institute. The data were collected in February 2011
using the C.A.T.I. Survey system—Computer Assisted Telephone Interview.
(source: www.gotogo.it).

www.gotogo.it
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Improving the traffic flow means fostering the possibility to enjoy what the
city centre has to offer, acting against social disintegration: in the era of the
transformations of the virtual world and of social networks, cities live their own
historical and social role.

If, on one hand, the personal use of virtual networks and devices allow to enjoy
cities more (PCs, mobile/smart phones, navigators); on the other hand, the gaps in
the culture of mobility highlight the insufficiency of the existing means of transport,
totally inadequate in our cities as well as in the entire territory.

As Gino Finizio explains, the consumer world is personal; conversely, “the concept
of personal is not used in mobility: in an urban area, each car is used by an average of
1,3 passengers; the average weight of the vehicles driving in urban areas is 1,120 kg,
against the average 100 kg transported; 80 % of the power needed for the drive is
only used for moving the vehicle alone” [6].

Among the solutions offered to the problem of urban mobility: new future vehicle
architectures, single-seaters with reduced weight—max 400 kg—and limited power
consumption, which will probably be available on the market soon.

Irrespective of the experimentation on alternative vehicles, however, there is a
strong need to identify the image of the car city: future cities will have to be functional
to the needs of contemporary living and to the morphological social changes of the
20th century. On the other hand, the demand for urban comfort must also be given
an answer, through the creation of easily accessible urban spaces, both for citizens
and for tertiary activities.

3 Organic Urban Restoration

The problem of urban congestion amplifies the issue of suburban disintegration, with
the needs, uses and purposes of the city and of its inhabitants being more and more
neglected.

In urban centres the social aspect is often left behind [7]. People have now accepted
a situation aimed at improving the quality of life, although it often changes the
rules of those who use the services: parking difficulties and growing traffic tend to
increasingly discourage motorists from entering city centres.

Today’s cities are “ill”: cars invade squares and streets [4]; the main problem
is represented by private cars literally congesting our modern cities, “built around”
cars and therefore now become unlivable, both in terms of resource consumption and
quality of life.

In Italy, a considerable amount of CO2 emissions present in the atmosphere is
produced by transport. According to The Energy and the Environment Report 2007
by ENEA, the transport sector is responsible for 1/3 of the total amount of the non-
renewable resources consumed (1/3 is used by industry and the rest by the tertiary
and residential sectors).

Nowadays, however, some innovations in terms of traffic management can be
applied to integrate the traditional tools in the planning of a new model of city, based
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Fig. 1 The main arteries for city traffic (source Magic Motorways, Bel Geddes [1])

on a civil progress of humanity and on an organic development both of big and
small-sized cities.

With reference to territory development, the possible strategies are chiefly based
on mild approaches. Taking into consideration the increasing demand for mobility in
urban areas that risk congestion and whose direct cost is estimated by the International
Association of Public Transport at around 2 % of the GNP, the alternative given by the
sustainable practices appears to be an adequate tool for the principles of sustainable
development without establishing the critical situations that heavy infrastructures
generate in the territory.
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Hence, basing the planning of a car city on the identification of the spaces and the
purposes of a territory particularly suitable for car use, the analysis of the interaction
between the infrastructures and their effects on the final user highlights important
aspects for the rearrangement of the territory.

4 New People-Oriented Approaches

Italy, more than any other country, boasts an enormous heritage in terms of urban
spaces and a centuries-old tradition in the use of streets and squares.

However, the adaptation of its historic centres to the new needs of our fast, contem-
porary life have gradually led to the thickening of the infrastructures which fragment
the urban areas—followed by gutting and demolition interventions—to a totally pas-
sive reaction on the side of the citizens and to an ever stronger awareness that the
vital nature of the city must be preserved. This goes hand in hand with a sufficient
level of socio-economic services and with the harmonic development of the systems
of the built environment and of mobility.

The building of infrastructures and the current mobility networks are to be mod-
ified in order to connect the different parts of a territory without neglecting the real
needs of the different users (commuters, tourists, older people).

With reference to a sustainable territory transformation, the challenge of the
research is double: on one hand, it aims at elaborating hypothesis regarding the effec-
tiveness of the possible scenarios of urban alternative mobility—ought to become
more efficient; on the other hand, it seeks to integrate mobility systems with the
project of territorial interchanges, grouping the population together into poles, linked
by environmentally-friendly collective transports.

4.1 Easylife and Alternative Mobility

The new programming policies can start to use the results of the study on mobility
based on selected groups of users and on efficient public transport systems other than
the car, which can foster the exchange of ideas and services.

New widespread forms of shared mobility are developing, hand in hand with the
public systems (Fig. 2).

• Interactive digital maps
Nowadays, Infomobility services and digital maps in metropolitan areas allow to
spot all sorts of architectural barriers.
Different organizations are currently committed in social progress and city
livability;
MapAbility.org, for instance, gathers data on the accessibility of some selected
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Fig. 2 How people move. The diagrams illustrate how people get to work in the six Urban Age
city. (source The endless city, Burdett and Sudjic [2])

cities in order to create digital maps available for on-line consultation,2 thus
allowing a real-time planning of the accessible itineraries, possible barriers and
useful services, promoting accessible tourism and urban mobility.
The gathering of data is carried out interactively through the GPS systems included
in any modern smartphone. The data collected by means of photographic surveys
undergo a direct on-line classification, followed by the creation of a series of
itineraries through specific computer tools. The result is a detailed digital map of
all the accessible streets of a city, that can be consulted on line: from any mobile
phone, PC or iPad, anyone will be able to detect all sorts of architectural barriers.

• City parks
The High Line in New York outlines an extremely encouraging perspective
regarding the transformation of an existing object in a sustainable way.
Built in the 1930s as a sky train some 9 m off the ground, the existing rail line
extended for 21 km and was reconverted in 2006 into a public park of 2.33 km,
becoming an icon of Manhattan.
The new linear park, which kept the tracks and has a considerable number of points
that intercept the road, has affected its surroundings, giving rise to numerous com-
mercial activities, creating economic satellite activities for the pre-existing setting,
and inducing also the residents to adorn communal areas with greenery.

• Walkways
One of the most interesting cases regarding urban liveability is represented by
the Walkways system created in the centre of Hong Kong in the 1960s, where the
edge of the road has been shifted to a higher level, disconnecting the pedestrian

2 www.MapAbility.org.

www.MapAbility.org
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walkways from the heavily congested roads, enriching the scenographic look that
distinguishes this city and supporting its vertically stratified planning on various
levels.

• Smart mobility
Many projects in Italy are aimed at reducing the volume of traffic inside the
historical town center.
The Minimetro project was implemented in Perugia (Umbria) between 2002 and
2008 and is represented by the urban infrastructure which connect the outskirts of
the west of the city with the old town centre.
The “people mover” system uses carriages with a capacity of maximum 20 people,
which are pulled by cable between the end stations, making 5 intermediate stops
and moving on two parallel tracks. The category of people mover systems defines
short range public transportation solutions, generally automated, like for example
moving walkways, escalators and lifts.

4.2 New Relational Fields

The approaches identified, although useful in terms of solutions to specific urban
mobility problems, can be interpreted as part of a wider re-assessment of the mobility
system.

Such proposal operates on a territorial scale and is based on the project of a
series of intermodal infrastructural poles dedicated to collective and shared mobility
(Fig. 3).

The decongestion of car traffic can become possible only when activating a
co-modality logic and favouring the exchange between private and public means
of transport.

Here are the goals of this strategy:

• Create new possibilities to access the territory, through autonomous poles
collaborating for the collective functioning of the system;

• Create innovative addresses based on resource-efficient mobility and multiple
means of transport.

• Optimize the duration of the itineraries;
• Make suburban villages more accessible;
• Recover “light infrastructures”: green trails and abandoned paths;
• Recover the value of “minor” dimensions, improving their accessibility;
• Plan livable cities through adequate structures, meeting the needs of modern living

and the demand for urban comfort;
• Solve the problem of the isolation of historical centres, through a stronger dialogue

among the existing poles.
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Fig. 3 Energy Forest. Sou Fujimoto Architects, 2013. Energy Forest is an energy station project,
a place where green solutions meet both people and cars. (source [3, 8, 9])

The principle of inter-scalarity regulates the overall system, conjugating the
comprehension of large-scale phenomena with small-scale solutions. The com-
mon theme all along the scale is the setting up of fast and integrated means
of transport in order to alleviate private traffic congestion through adequate
structures for the social growth.

A key-element is represented by multimodal centers, which operate on a territo-
rial scale: they gather the flows coming from the main street axis and guarantee the
intersections with the surrounding urban poles by means of different functions and
services.

These poles include numerous functions in order to meet the needs of all sorts of
users: they analyze all the journeys and suggest alternative energy-saving ways to
reach the next destination, thus also creating meeting points, places for social activ-
ities and opportunities for a better flow distribution. This proposal allow people to
re-appropriate the spaces that render the public life a pleasant and shared experience.

On the urban scale, the flows are connected by urban hubs (lifts, escalators,
passenger interchange hubs): within the system, they aim at creating new urban
connections and integrated systems of transport encouraging pedestrianization, in
order to bring the individual back to the centre of the urban space, constituted by the
city’s streets and squares.

The project of new urban layouts, in light of the above-mentioned analyzed
approaches (see Sect. 4.1), allows to adapt the needs to preserve and safeguard urban
areas to the new use of the space, easing the use of urban areas and their numerous
functions.

The urban hubs will allow a significant step forward in terms of viability as well as
of noise and air pollution reduction, thus improving the quality of life of the citizens
and the accessibility of the meeting points.
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5 Conclusions

The experiment described is based on the firm belief that urban planning and
architecture produce the best results when they meet people’s daily needs—both
collective and individual — and shape the city.

Among the greatest advantages offered, there is the wide range of choices, which,
however, cannot be made the most of without the possibility to move easily.

The final result, within the open field of urban phenomenology, is the creation of
ideal social and environmental conditions, the optimization of the way urban spaces
are used and the creation of a mobility system able to guarantee an accessible and
safe urban environment.
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