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Preface

This book is part of the Analog Circuit Design series and contains contributions of

all 18 speakers of the 22nd workshop on Advances in Analog Circuit Design

(AACD). The local chairs were Dominique Morche (from CEA-Leti) and Angelo

Nagari (from ST-Ericsson). The sponsors of the workshop this year have been

CEA-Leti, Minatec, STMicroelectronics, and ST-Ericsson. The workshop was held

at Minatec in Grenoble, France, in April 16–18, 2013.

The book comprises three Parts, covering advanced analog and mixed-signal

circuit design fields that are considered highly important by the circuit design

community:

• Frequency References

• Power Management for SoC

• Smart Wireless Interfaces

Each Part is set up with six papers from experts in the field.

The aim of the AACD workshop is to bring together a group of expert designers

to discuss new developments and future options. Each workshop is followed by the

publication of a book by Springer in their successful series of Analog Circuit

Design. This book is the 22nd in this series. The book series can be seen as a

reference for all people involved in analog and mixed-signal design. The full list of

the previous books and topics in the series is given next.

We are confident that this book, like its predecessors, proves to be a valuable

contribution to our analog and mixed-signal circuit design community.

Milano, Italy Andrea Baschirotto

Delft, The Netherlands Kofi A.A. Makinwa

Eindhoven, The Netherlands Pieter Harpe
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Part I

Frequency References

Kofi Makinwa

The first part of the book discusses recent developments in the design and

implementation of frequency references. Traditionally, frequency references have

been based on quartz crystal resonators, but since these cannot be readily

co-integrated on chip, frequency references based on LC tanks and MEMS

resonators are becoming more and more popular, especially as their performance

continues to improve. The papers in this section describe frequency references

based on quartz crystals, MEMS resonators, LC tanks and atomic clocks.

The first paper describes a frequency reference based on an LC resonant tank.

Instead of driving the tank at the usual 180 � phase shift, a so-called self-

compensated oscillator drives it at a fixed temperature-null phase. The result is a

measured stability of �50 ppm from �20 �C to +70 �C after a low-cost room-

temperature trim.

The second paper, by Joost van Beek et al., describes a frequency reference

based on a MEMS resonator and a programmable PLL. Unusually, the MEMS

resonator is read out piezo-resistively instead of capacitively. As a result, its output

amplitude is insensitive to resonator scaling, which, in turn, facilitates the use of

small high frequency resonators. A frequency reference based on a 55 MHz reso-

nator achieves an inaccuracy of �20 ppm over temperatures ranging from �20 �C
to +85 �C.

The third paper, by Aaron Partridge et al., also describes a frequency reference

based on a MEMS resonator and a programmable PLL. A MEMS thermistor

co-integrated with the resonator provides the information necessary to compensate

for the resonator’s temperature dependency. A frequency reference based on a

48 MHz resonator achieves an inaccuracy of less than 1ppm over temperatures

ranging from �40 �C to +85 �C.
The fourth paper, by Augusto Tazzoli and Gianluca Piazza, describes a

frequency reference based on an AlN MEMS resonator with co-integrated heaters.

By driving the heaters appropriately, the resonator can then be operated at a (near)

constant temperature. Using this approach, a 586 MHz oscillator was shown to

exhibit a temperature stability of 1.7 ppm from �45 �C to 85 �C.



The fifth paper, by Emmanuel Chataigner and Sebastian Dedieu, describes a

dual-core frequency reference intended for use in mobile devices, which often

require two clocks, a low-noise high-frequency one and a low-power

low-frequency one. Instead of using two crystals, a re-configurable circuit

incorporates a single crystal into two different oscillators, which can then be

separately optimized for low-noise and high frequencies (26–52 MHz), and for

low-power and low frequency (32 kHz), respectively.

The last paper discusses recent progress toward the goal of a miniature atomic

clock. An ASIC was realized that generates an accurate 10 MHz output by locking a

VCXO to the atomic transitions of 87Rb. Using an external miniature atomic vapor

cell (100 mm3), and while dissipating 30 mW (excluding the power required to heat

the vapor cell) an Allan deviation of σy ¼ 6 � 10�11 over a 1s stride has been

demonstrated.

2 I Frequency References



Chapter 1

A Monolithic CMOS Self-compensated

LC Oscillator Across Temperature

A. Helmy, N. Sinoussi, A. Elkholy, M. Essam, A. Hassanein, and A. Ahmed

Abstract This paper describes a monolithic CMOS reference clock based on an

LC oscillator. To achieve a low temperature coefficient, its LC tank is operated at a

temperature-null phase. The result is a self-compensated oscillator (SCO) whose

output can be programmed from 1 to 133 MHz and which draws 7 mA (no load)

from a 3.3 V supply at 25 MHz. After a low cost room temperature trim, the SCO in

both ceramic and plastic packages achieves a measured stability of �50 ppm from

�20�C to +70�C. At 133 MHz, its integrated jitter is 0.4 ps from 1.875 to 20 MHz,

while at 25 MHz its period jitter is 2.7 ps.

1.1 Introduction

A highly stable and accurate reference clock will always be required for any

electronic system irrespective of size and complexity as long as it needs to commu-

nicate and/or process data. Since their introduction in 1919 [1], quartz crystal

oscillators (XOs) have been an industry de-facto standard and dominated the fre-

quency control market for many decades [2]. XOs may be viewed as self-

compensated oscillators since they may be manufactured to exhibit very low tem-

perature sensitivity. By selecting a specific crystal cut, defined by two rotation angles

phi and theta around the crystallographic axes, the temperature dependence and

aging properties may be optimized. An AT-cut quartz crystal with its characteristic

cubic temperature dependence and an inflection point at room temperature, can

achieve frequency stabilities typically better than�50 part per million (ppm) across

the industrial temperature range.However, such performance is only achievablewith

precise crystal manufacturing and assembly in a hermetic, most probably ceramic,

package. Miniaturization efforts have yielded commercially available XOs as

A. Helmy (*) • N. Sinoussi • A. Elkholy • M. Essam • A. Hassanein • A. Ahmed

Timing Products Division, Si-Ware Systems, Cairo, Egypt
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small as 1.6 � 1.2 � 0.5 mm at the expense of assembly complexity and cost.

However, integrating an XO with a silicon chip is not commercially available to

date. Long lead times, may be more than 10 weeks, are required to develop quartz

crystals for new reference frequencies leading to long development cycles and

slower market deployment. Thus, the physical and package limitations of quartz

crystals, the ever increasing demand for higher integration levels and lower cost have

motivated many research efforts to explore new replacement technologies.

The first silicon based Micro Electro-Mechanical System (MEMS) resonator has

been introduced in 1967 [3]. Silicon MEMS resonators usually have temperature

coefficients of approximately �20 ppm/�C. Several temperature compensation

techniques have been utilized successfully to neutralize this frequency deviation.

An integrated temperature sensor and a Σ-Δ fractional-N PLL multiplier that

is digitally controlled across temperature has been used as a common technique

in several commercial MEMS Oscillator (MO) programmable reference clocks

[4, 5]. Accuracy levels of �25 ppm across the industrial temperature range have

been achieved. Accuracy levels of �0.5 ppm have been recently reported using a

highly accurate thermistor-based temperature-to-digital converter [6]. In all cases,

the MEMS resonators have been hermetically sealed under vacuum on the wafer

level to improve quality factor and control aging. The large operating temperature

coefficient of MEMS resonators imposes challenges in maintaining frequency

stability in response to fluctuations in resonator temperature not tracked by

the system temperature sensor. This triggered researchers to develop temperature

self-compensated MEMS resonators including the use of alternative materials [7],

stresses [8] and variable gaps [9]. However, such techniques rely on multiple

physical effects with opposite temperature dependence resulting in reduced

temperature sensitivity. However, difficulty in controlling the manufacturing pro-

cess precision resulted in highly nonlinear temperature behavior without reaching

adequate frequency stability that would justify dropping a temperature compensa-

tion system. Furthermore, these techniques tend to significantly complicate the

resonator fabrication process impacting production repeatability, compensation

circuitry, production testing and ultimately cost. An MO is a two die solution,

commonly the MEMS resonator die stacked on top of the active silicon die,

packaged in plastic to reduce cost. Careful trimming of each device is done

at production to tune the temperature compensation circuitry to achieve the target

frequency stability and initial accuracy with a clear tradeoff between test cost

(determined by testing temperature(s), number of temperature insertions and

test time) and frequency stability. Overall, an MO even though has managed to

achieve impressive stability performance, offers short lead times through

programmability and resistance to shock and vibration, remains not clearly

differentiated from an XO in terms of manufacturing cost to compete in the highly

price sensitive consumer market. Moreover, the integration challenge has not been

solved using MEMS resonators, not only due to lack of readily integrating a MEMS

device with active circuitry but also the difficulty in designing and operating an MO

and compensating for it across temperature.

4 A. Helmy et al.



Integrated CMOS RC-based oscillators suffer from poor frequency stability

across temperature owing to high resistor and capacitor temperature sensitivities.

Since the reporting of a temperature compensated Wien-type RC oscillator in 1968

[10], temperature sensitivities of RC-based compensated oscillators have always

been within 1–5 % [11–13] which is far from meeting the �100 ppm frequency

stability required by consumer applications. However, a very recent effort [14] is

reporting �100 ppm for an RC-based 32 kHz reference clock. A different approach

has been recently reported in [15]. The approach relies on the well-defined rate

at which heat diffuses through silicon i.e., on the thermal diffusivity of silicon [16].

A 16MHz oscillator implemented based on this approach achieves�0.1 % absolute

inaccuracy from �50�C to 125�C.
LC tanks exhibit a non-linear frequency temperature dependence where the first

order temperature coefficient, fTC, may be in the range of (�50–�100) ppm/�C.
Thus, the main challenge in designing an LC-based reference oscillator is to

compensate for this deviation across temperature, supply voltage, load and maintain

performance across all manufacturing process corners. To successfully achieve the

required compensation accuracy, it is imperative not just to have an accurate

temperature measurement system but to also have precise knowledge of the oscil-

lator frequency performance across temperature and its different frequency tuning

knobs. An LC-based programmable reference clock [17] has been commercialized

that utilizes a highly accurate digital temperature compensation system. Tempera-

ture readings are used to compute a multi-segment polynomial factor to neutralize

the frequency deviation of the oscillator by continuously tuning an RF Digitally

Controlled Oscillator (DCO). Alternatively, an analog compensation approach

has been utilized effectively in [18–20] to achieve active, through tuning varactors,

and passive, through introducing temperature dependent resistors in series to the

tank capacitive components. It is obvious that an LC-based solution has given

larger flexibility in frequency programmability yet new challenges in compensating

the higher frequency sensitivity to temperature, humidity and stress. However, the

cost structure has been obviously improved since the solution has been reduced to a

single die that may be smaller, thus lower cost, than an MO die. It is then obvious

that a monolithic CMOS solution will offer the lowest cost, be inherently integrated

and allow for highest flexibility in programmability.

This work has been motivated by the same efforts to replace XOs with

an integrated and cost effective solution that satisfies the �100 ppm requirements

for a wide range of consumer applications. The solution is an LC-based reference

oscillator designed to operate at a very special electrical phase operating point that

has a very low fTC and in turn exhibits an SCO [21] and [22]. Section 1.2 describes

the theory behind the SCO, design and implementations challenges as well as

means of controlling the tank temperature performance. Section 1.3 proposes a

new single point trimming (SPT) algorithm that is utilized at room temperature to

achieve a cost effective trimming solution for the SCO. Challenges and basic

concept details are highlighted through this section. Measurement results are

discussed in Sect. 1.4 and finally conclusions are drawn in Sect. 1.5.

1 A Monolithic CMOS Self-compensated LC Oscillator Across Temperature 5



1.2 LC-Based Self Compensated Oscillator

1.2.1 Background and Theory

The natural resonant frequency of an ideal LC tank with no losses is defined as ωo

¼ 1=
ffiffiffiffiffiffi
LC

p
where L is the tank inductance and C is the tank capacitance. The

implementation of an ideal tank with zero losses is practically impossible due

to the physical limitations of having an infinite quality factor (Q). Integrated
inductors usually have low Q values owing to inductor metal resistive losses (rL)
and substrate losses (rSUB). Similarly integrated capacitors have finite Q values.

Accordingly, an integrated LC tank exhibits an overall Q and impedance that are

temperature dependent. Thus, building an oscillator with an integrated LC tank

would have very poor frequency stability across temperature. A resonant LC

tank requires an amplifier to overcome the tank losses and produce a sustainable

oscillation. Classical oscillator designs satisfy the required Barkhausen criterion by

operating the LC tank at a real impedance value where the phase of the tank

impedance is zero. The phase of the impedance of the simple LC tank illustrated

in Fig. 1.1a is expressed as:

φTank ¼ ∠ZTank ¼ tan�1
ωLrC � rL

ωC

rLrC þ L
C

 !
� tan�1

ωL� 1
ωC

rL þ rC

� �
(1.1)

where rC represents the capacitor resistive losses. Under a zero phase oscillation

condition, the frequency of oscillation of the LC tank is given by:

ω ¼ ωo

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� rL2C

L

1� rC2C
L

vuut (1.2)

The resistive losses of the inductor exhibit a temperature coefficient (TC) that is
dependent on the characteristics of the inductor metal traces material and rL can be

expressed as rL ¼ rLo 1þ α T � Toð Þð Þ where rLo is the value of rL at To and α is the

temperature coefficient of rL. Inductor losses are much higher than capacitor

resistive losses. Thus, for small rC, the fTC of the tank is expressed as:

f TC ¼ ∂ω
∂T

1

ω
� �CrL

L

ωo
2

ω2

∂rL
∂T

(1.3)

With a positive linear dependence of rL on temperature, the LC tank exhibits a

negative TC with a large quadratic frequency variation across temperature. The

phase of the impedance of an LC tank expressed in Eq. 1.1 is illustrated in Fig. 1.1b

where phase is plotted across frequency for different temperature values. The

temperature dependence of the quality factor of the inductor (QL) produces variable

6 A. Helmy et al.



phase plots with different slopes across frequency. The lower the temperature, the

higher QL and the higher the phase slope magnitude. Phase plots across temperature

intersect at a phase (φNULL) generating a very desirable oscillation phase operating

point where the oscillation frequency deviation across temperature is minimized

and is almost null. A classical oscillator exhibits thousands of ppms of frequency

deviation across temperature at an LC tank zero phase operating point. However, an

oscillator with an LC tank operating at φNULL shows a few tens of ppms of

frequency deviation. Thus, an oscillator with an LC tank designed to operate at

φNULL is an SCO that is intrinsically stable across temperature. A Temperature

NULL (TNULL) can be defined across a specific temperature range of interest as

the intersection of the tank phase curves at the temperature extremes as illustrated in

Fig. 1.1c. The operating phase φNULL is the point of minimum temperature sensi-

tivity across this temperature range with dω/dt ¼ 0 at To; the center of the temper-

ature range. The TNULL oscillation frequency can be derived by finding the

intersection of two phase curves at temperature extremes To + ΔT and To � ΔT:

ωNULL ¼ ωo

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ CrLo

2 1� α2ΔT2
� �

L

s
(1.4)

and φNULL can be expressed as:

φNULL � �tan�1 2rLoCωNULLð Þ (1.5)

Fig. 1.1 (a) Simple LC Tank model with inductor rL and capacitor rC resistive losses, (b) LC tank

impedance phase vs. frequency for different temperatures, (c) illustration of TNULL concept for a

specific temperature range, (d) comparison of Δf⁄f for an LC tank operating at zero phase and at

φNULL across a �40–85�C temperature range

1 A Monolithic CMOS Self-compensated LC Oscillator Across Temperature 7



The frequency deviation across a specific temperature range relative to the

frequency of oscillation at To defines a figure of merit (FOM) that determines the

quality of the TNULL.

FOM¼ Δω
ωTo

ΔT
ppm=�C (1.6)

where Δω represents the frequency deviation across ΔT and ωTo represents fre-

quency at To. Equation 1.5 illustrates that an SCO designed using the TNULL

concept will have an LC tank oscillating at a negative phase compared to the zero

phase conventional phase operating point. The FOM improves as Q L increases and

as the temperature losses of the inductor decrease. The normalized frequency

deviation (Δf/f ) across a specific temperature range is defined as the frequency

deviation across this range divided by the frequency at one of the extremes of this

temperature range. The TNULL quality is determined by the magnitude and shape

of Δf/f at φNULL across a specific temperature range. Figure 1.1d compares the

analytical results for Δf/f of an LC tank operating at a zero phase and an LC tank

operating at φNULL across a �40–85�C temperature range. The LC tank is designed

with L ¼7.13nH, C ¼440 fF, Q ¼10.4 and α ¼0.003 K�1. At zero phase, the LC

tank exhibits a negative frequency deviation with temperature as predicted by

Eq. 1.3 with an approximate total deviation of 3,500 ppm from �40�C to 85�C.
However, operating at the TNULL shows superior frequency stability. Plots in

Fig. 1.1d show a positive parabolic behavior across temperature with 50, 83 and

160 ppm of total frequency deviation for 3 different temperature ranges; (0–70)�C,
(�20–70)�C and (�40–85)�C respectively.

A very interesting fact originates from Eq. 1.2 where a FOM of zero can be

achieved by designing an LC tank where the capacitor losses across temperature

track exactly the inductor losses or equivalently QL ¼ QC across a specific temper-

ature range. Under this condition, the resonant frequency of the LC tank will always

be equal to the natural resonant frequency independent of temperature. Addition-

ally, the position of φNULL defined in Eq. 1.5 will move to the classical zero phase

oscillation condition [23].

The analysis so far has focused on the resistive losses of the inductor as the main

contributor for frequency deviations across temperature at φNULL. However, the

tank capacitance has a major role in defining the overall frequency stability across

temperature. An integrated tank capacitance is largely determined by a designed

Metal Insulator Metal (MIM) or Metal Finger (MF) capacitor. However, the

amplifier Metal Oxide Silicon (MOS) capacitance, the oxide and fringing

capacitances of the physical layout metal traces may contribute a significant part

of the net tank capacitance. Thus, an LC tank is composed of the sum of several

capacitor types that are physically different in nature, properties and most impor-

tantly stability across temperature. A simple and practical representation of the

temperature dependence of the tank capacitance is illustrated in Eq. 1.7.

8 A. Helmy et al.



C ¼ CTo
1þ αC1

T � Toð Þ þ αC2
T � Toð Þ2

� �
(1.7)

where CTo represents the net tank capacitance at To, αC1
and αC2

are the first and

second order temperature coefficients respectively. Substituting Eq. 1.7 in Eq. 1.1

the trends in the phase and frequency deviation across temperature at φNULL as a

function of αC1
and αC2

is studied. Figure 1.2a shows plots of φNULL versus each of

αC1
and αC2

separately. The analysis has been applied to the same tank values used

previously. The family of curves in black in Fig. 1.2b show Δf/f across temperature

at φNULL for values of αC1
ranging from�100 to +100 ppm/�C with a step of 50 and

αC2
¼ 0.075 ppm/oC2. Curves are almost identical signifying no impact of αC1

on

performance. In contrast, the family of curves in grey in Fig. 1.2b is for values of

αC2
varying from �0.1 to +0.1 ppm/oC2 with a step of 0.05 and αC1

¼ 0, showing

clearly that performance is modulated by αC2
. These findings suggest the possibility

of designing an LC tank with zero FOM.

1.2.2 Design Challenges

The major challenge in the design of the SCO is adjusting the LC tank to oscillate at

its TNULL. In order to force the tank to oscillate at the non-zero phase φNULL, the

oscillator circuit has to introduce an opposite phase, � φNULL, such that the

oscillator loop satisfies the Barkhausen criterion. A conceptual oscillator that can

accomplish the mentioned requirements has been illustrated previously in [22].

One of the main design aspects is how accurate the oscillating phase of the LC

tank should be to operate at the TNULL. While operating at the TNULL,

the resulting Δf/f plot versus a given temperature range is denoted as the

“TNULL characteristic” of this range. In Figs. 1.1d and 1.2b, the TNULL

characteristics (Δf/f plots) show exactly equal frequencies at the extremes of a

Fig. 1.2 (a) Plot of analytically calculated values of φNULL vs. αC1
and αC2

, (b) Δf/f across
temperature at φNULL for variations of αC1

and αC2
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given temperature range. Hence, every TNULL characteristic implicitly assumes

that the LC tank phase at oscillation is exactly equal to φNULL. Practically, there is a

finite phase error (E) and the final tank oscillating phase becomes φNULL + E. This
imposes a frequency error between the two temperature extremes and in turn, the

whole Δf/f plot deviates from the ideal TNULL characteristic. In order to quantify

this effect, the phase error E is added to the mathematical model and changed from

�1� to 1� in steps of 0.1�. The resulting Δf/f plots are shown in Fig. 1.3a. As the

absolute value of E increases, the absolute value of the frequency error between

the two temperature extremes increases. Thus, the overall confinement (ξ) of Δf/f
degrades where ξ is defined as the peak to peak frequency deviation of the Δf/f plot
across temperature. A new parameter Ψ is defined as the degradation of ξ due to E
referred to the value of ξ at E ¼ 0 i.e. Ψ ¼ ξ(E) � ξ(E ¼ 0). Figure 1.3b shows the

variation of Ψ vs. E. In order to achieve a target spec of a few tens of ppms across a

�20–70�C temperature range, Ψ must not exceed � 10 ppm. Projecting this target

on the plot of Fig. 1.3b, it is required to obtain φNULL with an accuracy better than

� 0.075�. Moreover, this tight accuracy budget has to accommodate the stability of

the operating phase due to variations in temperature, supply voltage, process and

other environmental conditions. Such a stringent accuracy requirement forms one

of the major design challenges in the SCO.

The second major design challenge in the SCO is the impact of the oscillator

active circuitry on the TNULL characteristic which is based on the small signal

analysis of the LC tank. At steady state, the circuit nonlinearities limit the oscilla-

tion amplitude and a current rich in harmonic content is injected into the tank. In

[24], the relation between the oscillation frequency (ωos) and the harmonic content

is given by:

ωos ¼ ωo

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� rL2C

L

1� rC2C
L

vuut 1� 1

2Q2

X1
n¼2

n2

n2 � 1

In
I1

� �2
 !

(1.8)

Fig. 1.3 (a) Plot of Δf/f vs. temperature at different phase angles (φNULL + E) where E varies from
�1� to 1�, (b) plot of confinement degradation Ψ vs. E
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where I1 and In are the fundamental and the nth harmonic of the current of the tank.

This implies that the variation of the harmonic content across temperature induces

frequency deviation. Hence, the active circuitry modulates the position of φNULL

and the TNULL characteristic through the current harmonic content injected in the

tank. This imposes the use of an amplitude control mechanism in order to reduce

such an effect.

Finally, the accuracy of the inductor model across temperature can prohibit the

accurate prediction of the final performance within the design phase. The macro-

models provided by silicon fabrication facilities are concerned with modeling the

absolute values of L and Q with relatively good accuracy. However, these models

are not accurate enough to predict the frequency deviation across temperature with

a relative accuracy in the order of 1e-6. A high accuracy Electro-Magnetic

(EM) simulator is utilized to model the used inductor. However, the EM simulator

needs accurate information on the technology cross section including the tempera-

ture dependence of all materials used.

1.2.3 Architecture and Implementation

From a circuit design perspective, it is required to realize the conceptual oscillator

illustrated in [22] such that φ is programmable in steps of 0.1� which is quite

challenging in the GHz frequency range. Figure 1.4a shows the first proposed

architecture which is based on a quadrature LC oscillator. The two tanks oscillate

at a non-zero phase φ such that tan(φ) is equal to the ratio of the coupling

transconductance (Gmc) to the main oscillator transconductance (Gmo)
[25]. Hence, the phase φ is given by:

φ ¼ tan�1 Gmc

Gmo

� �
(1.9)

This can be further explained by the phasor diagram of Fig. 1.4b which illustrates

the different phasors annotated in Fig. 1.4a. The value of φ is controlled by digitally

programming Gmc. Each of the four transconductors in Fig. 1.4a are designed to be
an integer multiple of a transconductor unit cell (gm). This is done in order to

conserve the transconductance ratio across temperature, supply voltage, process

and different environmental conditions. Gmo consists of N parallel gm cells;

hence, Gmo ¼ Ngm, whereas Gmc consists of a programmable array of gm cells

also connected in parallel. The digital control wordm programs the value ofGmc by
switching gm cells in and out from the array such that Gmc ¼ mgm. Thus, the tank
phase is given by:

φ ¼ tan�1 m

N

� �
(1.10)
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Thus, the stability requirement of φ across temperature, supply voltage, process

and other environmental conditions is achieved provided that the four arrays of gm
cells are appropriately matched. N has to be sufficiently large in order to achieve the

required 0.1� resolution in φ. Finally, the Automatic Amplitude Control (AAC)

loop defines the oscillation amplitude at a specific level according to the reference

voltage VREF. The aim of the AAC is to keep the four transconductors operating

close to their linear regime; hence, decrease the current harmonic content injected

into the tank and in turn reduce the impact of the active circuitry on the final

TNULL characteristic.

Although it generates a stable and precise phase φ, the quadrature oscillator

architecture imposes the use of two LC tanks. This comes at the cost of die size.

Figure 1.4c shows a proposed single tank architecture. This architecture relies on an

RC phase shifting network to produce the required phase. The oscillator forces the

tank to operate at a non-zero phase by utilizing a mix of Low Pass Filter (LPF) and
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Fig. 1.4 (a) The quadrature LC oscillator architecture utilized to operate at φNULL, (b) a phasor

diagram of currents in the quadrature LC oscillator, (c) the single tank oscillator architecture

utilized to operate at φNULL and (d) a phasor diagram of currents in the single tank oscillator

architecture
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High Pass Filter (HPF) sections inserted inside the oscillator loop. The sections

drive two transconductors, Gml and Gmh, to inject two current components with

different phases, IL and IH into the tank. Accordingly, the final tank current, IT has a
phase shift φ that is controlled by the ratio between Gml and Gmh. Fig. 1.4d shows

the phasor diagram illustrating the signals annotated in Fig. 1.4c. In [22], the phasor

diagram is analyzed in detail and the phase φ is derived to be:

φ ¼ 180� θ � tan�1 k

χ

� �
(1.11)

where θ ¼ tan � 1(k) and k ¼ ωRC. Furthermore, χ is defined as the ratio of Gml to
Gmh i.e. χ ¼ Gml/Gmh . In this architecture, φ is controlled through programming

the ratio χ. Adhering to the same concept of the quadrature architecture represented

earlier, each of the two transconductors, Gml and Gmh is divided into a program-

mable array of small gm unit cells. The digital control words, l and h define the

length of each array such that Gml ¼ lgm and Gmh ¼ hgm. Substituting in

Eq. 1.11, φ can be expressed as:

φ ¼ 180� tan�1k � tan�1 k
h

l

� �
(1.12)

In addition to the ratio between the two integers h and l, φ of the single LC tank

architecture depends on the parameter k which represents the RC time constant.

This imposes two drawbacks of this technique. First of all, k is a process dependent
parameter because it follows the process variations of the RC time constant. Hence,

the implemented trimming infrastructure has to accommodate the process

variations of k. Furthermore, the RC mixture has to be chosen carefully from the

different CMOS process modules to produce a stable RC time constant

vs. temperature. Otherwise, the TNULL characteristic is degraded.

1.2.4 Controlling the TNULL Characteristic

Although the first order mathematical model of the tank presented in Sect. 1.2.1 is

quite useful in analyzing the TNULL phenomenon, it does not model a lot of

effects that have a significant impact on the final TNULL characteristic. Higher

order effects in the inductor model, such as the skin depth effect and proximity

effect. These effects and other EM effects are captured with limited accuracy

through the EM simulations of the inductor. Another missing effect in the mathe-

matical model is the impact of the active circuitry which was referred to earlier by

Eq. 1.8. Utilizing the AAC can only reduce this effect but cannot eliminate it. This

effect can be captured to a great extent in the large signal circuit simulations.
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Finally, the mathematical model does not include the mechanical stimuli applied to

the chip due to packaging and how they modulate the inductance value. All the

additional listed effects are prone to the variation of temperature, process, humidity

and mechanical stress. In some cases, the resulting TNULL characteristic can be

unacceptable regarding the frequency stability specification. Based on Eq. 1.8, the

AAC reference voltage can be used as a fine tuning knob to control the TNULL

characteristic.

In order to illustrate how the TNULL characteristic can be controlled through the

AAC reference voltage, an LC tank is designed around 2 GHz using a standard

0.18 μm CMOS technology. The inductor is simulated using a 2.5D EM simulator

and a circuit macro-model of the inductor is optimized to fit the results of the EM

simulations. The inductor and capacitor data are fed into the first order mathemati-

cal model and the output TNULL characteristic is shown in Fig. 1.5a. Furthermore,

the tank is used to build an SCO based on the quadrature oscillator architecture

shown previously in Fig. 1.4a. The SCO is simulated using a SPICE based simula-

tor. The oscillator is programmed to satisfy the condition φ ¼ � φNULL for the

temperature range �20–70�C. Figure 1.5a shows the resulting TNULL characteris-

tic in the case of using a reference voltage VREF that is constant across temperature

i.e. VREF(T ) ¼ VREFo. The TNULL characteristic deviates from the mathematical

model due to the presence of the active circuitry and the higher order macro-model

of the inductor. The tank must be designed such that the overall impact of the

circuitry results in a good performance. The TNULL characteristic may be further

controlled by using a temperature dependent reference voltage to the AAC. Three

different temperature profiles of VREF are simulated and the resulting TNULL

characteristics are plotted in Fig. 1.5b. Results illustrate clearly that by applying

the proper programmability to VREF, the TNULL characteristic can be accurately

controlled across a specific temperature range of interest.

Fig. 1.5 (a) Comparison of 1st order mathematical model results for TNULL characteristic of an

LC tank vs. simulation results for a quadrature oscillator operating at φNULL with VREF(T ) ¼
VREFo, (b) simulation results for TNULL characteristics of a quadrature oscillator operating at

φNULL with three different profiles for VREF(T )
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1.3 Single Point Trimming

1.3.1 SCO Trimming Challenges

The SCO relies on operating at φNULL to achieve high frequency stability across a

specific temperature range. However, the value of φNULL varies with process,

oscillation frequency and the required operating temperature range. Thus, trimming

is required to compensate for these variations. Trimming is one of the main

challenges in having a highly accurate and fully integrated LC-based reference

oscillator as it can limit the overall cost and accuracy of the oscillator. The main

objective of the trimming of the SCO is to set the oscillator phase to φNULL while

adjusting the oscillator frequency to the required output frequency.

There are many challenges to develop an accurate, robust and cost effective

trimming solution for the SCO presented in this work. The main challenge is that a

direct method for measuring the tank phase across temperature to determine

directly the value of φNULL does not exist. Consequently, the brute force solution

to find φNULL is to measure the oscillator frequency while varying the tank phase

setting (PS) at the two extreme temperature points of the required operating range.

The tank (PS) that minimizes the frequency difference between the two extreme

temperature points is considered φNULL. However, this two temperature point

trimming solution is not cost effective due to the high cost of the two required

temperature insertions. Additionally, a very long testing time is usually required for

a large number of accurate frequency measurements. This work, proposes an SPT

algorithm that overcomes this challenge and enables achieving a highly accurate

and cost effective SCO reference oscillator.

1.3.2 Single Point Trimming Basic Concepts

Conceptually, the temperature dependence of any oscillator can be estimated at To
by applying a square wave temperature modulating signal as shown in Fig. 1.6a.

In response to the temperature modulating signal, the oscillator output becomes a

frequency modulated (FM) signal that depends on the frequency temperature

sensitivity or slope (KT) at this temperature. The oscillator frequency (Fosc) can

then be converted into a digital word (Dosc) using an accurate frequency-to-digital

converter (FDC) that performs FM demodulation to the oscillator output. The value

of KT at To can be estimated from the frequency difference Fosc(To + ΔT/2) �
Fosc(To � ΔT/2) where ΔT represents a variation in temperature around To. Equiv-
alently, the difference between Dosc(To + ΔT/2) and Dosc(To � ΔT/2) can be

utilized to generate the same estimate. The difference between these two digital

words gives an accurate digital representation of KT that is utilized in the proposed

SPT trimming algorithm. The concept is illustrated in Fig. 1.6a where KT of the

SCO is estimated using a temperature modulating signal and an FDC. At φNULL,

the SCO temperature dependence is a parabolic curve and To is the center of the
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required temperature range as illustrated previously in Fig. 1.1d. Thus, at To, KT

¼0 represents the minimum SCO temperature dependence.

Practically, the thermal modulation frequency is limited by the thermal time

constant of the packaged part under test. Thus, the temperature modulating square

wave is low pass filtered as illustrated in Fig. 1.6b. The thermal time constant

depends mainly on die and package sizes. As the thermal modulation frequency

decreases, the trimming routine becomes slower. Thus, testing cost increases

impacting the overall cost of the SCO. Consequently, it becomes very important

to reach the optimum tank phase setting (PSOpt) that is equivalent to φNULL in a

minimum number of thermal modulation cycles. Oscillator thermal and flicker

phase noise affect the accuracy of the SPT especially when KT approaches zero

as the magnitude of the demodulated signal becomes very close to zero too. The

impact of phase noise at very low frequency offsets on KT is insignificant as sensing

KT depends on the difference between two frequencies. Thus, most of the noise is

cancelled. However, phase noise at high frequency offsets is effective and can be

suppressed by incorporating an integrate and dump filter. Only a fraction of

the heating and cooling periods is utilized by the integrate and dump filter due to

the low pass filter effect induced by the slow thermal time constant of the package

under test. A fraction of the heating cycle period is integrated into Ahot and similarly

a fraction of the cooling cycle period is integrated into Acold as shown in Fig. 1.6b.

The difference between Ahot and Acold is thus a digital word that represents KT more
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Fig. 1.6 (a) Conceptual illustration of measuring the temperature sensitivity of the SCO by

applying a temperature modulating signal, (b) block diagram of the trimming infrastructure

utilized to measure KT of an SCO
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accurately in the presence of oscillator phase noise and large thermal time constant.

In this manner, only phase noise at frequency offsets close to the modulation

frequency can slightly affect the accuracy of KT sensing and consequently the

results of the SPT.

The objective of the phase trimming algorithm is to search for PSOpt that adjusts
the SCO KT to a user’s slope control word (KCW). The selection of KCW depends

on the operating temperature To, the predetermined temperature range and the

desired SCO temperature dependence curve. Usually a value of KCW that is

equal to zero or very close to zero is used to optimize the SCO temperature

dependence using room temperature only (RTO) trimming (To ¼25�C) for the

different temperature ranges illustrated in Fig. 1.1d.

The proposed SPT utilizes a single insertion temperature point and employs

integrated on-chip heaters for temperature modulation to detect KT as highlighted

previously. Moreover, it utilizes smart algorithms rather than extensive sweeps to set

PSOpt. A digital frequency locked loop (DFLL) is used to adjust the oscillator

frequency by changing the oscillator frequency setting (FS) based on a user’s

frequency control word (FCW). At the end of the trimming routine, the oscillator

trimmed parameters PS and FS are programmed in a one-time programmable (OTP)

read only memory (ROM) module. The OTP ROM holds the trimmed parameters in

normal-operation after trimming is complete and is automatically loaded at power up.

1.4 Measurement Results

The proposed SCO was fabricated in a 0.18 μm CMOS process with a single poly

and Six aluminum metal layers. A thick top metal option was used to have higher

quality factor spiral inductors. The chip architecture is illustrated in Fig. 1.7a where

the SCO operates at 2 GHz and a number of integrated heaters modulate the

frequency of the SCO during SPT. A highly programmable bank of capacitors is

used to adjust the SCO absolute frequency with an accuracy of�2.5 ppm. The SCO

is followed by a chain of programmable dividers that adjusts the output frequency

such that the output clock frequency may be adjusted from (1 to 133) MHz. The

chip has an output buffer that can drive a 15 pF load to the supply rails. Any supply

voltage from 1.71 to 3.6 V can operate the chip since an internal band-gap

referenced low drop-out (LDO) regulator produces a 1.6 V supply to all blocks.

The chip includes a serial data interface that is used to communicate with the chip

during testing to trim each part. The proposed SPT digital infrastructure is

integrated on chip. Trimming and frequency programmability settings are stored

on an OTP ROMmodule. Figure 1.7b shows the photo of the die (1.55 � 1.05 μm).

The die was packaged in a four-pin 5.0 � 3.2 mm ceramic package and a custom

DFN 5.0 � 3.2 � 0.8 mm plastic package.

To test the frequency stability of the implemented SCO across temperature,

50 ceramic and plastic packaged parts operating from a 3.3 V supply were trimmed

to 25 MHz. The proposed SPT algorithm was used at room temperature to operate
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the parts at the TNULL. The integrated on-chip heaters were used to modulate the

SCO temperature while searching for the optimum settings of the oscillator PSOpt
and FSOpt to achieve the target output frequency and temperature stability across

the target temperature range. An accurate 1 kHz reference clock was used during

trimming as the reference to the FDC thus minimal external equipment is required.

After successfully completing the trimming routine, oscillator and divider settings

are programmed to the OTP ROM. Parts frequency stability performance was

characterized across temperature from (�20–70)�C with a 10�C step. The

frequency was measured using an accurate 53131A Agilent frequency meter with

a gate time of 100 ms. The results of the 50 parts in a non-hermetic ceramic package

and the 50 plastic packaged parts are illustrated in Fig. 1.8a, b respectively.

All 100 parts are showing excellent frequency stability performance within

�50 ppm across a (�20–70)�C temperature range. Additionally, there is no obvious

difference between the performance in ceramic and plastic packages. This is a

strong indication that the plastic package materials’ electrical and mechanical

properties are not impacting the characteristics of the TNULL much.

It is worth noting that results show strong correlation with the analytically

predicted performance discussed earlier. The supply sensitivity of one of the

Fig. 1.7 (a) Chip architecture of the implemented SCO with a 1–133 MHz CMOS output clock,

(b) SCO die photomicrograph implemented in 0.18 μm 1P6M CMOS

Fig. 1.8 Normalized frequency stability across temperature of parts trimmed to 25 MHz (a)

50 ceramic packaged parts and (b) 50 plastic packaged parts
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trimmed parts was measured over a �10 % variation around the nominal 3.3 V and

the normalized frequency was plotted for each supply voltage across a (�20–70)�C
temperature range. Measurement results are illustrated in Fig. 1.9 where the SCO

shows a �5 ppm frequency variation from 3.0 to 3.6 V.

The output waveform and start-up time of the chip were measured using a

20 GS/s oscilloscope. The output waveform of the 25 MHz SCO clock driving

a 15 pF load is illustrated in Fig. 1.10a. Results in Fig. 1.10b show an approximate

start-up time of 60 μs. This latency is dominated mainly by the start-up behavior of

the chip including the start-up time of the band-gap reference and LDO. The start-

up time of the SCO is two orders of magnitude less than the start-up time of MEMS

based oscillators and XOs that are dominated by high Q resonator’s start-up latency

and temperature compensation system response time.

Fig. 1.9 Frequency stability of a 25 MHz SCO across supply and temperature

Fig. 1.10 (a) Time-domain waveform of a 25 MHz SCO driving a 15 pF output load and (b)

measured start-up time from power-up for a 25 MHz SCO
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ARhode&Schwarz FSU3 spectrumanalyzerwasused tomeasure single-side band

(SSB) phase noise of an SCO trimmed to produce an accurate 133 MHz output clock.

Results are illustrated in Fig. 1.11a and the spectrum clearly shows no spurious tones

and a noise floor of �148 dBc/Hz. The achieved phase noise may not be suitable for

telecom applications yet satisfies consumer andmany networking applications includ-

ingEthernet. The timedomain jitter analysis is doneona25MHzoutput using a 20GS/

s oscilloscope. Figure 1.11b shows a screenshot of the results indicating excellent

period jitter of 2.7 ps and aGaussian histogram signifying very low deterministic jitter.

A summary of the SCO measured performance is listed in Table 1.1.

Fig. 1.11 (a) Measured SSB phase noise of a 133 MHz SCO reference clock and (b) measured

period jitter for a 25 MHz SCO reference clock for 50 k cycles

Table 1.1 Summary of measured SCO performance

Parameter Value

Output clock frequency (MHz) 1–133

Power supply (V) 1.71–3.6

Current consumption at 25 MHz (mA) 7.1

Normalized frequency deviation Δf/f across (�20–70) �C temperature range (ppm) �50

Normalized frequency deviation Δf/f across a �10 % supply variation @ 3.3 V (ppm) �5

SSB phase noise PSD for a 133 MHz output clock at offset

1 kHz (dBc/Hz) �53

10 kHz (dBc/Hz) �83

100 kHz (dBc/Hz) �110

1 MHz (dBc/Hz) �135

20 MHz (dBc/Hz) �148

Integrated RMS phase jitter:

1.875–20 MHz (ps) 0.36

12 kHz–20 MHz (ps) 7.3

Period Jitter for a 25 MHz output

1-σ (ps) 2.7

Peak-Peak (ps) 21.9

Start-up latency (μs) 60
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1.5 Conclusion

XOs have enjoyed for decades the merits of self-compensation through precise

manufacturing. The MO has not been able to match XO performance through a

significantly lower cost structure and requires a smart temperature compensation IC

to achieve competitive performance and programmability. Both XOs and MOs

cannot offer true monolithic integration with ICs and cannot match the superior

cost structure of an LC-based reference clock. The main challenge for LC reference

clocks is to achieve the required frequency stability. An SCO operating at a specific

TNULL phase has the potential of becoming the best solution to address consumer

applications. Implementation of an SCO has many design challenges that may be

surmounted through careful tank and oscillator design. Measurements of the SCO

show excellent period jitter performance and a frequency stability of�50 ppm over

(�20–70)�C in both ceramic and plastic packages. Such performance was achieved

using a low cost on-chip SPT algorithm at room temperature. Finally, frequency

stability of all reference clocks relies on the dimensional stability of the frequency

determining element. The sensitivity of these elements to any perturbations will

evidently impose packaging requirements to achieve good long term stability and

aging. Thus, the reliability of a reference clock remains an important metric in

comparing different technologies that the authors will cover in future work and

publications.
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Chapter 2

A Piezo-resistive, Temperature

Compensated, MEMS-Based

Frequency Synthesizer

J.T.M. van Beek, C. van der Avoort, A. Falepin, M.J. Goossens,

R.J.P. Lander, S. Menten, T. Naass, K.L. Phan, E. Stikvoort, and K. Wortel

Abstract This paper describes a frequency synthesizer based on a MEMS

resonator. Uniquely, the piezo-resistive properties of silicon are exploited to read

out the resonator, resulting in low impedance levels at resonance frequencies up to

several 100 MHz. A 55 MHz MEMS oscillator with a phase noise of �128 dBc/Hz

@ 1 kHz offset and a �140 dBc/Hz noise floor has been realized. The oscillator is

combined with a programmable PLL to realize a complete frequency synthesizer

that can generate output frequencies ranging from 25 MHz to 200 MHz. It achieves

�20 ppm frequency accuracy over temperatures ranging from �20�C to +85�C,
and draws 15 mA from a 2.5 V supply at an output frequency of 25 MHz.

2.1 Introduction

An emerging class of high performance Phase Locked Loop (PLL) based frequency

synthesizers uses MEMS resonator technology replacing the bulky quartz resonator

as frequency referencing element [1]. The extraordinary small size, high level of

integration, low cost and high volume manufacturing capability that is possible with

MEMS appear to open exceptional possibilities for creating miniature-scale preci-

sion reference oscillators at low cost. The MEMS resonator can be combined with a

PLL in a single module using a standard low cost plastic package. It can be

expected that a MEMS-based PLL has a superior noise performance and frequency

stability compared to self-referenced CMOS synthesizers, since the MEMS-based

oscillator is based on mechanical resonance exhibiting a much higher Q-factor than

J.T.M. van Beek (*) • C. van der Avoort • M.J. Goossens • S. Menten

T. Naass • K.L. Phan • E. Stikvoort • K. Wortel

NXP Semiconductors, Eindhoven, The Netherlands

e-mail: j.t.m.van.beek@nxp.com

A. Falepin • R.J.P. Lander

NXP Semiconductors, Leuven, Belgium

A. Baschirotto et al. (eds.), Frequency References, Power Management for SoC,
and Smart Wireless Interfaces: Advances in Analog Circuit Design 2013,
DOI 10.1007/978-3-319-01080-9_2, © Springer International Publishing Switzerland 2014

23

mailto:j.t.m.van.beek@nxp.com


LC based electrical resonators. At the same time, it is expected that the use of

MEMS reduces the size and cost and increases the level of system integration

compared to quartz referenced PLLs, since the processes and materials being used

are often CMOS compatible and use the CMOS manufacturing infrastructure.

MEMS technology allows the realization of high performance frequency

synthesizers with low noise and a high degree of frequency stability without the

need for an external quartz crystal. Thereby reducing the footprint of the synthe-

sizer, reducing the number of I/O pins on the package and associated solder

connections, and ease of design-in.

As a rule of thumb, the reference frequency, fref produced by the MEMS

oscillator should be chosen as high as possible in order to minimize the noise and

spur contribution of the MEMS reference oscillator to the PLL’s output frequency

[2]. The first reason is that a PLL which employs a sequential phase-frequency

detector and charge pump (PFD/CP) is in reality a sampled system, due to the

nature of the PFD. As a consequence, the sampling process places an upper limit on

the open-loop bandwidth of the PLL in relation to fref. The second reason to keep fref
high is to minimize the amplitude of spurious components at offset frequencies N.
fref with N being an integer number. The spurious signals result from leakage

currents at the voltage controlled oscillator (VCO) input and at the loop filter or

from CP imperfections. The third and most important reason to maximize fref is
because the equivalent synthesizer phase noise floor is effectively multiplied byM2,

where M is the division ratio of the main divider, when converted to the output of

the VCO. So, to minimize the noise contribution from the synthesizer blocks one

needs to minimize the divider ratio M. By maximizing fref the division ratio M is

minimized for a given output frequency. Higher reference frequency at the PFD can

be used resulting in smaller multiplication factors. The expected improvement in

the phase noise of 20.Log(M ) is somewhat reduced due to the fact that the PFD adds

more noise at higher frequencies. A phase noise improvement of 10.Log(M ) is

however realistic. In practice an upper limit of fref is set by the fact that driving the

PFD for standard CMOS technology beyond a frequency of 130–150 MHz will

cause strong degradation of the phase noise [3] and a fref in the range of

50–150 MHz seems ideal.

Conventional MEMS resonators are based on capacitive transduction: the reso-

nator motion is detected through a capacitance measurement that measures the

change of capacitance between the resonator perimeter and a sense electrode held at

fixed position. Capacitive resonators have the intrinsic disadvantage of having

relatively high impedance compared to piezoelectric resonators, such as quartz.

These limitations find their origin in the low level of electro-mechanical coupling

that can be achieved with capacitive transduction since measured change in capac-

itance as a result of the resonator’s motion is extremely small, and tends to decrease

even further at high resonance frequencies as a result of reduced resonator

dimensions at higher frequencies. As such, capacitive transduction of MEMS

resonators seems to be in conflict with the desire to have high oscillation

frequencies of the reference oscillator interfacing the PLL.

However, an advantage of capacitive transduction is that it allows for the use of

single crystal silicon (SCS) as the resonating medium without the need of having
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lossy metal electrodes present at its surface, as is the case in piezoelectric MEMS

resonators, such as the ones based on aluminum-nitride. Silicon resonators typically

show a much higher Q-factor and very little aging compared to their AlN

counterparts. Furthermore, SCS resonators are relatively easy to process using

SOI wafers and can easily be vacuum packaged on wafer level. Therefore, it is

desired to investigate transduction techniques that increase the coupling factor of

SCS resonators without having to resort to the lossy piezoelectric and metal thin

films exhibiting low Q-factor. A promising transduction scheme that is compatible

with SCS exploits the piezo-resistive properties of silicon to sense the mechanical

vibration of the MEMS resonator. This concept allows for realizing miniature

resonators with a high frequency fundamental tone combined with high output

signal and associated low effective impedance. Piezo-resistive resonators are very

well suited to realize MEMS based reference oscillators in the 50–150 MHz

frequency range that is ideal for interfacing with high performance PLL based

frequency synthesizers.

2.2 Oscillator Based on Piezo-resistive Resonator

Instead of detecting gap modulation, as is done in capacitive based resonators,

a direct measurement of mechanical strain that is build up inside the resonator body

is used to sense its motion. The mechanical strain is detected by means of the piezo-

resistive effect. Although silicon is not piezo-electric, it exhibits a strong

piezo-resistive behavior and therefore resonators made from Si, and SCS in spe-

cific, are well suited to adopt this transduction principle. In this way, strain rather

than gap variation is the parameter that is being sensed. The output current can be

tailored by the DC bias current that is sent through the resonator.

The unique property of this type of resonator is that its output signal is

insensitive to geometric scaling and is therefore suitable for achieving high reso-

nance frequencies because the transduction efficiency does not depend directly on

the resonator size. Fundamental mode resonators with resonance frequency at

1.1 GHz with Q ¼ 550 [4] and higher order modes up to 4.5 GHz with

Q ¼ 11200 [5] and more recently even up to 40 GHz with Q ¼ 130 [6] have

been demonstrated. It is shown that at 1.1 GHz the effective impedance is reduced

by orders of magnitude as a result of the piezo-resistive instead of capacitive

readout. In [7] a piezo-resistive SCS 10 MHz resonator is demonstrated with a

Q ¼ 125.000 underpinning the fact that very high Q-factor can be achieved using

piezo-resistive transduced SCS resonators.

The resonator described in this work is a dogbone shaped resonator having a

fundamental tone at 55 MHz, measuring 20 � 40 μm2, and is etched and released in

a 1.5 μm-thick SOI layer. The MEMS resonator is sealed in a low pressure ambient

using NXP’s proprietary thin-film capping technology, which is a low-temperature

(<400�C) and low-cost CMOS-compatible process. Figure 2.1 shows a cross-

section of a capped resonator. The cavity under the cap can sustain <40 mbar of
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pressure, which is enough to enable resonance with a Q-factor of >40,000.

The resonator process flow including thin film encapsulation of the resonator has

been proven to be manufacturable with high process yield and to survive various

accelerated lifetime tests, such as HAST, TMCL, and HTSL, as well as the steps

needed for die assembly, such as wafer grinding, dicing and plastic injection

molding.

The resonator vibration is sensed using the piezo-resistive effect, causing a strain

induced change in the resistance of the spring piezo-resistors. The piezo-resistors

can be readout by applying a current bias, Id over the source-drain terminals that

also serve as mechanical anchors of the resonator. At resonance, the modulation of

the piezo-resistors results in an AC voltage across the anchors. In the realized

device, depicted in Fig. 2.2b, the layout depicted in Fig. 2.2a is mirrored along the

source-drain axis in order to have no nett force acting on the anchor points when

the resonator heads are in resonance. This results in very little loss of vibration

energy into the substrate and therefore allows for a high Q-factor [8].
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The dogbone resonator is actuated by an electrostatic force, Fel via an electrode

separated from the dogbone head by a narrow gap of 200 nm, as depicted in Fig. 2.2.

The Fel is generated by an AC voltage, vgap that is superimposed on a DC bias

voltage over the gap, Vgap. On its turn, Vgap is set by the difference of the applied

gate bias, Vg and the voltage on the resonator head. The voltage on the resonator

head is set by Id and the resistance, R of the dogbone and is equal to IdR/2. In most

cases, vgap can be approximated by the externally applied AC voltage vin, since the
AC voltage on the resonator head is typically much smaller than vin. Furthermore,

the electrostatic force scales with change in gap capacitance per unit of displace-

ment of the resonator head and is therefore dependent on gap width, g and frontal

area of the dogbone head Ah,

Fel ¼ vgapVgap
ε0Ah

g2
¼ vgap Vg � IdR=2

� � ε0Ah

g2
� vin Vg � IdR=2

� � ε0Ah

g2
(2.1)

The electrical model of the dogbone resonator is described by a time-alternating

resistor R with proper bias current Id and voltage Vg applied, as is shown in

Fig. 2.3a. The Fel induces a mechanical strain and therefore a relative change in

resistance r/R in the two piezo-resistors. The output current iout is simply given by,

iout ¼ Id
r

R
(2.2)

The relative change in resistance r/R is proportional to the resonant displacement

of the resonator and is described by a Lorentzian function centered around the

mechanical resonance frequency, ω0 of the resonator that is scaled by the electro-

static force αVgapvin acting on the resonator head,

r

R
¼ αVgapvin

1� ω2

ω2
0

þ j ω
ω0Q

(2.3)

The pre-factor, α is a constant that sets how strong the Fel is concentrated in the

resonator springs multiplied by the piezo-resistive gauge factor and has a negative

vin gmvin

R

iout

a b

Fig. 2.3 (a) Piezo-resistive resonator equivalent electrical model including bias sources. (b)

Small signal model of the resonator
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value for the silicon crystal orientation with respect to the dogbone orientation

being used. By combining Eqs. 2.1, 2.2, and 2.3 it can be seen that the relation

between iout and vin can be described by a transconductance, gm as is schematically

depicted in Fig. 2.3b,

gm ¼ α

1� ω2

ω2
0

þ j
ω

ω0Q

IdVgap

gm, max ¼ �jαQIdVgap

gm, norm ¼ gm, max

�� ��
Q

(2.4)

The maximum value of transconductance, gm,max is reached at frequency

ω ¼ ω0. From Eq. 2.4 it can be seen that the transconductance at resonance

frequency is about Q-factor times larger than off-resonance. Hence, the resonator

serves as a frequency selective filter in the oscillator loop. It is noted that at

resonance there is a 90� phase shift between iout and vin. This is fundamentally

different from capacitive or piezo-electric resonators where there is no phase shift

between vin and iout at resonance. For convenient comparison of different bias

conditions gm,max can be normalized to Q-factor and is called gm,norm.
The measured transconductance at resonance of the dogbone resonator is shown

in Fig. 2.4 as a function of the product of Vgap and Id when Id is varied from �2.5 to

+2.5 mA. From Fig. 2.4a it can be seen that there is indeed a linear relation between

the Vgap.Id and gm,max as predicted by Eq. 2.4. However, it can be seen that the slope
is reduced for large values of Id. This can be attributed to a small reduction in the

Q-factor for larger currents caused by a thermal damping effect [9], as is evident

from Fig. 2.4c. The bias current dependency is absent when plotting gm,norm, as can
be seen from Fig. 2.4b underpinning the validity of the simple resonator model. The

resonator is typically operated using Vg values between�5 and�10 V and Id values
between +1 and +2 mA resulting in an inductive behavior of gm,max with values

between -j80 and -j320 μA/V, which is equivalent to an impedance of 3–12 kΩ or

an inductance lying between 9 and 36 μH.
The load, source, and feedthrough capacitances need to be taken into account

when inserting the resonator in an oscillation loop, as is schematically depicted in

Fig. 2.5. Of particular interest is the feedthrough capacitance, Cft. The Cft causes a

feedthrough current, ift that is preceding the voltage at the resonator input vin by 90
�
.

Therefore, this current cancels in part the inductive current caused at resonance

induced by gm,max. For the oscillator to lock at the mechanical resonance frequency it

is required that jgm,maxj > jω0Cftj. In practice, the Cft originates from gate to drain

coupling between bond wires and substrate coupling on the MEMS die and is

approximately 50 fF which is equivalent to an admittance of + j18 μA/V at

55 MHz, which is typically well below the transconductance gm,max of the resonator
as is required. Another important impedance is the capacitance at the resonator drain

to ground, Cl which is in parallel to the resonator resistance R. Both impedances set
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the phase between iout and the voltage, vout at the input of the amplifier. In our

case the resonator resistance is set at 600Ω by choosing the appropriate doping level

in the SOI layer. The Cl consists of bondpad capacitance on the MEMS die and the

amplifier die and is estimated to be 1 pF resulting in a phase difference between iout
and vout of 10

� at 55 MHz. Therefore the total phase shift between vin and vout is
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estimated to be�90�10� ¼ �100�. Based on this simple model the voltage attenu-

ation of the resonator at resonance frequency ω0 can be written as,

vout
vin

����
���� ¼ gm,max � ω0Cft

�� ��ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
R

� �2 þ ω0Clð Þ2
q (2.5)

Assuming resonator bias of Vg ¼ �8 V and Id ¼ 1.75 mA, corresponding to

gm,max ¼ 270 μA/V, results in a voltage attenuation of �17 dB according to

Eq. 2.5. Therefore, the amplifier, A in Fig. 2.5 should be able to provide a gain

of +17 dB and a phase rotation of +100� in order to sustain oscillation.

Using a more sophisticated model, the complex amplifier gain is calculated as a

function of oscillation frequency, as is shown by the blue solid line in Fig. 2.6. It can

be seen that the phase rotation is indeed close to 100�, as predicted by the simple

model. However, the required gain at ω0 is calculated to be 15 dB, which is 2 dB

less than predicted by Eq. 2.5. The difference can be attributed to thermal forces

acting on the resonator body that help to reduce the resonator attenuation. This can

be concluded from a simulation where it is assumed that there is no thermal

expansion of the resonator, as indicated by the red dashed curve in Fig. 2.6. This

thermal expansion effect is neglected in Eq. 2.5.

From Fig. 2.6 it can be seen that the phase selectivity of the oscillator is very

good: � 75� change in loop phase results in only � 1/Q frequency pulling. This

phase margin is much more than � 45� typical for a quartz resonator for similar

pulling levels. This is a direct result of the fact that our resonator has an inductive

and not a resistive behavior at resonance as is the case with piezo-electric and

capacitive resonators. This complex admittance in combination with the complex
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feedthrough admittance of opposite sign causes a very large phase rotation of 360�

around resonance.

One important characteristic of the piezo-resistive transduction is that in addition

to mechanical noise, now the resonator is also a source of electrical noise originating

from the electrical energy dissipated in the resistor. Obviously, these additional

noise sources need to be taken into account when optimizing the phase noise of the

oscillator. The white noise of the resonator contributes to the phase noise floor. The

current noise originating from the resonator is expressed as,

i2noise ¼ 4kbT

R
df (2.6)

The ratio of this undesired noise and the desired signal generated by the

resonator sets the fundamental lower limit of the phase noise floor. From Eq. 2.1

the mean-squared signal from the resonator is expressed as,

i2signal ¼
1

2
Id

r

R

� �2

(2.7)

Therefore the noise-to-signal ratio output of the resonator is written as,

i2noise

i2signal
¼ 8kbT

I2dR

r

R

� ��2

df (2.8)

Or expressed in terms of gm,max and vin,

i2noise

i2signal
¼ 8kbT

vingm,max

� �2

R
df (2.9)

Half of this ratio goes into phase noise, assuming that the white noise is evenly

spread over amplitude and phase. FromEq. 2.8 is can be easily understood that lower

phase noise is achieved by increasing the DC power dissipation in the resonator and

by increasing the level of resistance modulation. In Fig. 2.7 the measured resistance

modulation is shown for a large population of more than 1,100 devices when driving

the resonator with Vg ¼ �5 V and AC peak voltage vin ¼ 1Vpk. It can be seen that

under these bias conditions the average resistance modulation is r/R ¼ 8%. Assum-

ing 2mWof dissipation inside the resonator and a resistancemodulation level of 8%

gives a fundamental phase noise floor of �149 dBc/Hz. In practice, a few dBc/Hz

still needs to be added to account for noise contributions of the amplifier and

resonator bias sources. In Fig. 2.8 the measured phase noise of a complete oscillator

is plotted for vin ¼ 0.5Vpk, Vg ¼ �8–10 V, and Id ¼ 1.75–2 mA. The measured

phase noise is approximately 7 dB above the fundamental minimum as estimated

fromEq. 2.9. The 7 dB added noise is attributed to contributions from the bias source

and amplifier. Furthermore, it is demonstrated that a low near carrier noise of only

�128 dBc/Hz at 1 kHz offset can be realized.
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Apart from noise requirements or non-deterministic frequency stability, an

oscillator also has to fulfill requirements regarding its deterministic frequency

stability and absolute accuracy. The uncompensated temperature stability of

MEMS resonators is approximately �30 ppm/K and is inferior to that of quartz

and can be attributed to the relatively large negative temperature coefficient, dESi/dT
of the Young’s modulus of SCS. In a piezo-resistive resonator the temperature is not

only determined by the ambient temperature, but also by the additional heating of the

resonator caused by the power dissipated through the bias current Id. In Fig. 2.9 the
resonance frequency of the resonator is shown, both as function of power dissipated

in the resonator and ambient temperature. It can be seen that increasing these

parameters reduces the resonance frequency of the dogbone resonator, as expected.
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Compensation of the temperature dependency of the Young’s modulus can be

achieved through material modification of the resonator. Silicon and most other

materials exhibit a negative temperature dependence of the Young’s modulus.

When these materials are combined with a material with an opposite signed

Young’s modulus temperature dependence, such as SiO2, than temperature drift

compensation is achieved [10]. Considering the spring of the dogbone resonator it

can be seen that the strain is evenly distributed over its cross section. For cancelling

the temperature drift it is therefore necessary that a cross-section holds approxi-

mately equal amounts of Si and SiO2, since the temperature derivative of the

Young’s modulus of silicon dESi/dT is about equal in magnitude to the temperature

derivative dESiO2/dT. This in general means that the thickness of the oxide layer

increases when resonator dimensions increase and can lead to excessive oxidation

times in the case the resonator is thermally oxidized. The fact that the output current

of a piezo-resistive resonator is not dependent on its dimensions, as opposed to a

capacitive bulk mode resonator, makes the piezo-resistive concept well suited for

this oxidation technique, since the required oxide thickness for first order tempera-

ture drift cancellation can in practice be limited to only a few 100 nm, as is shown in

Fig. 2.10a. It can be seen that the temperature coefficient of the resonance fre-

quency is increased by increasing the oxide thickness at a rate of 0.12 ppm/K/nm.

Figure 2.10b shows the temperature drift of an oxidized Si resonator compared to a

non-oxidized resonator, AT-cut quartz resonator, and a tuning fork quartz resonator

when the oxide thickness is tuned to cancel the first order drift term. It can be seen

that the oxide layer effectively compensates for the first order temperature drift

even when considering accuracy to which the thickness of the SiO2 layer can be

controlled in production. Higher order drift terms still remain which are attributed

to higher order drift terms of the SCS itself.
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A drawback of oxidizing the resonator is that the oxidation causes a considerable

shift of resonance frequency at fixed temperature, since the Young’s modulus of

SiO2 ESiO2 ¼ 60 GPa is considerably lower than the Young’s modulus of Si

ESi ¼ 130 GPa. Growing an oxide layer on the resonator reduces its stiffness and

hence lowers its resonance frequency at a rate of �380 ppm/nm for our dogbone

resonator [11]. This dependency is much stronger than the oxide thickness depen-

dency of the first order temperature drift and limits the overall frequency accuracy

caused by variations in oxide thickness. Uniform thermal oxidation of SCS

resonators alone does not lead to the level of accuracy in resonance frequency

that is typically required for reference oscillators and timing applications. However,

in PLL based synthesizers the offset in resonance frequency and any residual

temperature drift can easily be calibrated out during product calibration, hence

elegantly solving the issue of process induced spread of the MEMS resonance

frequency and temperature drift.

2.3 Frequency Synthesizer Based on Piezo-resistive

MEMS Oscillator

The frequency synthesizer product comprises a MEMS die stacked on top of an

ASIC die in a lead-less plastic package with a 5.0 � 3.2 mm2 footprint, as is shown

in Fig. 2.11. The frequency synthesizer has a LVCMOS frequency output that is

programmable between 25 and 200 MHz. The current is drawn from a 2.5 to 3.3 V

supply voltage and consumes less than 50 μA in standby mode.
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The system architecture is shown in Fig. 2.12 indicating the various functional

blocks. The MEMS resonator is biased at �5 V at the gate terminal using a charge

pump. On the drain port the resonator is biased at 1.5 mA coming from a current

source. The resonator drain signal is amplified by a two-stage amplifier and the

amplified signal is fed back to the gate terminal with proper phase shift. The output

of the MEMS oscillator is fed into the PFD which drives the CP that generates a

correction voltage that is fed into a VCO. The VCO is based on a 2 GHz LC tank

that is continuously tunable over the full temperature range via a varactor. A

varactor instead of a capacitor bank is used to stabilize the VCO frequency over

temperature in order to avoid discrete frequency steps at the VCO output. The

frequency range of 25–200 MHz can be programmed in 30 Hz steps by setting the

proper values of the frac-M divider, the P divider, and by selecting the proper VCO

band through a switched capacitor bank that is integrated in the LC tank. Several

low-dropout regulators (LDOs) are in place to stabilize the supply voltage for the

different circuit blocks.

Fig. 2.11 Product assembled in a leadless 4-pin plastic package measuring 5.0 � 3.2 mm2. Left:
The MEMS resonator chip is stacked and wire bonded to the ASIC. Middle: Bottom view of

package showing supply, ground, enable, and frequency output pins. Right: Top view of package

PFD
CP

LPF :2

:M

:P FOUT

1.5mA

–5.2V MEMS

ADC

Temp sense
Digital
Control

Fig. 2.12 System architecture of the frequency synthesizer
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The frequency offset and temperature drift of the MEMS is compensated for by

programming the value of the frac-M divider in the PLL. For temperature drift

correction both the ambient temperature as well as the power dissipation inside the

resonator needs to be known. The ambient temperature is measured with a PTAT

sensor that is integrated on the ASIC. The power dissipation inside the resonator is

derived from the stabilized 1.5 mA resonator current bias plus a voltage reading

through an ADC connected to the resonator drain terminal. The shift in MEMS

frequency is calculated by feeding the resonator drain voltage and the PTAT sensor

output into a polynomial with coefficients that are pre-programmed in the MTP.

The calculated MEMS frequency shift sets the value of the frac-M divider in the

PLL and compensates the temperature induced frequency shift of the MEMS at

the input of the PFD. Frequency calibration is done at room temperature only and is

used to compensate for manufacturing spread in the MEMS resonance frequency.

The frequency versus temperature relation is not calibrated for individual samples

and is assumed to be the same for all MEMS resonators. This single temperature

insertion calibration results in a frequency spread of less than �20 ppm over a

temperature window of �20�C–+85�C and supply window of 2.4–3.6 V, as is

shown in Fig. 2.13 on a population of 110 samples. It should be noted that in this

case a non-oxidized resonator was used.

Measured phase noise at 100 MHz output frequency is shown in Fig. 2.14.

Integrated phase jitter is measured to be 0.44 ps in the 1.9–20 MHz band and

2.96 ps in the 12 kHz–20 MHz band. Current dissipation as a function of output

frequency for supply voltage of 2.5 and 3.3 V under minimal loading condition on

the output pin is shown in Fig. 2.15a. It can be seen that current consumption is less

than 15 mA at 25 MHz and increases up to a maximum of 22 mA at 200MHz output

frequency. Zooming in on the power budget breakdown as depicted in the pie chart

of Fig. 2.15b it can be seen that the VCO is with 43 % the largest contributor to
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overall power dissipation followed by the MEMS core amplifier including MEMS

drain bias consuming a combined 33 % of total power.

An ageing test is performed on a population of 30 products to assess frequency

stability over time, as is shown in Fig. 2.16. During the ageing test the product is

kept in an oven at +85�C and powered at nominal supply voltage. It can be seen that

no fails occur and no significant frequency ageing is observed over a period of more

than 25 days.
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2.4 Conclusion and Outlook

A piezo-resistive transduced MEMS resonator has the unique property that its

output signal is not reduced when scaling down its physical dimensions. This

makes it suitable for realizing fundamental tone MEMS oscillators with high output

frequency in the 50–150 MHz range that is ideal for interfacing with high perfor-

mance PLL based frequency synthesizers. A low noise, 55 MHz fundamental tone

piezo-resistive MEMS oscillator is demonstrated with a phase-noise floor below

�140 dBc/Hz and near carrier noise of �128 dBc/Hz at 1 kHz offset.

The first order temperature induced frequency drift of the SCS resonator can

effectively be reduced by coating the resonator with a layer of thermally grown

SiO2. The oxide thickness should be in proportion with the resonator dimensions in

order to effectively remove the first order drift term. It is desired that resonator

dimensions are small in order not to require excessively thick SiO2 layers and

associated complications in wafer processing. Also this aspect combines well with

piezo-resistive instead of capacitive transduced resonators.

A fully functional PLL based frequency synthesizer running from a 2.5–3.3 V

supply has been realized based on a 55 MHz MEMS reference resonator. The

MEMS die containing the piezo-resistive resonator is stacked on top of and

wirebonded to the ASIC. The stacked die is assembled in a low cost 4-pin leadless

plastic package measuring 3.2 � 5mm2. The frequency drift with temperature of

the uncompensated MEMS resonator is effectively monitored measuring the

(a) ambient temperature with a PTAT sensor and (b) power dissipation inside

the resonator that is induced by the resonator bias current. Both parameters

are used for programming the frac-M divider in the PLL thereby stabilizing the

frequency at the VCO output. It is demonstrated that a frequency accuracy of

�20 ppm over �20�C–+85�C is realized for a population of 110 products

incorporating a non-oxidized resonator using only a single insertion frequency
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calibration at room temperature. The timing jitter level at the output of the frequency

synthesizer is sufficiently low for clocking low- to mid-end high speed digital data

transmission.

Future work will focus on further reducing the jitter, especially jitter

contributions within the loop bandwidth of the PLL that find their origin in the

PFD/CP and MEMS core. Furthermore, it is expected that the incorporation of

oxidized MEMS resonators will further improve overall frequency stability over

temperature of the synthesizer to levels well below 20 ppm.
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Chapter 3

A MEMS TCXO with Sub-PPM Stability

Aaron Partridge, Hae-Chang Lee, Paul Hagelin, and Vinod Menon

Abstract This paper introduces a MEMS-based TCXO that delivers <1 ppm

(parts per million) frequency stability from�40 C to +85 C. Its system architecture,

MEMS resonator, and key circuit blocks are described. The oscillator achieves a

phase noise of �134dBc/Hz at 1 kHz and �142dBc/Hz at 10 kHz from a 26 MHz

carrier, with a far phase noise of �158dBc/Hz. Moreover, its integrated jitter is

0.5 ps from 12 to 20Mhz. The oscillator’s frequency is programmable from 1 to

220 MHz and it draws 32 mA from 1.8 to 3.3 V supply at 26 MHz. The transition

from quartz- to MEMS-based oscillators is also discussed, with a review of the

oscillator architecture and accompanying benefits, e.g. programmability, improved

reliability and robustness, and decreased sensitivity to vibration and EMI.

3.1 Introduction

MEMS oscillators are displacing quartz oscillators in clocking, timing, and

frequency generator applications. In this paper, we discuss the first commercial

MEMS oscillators that are stable to better than one part per million (ppm). The

focus of this paper is on architecture of these oscillators and how this architecture is

improved from that used in the legacy quartz oscillators.

In all commercial MEMS oscillators, the output is derived from a MEMS

resonator where the resonator’s frequency is translated with a frac-N PLL. Under

control of a digital state machine, the PLL compensates for the resonator’s initial

frequency offset and frequency variation over temperature. Quartz oscillators

usually produce an output frequency at their crystal’s resonance, and do not rely

on circuitry to adjust that frequency. In temperature compensated quartz oscillators,

the frequency compensation is usually provided by pulling the resonator through

capacitive loading, not with a fractional PLL.
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MEMS oscillators are thus circuit-centric, whereas simple quartz oscillators are

material-centric. This choice of circuit-centric approach is driven by the needs of

the MEMS resonators and by market requirements, and is made possible by the

advancing capabilities of CMOS.

MEMS and quartz oscillators can be divided into three categories: XOs, that

provide accuracies of �100 ppm (parts per million) to �25 ppm. Temperature

compensated oscillators, TCXOs, that provide accuracies of �2.5 ppm to

�500 ppb (parts per billion), and in rare cases to �100 ppb. And ovenized

oscillators, OCXOs, that provide accuracies from �100 ppb down to �1 ppb or

lower. Their prices vary inversely with their accuracy; a 50 ppm oscillator may cost

$0.40 while a 1 ppb oscillator may cost $400.

3.2 Architecture

There are three application drivers that quartz addresses with mechanical processes

that MEMS addresses electronically: (1) providing a wide range of application

frequencies, (2) trimming the resonator frequency over production tolerances, and

(3) compensating the resonator frequency over temperature.

Commercial applications specify hundreds of different frequencies. In quartz

oscillators, the resonators must be manufactured precisely to these frequencies,

necessitating the crystals to be cut and ground to hundreds of different thicknesses.

Second order effects often require the lateral dimensions of the crystals to be

optimized for each frequency.

Building MEMS resonators across widely varying frequencies would be

difficult, time consuming and expensive. Commercial MEMS resonators required

years of individual development, usually involving many fab-and-test cycles.

Deriving designs with different frequencies is generally not straightforward. For

resonators with lateral modes, the dimensions or shapes are specific for each

frequency, and this implies additional tape-outs, one for each frequency. For

resonators with vertical modes, multiple material thicknesses would need to be

optimized for each frequency. Clearly for MEMS resonators, supplying hundreds or

even dozens of frequencies could be commercially unviable.

Quartz crystals are individually trimmed to their specified frequencies, or in the

case of TCXOs are trimmed to within the pull range of their specified frequencies.

This mechanical trimming is usually done by ion milling or laser ablating the quartz

or metallization. MEMS resonators can also be trimmed this way; however mechan-

ical trimming can complicate the already difficult MEMS design and packaging.

Present-generation MEMS resonators show greater temperature sensitivity than

AT-cut quartz, and while MEMS can be temperature compensated [1] the devices

shown to-date have greater sensitivity than can be tolerated by many applications.

For this reason MEMS oscillators are generally electronically temperature

compensated. In this sense, they are like quartz TCXOs. But unlike quartz

oscillators that are temperature compensated only for certain precision applications,
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MEMS oscillators are compensated for the majority of applications. Unlike quartz

TCXOs, MEMS oscillators are generally not trimmed by resonator pulling, but

instead with fraction PLL multiplication.

Fractional PLL technology was not available for early quartz oscillators. The

designers therefore had no alternative other than to develop a resonator technology

that could support a range of frequencies, could be trimmed, and in some cases

adjusted or pulled over temperature. On the other hand, we now have the circuit

technology to program MEMS oscillator frequencies to their application

requirements, trim them over production, and compensate them over temperature.

Using this circuit-centric approach simplifies the MEMS resonator development

and production while also providing significant commercial benefits. For instance,

inventories of oscillators with various pre-defined frequencies are not needed, and

custom frequencies can be supplied quickly.

Figure 3.1 shows the circuit-centric oscillator topology. The architecture includes

a PLL to translate the resonator frequency to the application requirements. The PLL

is fractional in order to trim the resonator across production tolerances, and its

multiplication value is variable in order to compensate for temperature. A state

machine (in hardware or software) controls the PLL, and draws its parameters from

non-volatile memory.

Since this architecture works well for MEMS oscillators then why is it not

used for quartz too? Or in other words, why not apply this new circuit technology

back to quartz oscillators? We have not seen this to any significant extent. There are

likely many reasons, among them is that the incumbent industry has organizational

inertia – most of the quartz suppliers are expert at crystal machining but not at

circuit design. Developing a circuit infrastructure would be slow and expensive

for them.

Fig. 3.1 Oscillator topology
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3.3 Key Circuits

The TDC (Temperature to Digital Converter) provides the temperature compensation

data. The TDC in the oscillator detailed here is optimized for low temperature

readout noise because noise in the temperature data becomes near phase noise in

the output frequency. For this oscillator’s target applications we require phase noise

levels that necessitate particular attention to the TDC.

One has many options when designing temperature sensors. The default topol-

ogy is a Delta-VBE circuit using bipolar transistors in the CMOS die. These

temperature sensors have many favorable characteristics: they are linear, easy to

calibrate, well understood, highly evolved, use moderate die area, and are low

power. In addition they are purely circuit-based.

However, in this case we have chosen to use thermistors as the detection

elements because thermistors offer higher signal to noise.

Figure 3.2 shows the balanced bridge topology we use to digitize the thermistor

resistance. The feedback loop works to keep the node between the Thermistor and

the Trim reference resistor at mid value, the Temp output is a digital value.

To build this TDC one must have a stable reference resistance, but such a

resistance is not available in common CMOS. We therefore construct an equivalent

reference with a switched capacitor. Capacitors are inherently stable in CMOS and

we have a stable reference frequency derived from the MEMS resonator to time the

capacitor switching. The resonator frequency does change as a function of temper-

ature, but two orders of magnitude less than the thermistor resistance, and also in a

predictable manner, therefore it can be considered a fixed frequency. The resulting

reference is thus highly stable.

Figure 3.3 shows further detail of the TDC converter. The TDC works by forcing

the effective resistance of the switched capacitor to match the thermistor resistance.

By closing Ø1 then Ø2 at a selectable rate, the switched reference capacitor C2

obeys Ohm’s law with a selectable resistance. The rate is controlled by a sigma-

delta feedback loop driving a fractionally derived frequency. Capacitor C1 averages

current across the switching. In this way, the loop balances the Thermistor

resistance and provides the digitized Temp output. The majority of the loop is

digital, starting at the Quantizer.

Fig. 3.2 Balanced

bridge TDC
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The TDC is more complex than what is described here in three ways: (1) the

Thermistor is measured differentially with its polarity swapped and sensed by two

sets of circuits, (2) the Thermistor is driven and sensed in a four-wire configuration

with Kelvin connections, and (3) the implied mid-supply reference in the Quantizer

is developed dynamically. A more detailed description of the TDC is published by

M. Perrott [2].

Note that there is never a voltage or current from the Thermistor to an ADC. The

Thermistor and TDC work in a feedback system to derive the temperature, there is

never an analog temperature value that is digitized.

The TDC delivers a resolution of 98 uK at 5 Hz bandwidth while consuming

3.9 mA at 3.3 V. Figure 3.4 compares its energy efficiency and resolution against

Fig. 3.3 Switched cap reference resistance

Fig. 3.4 Figure of merit comparing conversion energy and resolution (Comparison data compiled

by K. Makinwa [3])
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other integrated TDCs. This TDC provides over an order of magnitude lower noise

than others in the comparison population and does so at under 20pJK2. The

comparison data in this plot is compiled by K. Makinwa [3].

The frac-N PLL provides an output frequency programmable from 1 to 220MHz

(after a final divide by 2). It is optimized for low phase noise and low power.

Figure 3.5 shows its block diagram. Details of the PLL have been published by

F. Lee [4].

A PLL normally is thought of as a frequency translation circuit, and for that

function it consumes power. It is sometimes thought that this is a “waste” of power

because if the resonator had been at the output frequency the PLL would not be

needed. However, a key benefit of the PLL is that above its filter bandwidth it

provides lower phase noise that its reference.

Figure 3.6 shows the phase noise of the MEMS output and the PLL output. The

PLL output phase noise is 6 dB higher than the MEMS reference from 10 to

300 KHz, but its far phase noise is 12 dB lower. The far phase noise often matters

more than the near phase noise. For instance in high speed serial links, the key

specification is integrated jitter from 12 kHz to 20 MHz. The integration is linear

across frequency, so the far phase noise dominates the near phase noise. The

integrated jitter after the PLL is lower than before it.

For high speed serial links, at the common output frequency of 156.25 MHz, the

oscillator show a 12 kHz to 20 MHz integrated phase jitter of 0.5 ps, which

quartz suppliers consider extremely low jitter. Thus we say, “PLLs are our friends!”

They do more than just frequency translation, trimming, and compensation. They

decrease the output phase noise.

Fig. 3.5 Frac-N PLL
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3.4 MEMS Resonators and Thermistors

Development of MEMS resonators dates to the late-1960, with the first published

results by Nathanson 1967 [5]. The early resonators were audio filters, and were not

suitable for references. As references, they would not have provided the required

stability or phase noise. Their limits can be traced to the resonator material and the

packaging cleanliness.

In order for a resonator to have a stable frequency, one must build it from a stable

material. The first resonators were built from metal, but were not sufficiently stable

for frequency references as metal is subject to internal stresses, hysteresis, and

aging. Material advances in the late 1970s at IBM [6, 7] and Berkeley in the 1990s

showed silicon oxide and polysilicon respectively [8] as resonator materials. Fur-

ther work in the 1990s and early 2000s developed single crystal silicon as an

optimal resonator material. Presently both single crystal and polycrystalline silicon

are used in MEMS resonators. Other silicon-centric materials, including Aluminum

Nitride are in development, some for many years [9]. But to date none except

silicon has seen commercial success. Research on more exotic materials such as

polycrystalline diamond is underway [10, 11].

As resonators are reduced in size their volume to surface ratio decreases,

consequentially their sensitivity to surface contamination increases. To maintain

stabilities in the parts-per-million range expected of frequency references, one must

minimize mass-loading the resonators with contamination. One finds that even a

Fig. 3.6 MEMS and PLL phase noise, reference frequency is 48 MHz
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monolayer of surface contamination can shift a resonator’s frequency out of

specification. This drives a requirement for very clean packaging. Bonded covers

have been made sufficiently clean to produce commercial resonators with XO-type

accuracy. The epitaxially encapsulation used in the parts described here is likely

cleaner and readily enabled TCXO to OCXO-level stability.

Figure 3.7 shows a cross-section diagram of the encapsulation used for the

resonator and thermistor. This encapsulation is built as follows: (1) an SOI wafer

is trenched to define the resonator, (2) protective oxide is deposited and patterned,

(3) silicon is deposited and patterned with vents, (4) the resonator is released, (5) the

vents are closed and thick encapsulation is deposited, (6) contact isolation trenches

are etched and oxide filled, and (7) metal traces are fabricated and passivized in the

normal way.

Figure 3.8 shows an isometric view of a 48 MHz resonator. The arrows indicate

the mechanical motion in resonance with each ring expanding and contracting in

phase. There are electrostatic drive and sense electrodes inside and outside of each

ring. The rings are anchored proximal to the midpoint of the cross beams.

Figure 3.9 shows a network analyzer plot of a nominal resonator response. The

resonant frequency is 48.016 MHz, and the quality factor is 147 k.

Figure 3.10 shows an example SEM cross section in this process. The SEM is

taken of an edge of a wafer that has been cleaved and from which a resonator

is protruding. The top of the SEM shows the top surface of the MEMS wafer.

The MEMS thermistor is built in single-crystal silicon. Like the resonator it is

fully vacuum encapsulated and released. Because it is encapsulated with the

resonator, it is protected from environmental contamination and therefore highly

stable. The resistor is released from the substrate.

Fig. 3.7 MEMS encapsulation cross section
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Fig. 3.9 Example resonator response, f ¼ 48.016 MHz, Q ¼ 147 k

Fig. 3.8 Resonator isometric view
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3.5 Performance

Figure 3.11 shows the output frequency as a function of temperature. The

compensated output frequency of 68 parts over a temperature range of �40 C to

+85 C is within �0.2 ppm of the specified frequency.

Output phase noise is a function of the output frequency. Figure 3.12 shows the

phase noise at 156.25 MHz, a common frequency for high speed serial link systems.

The integrated phase noise from 12KHz to 20 MHz in this case is 493 fs not

including spurs and 689 fs including spurs. Generally the telecom application at this

frequency accounts for spurs elsewhere and cares about the random integrated jitter,

which is the 493 fs value.

Figure 3.13 shows the die photo, and Fig. 3.14 shows a diagram of the packaged

MEMS and CMOS die. The MEMS die is mounted on top of the CMOS die which

is molded into a QFN package.

3.6 Looking Toward TCOCXOs

When an oscillator is maintained at an elevated temperature it delivers better

frequency stability than when its temperature is allowed to vary with the ambient.

When a TCXO is ovenized it is called an OCTCXO.

Fig. 3.10 Resonator cross section SEM of cleaved wafer
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Fig. 3.12 Output phase noise at 156.25 MHz. Measured on Agilent 5052B

Fig. 3.11 Compensated output frequency vs. temperature
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Figure 3.15 shows the frequency vs. temperature of the MEMS oscillators built

into an oven module. When operated as OCTCXOs their frequency can be

stabilized to �10 ppb over �45 C to +90 C. The brackets in Fig. 3.15 show

common application temperature and accuracy requirements, including cell base

stations and Stratum-3E oscillators for telecom networking. Accuracies from 10 to

Fig. 3.14 Package diagram showing leadframe, CMOS, and MEMS die

Fig. 3.13 Die photo
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100 ppb are normally provided by quartz OXCOs today, although most quartz

OCXOs do not operate over the full �40 C to +85 C temperature range.

Note that the results shown in this paper are from production material, except for

the data in Fig. 3.15 which is from a single part on a bench. Nonetheless, it is

important to understand that MEMS oscillators will likely support these OCXO

applications.

3.7 Conclusions

Looking forward, it is likely that this circuit-centric architecture will dominate

timing generation. The advantages over the simple oscillator architecture are

profound and the costs, in terms of both power and die area, are steadily decreasing.

Presently almost 200 million MEMS oscillators have been produced with this

circuit-centric architecture. The growth rate of this segment is strong, at about 70 %

per year. SiTime has been listed by Deloitte LLP in their Fast 500TM rankings as the

fastest growing semiconductor company in North America [12]. The same is not

true for the quartz suppliers, for whom growth is modest to negative. There are

many reasons for this shift, among them are that MEMS shows better reliability,

robustness, supply chain support, and cost structure that quartz. And a significant

reason is that the MEMS oscillators are based on a programmable, flexible, and

highly accurate, modern architecture.
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Chapter 4

Dual Core Frequency Reference for Mobile

Applications in 65-nm CMOS

Emmanuel Chataigner and Sébastien Dedieu

Abstract Wireless mobile devices require two reference clocks, a low-noise

high-frequency one and a low-power low-frequency one.

The circuit described in this paper implements a single-crystal oscillator

which generates a 26–52 MHz clock and a 32 kHz clock. Its reconfigurable

architecture allows to re-use the crystal and the tank capacitances in two different

core oscillators, each of them being optimized for one clock independently from the

other one.

4.1 Introduction

Wireless mobile devices require two reference clocks to operate radio

communications, digital processing or real time tracking. One clock, operating at

a few tens of MHz, is used for cellular communications, WLAN and satellite

localization and must be very stable. The other one, typically operating at

32.768 kHz, is used as real-time clock (RTC). The former is power-consumption

hungry but only needed a small portion of the time. The latter is always on, dictating

a very low power consumption.

The usual solution to generate these two clocks is to have two crystals working at

two different frequencies, for example at 32 kHz and at 26 MHz. A cost effective

solution would be to use only one crystal. Apart from the reduction of the bill of

material and the PCB area, this solution would offer other advantages that will be

presented hereafter.
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In [1] a single-crystal solution is presented where the low power mode is

obtained by changing the bias current and the supply voltage of the oscillator

which remains unchanged. On the contrary, the circuit presented here implements

a change of oscillator architecture while keeping the same crystal and the same

capacitor tanks. Throughout this paper these two oscillators will be called cores.

The High Power (HP) core is used during cellular communications to generate the

High-Frequency (HF) clock while the Low Power (LP) core is used in stand-by

mode to generate the low-power real-time clock.

This paper is organized as follows: Sect. 4.2 describes the dual core topology.

In Sect. 4.3 the complete system is introduced and its advantages discussed. The

measurement results are presented in Sect. 4.4. Finally, conclusions are drawn in

Sect. 4.5.

4.2 Dual Core Oscillator Description

The circuit was implemented in STMicroelectronics 65 nm CMOS technology and

was supplied by a 1.8 V voltage from a dedicated LDO.

4.2.1 Specific Requirements

The suppression of the 32 kHz crystal significantly reduces the cost of the final

platform since this crystal is usually more expensive and has a larger footprint than

a High-Frequency (HF) crystal, thus also reducing the area of the printed circuit

board (PCB). The continuous push for low cost terminals also requests the oscillator

to accommodate crystals from various providers and to be used with various

packages. These requirements implied a larger frequency tuning range than usual.

There was also a request to support multiple crystal frequencies from 26 to 52 MHz

in order to address various platform needs.

The increased complexity of the silicon transceivers which support more and

more RX/TX channels and integrate digitally-intensive blocks puts new constraints

on the DCXO. To address this issue the following choices were made : (1) a

dedicated LDO with high Power Supply Rejection Ratio (PSRR) is used to power

the DCXO (2) the reference clocks are propagated as differential signals on the chip

(3) a differential structure was chosen for the DCXO to ease the generation of those

differential clocks.

Low phase noise specifications below 100-Hz and above 1-kHz frequency

offsets were also required respectively for GPS and cellular standards.

Finally the re-use of the same crystal and the same tank capacitors was chosen to

have a very good frequency matching over process and temperature variations. This

feature is especially interesting for synchronizing both clocks since the temperature

drift of a 32-kHZ crystal is ten times higher than a HF crystal.
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4.2.2 The HP Core

A Colpitts architecture was selected to address the low phase noise requirements

while not consuming too much power. A pseudo-differential architecture (Fig. 4.1)

was implemented for its simplicity and its ability to drive differential clocks.

The HP core has programmable current sources IHP to guarantee fast and reliable

start-up and to get the best trade-off between power consumption and phase noise

performance. A peak detector measures the amplitude at the crystal and controls it

through a feedback to the tunable current sources IHP. The range of achievable

currents guarantees the oscillation for 26–52 MHz crystals for all Equivalent Series

Resistor (ESR) associated with 2,520 and 2,016 Surface Mounted (SMD) packages.

The load capacitance seen by the crystal is:

CL ¼ CC:CF

2 CC þ CFð Þ (4.1)

The core oscillates around the crystal parallel resonance frequency at :

ωp ¼ ωs:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ C1

C0 þ CL

r
(4.2)

with the series resonance frequency of the crystal given by :

ωs ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L1: C1

p (4.3)

Fig. 4.1 The HP core
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L1 and C1 are the electrical equivalent elements of the motional part of the crystal

and C0 its shunt capacitance associated with the package.

The coarse capacitance tank CC consists of switchable Metal Insulator Metal

(MIM) capacitors. The tuning range is�40 ppm with a maximum frequency step of

3 ppm. This range will be used by the factory calibration to compensate for the

crystal frequency tolerance, the PCB line variations and the silicon process

variations.

The capacitance bank CF consists of 8,191 unit varactors controlled in a

thermometric way. Each PMOS-based varactor provides a 5 fF capacitance differ-

ence between the accumulation and depletion regions, giving an overall tuning

range of �25 ppm with a maximum frequency step of 0.03 ppm.

4.2.3 The LP Core

Re-using the same tank, a differential resonator-synchronized relaxation oscillator

[2] was chosen for its low-noise, high-stability and low-consumption capability.

The simplified circuit diagram is shown in Fig. 4.2.

Fig. 4.2 The LP core
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As with the HP core, the load capacitance seen by the crystal is:

CL ¼ CC:CF

2 CC þ CFð Þ (4.4)

and the oscillation still occurs at ωp.

In order to reduce the power consumption, CL is set to its minimum value by

changing CC and CF capacitance values.

Transistors M3L/M4L with biasing resistors R3L/R4L behave as current sources

for differential signals and as diodes for common mode signals, thus attenuating

the latter.

Applying the Barkhausen criteria on the impedance seen by the crystal resonator,

it can be shown that its real part is negative and can sustain oscillations when :

ω >
1þ ηð Þ:gm

Cs
:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

R:gm � 1

s
(4.5)

With η and gm being respectively the body effect factor and the transconductance of

M1L/M2L and R the resistance of R3L/R4L.

Once Eq. 4.5 is fulfilled we must guarantee that the oscillator will not oscillate in

its original relaxation mode. This will occur when the imaginary part of the

impedance seen by the crystal resonator is null. The frequencies at which this

condition is fulfilled are:

ω ¼ 1þ ηð Þ:gm
Cs

:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Cs

1þ ηð Þ: 2:C0 þ CLð Þ � 1

s
(4.6)

To avoid the relaxation mode one must guarantee that the Eq. 4.6 has no real

solution. Then the only possible oscillationwill occur at crystal parallel resonanceωp.

From Eqs. 4.5 and 4.6 one can deduce that CS must satisfy the following

condition in order to get an oscillation at the crystal parallel resonance only:

1þ ηð Þ:gm
ωp

:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

R:gm � 1

s
< Cs < 1þ ηð Þ: 2:C0 þ CLð Þ (4.7)

Depending on the crystal frequency and ESR and package shunt capacitance, it

may be necessary to tune CS in order to have Eq. 4.7 fulfilled for all gm values. If CS

is too high the oscillator may oscillate in relaxation mode at a different frequency

than the resonance of the crystal. If CS is too low the real part of the impedance seen

by the crystal will be positive at the crystal parallel resonance, preventing the circuit

to oscillate.

The current consumption of the LP oscillator with its biasing is 30 μA. By
changing to a single architecture and using N-type MOS transistors to create the

negative-Gm, this current could be greatly reduced.
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4.2.4 The Dual Core

The dual-core architecture shown in Fig. 4.3 includes all the devices from HP core

and the LP core shown in Figs. 4.1 and 4.2. Some additional transistors needed

to efficiently switch between both cores have been added, namely M3H/M4H,

M5L/M6L, M7L/M8L and M9L/M10L. Apart from the crystal and the tank capacitors

CC and CF, each core has its own active devices and current sources allowing each

of them to be independently optimized.

The detailed operation of the circuit will be described in the following sections.

When the dual core is configured in HP mode (Fig. 4.4) the two current sources

ILP are switched off, the biasing resistors R5L/R6L are disconnected and the active

load transistors M3L/M4L are set to high impedance. As a result the cross-coupled

pair M1L/M2L of the LP core should no longer be active. However, due to

the oscillation, significant AC signals exist at the crystal nodes X1/X2 and may

create currents across M1L/M2L which would in turn cause losses and degrade the

low-frequency offset phase noise. Thus transistors M9L/M10L were added to fully

isolate the HP core from the above devices allowing to meet the phase noise

specifications for GPS applications.

Fig. 4.3 The dual-core

oscillator
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When the dual core is configured in LP mode (Fig. 4.5) the two current sources

IHP are switched off and transistors M3H/M4H disconnect the biasing voltage VGH

from the crystal nodes X1/X2. Transistors M1H/M2H are no longer active, leaving

nodes FB1/FB2 at high impedance. In this way CC and CF are viewed by the crystal

as connected in series. The common mode voltage VCM is applied to nodes FB1/FB2

through resistors R5L/R6L in order to correctly bias the PMOS varactors of the

fine tank CF. As the amplitude of the voltages at nodes FB1/FB2 and X1/X2 is low,

the threshold voltage of M1H/M2H is not reached and those transistors do not

interfere with the oscillation.

4.3 System Description

The complete system entails the above dual-core oscillator, a fractional divider and

a built-in temperature sensor as can be seen in Fig. 4.6. Also shown but not covered

in this paper are the clock tree and the clock buffers towards the internal frequency

synthesizers and towards external companion chips.

Fig. 4.4 The dual core

operated in HP mode
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Fig. 4.5 The dual core operated in LP mode

Fig. 4.6 The dual-core reference block diagram
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4.3.1 The Fractional Divider

The 32-kHz clock is generated from the 26-MHz oscillator thanks to a fractional

divider. It is used in bothmodes since theRTCclock is always present on the platform.

When switching to the LP mode the relaxation oscillator load capacitance is set

to its minimum value. This load variation shifts the RTC frequency which must be

re-tuned to the nominal value using the fractional divider ratio. The divider is

supplied by a 1.2-V voltage generated from the 1.8-V supply through a diode-

connected MOS. This supply voltage allows to use GO1 transistors to minimize

capacitances and thus lower the consumption.

The main contributor to the divider consumption is the first divide-by-2 stage.

The use of more advanced CMOS technologies will allow to further reduce this

consumption.

A 14-bit fractional code allows to tune the frequency over a �600 ppm range

with a resolution of 0.03 ppm.

4.3.2 Built-in Thermometer

The diagram of the built-in thermometer is shown in Fig. 4.7. It uses an external

forward-biased silicon PN junction as temperature sensor. By feeding two different

currents through this diode, the temperature can be calculated by measuring the VBE

voltage difference at both biasing.

The on-chip blocks used in the thermometer are:

• The reference current block which generates the two reference currents.

• A switched capacitor block which performs the analog processing of the two

voltages taken from the PN diode.

Fig. 4.7 Built-in thermometer diagram
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• A digital control block which drives the reference currents and the switch

capacitors sequencing.

• An 11-bit SAR ADC (Analog to Digital Converter) which converts the output

voltage of the analog processor into a digital word.

As the temperature time constant is of the order of seconds, a measurement made

each second is enough to have a good tracking of thermal variations. A few

milliseconds are needed to complete a measurement, leading to an average current

consumption of the thermometer of only a few μA.

4.3.3 Calibrations

The system requires three factory calibrations, one for the thermometer and two

others for the two oscillator cores.

The thermometer requires a calibration at room temperature to cancel the offset

of the signal processing chain. The gain of the thermometer being by design

accurately known, this single-point calibration is enough to guarantee an accurate

measurement over the ambient temperature range from�30�C to +85�C. The offset
is calculated from the measurements given by two thermometers. The first one is the

internal one (to be calibrated) connected to an external diode sensor (see Fig. 4.7).

The second one is an instrumentation thermometer whose sensor is placed close to

the previous diode.

The two oscillator cores require two initial frequency calibrations to deal with

the process variations of the crystal, of the tank capacitors and of the PCB lines:

1. First, in HP mode, the HF clock is tuned to 26 MHz by varying the coarse and

fine capacitance words in an iterative manner.

2. Then, in LP mode, the coarse and fine capacitances are changed to their

predefined LP values in order to lower the load capacitance. The HF clock

frequency is measured and the fractional divider ratio is calculated in order to

have the nominal 32,768 Hz on the RTC clock. This second frequency calibra-

tion is very fast since it does not use any iteration loop but only a frequency

measurement.

4.4 Measurement Results

4.4.1 Process and Temperature Variations

One major benefit of the dual core is that ageing or temperature variations will

produce similar effects on both oscillation modes due to common tank capacitors

and crystal. This is especially true for the temperature-dependent frequency
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changes which lay mainly in the crystal. As shown in Fig. 4.8 the RTC clock

temperature sensitivity is greatly improved since it inherits the sensitivity of the HF

crystal. This feature can be used at the application level in conjunction with the

temperature sensor to improve the tracking of clocks when switching from the RTC

clock back to the HF clock.

4.4.2 The Thermometer Calibration

The Fig. 4.9 shows the measured temperature after calibration and the associated

error after a temperature calibration was performed at room temperature and nomi-

nal supply voltage. The X-axis is the ambient temperature, the Y-axis the measured

temperature.

The error after calibration does not exceed [�0.6�C, +0.6�C] over the full

[�30�C, +85�C] ambient temperature range.

4.4.3 The Oscillator with Temperature Compensation

Using the thermometer with the off-chip PN diode sensor, the XO frequency has

been corrected by changing the fine tuning capacitance. The output code of the

on-chip ADC is read and used by the test program to tune the oscillator via a look-

up table. Figure 4.10 shows that the frequency variations over the full temperature

range have been reduced by a factor of 10 down to �1.2 ppm.

Fig. 4.8 Dual core temperature sensitivity
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4.4.4 Frequency Shift Between Oscillator Cores

First, the frequency calibrations are performed at room temperature (25�C) and
nominal voltage (1.8 V) for the HP core and for the LP core. The coarse/fine

capacitor bank and fractional divider settings found then are kept unchanged in

all the subsequent switching between HP and LP mode. The ambient temperature

and the supply voltage are varied and the output frequency is measured for

each mode.

Fig. 4.9 Measured temperature (left) and calibration error (right)

Fig. 4.10 Measured corrected frequency
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Figure 4.11 shows the frequency shift in ppm between LP-mode frequency and

HP-mode frequency after the circuit has been switched to LP mode. As expected,

the clock frequency is almost independent of the temperature since both cores

undergo the same variations on the crystal and the tank capacitors. However, due

to the different topologies between the two cores, the frequency shift varies with the

supply voltage but this sensitivity is very small (< 0.2 ppm) and compatible with

the application.

The measured transient behavior of the RTC clock when switching from HP

mode to LP mode is shown in Fig. 4.12.

4.4.5 HP Mode Noise Quality

The Single Side Band (SSB) phase noise in HP mode with a 26-MHz crystal is

shown in Fig. 4.13a. Cellular 2G/3G/4G as well as WLAN requirements are

fulfilled with the �148.7 dBc/Hz phase noise at 100 kHz offset, while GPS

requirement is also respected with �61 dBc/Hz @ 1 Hz offset. The significant

margin permits to cope with process, voltage and temperature (PVT) variations.

The Single Side Band (SSB) phase noise measured in HP mode at 52 MHz with a

52 MHz crystal is shown in Fig. 4.13b. After a divider by 2 that will provide an

improvement of a few dB, the phase noise at 26 MHz will be close to the one

obtained with a 26 MHz crystal.

The oscillator demonstrates similar noise performance for both crystals

frequencies giving more flexibility to address various platform needs.

Fig. 4.11 Frequency

shift error
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4.4.6 Performance Summary

The main performance of the circuit is summarized in Table 4.1. As previously

mentioned one can see that the temperature stability is very good and is the same for

both clocks.

An additional benefit of using a high-frequency crystal is the very fast start-up

time allowing to get the RTC clock in a few milliseconds whereas 32 KHz crystals

need about 1 s to be fully stabilized.

The chip, fabricated in ST-Microelectronics 65 nm high-performance CMOS

process is shown in Fig. 4.14. The silicon active area of the dual-core oscillator with

its tank, its biasing and the fractional divider is 0.17 mm2.

Fig. 4.13 HP mode phase noise (a) 26-MHz crystal (b) 52-MHz crystal

Fig. 4.12 Measured RTC clock transition
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4.5 Conclusion

A new oscillator architecture able to produce from a single crystal the two reference

clocks needed on a mobile application platform has been presented. The design goal

was to assess the feasibility of switching between two different oscillators

architectures around the same crystal and the same tank capacitors. The behavior

over temperature was also addressed.

Table 4.1 Performance summary

Parameter HP mode LP mode Unit

Technology 65-nm CMOS n/a

Supply voltage 1.8 V

Supply current 700a 65b μA
Start-up time for 0.1 ppm accuracy 3 ms

Start-up time for 10 ppm accuracy 1.6 ms

Phase noise @ 1 Hz �61.3 n/a dBc/Hz

Phase noise @ 100 Hz �115.5 n/a dBc/Hz

Phase noise @ 1 kHz �135.7 n/a dBc/Hz

Phase noise @ 100 kHz �148.7 n/a dBc/Hz

Phase noise @ 1 MHz �149.3 n/a dBc/Hz

Phase noise in 10 kHz–10 MHz band �78.0 n/a dBc

Period jitter in 500 MHz bandwidth � 0.18 � 40 ns

Uncompensated stability over �35/+85 �C � 10 ppm

On-chip compensated stability over �35/+85 �C � 1.5 ppm

Frequency step (coarse/fine) 3/0.03 0.08 ppm

Frequency tuning range (coarse/fine) � 40/� 25 � 600 ppm

Power-supply sensitivity � 0.2 � 1 ppm/V
aIncludes the oscillator and its biasing
bAll included: the oscillator, its biasing, the ΣΔ divider and the output buffer on a 10 pF load

Fig. 4.14 Die photo of the dual core oscillator
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The cost of the final application can be reduced thanks to the suppression of one

crystal and its associated PCB area. The fully reconfigurable architecture of the two

modes of operation allows to easily optimize each mode independently from the

other one.

The RTC clock temperature sensitivity is greatly improved since it now depends

on the HF crystal. The re-use of the same crystal and tank capacitors also allows to

benefit from the HF clock factory calibration to get a calibrated RTC clock with a

very small additional test time.

At the application level the better tracking of both clocks over temperature and

process variations means an easier synchronization when switching between the

stand-by and the high-power states. Finally, as the oscillator starts up in HP mode,

the RTC clock start-up time is much faster than it would be when using a 32-kHz

crystal.

It was also demonstrated that good design trade-offs allow to meet phase noise

specifications for both GPS and cellular/WLAN applications.
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Chapter 5

UHF Clocks Based on Ovenized AlN

MEMS Resonators

Augusto Tazzoli and Gianluca Piazza

Abstract This work describes temperature compensated UHF oscillators based on

AlN MEMS resonators with co-integrated heaters. Two approaches are proposed

and experimentally verified. In the first, the heater is used to maintain the resonators

temperature, and hence its frequency, constant. In the second, the heater is used as a

tuning knob to compensate for both the temperature dependency of the resonator

and its driving circuitry. With this latter approach, a 586 MHz oscillator was shown

to exhibit a temperature stability of 1.7 ppm from �45�C to 85�C, with phase noise
better than 91 and �160 dBc/Hz at 1 kHz and 40 MHz offsets, respectively.

5.1 Introduction

Microelectromechanical system (MEMS) resonators have emerged as a promising

alternative to bulky and unintegrable quartz-crystal and SAW resonators. Small-form

factor, high frequency of operation, and co-integration with CMOS circuits are some

of the main features making MEMS resonators the best candidate for the implemen-

tation of compact and multi-frequency banks of high-quality-factor mechanical

elements for reconfigurable local oscillators and frequency synthesizers [1, 2].

Aluminum Nitride (AlN) Contour-Mode Resonators (CMRs) [3, 5] have

emerged as one of the most promising solutions in enabling the fabrication of

multiple frequencies (10 MHz–10 GHz) and high-performance resonators on the

same silicon chip. This is made possible by the high transduction efficiency of the

piezoelectric film, which translates to low values of achievable motional resistance

(tens of ohms), and the ability to be integrated with conventional electronics.
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Nonetheless, modern telecommunication systems require oscillators that are

stable over a wide range of parameters and especially versus temperature

[5]. In high precision commercial oscillators either temperature compensated

crystals (TCXO) [6, 7] or oven stabilized devices (OCXO) [8] are used. Uncom-

pensated AlN MEMS based oscillators suffer instead from large temperature

dependence and their frequency exhibits a linear dependence on temperature of

about 28 ppm/K [9]. Prior works have shown that at the MEMS scale [10, 11] low

power heaters can be co-integrated with low frequency resonators and few mW

(instead of Ws used in OCXO) can be used to thermally stabilize the resonator.

A 623 MHz thermally tunable AlN resonator that uses a separate portion of the

device for heating has been described in [12].

In this work we demonstrate temperature stable Ultra High Frequency (UHF)

oscillators based on UHF ovenized AlN CMRs based on two different controlling

techniques: the resonator ovenization, and the pulling of the resonator center

frequency through the integrated heater. With the first method the resonator tem-

perature is kept constant despite changes in the environment temperature, whereas

in the second case the oscillator frequency is kept stable by pulling the resonator

center frequency and flowing a pre-determined (look-up table) current value into

the integrated heater. Pros and cons of the two techniques are discussed.

5.2 Device Operation and Fabrication

A CMR is composed of an AlN film sandwiched between two metal electrodes, see

Fig. 5.1. When an alternating-current signal is applied across the thickness T of the

AlN film, a contour extensional mode of vibration is excited through the equivalent

d31 piezoelectric coefficient of AlN.
Given the equivalent mass density, ρeq, and Young’s modulus, Eeq, of the

material stack that forms the resonator, the center frequency, f0, of the laterally

vibrating mechanical structure is set by the period, W, of the metal electrode

patterned on the AlN plate and can be approximately expressed as:

f 0 ¼
1

2W

ffiffiffiffiffiffiffi
Eeq

ρeq

s
: (5.1)

Fig. 5.1 Schematic of the contour extensional mode of vibration excited through the equivalent

d31 piezoelectric coefficient of AlN of a single resonant element (left) and a multifinger device

(right). The resonator geometrical dimensions are indicated in the figure
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The other three geometrical parameters, i.e., thickness, T, length, L, and number

of electrodes, n, set the equivalent electrical impedance of the resonator and can be

designed independently of the desired resonance frequency. Further details on the

resonators operating principle can be found in [2].

The resonators of this work are formed by a 1 μm thick Aluminum Nitride film

sandwiched between two metal layers and integrate microscale heaters in the

bottom or top layer. In the first design the bottom plate of traditional LFE-F excited

resonators [13] was modified in a serpentine (the heater) [14], which is made of

50 nm thick and 2 μm wide series-connected lines of Platinum (Pt) separated by a

2 μm gap. SEM pictures of the fabricated resonators with a resonant frequency of

250 MHz, 590 MHz, and 1.1 GHz are shown in Fig. 5.2.

In this design, the serpentine itself acts as the floating bottom electrode in the

LFE-F excitation technique. The presence of this bottom metal layer serves the dual

purpose of enhancing the electromechanical coupling in the resonator and heating

the body of the device when a current is flown through it. Furthermore, the same

serpentine will be used as a temperature sensor to control and keep the resonator

temperature constant, as shown in Sect. 5.1. The top metal layer (100 nm thick

Aluminum) constitutes the multi-fingered top electrode, whose pitch is used to set

the frequency of vibration of the device and effectively excite the contour-

extensional mode of vibration in the piezoelectric resonator.

In the second design the heater is integrated on the same layer of the top RF

electrodes (see Fig. 5.3). The heater is designed all around the resonator, and the

small tethers help keeping the generated heat confined within the resonator body

improving the heating efficiency.

The AlN LFE contour-mode resonators with heaters integrated on the bottom

layer were fabricated in a four-mask post-CMOS-compatible microfabrication

process (see Fig. 5.4). The Pt serpentine/floating electrode was first patterned by

lift-off on top of a high resistivity silicon wafer. The 1 μm thick AlN film was then

sputtered deposited using a Tegal AMS 2004 SMT (OEM Group) and its quality

was optimized to achieve rocking curve values as good as 1.2�. In order to access

the heater on the bottom layer, VIAs were opened in the AlN film by wet etching in

phosphoric acid (H3PO4). Optical lithography and lift-off were performed for the

Fig. 5.2 SEM pictures of fabricated ovenized AlN contour mode resonators: 250 MHz (a),

590 MHz (b), 1.1 GHz (c)
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definition of the top Aluminum (Al) electrodes. The in-plane dimensions of the

resonators were defined by dry etching (Trion Inductively-Coupled Plasma

Phantom III) of the AlN film in Cl2-based chemistry using photoresist as a mask.

Finally, the device was released from the silicon substrate by isotropic dry etching

in XeF2.

A similar process was adopted for the fabrication of resonators integrating the

heater on the top layer, but this new layout allowed simplifying the manufacturing

process since only three masks are required since there is no need to open VIAs to

access the bottom-layer as in the previous design.

5.3 Resonator Ovenization: Design and Characterization

As anticipated, uncompensated AlN-MEMS-based oscillators suffer from large

temperature dependence and their frequency exhibits a linear dependence on

temperature of about �28 ppm/K. This shift is primarily induced by softening of

the AlN and metal electrodes (Al) and the TCE of Al with temperature. An example

of the resonant frequency shift of a 1 GHz resonator with temperature is shown in

Fig. 5.5a.

Fig. 5.3 SEM images of a 586 MHz resonator. The serpentine pattern placed all around the

resonator body is the high-efficiency heater used to pull the resonator frequency

Fig. 5.4 Four mask fabrication process: (a) sputter deposition of Pt (50 nm) serpentine, AlN layer

and Al top electrodes; (b) via opening to the serpentine pads in H3PO4; (c) dry etching of AlN in

Cl2-based chemistry; (d) XeF2 dry release of the AlN resonator
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Such dependence with temperature is clearly unacceptable for modern

oscillators and a way to keep the resonance frequency within few ppm from

�40�C to +85�C is needed. It has been shown that at the MEMS scale [10], low

power heaters can be co integrated with low frequency resonators and few mW

(instead of the hundreds of mWs used in traditional OCXO) can be used to

thermally stabilize the resonator. To address the issue of temperature shifts in the

CMR technology, we integrated a heater directly into the body of the resonator and

kept the oscillator frequency constant by either adopting a resonator ovenization

technique similar to what is done with OCXO (analog temperature controller), or

pulling the resonator frequency using a microcontroller (digital temperature con-

troller, see next section).

Different variations of the serpentine, in terms of line width, spacing and

orientation with respect to the RF electrodes, have been designed, fabricated, and

tested. In order to prove the effectiveness of the concept, this ovenization technique

was successfully verified in devices operating at 250 MHz, 580 MHz, and 1.1 GHz

(see Fig. 5.2) integrating the heater on the bottom layer. Thanks to this innovative

design, it has been possible to obtain ovenized resonators with higher performances,

i.e. high quality factors (Q up to 2,000 @ 1.1 GHz) and kt
2 (electro-mechanical

coupling up to 0.6 % @ 1.1 GHz), than any prior implementation [12].

Resonators with heaters patterned around the top RF electrodes showed a

resonant frequency of ~586 MHz at room temperature, with an unloaded

Q > 4,000, a kt
2 > 0.8 %, and a series resistance of 100 Ω. Further results on

these devices can be found in [15].

The efficacy of the proposed solutions was characterized by first using the

resonator itself as a thermometer and monitoring its frequency shifts when

subjected to external temperature variations induced in a controlled Lakeshore

probe station (Fig. 5.5a). The temperature dependence of the serpentine resistance

was simultaneously measured with an Agilent B1500 Semiconductor Parameter

Analyzer (Fig. 5.5b).

Fig. 5.5 (a) Y11(f) (admittance in dB) measured in a Lakeshore probe station at different

temperatures for the 1.1 GHz ovenized resonator with heater on the bottom layer. (b) Resonance

frequency and heater resistance shift vs. temperature of uncompensated 1.1 GHz AlN MEMS

resonator vs. temperature. A TCF of about �28 ppm/K and a TCR of about 3 Ω/K were recorded
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A representative 1.1 GHz resonator (heater on the bottom layer) is reported here,

but all devices exhibited similar temperature dependence. A temperature coefficient

of frequency (TCF) of �27.9 ppm/K and a temperature coefficient of the heater

resistance (TCR) of 3 Ω/K were extracted (bottom layer Pt heaters).

The effectiveness of the integrated micro-oven was then tested in air (at 310 K)

by applying different power levels to the heater, and recording the resonator

admittance (Fig. 5.6a, b). According to the calibration curve shown in Fig. 5.6b,

it was possible to extract the temperature increase vs. the power supplied to the

heater and obtain a temperature rise factor of 28 K/mW. This translates to the ability

of operating a resonator at around 100 �C with few mW. Further investigations on

FEM transient simulations and comparison with measured results have been shown

in [14] by the same authors.

5.4 Temperature Compensated AlN MEMS Oscillator

5.4.1 Analog Temperature Controller

The good performance in terms of quality factor and coupling coefficient of the

fabricated micro-ovenized resonators permitted us to build self-sustained

oscillators based on AlN MEMS resonators, temperature compensated through a

simple analog feedback circuit. A Pierce-like oscillator was made with a commer-

cial GaAs p-HEMT (ATF551M4) (see Fig. 5.7a), whereas a simple feedback

temperature controller (Fig. 5.7b) based on a Wheatstone bridge (R1-R2-R3-R4)

was designed to keep the resonator at a constant temperature exploiting the same

serpentine (R3) as a heater and sensor. The control circuitry is based on using the

operational amplifier to measure the imbalance in the bridge and output a

Fig. 5.6 (a) Y11(f) measured at different supplied heater powers (i.e. temperatures) for the

1.1 GHz resonator with the heater on the bottom layer. Minimal change in the device Q and kt
2

ensures that the resonator will operate in an oscillator even when heated at the max temperature of

443 K. (b) Measurement of the temperature increment (from Tamb ¼ 310 K) as a function of the

power dissipated by the integrated heater
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proportional voltage to self-balance the bridge (i.e., V+ ¼ V�). The output voltage
is then filtered by an RC low pass filter (R5-C1) and used to control the BJT Q1. The

amount of current flowing through the BJT (and then partially through the serpen-

tine) is used to heat the device so that a stable resonator temperature is attained. The

circuitry and the MEMS die were packaged in a 25 � 25 mm2 package (Fig. 5.7c)

and hermetically sealed by Vectron International before testing inside a Tenney

TPS climatic chamber.

The temperature stability of the proposed solution is shown in Fig. 5.8, which

compares the oscillator frequency vs. temperature for different oven set points (R4).

A temperature stability of ~125 ppm was recorded in the whole temperature range

with power dissipation lower than 10 mW. A decrease of the oscillator frequency

was observed for temperatures lower than�20�C, due to the temperature sensitivity

of the GaAs transistor, as confirmed by ADS simulations. The RF performance,

short term stability, and temperature sensitivity of the packaged oscillator were

tested placing the packaged oscillator connected on an ad-hoc test fixture inside a

Tenney TPS climatic chamber. The oven set pointwas set in order to keep the resonator

temperature constant at +85�C (the maximum of the temperature range of interest).

Fig. 5.7 Pierce oscillator (a) and temperature controller (b) schematics. The packaged oscillator

is shown in (c)

Fig. 5.8 Oscillator frequency vs. temperature at different oven set points (Tset)
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The oscillator short-term stability was measured with an Agilent E5052B Signal

Source Analyzer. Stable Phase Noise (PN) was recorded over the entire temper-

ature range. PN values better than �93 dBc/Hz were shown at 1 kHz offset

frequency, with a floor better than �160 dBc/Hz at an output RF power level of

�6.2 dBm. Floor values better than �170 dBc/Hz were obtained increasing the

oscillator bias voltage. However, a slight degradation of the close in was

observed, likely due to the increase of the GaAs transistor noise up-converted

to the carrier frequency. Further experimental results can be found in [16].

Despite the low power consumption of this approach compared to traditional

OCXO, the ovenization of only the MEMS resonator is clearly a limit of this

technique leaving the oscillator sensitive to any temperature dependence of the

sustaining circuitry. However, temperature stability as good as 2 ppm over the entire

temperature range was attained by manually tuning the temperature controller set

point (see Fig. 5.8, “manually tuned” curve). This result demonstrates the possibil-

ity of achieving good temperature stability in high frequency AlN CMR based

oscillators by ovenizing the resonator, consuming low power, and still attaining

good short term stability, and inspired the development of the digital temperature

controller described in the next section.

5.4.2 Digital Temperature Controller

A digital temperature controller circuitry based on a microcontroller circuit was

then implemented to form a Microcontroller Compensated MEMS Oscillator

(MCMO), which yields a tighter control on the overall circuit temperature stability.

The sustaining oscillator was realized with the same Pierce circuit shown in

Fig. 5.7a and it was integrated with a microcontroller based temperature controller

circuit (Fig. 5.9a) to form theMCMO. The use of a MCMO permits full temperature

compensation of the oscillator over the temperature range of interest, eliminating

also the shifts induced by the GaAs transistor and the other discrete components.

The MCMO stores in a look-up table the corresponding amount of current needed

by the heater to keep the oscillator frequency constant in a temperature range from

�25�C to +85�C and therefore can compensate for frequency shifts of any origin.

The ambient temperature needed as a reference for the microcontroller is sensed

by a digital thermometer placed with the microcontroller inside a 20 � 20 mm2

package (Fig. 5.9b). The microcontroller calculates from a 501-entry look-up table

the current needed by the heater. The digital value is then transferred to a 12-bit

DAC and converted into a current by OP1-Q2-R2. The communication between the

microcontroller, the temperature sensor, and the DAC relies on an I2C bus. A digital

solution was chosen to avoid problems with ADC converters sensitivity to temper-

ature variations. The packaged MCMO was tested inside a Tenney climatic cham-

ber. The look-up table was calibrated to keep the oscillator frequency around

585.920 MHz (Fig. 5.10) and a temperature stability of 1.7 ppm was recorded in

the whole temperature range with a total power dissipation of about 17 mW.
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The oscillator short-term stability was measured with an Agilent E5052B SSA.

Phase noise values better than �91 and �160 dBc/Hz were measured over the

entire temperature range at offset frequencies of 1 kHz and 40 MHz, respectively

(see Fig. 5.11).

5.5 Conclusions

UHF oscillators temperature compensated based on ovenized CMRs were

presented. We proposed two different layouts to integrate efficient heaters on the

resonator body (bottom or top layer) and we demonstrated two different techniques

to stabilize the oscillator frequency based on analog and digital implementations.

Fig. 5.9 Schematic of the microcontroller based temperature controller (a). The PCB realization

is shown on the right (b). The PCB size is 20 � 20 mm2

Fig. 5.10 Oscillator frequency and heater current vs. temperature measured during the microcon-

troller calibration procedure
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The analog implementation exploited the patterned serpentine as a high efficiency

heater and temperature sensor with the aim of ovenizing the MEMS resonator and

keeping its temperature constant. A value of ~125 ppm was recorded for the

oscillator frequency stability over the temperature range �40 � +85�C with a

power consumption of less than 10 mW. Even if power efficient, this technique

leaves the oscillator sensitive to any temperature dependence coming from the

electronic circuitry.

This problem was overcome in the 586 MHz Microcontroller Compensated

MEMS Oscillator (MCMO) where the oscillator frequency is kept constant pulling

the resonator resonant frequency through the calibrated flow of current into the

MEMS heater. The implementation of a MCMO permits full temperature compen-

sation of the oscillator over the temperature range of interest, eliminating also the

shifts induced by the sustaining electronic circuitry.

A complete characterization of the MCMO frequency and short-term stability

was carried out over the entire temperature range, recording a frequency stability of

1.7 ppm with a maximum power consumption of about 17 mW, phase noise values

better than �91 and �160 dBc/Hz at offset frequencies of respectively 1 kHz and

40 MHz.

These ultra-stable oscillators with low jitter and phase noise will ultimately

benefit defense as well as commercial communication systems.

Fig. 5.11 Oscillator phase noise at PRF ¼ �6.26 dBm. Phase noise values better than�91 dBc/Hz

@ 1 kHz and �160 dBc/Hz at 40 MHz offsets were recorded. Inset: Phase noise evolution at offset

frequency of 1 KHz, 10 KHz, and 40 MHz vs. temperature
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Chapter 6

Towards Portable Miniature Atomic Clocks

David Ruffieux, Jacques Haesler, Laurent Balet, Thomas Overstolz,

Jörg Pierer, Rony Jose James, and Steve Lecomte

Abstract Accurate clocks play a fundamental role in modern communication

systems, especially given the trend towards ever increasing data rates. Atomic

clocks easily achieve sub-ppb stability, orders of magnitude better than even the

best quartz and MEMS-based references. Driven by recent developments in pho-

tonics and MEMS technology, they now dissipate several tens of mW and are

matchbox size. The challenge is how to improve on this and realize clocks that can

be used in mobile phones and tablets. This paper will present recent progress

towards this goal with an emphasis on the required signal processing and RF

circuitry.

6.1 Introduction

The field of atomic clocks is currently undergoing a scientific and technical

revolution. Technology based on MEMS components manufacturing shows the

promise of having miniature (<1 cm3) and low-power (<100 mW) atomic clocks

(MACs). They are typically based on the coherent population trapping (CPT)

scheme where the microwave interrogation is directly coupled to the laser such

that the dimensional constrains linked to the microwave cavity are avoided [1].

MACs have the potential to be integrated in future battery-operated portable

devices for communication, navigation, signal processing and many other mobile

applications requiring ultra-stable timekeeping/frequency references.

The paper is organized as follow: the CPT interrogation principle is first

discussed to derive the corresponding clock architecture and the high level circuit

building blocks. The RF lock loop constituting circuits are then discussed, followed
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by those of the laser and oven control thermostat lock loops. The MEMS atomic cell

is then described together with the physics package implementation including the

laser, micro-optics components and photodetector. Measurement results are then

presented before future perspectives are discussed.

6.2 CPT Interrogated Atomic Clock Operating Principle

The coherent population trapping (CPT) interrogation [1] consists in modulating

the bias current of a wavelength tuned VCSEL at an RF frequency (νRF) that is
half the ground state hyperfine splitting of 87Rb (νHF/2 ¼ 3.417 GHz). Figure 6.1

illustrates the principle. Let’s consider that a ramp on the laser diode (LD) bias

current sweeps the pumping photon energy (E ¼ hν) producing two peaks of

absorption corresponding to transitions between each of the two ground states

toward the excited states (top plot on the right of Fig. 6.1). When amplitude

modulation of the LD is added, the absorption spectrum is composed of each

individual laser wavelength (carrier plus sidebands). For νRF ¼ νHF/2, five absorp-
tion peaks are produced (middle plot on the right of Fig. 6.1). Within the central

one, a transmission peak hundreds of Hertz wide and with a ~1 % contrast (CPT

signal, shown on bottom plot in Fig. 6.1) is observed and this resonance provides

the high-Q (>106) frequency reference of the MAC. To maintain the system locked

around that peak and to provide a highly stable clock, the frequencies of both the

RF modulating signal and VCSEL light must be controlled with feedback loops.

In particular, locking of the RF frequency onto the atoms is obtained by frequency

modulation of the RF carrier, which allows deriving a signed error signal used to

form the RF frequency lock loop.

Fig. 6.1 Principle of CPT interrogation
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6.3 Clock and ASIC Main Block Diagrams

Figure 6.2 shows a simplified schematic of the CPT atomic clock. The core of the

system is the physics package (PP) comprising the Rb-cell, the laser (VCSEL) and

photodetector (PD). The 3rd generation of the control ASIC hosts three main

different control loops: the RF, laser and temperature lock loops.

The RF lock loop generates the 3.417 GHz RF signal used to modulate the

amplitude (AM) of the VCSEL current. As mentioned previously, the RF signal is

further frequency modulated (FM) so that the loop can be maintained locked and an

error signal be generated from that obtained on the PD followed by proper demod-

ulation. The laser lock loop provides the laser DC biasing current to ensure that its

optical frequency is accurately tuned. A tiny amplitude modulated current is further

added to adjust dynamically the DC biasing current with high resolution after

demodulation of the corresponding signal obtained on the PD. The two loops output

signals are combined with a bias-T on the laser side while they share a single PD

and hence input signal. To maintain the above loop locked, the temperature of both

the VCSEL and Rb-cell need to be tightly controlled, necessitating two additional

thermostat loops. A controlled biasing current used to generate a magnetic field

(B) within the Rb-cell is also implemented. An additional loop controlling the laser

output power (P) might be added in a near future.

Figure 6.3 shows a detailed block diagram of the RF (blue) and laser (green) lock

loops while Fig. 6.4 illustrates their working principles. The PD is followed by

a transimpedance amplifier (TIA) and two coherent demodulators formed with a

chopper, an integrator and a low-pass filter to retrieve the error signals generated

with the help of the AM and FM modulations. A dynamic tracking current is

generated for the laser loop with an OTA and applied in parallel to the laser

diode DC bias and tiny amplitude modulated current. The demodulator output of

VCSEL

λ/4

Rb cell

PD

Bias
T

Laser lock
DC + AM

RF lock

RF + FM ~

T°+ P
ctrl

T°+ B
ctrl

B

PP

CHIP V1

Added in CHIP V2

Added in
CHIP V3

Fig. 6.2 High level block diagram of a CPT atomic clock
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the RF loop fine tunes dynamically the frequency of a 40 MHz VCXOwhich is used

as the reference of a fractional-N PLL generating the slightly frequency modulated

3.417 GHz signal that is buffered with a power amplifier before modulating the LD

current. A 10 MHz output signal obtained after division of the VCXO signal by 4 is

delivered externally.

The effect of the AM and FM signals is to probe alternatively on either side of

the 87Rb absorption and CPT transmission peaks respectively so as to derive a

signed error signal allowing to lock both loops with the help of two integrators. The

laser optical and the RF frequencies are hence adjusted so that they match the three

energy level transitions of 87Rb when the two probed signals are equal thus nulling

the error signal. This is illustrated in Fig. 6.4.

demod_fm

PFD CP

÷4

PA

mod_fm

CLVCXO

BiasTee

ck_10MHz

÷N

demod_am mod_am LD_bias

LDPD

÷M
÷P

(de)mods

λ/4

Rb cell

Fig. 6.3 Detailed block diagram of the RF and laser lock loops
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•  LD current AM @ 50kHz 

signals

frequency

Fig. 6.4 Illustration of the two loops interrogation signals obtained with AM/FM
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6.4 RF Lock Loop Implementation

The left part of Fig. 6.5 shows a schematic of the transimpedance amplifier (TIA)

while the coherent demodulator is depicted to the right. At low frequencies, the TIA

works as a current conveyor (CCI) with transistor M1 sourcing a current equivalent

to the photocurrent generated on the photodiode (PD). This is obtained with the

arrangement of M1, M2 and the biasing current IB that impose a constant reverse

biasing voltage across the PD whatever the photocurrent level. Above a frequency

defined by the output conductance of M2 and the large off-chip filtering capacitor

CF, (ω > gDS,2/CF) the source conductance of transistor M1 sets the transimpedance

(1/gmS,1) of the TIA. A modulated photocurrent above that frequency and up to that

of the low pass pole defined by gmS,1/CP, with CP, the junction and total parasitic

capacitance present at the PD cathode and circuit interface node, will generate a

voltage swing on that same node as the CCI feedback via M1 is eliminated. In order

to maximize the TIA gain and lower its noise figure, M1 is implemented with

fingered native near 0-VT transistors that can be switched on/off in a binary

weighted way to maximize the transimpedance for a given photocurrent level.

It can be adjusted automatically by measuring a copy of the current circulating in

M2 (equal to IB) that can be fed externally. As the transimpedance is increased,

the gate to source voltage of M1 is increased until the biasing current source IB
leaves saturation lowering in turn the mirrored current. The TIA added noise is

negligible as M1 is operated with a large overdrive voltage resulting in a much

lower noise contribution (PSD ¼ 4�γ�k�T�gmS) than the photodiode shot noise

whose PSD is equal to 2�q�IPD. The white noise of M2 (PSD ¼ 2�q�IB), which
together with M3 are operated in weak inversion (sub-threshold regime) to maxi-

mize the transconductance of M3, is low pass filtered. The latter converts the

voltage swing appearing at the PD cathode to a modulated current that is fed to

the coherent demodulator implemented with N and PMOS switching pairs driven

by the modulation signal as in a conventional active mixer or chopper with the

MOD- MOD+

Vo+

M3

IPD

M1

M2CF

IB

CP

Vo-

Fig. 6.5 TIA and

demodulator transistor-

level implementation
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exception that the signal is injected in a complementary way before being chopped

and integrated on an off-chip capacitor. The resulting saw-tooth waveform is

further low pass filtered with off-chip passives implementing a cut-off at a few

Hz delivering a slowly varying differential tracking signal (Vo+;Vo�) used to lock

the VCXO PLL reference to the atomic transitions. The band-pass filter character-

istic of the front-end avoids folding dominant noise components at harmonics of the

modulating frequency despite the facts that the chopper is hard switched.

Figure 6.6 shows the VCXO implementation which is using a differential

topology proposed in [2]. Cross-coupled transistor pair M1 and M2 forms the gain

stage providing the negative differential transconductance 1/gm1 + 1/gm2 ¼ 2/gm
similarly to LC oscillator implementations. In order to cope with the high DC

impedance of the XTAL and prevent the circuit from latching at DC, a capacitor,

CS, should be added between the two sources of M1, M2 to cancel the positive

feedback at low frequencies. Transistors M3 and M4 are used to set the common

mode of the oscillator and provide negative feedback at low frequency to minimize

any offset voltage across the resonator. Since all gate voltages are equal in the

absence of oscillation, M1, M3 and M2, M4 are essentially diode connected in a

cross-coupled configuration. This is exploited to implement an amplitude

regulating loop in a way similar to the single-ended version proposed in [3]. The

VCXO is tuned within ppm-level accuracy to 40.0 MHz with a bank of digitally

controlled switched capacitor. Then a low gain differential analog varactor

implemented with accumulation MOS devices connected to the filtered output of

the demodulator is used for fine frequency tracking down to ppt (1E-12) level.

A simple 3-bits differential ADC is used to sense the loop filter output voltage level

so that the DCXO control can be modified to re-center the analogue varactor

characteristic in case of e.g. XTAL ageing. The 40 MHz frequency was chosen

since it is an integer multiple of the standard 10 MHz reference used in accurate

VTUNE_FINE

ANA
DIFF

To PPT

VTUNE_COARSE

DIG
To PPM

LO+ LO-

M3 M4

M1 M2

CS

Fig. 6.6 VCXO

transistor-level schematic

88 D. Ruffieux et al.



timing system. Choosing a higher frequency yields two advantages: the XTAL is

much smaller (footprints available down to 1.2 � 1.0 mm2); the divider ratio

between RF and reference frequencies is reduced improving the in-band noise

performance of the synthesizer.

The VCXO reference then drives a conventional fully integrated fractional-N

PLL locked near 3.417 GHz. A prescaler by three is used to relax the multi-modulus

divider switching speed while a 40-bits, 2nd order ΔΣ mash modulator clocked at

40 MHz is used for ppt-level frequency adjustment. A differential charge pump and

loop filter is used for better noise immunity. Figure 6.7 shows a schematic of the

3.4 GHz VCO using an analog varactor topology similar to that of the VCXO.

Capacitively cross - coupled transistors M1, M2 form a linearized negative

transconductor that has to compensate for the tank losses. Decoupling gates and

drains at DC yields LO signals with a constant common mode voltage, which can

conveniently be set through the biasing of the integrated differential inductor

mid-point. The choice of the capacitive attenuation factor (1 + C2/C1) allows an

easy adjustment of the LO amplitude depending on how one wants to address the

phase noise/power consumption trade-off. Amplitude regulation is implemented

with the help of the two current mirrors M1, M3 and M2, M4 so that the average

current drawn by the oscillator is precisely set by the current sources M7, M8. The

latter currents are both copies of that of M6, which is set itself by the degenerated

current mirror formed by M3-M4, M5, R3 and differential resistors R1, R2. This

arrangement forms a PTAT reference current source setting the start-up current of

the oscillator well above its critical current, leading to a quick start-up. Owing to the

non-linearity of the two diode-connected NMOS transistors M3, M4, the common

mode voltage at the gates of M1 to M4 has to decrease as the oscillations grow. This

voltage is sensed with differential resistors R1, R2, filtered by C5 and fed back to

the biasing loop, reducing the oscillator current until equilibrium is reached. The

principle used for the amplitude regulation has long been proposed for quartz

oscillator in a single - ended version [2] but proves very attractive for VCOs,

since it minimize the number of noisy transistors (bias and amplitude regulation

are both obtained with M3, M4, the noise of the other transistors can be minimized

if they are operated in the strong inversion regime).

M3 M1 M2 M4

M5

M6 M7 M8

R3 R1 R2

C1

C2

C3

C4

CV
L/2 L/2

LO+ LO-

Fig. 6.7 RF VCO

transistor-level schematic
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The power amplifier chain, depicted in Fig. 6.8, was designed in view of

reaching an output power that can be varied between 0 and 10 dBm. A preamplifier

with inductive loading is used to achieve sufficient voltage gain to drive correctly

the power stage, still preserving the power consumption and the transmitter overall

efficiency at low output power levels. The preamplifier is made of an inductively

loaded complementary push-pull class AB stage. Its load inductor is used to bias the

gate of the PA at various voltages with the help of a current DAC to sweep the

output power over a range of 10 dB. The PA, operating in class-C, makes use of

cascode transistors to increase its reliability by splitting the drain voltage swing

across the stacked transistors. Additionally, a reduction of the amplifier feedback

capacitance simultaneously improves the amplifier stability. On-chip differential

inductors with an estimated Q in the range of 7–8 have been used.

6.5 Laser Lock Loop Implementation

Figure 6.9 shows a transistor level implement of the laser biasing loop. The leftmost

current sources, OTA and resistor implement a low noise, linear voltage controlled

current source used to bias the laser diode. The control voltage is generated

externally with a DAC embedded in the controller. A small square wave modu-

lated current at ~50 kHz, whose two levels are controlled with a 4-bits current

switching DAC is impinged in parallel to interrogate the 87Rb atoms as depicted in

Fig. 6.4. Eventually the error signal integrated and low pass filtered on the loop

filter (VTRACK) is converted to a tracking current with a resistively degenerated

linearized two stages OTA that fine tunes the laser diode optical frequency

dynamically to maintain the lock state. The three low frequency currents are fed

to the low frequency input port of an off-chip balun, while the 3.417 GHz RF

amplitude modulation signal generated by the PA is superimposed on the high

frequency port of the balun. A three bit differential ADC sense the loop filter output

signal so that the controller can adjust the DC laser biasing current via the DAC to

maintain the VTRACK signal within its linear range should the laser lock loop drift

with time. The monitoring is handled externally on the micro-controller.

Fig. 6.8 PA and pre-PA

transistor-level schematic
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Figure 6.10 shows a transistor level schematic of the complete laser lock loop.

The coherent demodulator topology is similar to that of the RF lock loop discussed

previously. The TIA which is shared among both loops is powered at 1.8 V and

topped with a current mirror whose gates are driven by an OTA to extract a copy of

the unfiltered raw photodiode current (IRPD). It is helpful to perform the optical path

alignment and set the laser diode biasing current. The latter is first swept to tune the

laser optical frequency and measure the corresponding absorption spectra signal

detected by the photodiode. A band-pass filtered copy of the photocurrent (IFPD) is

also available externally to characterize the TIA performance and optimize the

internal gain settings. All blocks but the TIA are powered at 3.3 V so that the laser

can be driven directly (Vbias ~ 2 V) and the transconductance value reduced thanks

to the increased dynamic range for maximum noise immunity.

RF_IN

VTRACK

Fig. 6.9 Transistor-level implementation of the laser biasing loop

MOD + MOD–

IPD
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ILCK

bias T

RF
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IB

IRPD

IFPD

Fig. 6.10 Complete laser lock loop schematic
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6.6 Laser and Rb-Cell Temperature Control

Since both the laser optical frequency and the atomic transitions energy levels in the
87Rb-cell exhibit a temperature dependency, the two devices need to be

thermostated with mK-level stability. To avoid having to cool the devices in high

temperature environment, the oven temperatures are chosen between 80�C and

90�C furthermore ensuring enough 87Rb is in the vapor state to increase the

interactions with the interrogating light. Heating sources such as power MOS,

combined to a NTC resistor both mounted on the element to be heated are usually

used to build the thermostat. Placing the whole setup suspended with very small

tethers of low thermal conductivity in a vacuum chamber eliminates conduction and

convection losses, minimizing the required heating energy. The thermistor is

typically placed within a Wien bridge and a high resolution ADC, digital signal

processing and DAC combination is used to control the oven temperature.

In the proposed implementation, voltage controlled current source reusing the

topology proposed for the laser bias shown in the left of Fig. 6.10 and controlled by

an external DAC are fed to heating resistors laid out directly on the sidewalls of the

Rb-cell or on the laser heater. As a significant amount of power drawn by the ASIC

will be converted to heat, the chip includes, as an alternative, a site to assemble the

laser directly on top of an embedded heating meander resistor realized with the top

metal. The controlled heater is to be used for residual temperature adjustment while

benefitting from the readily available heat dissipated in the die to lower the overall

power consumption.

The temperature sensor implementation is based on a ring oscillator that is fed

with a temperature dependent current obtained with a resistor having a strong

temperature dependency as in [4]. The arrangement, detailed in the left part of

Fig. 6.11, is improved by eliminating most of the supply dependency. The sensor is

made of a ring oscillator with nine stages and a highly temperature sensitive

resistor, where both are fed with identical currents obtained by matched current

sources. The operational amplifier driving the current sources whose transistor

implementation is detailed in the right part of Fig. 6.11, further imposes that the

voltages across the ring and resistor be equal.

Fig. 6.11 Temperature sensor schematic
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To minimize the sensitivity of the oscillator to a supply voltage variation, an

adaptive self-biasing amplifier topology [5] was used. By matching all PMOS

transistors including M8 and M9, the current biasing the amplifier is a fraction of

that consumed by the loads owing to the factor two gain in the positive feedback

loop formed by the current mirrors M5, M7 and M2, M1. In this way, a very high

DC gain is obtained almost zeroing the equivalent amplifier input impedance. Any

supply dependant offset voltage variation between the amplifier inputs is hence

minimized. A filtering capacitor CF is used to reduce the ripple at the positive ring

supply. Using Ohm’s law and the dynamic equation for the current in digital circuit

(I ¼ f�CG�V), one shows that the oscillator frequency is given by 1/RCG. As the

thermal oxide forming the gate capacitance of the ring stages exhibits a much lower

temperature dependency, the oscillator TCF is hence mostly controlled by the

resistor TCR. The sensing resistor are interleaved directly in-between the heating

resistors meanders on the Rb-cell, the laser off or on-chip heaters. An additional

temperature sensor using a N-well resistor was placed at a reasonable distance from

the blocks draining a large current to measure the die temperature and evaluate

whether temperature gradients between the oxide insulated upper on-chip laser

heater and the substrate appear.

Another current source is used to circulate a controlled current through an

Helmoltz coil so as to generate an internal magnetic field to split the hyperfine

structure of 87Rb (Zeeman effect [6]) and make the clock less sensitive to external

magnetic field variations.

6.7 Miniature Batch-Fabricated 87Rb-Cells

Fabricating small leak free atomic cavities with reproducible filling is still

challenging. An important effort has been done to develop wafer level fabrication

of millimetre size atomic MEMS cells made of silicon and glass by using alkali

azide as starting material.

After full evaporation of the solvent, the cavities are sealed by anodic bonding

under controlled atmosphere. Metallic rubidium and nitrogen are obtained by UV

decomposition of the crystallized rubidium azide.

The first cells (10 � 10 mm2) fabricated in this way showed promising

performances for a CPT miniature atomic clock and optimization of the buffer

gas mixture is still on-going. The cells were miniaturized down to 1 � 1 mm2.

Much of the work has nevertheless been pursued on 4 � 4 mm2 cells in order to add

functionalities to the glass windows as shown in Fig. 6.12. Both faces have

integrated heaters, temperature sensors and Helmholtz coils.

The functionalized cells are currently being characterized. Heating the cells up

to 100�C has been achieved without problems and first 0–0 CPT signal have been

measured in a laboratory setup. Integrating the functionalized cells in the prototype

is ongoing.
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6.8 Physics Package, Atomic Clock Assembly and Control

The core physics package is realized by a stacking of PCB layers. It measures

11 � 11 � 8.5 mm3 (1 cm3), including the functionalized atomic vapor cell with

dimensions downsized to 4.0 � 4.0 � 1.6 mm3 (26 mm3). Figure 6.13 illustrates

the core physics packages (middle), as well as the laser (VCSEL) PCB layer (left)

and the optical PCB layer with two photodetectors (right).

The core physics package is mounted in a commercial ceramic package shown in

Fig. 6.14, for subsequent vacuum encapsulation. The resulting assembly is

surrounded by an external Ø ¼ 42 mm magnetic shielding, the overall volume of

the physics package reaching 22 cm3. The right part of Fig. 6.14 shows a photo-

graph of the ASIC implemented in a standard digital 0.18 μm CMOS. It is

pad-limited and measures 2.3 � 2.1 mm. It is not thermostated in the actual

clock PCB implementation.

The MAC prototype is controlled by means of a MSP430 microcontroller

embedding the required DACs to drive all the voltage controlled current sources.

A LabVIEW® interface is used to perform the initial locking of all loops but such

functions could later be implemented directly on the microcontroller. In operation

mode the controller only has to deal with the voltage controlled current sources

used for the laser bias, laser and cell heating and temperature measurement and

the magnetic field generation. Only the temperature control loops require slightly

more demanding controller resources. The others have much more relaxed time

constants since they are activated to compensate for long term drift using coarse

tracking, the fine, fast dynamic tracking being implemented in the analogue

domain.

Fig. 6.12 Functionalized 4 � 4 � 1.6 mm3 atomic MEMS cell
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6.9 Measurements

The described MAC prototype is currently in its integration and test phase. The

main lock loops could already be closed and preliminary frequency stability

measurements could successfully be realized using an external miniature glass

atomic vapor cell (100 mm3). Three generations of ICs with increased

functionalities were designed and tested over the recent years.

Figure 6.15 shows a measurement of the synthesizer phase noise of the 1st ASIC

version at the output of the power amplifier (black), reaching �85.6 dBc/Hz at

1 kHz offsets from the 3.417 GHz carrier. At the PLL cutoff frequency of 250 kHz,

the phase noise is �98 dBc/Hz. The noise of the RF signal is compared with that

achievable with typical laboratory equipment. The dark gray curve depicts the noise

measured using a bulky low-noise oven controlled crystal oscillator (OCXO) in

combination with a N5181A RF analog signal generator. The light gray curve

shows the phase noise resulting from the use of the N5181A synthesis together

with the integrated 40 MHz VCXO output after division by 4. The biggest differ-

ence is seen from 100 Hz offset and above with up to 30 dB noise degradation using

Fig. 6.13 MAC physics package realized by stacking functionalized PCB layers (laser, optics and

atomic vapour cell layers)

Fig. 6.14 Photographs of clock package (left) and ASIC (right)
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the traditional synthesizer approach. Let’s now see how such a difference affects

the clock stability.

Figure 6.16 depicts the Allan deviation measured on the 10 MHz clock when

locked through the IC RF loop to the physics package (□). The clock exhibits a 1 s

intercept point of σy(τ ¼ 1) ¼ 4 � 10�10, improving as σy(τ) /τ�1/2 up to some

tens of seconds. The poor medium term stability observed for integration time

τ > 20s is also evidenced when using the IC VCXO in combination with the

Fig. 6.15 Phase noise performance comparison

Fig. 6.16 Allan deviation performance comparison
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N5181Asynthesizer (r). The freeVCXO,whose frequency stability is also plotted (Δ),
also exhibits the same behaviour. The last curve (ο) represents the Allan deviation

measured when locking the laboratory equipment to the 87Rb cell. By comparing

phase noise and Allan deviation one can gauge how the former affects the clock

stability. The most important synthesizer noise contribution affecting the clock

stability is that present near the FM modulation frequency and first harmonics at a

few 100 Hz.

The power consumption of the circuit is summarized in Fig. 6.17. The TIA and

VCXO contribute to the overall consumption with only 0.3 mW, while the PLL

including the fully integrated LC VCO consumes 7.9 mW. The overall consump-

tion of 26.3 mW at an output power of 0 dBm suffers from the low efficiency of the

power stage, which has been initially designed to reach output power up to 10 dBm.

Such figures could greatly be lowered using a deeper sub-micron CMOS node as

demonstrated in [7] for a 2.4 GHz transmitter consuming only 5.4 mW at 0 dBm

output power. The LD typically draws 1–2 mA depending on the VCSEL type. The

power consumption needed to heat the laser and Rb-cell is not yet known, the clock

prototype being still at the assembly stage.

Nonetheless, a very impressive physics package with 10 mW consumption was

demonstrated in [8]. High performance miniature atomic clocks with <20 mW

power consumption will hence soon become a reality.

As a final measurement, Fig. 6.18 shows the Allan deviation measured with the

third ASIC version using the RF and laser lock loops. It demonstrate a frequency

stability very close to the telecom specifications, reaching σy ¼ 3∙10�11 at 1 day

integration time and an impressive σy ¼ 6∙10�11 at 1 s. This demonstrates that that

the integrated electronics supports very good short term frequency stability now

rivaling with that achievable with laboratory equipment. Further characterization

and analyses are however required to improve the clock long term stability. The

complete MAC prototype using the miniature MEMS Rb-cell will be fully

characterized in 2013.
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Fig. 6.17 ASIC power consumption breakdown
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6.10 Conclusions and Perspectives

This paper has discussed the implementation of an ASIC designed to build compact

CPT-interrogated atomic clocks. Several loops have to be implemented so that a

VCXO can be locked to the atomic transitions of e.g. 87Rb so as derive an accurate

10MHz reference. This is obtained bymodulating the biasing current of a VCSEL at

RF with an FM sub-modulated 3.417 GHz signal and at low frequency to stabilize

the laser optical frequency. Additional thermostat loops controlling the laser and

Rb-cell temperature with mK accuracy have also been implemented but not yet

tested. Allan deviation of σy ¼ 6∙10�11 at 1 s was demonstrated at a power dissipa-

tion of 30 mW excluding the thermostats using a 0.18 μm CMOS technology. The

clock long term stability has to be improved to reach telecom specifications.

One can nonetheless reasonably project that an overall power dissipation of

20 mW to implement a complete MAC could be achieved in a near future allowing

its integration into mass-market higher performances portable devices to satisfy

their wireless communication demand for ever increasing data-rates.
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6 Towards Portable Miniature Atomic Clocks 99

http://en.wikipedia.org/wiki/Zeeman_effect


Part II

Power Management for System-on-Chip

Andrea Baschirotto

This second part of the book is dealing with ‘PowerManagement for System-on-Chip’
and deals with the design aspects relative to managing the power within specific

application devices. The case of cellular is phone, due to its large popularity, is taken

as a benchmark example. The topic is addressed with two papers coming from

Universities and discussing advanced solution, while four papers coming from

industries discuss about the most advanced solutions already present in actual

products.

In the seventh Chapter Hans Meyvaert discusses advanced aspects regarding

AC-to-DC and DC-to-AC conversion. The AC-to-DC conversion allows to inter-

face the mains voltage while achieving a high level of integration and compatibility

to low voltage CMOS circuits, e.g. power supply straight from the wall socket.

Alternatively the DC-to-AC interaction targets inversion of low voltage DC values

to higher AC values for driving purposes.

The eighth Chapter deals with innovative switched-capacitor techniques to

realize fully integrated DC-DC converters with maximum efficiency and power

density. Elad Alon introduces circuit design methods to develop multiple

topologies (and hence output voltages). These techniques are verified by a proof-

of-concept converter prototype.

Francesco Rezzi, in the ninth Chapter, describes the operation of the Li-ion

batteries to demonstrate that multiple charges reduce battery life-time. Thus proper

battery handling is a hot topic in the engineering community, in consideration also

that more and more devices moved or are moving to non-replaceable batteries. The

historical trend of battery technology and address battery and power management

techniques aimed to increase battery life and safety with particular focus on

smartphone and tablets are reviewed.

The tenth Chapter from Sebastien Cliquennois reviews the challenges which

integrated voltage regulators have and will have to tackle for power management

of portable applications while focusing on how the Digital Switched-Mode

Power Supplies (SMPS) technology, already widely used for medium and

high power systems, is able (or not) to challenge the classical analog loops.



Jay Ackermann in the eleventh Chapter discusses the overall mobile phone

charging system and some key factors that make battery chargers unique. The

design of a switch-mode battery charger is presented, including subsystem circuit

architecture, stability analysis, and sequencing logic, plus the key performance

parameters of the design are summarized.

David Flynn in the twelfth Chapter discusses promising approaches to enhance

Power Gating (PG) and State Retention Power Gating (SRPG) techniques, which

are appropriate to digital designers without the need to resort to full-custom design

techniques. The aim is also to increase designer understanding of how the essen-

tially analog circuit challenges can be abstracted for a richer set of standby power

management schemes.
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Chapter 7

From AC to DC and Reverse, the Next Fully

Integrated Power Management Challenge

Michiel Steyaert, Hans Meyvaert, and Piet Callemeyn

Abstract This chapter discusses the advances of the next leap in integrated power

management beyond the scope of today’s DC-DC converters: the interaction with

AC. Both AC to DC and DC to AC conversion with the intention of eventually

interfacing mains voltages are investigated and reported on. The AC-DC conver-

sion research aims to interface the mains voltage while achieving a high level of

integration and compatibility to low voltage CMOS circuits, enabling power supply

straight from the wall socket. Alternatively the reverse interaction from DC to AC is

investigated similarly and targets inversion of low voltage DC values to higher AC

values for driving purposes. Because of the integrated approach, the bill of

materials is drastically reduced.

7.1 Introduction

DC-DC Converters currently are a subject of intense study: not only for discrete

realizations [1], but also for integrated solutions this is true [2]. Higher operating

frequencies, made possible through technological advances, led to the decrease in

size of the passive components. Discrete realizations, with switching frequencies up to

5 MHz have seen a tremendous increase in power density as a result of this [3].

Moreover, fully integrated solutions have appeared taking advantage of the even

higher switching speeds, 70 MHz [4] up to 1 GHz [5] and even 3 GHz [6]

implementations have been reported, that can be achieved with CMOS transistors.

As more and more fully integrated designs are being presented, it is becoming evident

that history is repeating itself. Similar to the CMOS breakthrough in RF circuits

enabling monolithic telecommunication circuits, CMOS is slowly increasing its

market share in the field of power management circuits [7].
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A similar trend of increased switching frequency has also appeared in switched

mode AC-DC converters and DC-AC inverters. However, full integration in these

cases has not nearly evolved as it has with DC-DC conversion. Nonetheless

integration is a logical next step as it is the major driving force in decreasing the

cost in Bill of Materials (BOM), reducing the volume and enable higher perfor-

mance at lower power consumption.

For power supplies that step the mains AC down to typical DC bus voltages of

12 V or lower, progress has resulted in the miniaturization of the isolating step-

down transformer in the popular flyback converter design on one hand and a smaller

inductor in a buck converter approach on the other. But still a costly transformer is

required in the former case and a complex high side switch along with a narrow

duty cycle in the latter. Herein lays a strong motivation to adopt a solution that

removes these components. It is therefore that the approach taken in this paper

prefers capacitors above inductors for AC-DC conversion.

Previous work on circuits with the mains as input concentrated on the feasibil-

ity of interfacing the high input voltage by integrating the power supply in a

process such as silicon on sapphire (SOS) [8]. Hereby taking benefit from the

technology’s high voltage capability and thus the ability of implementing active

circuits that can withstand the mains input. To circumvent the need for high

voltage active circuits, a capacitive division approach has been suggested in

[9]. On one hand dividing the input voltage to a lower level shifts the high voltage

requirement from the active circuit to the passive components and enables regular

CMOS processes to be used for the subsequent power management. On the other

hand the power throughput is deteriorated as discussed in Sect. 7.2. Therefore the

research in this paper targets the benefit of low voltage operation, but at a

sustained power throughput.

The main feature of a DC-AC converter, or inverter, exists in converting a DC

source into an AC source. The frequency and amplitude of the converter output can

be adjusted. Inverters are extensively used in uninterrupted power supplies (UPS),

motor drivers, cold cathode fluorescent lamps (CCFL) and photovoltaic

(PV) panels. The common output frequency range of these inverters is from 0 to

10 kHz. Present-day commercial inverters are using external components, increas-

ing the BOM.

By taking the next leap towards a monolithic integration of inverters, a less

expensive solution is achieved. Moreover, this will result in a flexible inverter that

can achieve a much wider frequency range. This enables the possibility to control

micro scale piezoelectric motors and magnetic machines which require high driving

frequencies above 100 kHz.

On the other hand, the generation of low-frequency signals should remain

possible on-chip as well. This is a major challenge as the on-chip passives are

inherently small, thus requiring techniques to overcome this issue.

As one refers to DC to AC conversion, an interfacing of the output with the

mains is one of the major applications. This means that the on-chip solution should

be adapted to comply with these requirements. More specifically, one will be
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interested in both a high output voltage and high output power. This implies that

state-of-the-art circuit techniques will be needed to achieve these requirements.

This paper is structured into two parts, each discussing a mains interface

direction. Firstly, the AC-DC interaction and its challenges are reviewed in

Sect. 7.2. The selected solution approach is presented and discussed in detail in

Sect. 7.3. Secondly, Sect. 7.4 explores the reverse interaction of DC to AC. Finally,

conclusions are drawn in Sect. 7.5.

7.2 Coping with High Voltage Inputs

Interfacing voltages beyond the nominal rated device voltage generally requires

special circuit techniques to prevent overvoltage from destroying the devices.

Successful techniques to do so include device stacking [10, 11], where cascaded

devices each share a portion of the total voltage, and voltage domain stacking [12]

in which multiple nominal voltage rails are serialized. However, even with these

techniques the maximal achievable interface voltage is still limited to a few times

the nominal rated supply voltage as the complexity to implement these techniques

increases substantially for each added level of stacking.

When considering the mains voltage with a nominal peak voltages of 375 V in

the 265VRMS case, it is clear that these techniques are inadequate and alternative

approaches are needed. With the mains voltage input exceeding the rated voltage of

the active circuitry by two orders of magnitude, it is required to create a voltage gap

between the mains input and the active circuit. This can be achieved by placing an

impedance in series [8] over which the voltage is dropped, e.g. a resistor. But such

an approach would suffer from an unacceptable low efficiency due to the very large

voltage drop and is therefore undesirable. Another possibility is to use a capacitor,

which is lossless in the ideal case and thus a better choice.

The series capacitor approach is taken in the work of [9] in the form of a

capacitive voltage divider, as shown in Fig. 7.1a. The mains input voltage VAC is

divided by the combination of capacitors Cin and Cdiv to a lower value VX, which can

be withstood by the rectifier and the rest of the active circuit. The divided voltage VX

is then rectified onto a smoothing capacitor CDC and supplies a load current. VDC in

worst case condition (no load) is
ffiffiffi
2

p
VX,RMS. Therefore, the capacitive voltage

division ratio rdiv must fulfill rdiv
ffiffiffi
2

p
VAC,RMS < Vrated in order to mitigate a VDC

overvoltage occurrence. But rdiv reduces power throughput considerably in all other

load conditions as the rectifier diodes are only turned on when VX > VDC

(Fig. 7.1b), which only occurs for a short time near the peak of VX. Afterwards,

VX decreases below VDC and the rectifier diodes turn off until VX goes below �
VDC. During this time CDC buffers VDC.

The approach in this work proposes to use a series capacitor as a capacitive

step-down due to its interaction with the load and the power management regula-

tion circuits located behind the rectifier, showing similarity to [8]. But other than
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in [8], this work aims to use a cheap CMOS process by moving the high voltage

towards the integrated passive components. And unlike [9], overvoltage is

mitigated by providing proper current sinking after rectification in the form of

a shunt regulation path. This approach maximizes the rectifier diode on time as

VAC,low floats at the rate of the mains when the rectifier is off, keeping toff to a

minimum. Hereby power throughput is optimal for any given amount of series

capacitance Cin, reducing the necessary capacitor size and cost in comparison

to other approaches such as the capacitive division. This concept is demonstrated

in Fig. 7.2.

7.3 Capacitive Step-Down Explored

Continuing upon the reasoning of the previous Section, a system topology is

proposed in Fig. 7.3 and differentiates between two cases. The first case follows a

fully integrated approach, integrating all components on chip. The system is

composed of a capacitive AC-DC step-down and a regulation stage, which will

be discussed in Sects. 7.3.1.1 and 7.3.1.2 respectively. A second case allows the use

of external passive components to scale up the total design and power level.

Fig. 7.1 (a) Capacitive division topology: the mains amplitude is divided down to VX before

rectification. (b) Operational waveforms of the capacitive divider: power throughput is limited due

to increased toff
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Fig. 7.2 (a) Proposed capacitive step-down: VDC is set by load and shunt. (b) Capacitive step-

down waveforms of operation

Fig. 7.3 System topology of the proposed AC-DC converter showing the two implemented

options: the fully integrated case 1 and the partially integrated case 2
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7.3.1 Operation

7.3.1.1 Capacitive AC-DC Step-Down

The AC-DC step-down stage, shown in Fig. 7.3, consists of the high voltage passive

components Cin, Rin together with a rectifier [13] and a smoothing capacitor CDC.

To understand the operation, case 1 is discussed and the assumptions for simplicity

that Rin ¼ 0, the rectifier is ideal (Vth,M1�M2 ¼ 0, VD,D1�D2 ¼ 0), CDC is infinite

and charged to a voltage VDC are made. With a mains RMS voltage (Fig. 7.2b) VAC

present at the input terminals and VAC,plus, referred to VAC,minus, increases from 0 V

up to VDC: devices M1, D1 and D2 remain off while M2 is on. Next for VDC �
VAC,plus �

ffiffiffi
2

p
VAC, D1 turns on and current flows to CDC. Immediately after the

mains peak, D1 turns off followed soon after by M2 since the low terminal of Cin

starts to float and decreases at the same rate as VAC,plus until a drop of 2VDC has

taken place. At that time VAC,minus � VAC,plus ¼ VDC and D2 turns on, while M1

has already turned on just before, providing another current towards CDC. This

continues until the negative peak at which D2 turns off. The above operation

continues to alternate.

Input series capacitor Cin separates the active circuit from the high input mains

voltage. While the high terminal of Cin is subjected to the full mains voltage,

meaning a peak-to-peak voltage Vptp,high of 2
ffiffiffi
2

p
VAC, this is not true for the low

terminal (VAC,low). The low terminal is bound by the rectified voltage VDC resulting

in a Vptp,low ¼ VDC. An input series resistor is added, in addition to Cin, to protect

the circuit against inrush current that occurs when the system is connected to the

mains at the time of a high voltage or peak while Cin is not charged. Without resistor

Rin a potentially destructive current charges Cin, only limited by the parasitic series

resistance located between VAC,plus and VAC,minus.

7.3.1.2 Shunt and Series Regulation

CDC is assumed infinite until now and fixed at VDC, limiting VAC,low with respect to

ground during both positive and negative mains half cycle. In practice this is done by

the parallel combination of a shunt regulation path and a low dropout (LDO) series

regulator passing the current to the load. At nominal load the shunt path is inactive

and all power is passed on by the rectifier to be consumed in the load, satisfying

both <|iCin,nom|> ¼ iload,nom and VDC,nom ¼ Vreg (aside from the minimal dropout

voltage). The resulting equilibrium of VDC,nom is given by Vout of Eq. 7.6, in

which <|iCin,nom|> equals the load current iload,nom for that nominal case.

When load power decreases to a lower level iload,low, Vreg will be kept constant

by the series regulator. This is not true for VDC which will settle at a new

equilibrium VDC,low in order to satisfy <|iCin,low|> ¼ iload,low. From Eq. 7.6 it can

be seen that, for a given set of fixed parameters Vin, Cin and fmains, this can only

occur by increasing Vout (i.e. VDC). The new VDC,low equilibrium can be calculated
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according to Eqs. 7.1 and 7.2. In conclusion, this means that for a lower than

nominal load current VDC will easily exceed the safe nominal voltage limit. For this

reason a shunt path was included through Msh in parallel with the series regulator in

order to limit VDC to a maximum of Vpro + Vth,Msh at less than nominal loads as it

allows < |iCin| > to remain constant throughout any load current variation.

< iCin, low
�� �� >

< iCin, nom
�� �� > ¼ 4f mainsCin

ffiffiffi
2

p
Vin � VDC, low

� �
4f mainsCin

ffiffiffi
2

p
Vin � Vreg

� � (7.1)

VDC, low ¼
ffiffiffi
2

p
Vin �

< iCin, low
�� �� >

< iCin, nom
�� �� >

ffiffiffi
2

p
Vin � Vreg

� �
(7.2)

7.3.2 AC-DC Step-Down Modeling

A representation of an ideal capacitive AC to DC step-down conversion is shown

in Fig. 7.4. This subsection analyses the power throughput of such a circuit with

respect to its parameters: Vin, fmains, Cin and Vout.

Vin tð Þ ¼
ffiffiffi
2

p
Vin sin 2πf mainstð Þ (7.3)

VCin
tð Þ �

ffiffiffi
2

p
Vin � Vout

� �
sin 2πf mainstð Þ (7.4)

iCin
tð Þ ¼ Cin

dVCin

dt
¼ Cin

ffiffiffi
2

p
Vin � Vout

� �
cos

�
2πf mainst

�
2πf mains (7.5)

< iCin, low
�� �� >¼ 4f mainsCin

ffiffiffi
2

p
Vin � Vout

� �
(7.6)

Pout ¼< iCin
j j > Vout (7.7)

The input voltage as function of time is given by Eq. 7.3 and is present at the

high terminal of the capacitor Cin. On the other hand the low terminal of Cin exhibits

a square wave pattern with amplitude VDC. As a result of these voltages present at

the capacitor terminals, the voltage over Cin can be approximated by Eq. 7.4. The

capacitor current as function of time is then given by Eq. 7.5. Averaging this over

time consequently leads to the average capacitor current <|iCin|> in Eq. 7.6, which

can be combined with the output voltage Vout to calculate the output power Pout
according to Eq. 7.7.

A power throughput bottleneck is introduced as result of the low mains

frequency and a low capacitance value for Cin. Only low values can be integrated

due to the high voltage nature of this component, which require sufficient spatial

separation, leading to a low capacitance density. Because this bottleneck pushes the

absolute power levels downwards, the available capacitance becomes a valuable
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commodity and the necessity of using it efficiently is strengthened. To achieve

efficient utilization of Cin, the rectifier diode on time should be maximal. It can be

seen in Fig. 7.2b that the proposed architecture operation constitutes voltages VAC,

low and VAC,minus to exhibit block pulse like behavior approaching the ideal case,

i.e. an AC square wave output of the capacitive AC-DC step-down topology that is

fed into the rectifier. This is opposed to the waveforms of the capacitive division

approach of Fig. 7.1b [9]. A diode on time of 91 % and 93 % were achieved in the

proposed demonstrator for the US and EU mains cases respectively.

Since the mains voltage is standardized, both system parameters VAC and fmains

are already fixed. Figure 7.5 shows the output power capability of an ideal AC-DC

stage as function of the two remaining degrees of freedom. A trade-off between

input capacitance Cin and the output voltage Vout is observed. Equations 7.6 and 7.7

demonstrate the linear influence of the input capacitor Cin the output power.

Alternatively, when keeping the series input capacitor constant, a higher output

voltage Vout increases Pout, even though increasing Vout results in a lower average

Fig. 7.4 Representation of an ideal capacitive AC to DC step-down

Fig. 7.5 Output power trade-off calculated with the compact model in Eqs. 7.3, 7.4, 7.5, 7.6

and 7.7
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input capacitor current (Eq. 7.5). This can be explained by the fact that this effect is

negligible for Vout voltages below 50 V and therefore the output power relation as

function of Vout scales linearly in this region, as given by Eq. 7.7.

7.3.3 Implementation

Figure 7.3 introduced two separate integration cases. Both are implemented in a

0.35 μm CMOS technology, extended with a set of DMOS devices up to 25 V. The

first case implements a fully integrated design, including all high voltage

components. A similar second case implements a scaled up version of the integrated

design and requires external passive components to achieve higher power levels.

The implemented circuits are now discussed.

7.3.3.1 High Voltage Passive Components

Capacitor Cin bridges the high voltage gap between the high voltage mains input

and the low voltages on-chip, as discussed in Sect. 7.3.1.1. While the active circuits

do not come in contact with high voltage, the input capacitor Cin and input resistor

Rin are subjected to a maximum voltage of
ffiffiffi
2

p
VAC, up to 375 V in the case of VAC,

RMS ¼ 265V. With the oxide in the metal stack having a breakdown of at least

1 MV cm [14], a minimal spacing of 3.75 μm in needed to ensure breakdown will

not occur. To this end the input capacitor was implemented as a metal-metal fringe

capacitor with at least 4 μm of oxide between the capacitor plates. On top of that,

metal corners were rounded to avoid the point effect. In Fig. 7.6a, a top view of the

custom layout of the capacitor is depicted. The high voltage plate is located solely

in the top metal as to ensure sufficient spacing (>4 μm) to the low voltage terminal

and the substrate. Voids are left in this high voltage plate through which the low

voltage plate, mainly located lower in the metal stack, rises up to the top metal. This

structure was found to maximize fringing while considering metal density

Fig. 7.6 (a) Top view of custom high voltage capacitor layout. (b) High voltage input resistor

comprised of meandering top metals and vias
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reliability rules. Nevertheless capacitance density suffers from the widely spaced

capacitor plates and 12.5 pF/mm2 is achieved for this structure, resulting in a total

of 50 pF. The input resistor (Fig. 7.6b) implements 36 kΩ using a series connection

of vias and the top two metals in the stack, ensuring a large spacing to the substrate.

Oxide spacing exceeds 6 μm to ground to be able to withstand even higher voltages

such as short spikes in the mains input.

7.3.3.2 Regulation Circuits

The rectifier [13] transistors M1 and M2 are implemented with available thick oxide

DMOS devices, as part of a set power devices rated up to 25 V available in

the technology, in order to extend the rectifier’s safe operation slightly. D1 and

D2 are implemented as Schottky diodes to reduce the forward voltage drop.

After rectification onto smoothing capacitor CDC post regulation is required to

deliver a regulated output voltage Vreg of 3.3 V. In order to save area CDC is placed

underneath Cin and implements more than 10 nF in NMOS gate capacitors. The

shunt and series path perform a dual function. First, the shunt path limits VDC by

providing a current sinking when the load current decreases and secondly a series

regulator chops off the ripple voltage that remains after the previous rectification.

1. Shunt regulation: Transistor Msh is a thick oxide PDMOS device biased with an

overvoltage protection control signal Vpro. When load power is decreased and

VDC increases above Vpro + Vth,Msh the PDMOS will start to conduct and will

limit the maximum of the rectified voltage to a safe value.

2. Series regulation: The LDO regulates the rectified voltage into a ripple free

output voltage Vreg. Considering the limited power budget available at the output

from the AC-DC stage, power consumption in the regulator is minimized in

order to limit the impact on system efficiency. Due to very low frequency time

constants in the system it is possible to achieve sufficient performance with very

low static current. The error amplifier and feedback path together consume only

150 nA. A Gain-bandwidth of 100 kHz was achieved when loaded by the gate

capacitance of Mpass, which does not need to be large at the expected current

levels. To reduce the area of the resistive feedback, sub threshold biased devices

were used to create large resistance density.

7.3.4 Measurement Results

Both prototypes, case 1 and case 2, are measured for various mains voltage,

frequency specifications. Figure 7.7a shows the maximum achievable output

power of the fully integrated case as function of the input mains RMS voltage

ranging from 85 up to 265 V, 50–60 Hz. Along with an input RMS voltage increases,

achievable load power is scaled linearly. The deviation between measurement and
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calculated value increases towards higher input voltage as the limit of what the

integrated smoothing capacitor CDC can buffer are reached. For a 50 Hz condition,

the load power scales from 3.6 μW for a 85VRMS input up to a maximum of 10.5 μW
at 265VRMS. Load power increases from 4.2 μWup to 12.7 μWsimilarly when input

frequency is 60 Hz. Figure 7.7b shows the system voltage waveforms of both

rectifier inputs, the rectifier output VDC and the regulated output voltage Vreg for

the typical EU mains input case.

Series regulation removes the ripple in VDC to a voltage variation smaller than

5 % of the regulated output Vreg. The waveform inputs of the rectifier show the

presence of a parasitic coupling in the measurement setup. Signal VAC,minus

contributes more input current than its complementary signal VAC,low. This imbal-

ance is due to the fact that the generated mains signal in the test setup is not only AC

coupled as it should be, but also exhibits DC coupling to ground. Since the fully

integrated case 1 of Fig. 7.3 only employs one series capacitor, the parasitic DC

coupling to ground can propagate into the measurement via the path with no series

capacitor. This issue is resolved when a series capacitor is inserted in both

connections to the mains as is done while measuring the case 2 prototype. Two

series capacitors are now used as Fig. 7.3 demonstrates. Figure 7.8b shows the

waveforms in the case of two external series input capacitors. As predicted,

the imbalance has disappeared. The according power for a set of several series

input capacitor measurements is combined in Fig. 7.8b to demonstrate the increased

output power capability enabled by larger input capacitors. Figure 7.9 shows the die

measuring 6 mm2. Most of the area is occupied by the fully integrated prototype

with its high voltage capable passive components Cin and Rin, which is typical for

monolithic power management circuits. The second prototype case can be found in

the upper right corner. Finally, a comparison of the proposed converter with a prior

state of the art is given in Table 7.1. The measurement results of this converter

increase upon the previously achieved power density, demonstrating the enhanced

capacitor utilization architecture used in this work. On top of that the input voltage

range has been extended from 120VRMS up to the maximum of 265VRMS.

Fig. 7.7 (a) Calculated and measured output power for prototype case 1 with Cin ¼ 50 pF. (b)

Operational waveforms
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Fig. 7.8 (a) Calculated and measured output power for prototype case 2 for multiple Cin

capacitors and the two most prominent mains configurations. (b) Operational waveforms

Table 7.1 Comparison of the demonstrated cases to the prior art

Reference [9] Case 1 Case 2 (2 � 68 nF)

Tech node 0.13 μm 0.35 μm
VRMS 120 V 120 V 230 V 120 V 230 V

fmains 60 Hz 60 Hz 50 Hz 60 Hz 50 Hz

Power/area 0.43 μW/mm2 1.06 μW/mm2 1.58 μW/mm2 – –

Vreg 4 V 3.3 V

ton,diode 48 % 91 % 93.5 % 91 % 93.5 %

Pout,max 1.5 μW 6.4 μW 9.5 μW 4.2 mW 7 mW

Fig. 7.9 Die photo showing case 1, comprised of the case 1 active circuits, Cin and Rin. Case 2 is

located in the upper right corner
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7.4 DC-AC Conversion

The integration paradigm for power supplies has already been discussed in

[2]. These recent research efforts have cleared the path to develop fully-integrated

DC-DC converters in standard CMOS technology. The next leap in this trend is the

integration of even more complex power conversion blocks. AC-DC converters

were already discussed in Sects. 7.2 and 7.3, DC-AC conversion will be discussed

in this section.

7.4.1 DC to AC Conversion: Applications
and On-Chip Challenges

DC-AC converters are commonly used in uninterruptible power supplies, motor

drivers, cold cathode fluorescent lamps and photovoltaic panels. The common

output frequency of these devices is from 0 to 10 kHz. On the other hand, when

going towards small-scale applications such as piezoelectric motors and micro

magnetic machines, higher driving frequencies are needed up to 100 kHz.

An on-chip realization of this DC-AC conversion, alleviating the need for

external components, would reduce the bill of materials drastically. Moreover, a

more flexible inverter can be made to achieve a much wider frequency range.

The generation of very low frequency signals on-chip (e.g. 50 Hz AC) should

remain possible as well. Moreover, often a high output voltage is required. These

are two major challenges for an on-chip realization and will be addressed hereafter.

7.4.2 Possible Circuit Topologies for On-Chip DC-AC
Converters

To achieve high efficiency, one will need a switching converter topology. Due to

the small size of on-chip passives, a high frequency will be needed to transfer

energy from the input to the output.

In this section, single-input single-output converters containing a single inductor

will be discussed. Topologies using multiple inductors exist, but this leads to an

increased use of chip-area. This is why only the single inductor topologies are

discussed here. An inductor can be connected in a switching circuit in a limited

number of ways. One can consider two intervals during which the inductor is either

connected to the load or the source. This means that the inductor is connected in the

circuit in two different ways during the first and the second interval.

By elimination of redundant circuits, one comes to eight possible converter

topologies. These are fully described in [15]. Of these eight, the most appropriate

topologies to achieve high efficient inversion will be touched briefly in this chapter.
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Buck, boost and buck-boost: the basic buck and boost topologies are given in

Fig. 7.10. Energy transfer from the input to the output is made possible by the

combination of inductor and capacitor. The buck and boost converters produce a

positive unipolar output voltage. The buck-boost topology in Fig. 7.11 combines

the possibility to achieve both a higher or lower output voltage. This topology

produces a negative unipolar output voltage.

With these converters it is possible to increase, decrease or invert a dc voltage.

The control is done using PWM (pulse width modulation).

Bridge: the buck, boost and buck-boost converters produce a unipolar output

voltage. For inverter applications, one might be interested in bipolar output

voltages. A technique to achieve this, is the differential connection of a load over

two buck converters. Figure 7.12 clarifies this approach. If converter one produces

voltage V1 and converter 2 produces voltage V2, the load voltage will be given by:

V ¼ V1 � V2 (7.8)

Both V1 and V2 are individually positive, but the load voltage V can either be

positive or negative.

If one simplifies the circuit topology of Fig. 7.12, the resulting circuit on the right

hand side is commonly known as an H-bridge or full bridge inverter. The advantage

of this approach is the bipolar output voltage. The drawback of this approach are the

Fig. 7.10 Buck and boost topology

Fig. 7.11 Buck-boost topology
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extra switches compared to basic buck or boost converters, leading to added

switching losses.

Watkins-Johnson: the combination of two boost converters, analogous to the previ-

ously tackled bridge converter, yields the topology given in Fig. 7.13a. The number

of switches can be reduced by using a two-winding inductor as shown in Fig. 7.13b.

The advantages of this converter are its ground-referenced load and the ability to

produce a bipolar output voltage using only two switches. There are however some

drawbacks for on-chip realization. In the case of the first topology (Fig. 7.13a) four

switches are needed, leading to increased switching losses. In the latter topology

(Fig. 7.13b) an on-chip transformer must be developed. The added parasitic capaci-

tive coupling will inevitably lead to increased power losses in the structure.

Fig. 7.12 Bridge topology

Fig. 7.13 (a) Watkins-Johnson topology. (b) Watkins-Johnson using transformer

7 From AC to DC and Reverse, the Next Fully Integrated Power Management Challenge 117



Resonant converters: this converter consists of the combination of a switch network

and a resonant tank network. An example topology can be seen in Fig. 7.14. This

topology will deliver a high frequency ac output. Because of the resonant network,

the output voltage amplitude will change according to the switching frequency.

Figure 7.15 shows the Bode diagram for the tank response network. It can be seen

that the output amplitude is highly dependent of the switching frequency. Using

PFM (pulse frequency modulation), one is now able to change the output amplitude

by changing the switching frequency around the resonant frequency.

The advantage of this topology is the high switching frequency. This allows the

on-chip passives to be smaller. Moreover, switching loss reduction is inherent for

resonant converter circuits. The drawback of this topology is the tuning of the tank,

which means that it can only be optimized for a small range of loads.

Out of all these different topologies, the most promising circuit to be integrated

is the resonant conversion circuit. It enables the on-chip passives to become small.

Due to the added inherent switching loss reduction, the efficiency can be higher

compared to non-resonant circuits although there is a higher switching frequency.

Fig. 7.14 Resonant converter topology

Fig. 7.15 Bode diagram for a tank response network.
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7.4.3 Resonant Conversion

A resonant power converter has some advantages over switching PWM converters.

These PWM converters will suffer from switching losses and low efficiency at high

frequencies [16]. The main advantage of resonant converters is their reduced

switching loss. This is achieved via mechanisms known as zero-current switching

(ZCS) and zero-voltage switching (ZVS). The turn-on and turn-off transitions of the

various converter switches can occur at zero crossings of the resonant converter

quasi-sinusoidal waveforms. This will reduce switching losses, meaning that reso-

nant converters can be operated at higher switching frequencies than PWM

converters. Zero-voltage switching can also eliminate some of the sources of

converter-generated electromagnetic interference.

The basics for a resonant conversion are explained in Fig. 7.16. This circuit

depicts the two basic elements in a resonant converter: the switch network followed

by the resonant tank. The switch network produces a square wave voltage VS(t) at

frequency fRES. The frequency fRES is the resonant frequency of the tank network.

By its nature, a square waveform consists of several harmonics. The fundamen-

tal component is at fRES. The third, fifth, . . . harmonic are filtered by the resonant

tank network. Essentially, these harmonics will be negligible at the output, meaning

that the load current iOUT and voltage vOUT will be sinusoidal waveforms of

frequency fRES. This is depicted in Fig. 7.16.

Fig. 7.16 Basic resonant converter circuit and waveforms
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By changing the switching frequency fS closer to or further from fRES, the output

amplitude can be modulated. This yields a modulated envelope that can be filtered

and used as a low frequent AC waveform. It can be seen as a low frequent envelope

that is modulated on a high frequency carrier.

Examples of resonant converter circuits are class E inverters [17] and class DE

inverters [18]. In a class E inverter, high peak switching voltages are present, up to

four times the supply voltage. However, the breakdown voltage for transistors in

deep-submicron technologies is low, requiring measures to prevent degradation or

breakdown of the switches. For a class DE inverter on the other hand, the peak

switch voltage will be limited to the supply voltage. It is thus more suitable for

integration in deep-submicron technologies.

7.4.3.1 Series Resonant Class DE Inverter

Figure 7.17 illustrates the schematic of a series resonant class DE inverter with ideal

components. It consists of twoMOS transistors SW1 and SW2, a MIM-capacitor CS,

an inductor LS and a resistive output load ZRECT. The capacitor, inductor and resistor

form the series resonant tank. The capacitors CP,S1 and CP,S2 are the parasitic output

capacitances of the MOS transistors. Diodes D1 and D2 are the intrinsic body-drain

pn-junction diodes. These will be used as anti-parallel diodes.

The switches turn on and off periodically. This is controlled by a

non-overlapping clock: there is a dead-time between the switch on-times to prevent

short-circuit currents flowing through both transistors. The operation is described as

follows. During the first switching stage SW1 is closed and SW2 is open. The

current iOUT,1 through the inductor and capacitor now starts to flow. During

the second stage SW1 is open and SW2 is closed. The current iOUT,2 due to the

stored magnetic and electric energy in the resonant tank now flows in the opposite

direction of iOUT,1. Over one complete period, the current iOUT through this

resonant tank is nearly a sine wave. The output load ZRECT sees this sinusoidal

current that changes direction every clock cycle, this yields an AC voltage across

the load resistor. This principle of operation is also explained by the waveforms,

sketched in Fig. 7.18.

Fig. 7.17 Equivalent circuit used for the design of the series resonant class DE inverter
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7.4.3.2 Inherent Reduced Switching Losses

An interesting feature of this topology is the inherent reduced switching loss

compared to a classic pulse-width modulated (PWM) switch-mode power supply.

Figure 7.18 shows the waveforms for the operation at, below and above the resonant

frequency of the series resonant converter. For operation at the resonant frequency,

f ¼ f0, the transistors turn on and off at zero current, resulting in low switching

losses and high efficiency. In many cases, the operating frequency f is not equal to

the resonant frequency f0 since the output voltage and power can be controlled by

varying the operating frequency f. Each transistor should be turned off for f < f0
and turned on for f > f0 during the time interval when the switch current is

negative. During this time, the current can flow through the anti-parallel diode.

To prevent short-circuit currents, a non-overlapping clock with sufficient dead-time

must be used.

When the inverter is operated below resonance, zero-current switching (ZCS)

will occur. The series resonant circuit will represent a capacitive load [19], this

means that the current i through the resonant tank will lead the fundamental

component vDS2,F of the voltage vDS2. In this case, the transistor current goes to

zero before the transistor is turned off. The circuit inherently causes the turn-off

transition to be lossless. However, when the transistor is turned on, its parasitic

output capacitance is discharged through its on-resistance, causing a switching loss.

Fig. 7.18 Waveforms for operation at f < f0, f ¼ f0 and f > f0
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When the inverter is operated above resonance, zero-voltage switching (ZVS)

will occur. The series resonant circuit now represents an inductive load. The circuit

naturally causes the transistor voltage to become zero before the transistor is turned

on. The current i lags vDS2,F. The turn-on transition is now lossless. Both the switch

voltage and current waveforms overlap during turn-off, causing a switching loss.

7.4.3.3 Use of the Parasitic Output Capacitances

To assist the turn-off process above resonance, small shunt capacitors can be

introduced in parallel with the transistors. The transistors used in this circuit are

sufficiently large to use the output capacitances CP,S1 and CP,S2 as shunt capacitors.

These shunt capacitors eliminate the turn-off switching loss during operation above

the resonant frequency. This principle is depicted in Fig. 7.19. There is again a dead

time in the gate-to-source voltages, during which both transistors are off. During the

dead time, shunt capacitors become part of the resonant circuit. One shunt capacitor

is charged and the other is discharged during the dead time. These capacitors

introduce commutation intervals at transistor turn-off. When SW1 is turned off,

the tank current flows through capacitance CP,S1 instead of SW1 itself and the

voltage across SW1 and CP,S1 increases. If the turn-off time is sufficiently fast,

the transistor is turned off before the drain voltage rises too much above zero.

A negligible switching loss is now incurred. This series resonant converter achieves

the class E switching conditions [17], which means zero-voltage switching and

zero-voltage slope switching. This topology enables higher efficiency since it

eliminates switching power losses during the transition time of the switches.

Fig. 7.19 Waveforms for the series resonant class DE inverter
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7.4.4 Monolithic Integration of a Class DE Series
Resonant Inverter

7.4.4.1 Implementation

The design and layout of the different on-chip components in the series resonant

class DE inverter are discussed in this section. An external load resistor is used to

have freedom during the measurements. This corresponds to the load ZRECT in

Fig. 7.17.

The inductor is implemented as an octagonal metal track, hollow spiral inductor.

A standard metal layer, a thick top metal layer of 2 μm, and an aluminium layer of

1.2 μm are used to reduce the parasitic series resistance. It consists of two windings

of 20 μm, resulting in a total on-chip inductance of 1.7 nH. The load is connected

off-chip using a bondwire, this introduces extra inductance. The total measured

extracted inductance equals 5.1 nH. The series resistance at a frequency of

500 MHz is 0.5 Ω, and is taken as an upper limit since the inverter is designed to

be used around 100 MHz. The inductor area is 125 μm by 125 μm. This can be seen

in the middle of Fig. 7.20.

The capacitor in the presented class DE inverter is implemented by means of

a MIMCAP. In the used technology this yields a capacitance density of 2 fF/μm2.

A total capacitance of 145.6 pF is realised. The electrical series resistance was

estimated using the sheet resistances of the two metal layers, resulting in 0.8. The

capacitor can be seen in the top part of Fig. 7.20.

The power switches, SW1 and SW2 are implemented using a fingered layout.

The width of the power switches is 1.8 and 0.75 mm respectively. This width yields

Fig. 7.20 Die photograph of the chip
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an optimal tradeoff between losses in the buffers driving the switches and the

conduction losses. The switches are driven by two buffer trains. The buffers

apply the non-overlapping clock to the pMOS (SW1) and nMOS (SW2) transistor.

These buffers and power switches are located in the bottom part of Fig. 7.20.

7.4.4.2 Measurements

The series resonant class DE inverter is implemented in a 130 nm 1.2 V CMOS

technology. It measures 1.5 � 0.75 mm. Figure 7.20 shows a die photograph.

Figure 7.21 shows the efficiency of the inverter as a function of the output power

at varying resistive loads. The maximum efficiency is 65.2 % at a load of 6.9 mW

with an output peak amplitude of 585 mV at a switching frequency of 100 MHz.

A maximal output power of 11.6 mW is achieved at an efficiency of 47 % with an

output peak amplitude of 312 mV.

Figure 7.22 shows the efficiency of the inverter in function of the switching

frequency for a load of 25 Ω. An efficiency of 65.2 % is achieved. At a higher

switching frequency, the efficiency decreases. It is paramount to control the switching

frequency as to achieve the highest efficiency. This point is shifted depending on

Fig. 7.21 The efficiency of the series resonant class DE inverter for varying loads

Fig. 7.22 The efficiency at increasing frequency for a 25 Ω load
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the output load. For this integrated circuit, the efficient switching frequency will be

around 100 MHz, depending on the load used.

In Fig. 7.23 the output voltage sine wave at 100 MHz is presented for a load of

25 Ω. The peak amplitude of the output waveforms is given in Fig. 7.24 in function

of the switching frequency. There is a peak around 100 MHz.

The switching frequency is now varied between 100 and 400 MHz using a

sinusoidal pulse frequency modulation at 20 kHz (period of 50 μs). This is depicted
in Fig. 7.25. Using this PFM modulation, a modulated high-frequency carrier is

generated at the output. The result is a high frequency carrier with a sinusoidal

envelope at 20 kHz. This is shown in Fig. 7.26. The output peak amplitude varies

between 326 and 648 mV.

Table 7.2 summarizes the measurement results and makes a comparison with

existing simulations of an integrated series resonant class DE inverter [18]. The

measurements of the discussed monolithic series resonant class DE inverter confirm

these simulation results. Moreover, the performance is increased compared to the

simulated results.

Fig. 7.23 Measured output voltage waveform at 100 MHz for 25 Ω

Fig. 7.24 Peak output amplitude as a function of switching frequency
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7.5 Conclusions

This paper has discussed the advances of the next leap in integrated power

management beyond the scope of today’s DC-DC converters: the interaction with

AC. Both AC to DC and DC to AC conversion were tackled with the intention of

eventually interfacing mains.

Fig. 7.25 Frequency sweep, one period of modulated 20 kHz sine wave shown

Fig. 7.26 Measured PFM modulated output waveform

Table 7.2 Summary of the measurement results

Reference [18] This work

Process (μm) 1.2 μm 0.13 μm
Input voltage 2 V 1.2 V

Maximum output peak amplitude 320 mV 600 mV

Maximum efficiency 48 % 65.2 %

Power at maximum efficiency 6.4 mW 6.9 mW

Switching frequency 500 MHz 100 MHz

Maximum output power @ efficiency Not available 11.6 mW @ 47 %

Notes Simulation only Fully-integrated
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An AC to DC conversion was implemented in CMOS. The topology was

selected to combine both low voltage compatibility while maximizing the power

throughput for a given set of component resources by an increased rectifier diode on

time than in the prior art. A compact calculation model describing an ideal AC-DC

capacitive step-down is presented and was found suitable due to the close match in

operation of the selected topology and the ideal model, demonstrating its efficiency.

Two separate prototypes of this design were implemented to show the practical

limits of a fully integrated AC-DC converter and demonstrate the possibilities of

allowing small external components to be present.

A DC-AC conversion was realized in a 130 nm 1.2 V CMOS technology using a

series resonant class DE inverter topology. An on-chip spiral inductor and an

integrated MIMcap were used. The inherent soft switching yields high conversion

efficiency at high switching frequencies. The use of on-chip passives reduces the

bill of materials considerably. The measurement results confirm and improve

previous simulations.
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Chapter 8

Fully Integrated Switched-Capacitor

DC-DC Conversion

Elad Alon, Hanh-Phuc Le, John Crossley, and Seth R. Sanders

Abstract This chapter describes techniques to maximize the achievable efficiency

and power density of fully integrated switched-capacitor (SC) DC-DC converters.

Circuit design methods to support multiple topologies (and hence output voltages)

are described. These techniques are verified by a proof-of-concept converter proto-

type implemented in 0.374 mm2 of a 32 nm SOI process. The 32-phase interleaved

converter can be configured into three topologies to support output voltages of

0.5–1.2 V from a 2 V input supply, and achieves ~80 % efficiency at an output

power density of 0.86 W/mm2.

8.1 Introduction

As parallelism is now the dominant mechanism by which integrated circuit

designers improve the computing performance of their chips while remaining

within strict power budgets, there is increasing need and potential benefit to

utilizing an independent power supply for each processing core. Simply adding

off-chip supplies not only incurs significant degradation of supply impedance due to

e.g. split package power planes, but also additional cost due to increased mother-

board size and package complexity. Therefore, there is strong motivation to fully

integrate voltage conversion on the die, as shown in Fig. 8.1.

Although on-die DC-DC converters are currently almost always implemented as

linear regulators, achieving high efficiency across a broad range of output voltages

necessitates the use of switching converters. Inductor-based switching converters

are dominant in off-chip converters, and recent efforts to co-package and reduce the

inductor size [1, 2] have brought them closer to complete integration. However,

fully integrated DC-DC converters based on CMOS inductors either require costly
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extra fabrication steps [3, 4] (e.g., thick metals or integrated magnetics), or suffer

from the high series resistance (and hence low efficiency [5]) of standard on-die

inductors. Integrated capacitors on the other hand can achieve low series resistance

and high capacitance density, and most importantly, can be used to implement

DC-DC converters in completely standard CMOS processes.

Given these advantages, fully integrated switched-capacitor (SC) converters

have recently received significant attention from multiple researchers. For example,

[6] and [7] both investigated multiphase interleaving for fully integrated SC voltage

doublers, with [6] demonstrating high efficiency (82 %) but low power density

(0.67 mW/mm2), and [7] achieving high power density (1.123 W/mm2), but low

efficiency (60 %). The need for high efficiency is self-evident, but high power

density is also critical since it sets the area overhead of the converter relative to the

on-chip circuitry it is supplying power to.

In order to explore the boundaries of their capabilities, in this chapter we

describe a methodology to achieve the optimal tradeoff between efficiency and

power density for fully integrated SC converters. Section 8.2 therefore presents an

analysis and optimization of SC converter losses as a function of power density, and

discusses the use of topology reconfiguration and output impedance control to

enable wide output voltage range. Section 8.3 then describes a converter prototype

with reconfigurable topology. Measurement results from the prototype converter

verifying the predicted performance and proposed techniques are presented in

Sect. 8.4, and the chapter is finally concluded in Sect. 8.5.

8.2 SC Converter Analysis and Optimization

To achieve the optimal tradeoff between power density and efficiency, in this section

we will analyze the operation and loss mechanisms of SC converters. This analysis

will lead to design equations for switching frequency and switch width that

Fig. 8.1 Chip with multiple, local, on-die DC-DC converters
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minimize losses in a given technology and power density. Since a single-topology

SC converter is only efficient when generating an output voltage within a limited

range, this section also describes a simple design strategy for enabling reconfigurable

topologies as well as predicting the overall efficiency vs. output voltage.

8.2.1 Operation of a Sample SC Converter

In order to highlight the key loss mechanisms that will set the tradeoff between

converter efficiency and area (i.e., power density), we will begin by examining the

operation of the 2:1 step-down converter shown in Fig. 8.2a.

Switched-capacitor DC-DC converters typically operate in two phases, each of

which ideally has 50 % duty cycle. While it is possible to operate SC DC-DC

converters at a fixed switching frequency and use variable duty cycle to adjust the

output impedance [8, 9], maximum efficiency can only be achieved by optimizing

switching frequency and operating with 50 % duty cycle.

Under this condition (shown in Fig. 8.2), during phase ϕ1, the flying capacitor

Cfly is connected between the input node Vi and the output node Vo. The charge

drawn from Vi though Cfly charges up this capacitor and flows to the load. In phase

ϕ2, Cfly is connected between Vo and GND, and thus the charge previously stored

on the flying capacitor is transferred to the output. Since the switching cycle is often

much smaller than the charge/discharge time constant (which is set by RLCfly), the

ramp rate of the voltage across the capacitor is relatively constant, and hence

the load can be treated as a current source.

As will be described later, in order to maximize efficiency it is desirable to

utilize all available capacitance within the converter itself. Therefore, we will

assume that there is no explicit output filtering capacitor, which in the case of the

simple SC converter described so far, makes the peak-to-peak voltage ripple across

the capacitor and the converter’s output equal, as shown in Fig. 8.2b. This voltage

ripple has a direct implication on the loss – and hence the achievable efficiency – of

the converter.

Fig. 8.2 (a) 2:1 step-down SC DC-DC converter and (b) its operating waveforms

8 Fully Integrated Switched-Capacitor DC-DC Conversion 131



8.2.2 Loss Analysis

The voltage ripple across the capacitors scales with the load current, and will

therefore act as a form of series loss similar to the switch conduction losses. In

addition, any SC converter will also have shunt losses that are independent of the

load current, including gate and bottom plate capacitor switching losses. Note that

the control circuitry for an SC converter will also contribute to shunt loss, but will

be neglected here since this loss can usually be made relatively small. These losses

can be modeled as shown in Fig. 8.6, where the series losses are represented by an

equivalent output resistance Ro [10, 11], the shunt losses by the parallel resistor Rp,

and the transformer represents the ideal voltage conversion ratio.

In order to show the relationship between voltage ripple across the capacitor and

loss, we should recall that most fully integrated switched-capacitor converters will

be delivering power to synchronous digital circuitry. The performance of synchro-

nous digital systems is determined by the operating frequency, which in turn is set

by the minimum average voltage over a clock period. Since the clock period of most

digital circuits will be short in comparison to the converter’s switching period, the

performance of these circuits is typically simply set by the minimum voltage Vmin of

the supply [12]. In this case, the efficiency of the converter should be calculated

relative to the power that would have been consumed by the load if it was constantly

operating at exactly Vmin [12]. In other words, the ideal power consumed by the

load is:

PL�min ¼ VminIL (8.1)

where IL ¼ Vmin

RL
. However, due to the voltage ripple from the converter, and

assuming that this ripple is relatively small compared to the nominal voltage, the

average power dissipated by the load is approximately:

PL�tot � Vmin þ ΔV
2

� �
IL þ ΔI

2

� �
(8.2)

where ΔV is the output voltage ripple (due to the operation of the converter) and

ΔI ¼ ΔV/RL.

Although PL�tot is indeed dissipated by the load, any power consumed beyond

PL�min should be counted as loss since this extra power does not contribute to an

increase in performance. In order to quantify this loss, we need to calculate Vmin and

ΔV; as shown in Fig. 8.2b, for the 2:1 converter considered here, Vmin is lower than

the ideal output voltage Vi/2 by ΔV/2:

Vmin ¼ Vi

2
� ΔV

2
, (8.3)
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and the voltage ripple ΔV is set by:

ΔV ¼ IL
Cfly

:
T

2
¼ IL

2Cflyf sw
, (8.4)

where T is the switching period and fsw ¼ 1/T is the switching frequency.

As should be clear from Eq. 8.2, the loss caused by the operation of the converter

is due to both the voltage ripple ΔV as well as due to the excess current flowing in

the load ΔI. The loss due to the voltage ripple ΔV is unavoidable because the

voltage drop ΔV/2 in Eq. 8.3 is inherent to the fact that charge (power) is being

delivered through a capacitor. However, the current ripple ΔI can be eliminated if

the ripple in the output voltage above Vmin is minimized.

Fortunately, the ripple in the output voltage and hence the load current ripple

can be reduced by multiphase interleaving. As described in [6], [7], and [13],

multiphase interleaving is implemented by partitioning the converter into

sub-units and switching each one of these units on a different clock phase. Figure 8.3

depicts a sample four-phase interleaved design and the operation of the flying

capacitors in clock phase 0 (clk0) and clock phase 1 (clk1). Each unit in this

converter uses 1/4 of the total capacitance and a clock that is 45
�
phase-shifted

from its neighbor.

The total charge (per switching cycle) required by the output is the same as that

in the converter without interleaving, but is equally divided among each unit. Thus,

the charge flowing through each unit flying capacitor in the interleaved design is the

same as it would be in the original design. As illustrated in Fig. 8.4a, the voltage

ripple on each unit capacitor required to deliver that charge is therefore essentially

identical to the previous ΔV from Eq. 8.4. As a result, Vmin is unchanged. However,

because the charge delivered to the output is divided more finely, the output voltage

and current ripple are reduced by the interleaving factor (kinterleave ¼ 4), as shown

in Fig. 8.4b. This leads to a reduction in the loss associated with the current ripple:

Fig. 8.3 (a) Sample four-phase interleaved SC converter and (b) operation of its flying capacitors

8 Fully Integrated Switched-Capacitor DC-DC Conversion 133



PL�tot � Vmin þ ΔV
2

� �
IL þ 1

kinterieave
:
ΔI
2

� �
(8.5)

As shown in Fig. 8.5, interleaving the converter by roughly by a factor of

10 (which is relatively simple in an integrated design) is sufficient to essentially

eliminate the efficiency penalty due to load current ripple. In other words, extreme

levels of interleaving are generally not necessary – especially if they would result in

significant control overhead. Assuming sufficient interleaving (i.e., kinterleave
> ~10) we can generally ignore the loss caused by the current ripple, resulting in

the classic SC loss [10] given by:

Fig. 8.4 (a) Flying capacitor voltages and (b) their effect on output voltage and current ripple of

the four-phase interleaved converter in Fig. 8.3
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Fig. 8.5 Efficiency of an example 2:1 SC converter as a function of kinterleave
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PCfly
¼ IL:

ΔV
2

¼ I2L
McapCflyf sw

(8.6)

where Mcap is a constant related to the converter’s output resistance and is

determined by the converter’s topology (e.g., Mcap ¼ 4 for a 2:1 SC converter).

Beyond the intrinsic SC loss, the finite conductance of the switches leads to

another series loss term. To simplify the equations, we will assume here that all of

the switches have identical characteristics (regardless of type or gate overdrive), but

it is straightforward to extend the analysis to handle differences between each

switch. The switch conductance loss PRsw
is therefore set by:

PRsw
¼ I2L

Ron

Wsw
Msw (8.7)

where Ron is the switch resistance density measured in Ω�m, Wsw (m) is the total

width of all switches, andMsw is a constant determined by the converter’s topology.

For the 2:1 converter in Fig. 8.2, there are four switches, and each occupies 1/4 of

the total switch area. During each half of a switching period, two of the four

switches conduct the current flowing into to the output, resulting in:

Msw ¼ Nswitches, tot � Tph1

T
� Nsw, on, ph1 þ Tph2

T
� Nsw, on, ph2

0
@

1
A

¼ 4� 1

2
� 2þ 1

2
� 2

0
@

1
A ¼ 8

(8.8)

As shown in Eqs. 8.6 and 8.7, the intrinsic switched-capacitor loss and switch

conductance loss are both set by the load current, and can hence be modeled by the

equivalent output resistance Ro in Fig. 8.6. The total series loss is therefore

approximately set by:

Ps ¼ I2LRo ¼ PRsw
þ PCfly

(8.9)

The other key portion of an SC converter’s losses stems from shunt losses due to

switching the parasitic capacitance of the flying capacitors and power switches.

Any flying capacitor – particularly fully integrated ones – will have parasitic

capacitance associated with both its top plate and its bottom plate. In steady-state

operation, both of these plates experience approximately equal voltage swings.

Fig. 8.6 Simplified SC

converter model for

calculation of losses
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Therefore, we will group both losses caused by the top-plate capacitor Ctop � plate

and the bottom-plate capacitor Cbottom � plate into one parasitic capacitor switching

loss Pbott � cap, given by:

Pbott�cap ¼ MbottV
2
oCbottf sw (8.10)

where Mbott is a constant determined by the converter’s topology (e.g., Mbott ¼ 1

for a 2:1 SC converter) and Cbott ¼ Cbottom�plate + Ctop�plate. For simplicity, once

again assuming that all of the switches have identical characteristics, the gate

parasitic capacitance switching loss Pgate � cap is given by:

Pgate�cap ¼ V2
swWswCgatef sw (8.11)

where Vsw is the gate voltage swing and Cgate is the gate capacitance density (F/m)

of the switches.

8.2.3 Loss Optimization

In order for the converter to achieve the highest overall efficiency at a given power

density we must minimize the total loss, which is set by the combination of the four

previously discussed components:

Ploss ¼ PCfly
þ PRsw

� �þ Pbott�cap þ Pgate�cap

� �
¼ I2L

McapCflyf sw
þ I2L

Ron

Wsw
Msw

0
@

1
Aþ MbottV

2
oCbottf sw þ V2

swWswCgatef sw
� �

(8.12)

For a given technology, Ron and Cgate are set by the available transistors, and

hence are essentially fixed. Similarly, the intrinsic switched-capacitor loss PCfly

(and hence the overall loss) will always be minimized by utilizing as large of a

flying capacitor Cfly as possible given the chip area constraint. Therefore, at a given

power density, the only two variables that can be optimized to minimize the total

losses are switch width Wsw and switching frequency fsw.
Increasing either switch width or switching frequency decreases the series losses

at the cost of increasing the shunt loss. Minimizing the converter’s total

losses therefore boils down to setting the values of Wsw and fsw to balance series

and shunt losses. As we will detailed next, the power density required of the

converter plays an important role in determining the most dominant loss

components, and hence how Wsw and fsw should be set to minimize loss.

At high power densities (i.e., large IL or equivalently small RL, where RL ¼
Vo/IL),Wsw and fsw must both increase with the load current in order to suppress the

series losses. Since Pgate � cap is proportional to both width and frequency while

Pbott � cap scales only with switching frequency, beyond a certain load current
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the bottom plate loss becomes the least significant term. To arrive at simple

analytical equations for the optimal fsw and Wsw in this regime, we can thus ignore

the bottom plate portion of the shunt losses. In this case, the optimal fsw and Wsw

will be:

f swopt
¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

M2
capMsw

3

q :

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
o

V2
sw

� 1

RonCgate RLCfly

� �23

s
(8.13)

Wswopt
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M2

swMcap
3

q
:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
o

V2
sw

R2
onCfly

R2
LCgate

3

s
(8.14)

Under these conditions and with the optimal fsw and Wsw, the minimum

normalized loss (which sets the efficiency η ¼ (1 + Ploss/PL)
� 1) is approximately:

Ploss

PL
¼ 3

ffiffiffiffiffiffiffiffiffiffi
Msw

Mcap

3

s
:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
sw

V2
o

RonCgate

RLCfly

3

s
(8.15)

This relative loss expression highlights the tradeoff between power density and

efficiency (Fig. 8.7). For a given technology and converter topology, increasing the

power density by a factor of x at a given output voltage implies that RL also

decreases by a factor of x, leading to an increase in the minimum normalized loss

by a factor of
ffiffiffi
x3

p
.

This relative loss expression also highlights that the most important technology

metric guiding the selection of the switches is the product of gate voltage swing

squared and intrinsic time constant (i.e., Vsw
2RonCgate). Similarly, since it is the

ratio of this switch metric to the load voltage squared multiplied by the effective

time constant for charging/discharging the flying capacitors (i.e., Vo
2RLCfly),

increasing the density of the capacitors also directly improves efficiency at a

given power density.

Although the previous analysis provides a clear intuitive picture of the relation-

ship between power density and efficiency, it is only accurate at high power

densities where the loss due to switching the “bottom-plate” parasitics of the flying

capacitors is negligible compared to the other losses. Both the optimal switching

frequency and the switch area scale down as output power drops, and hence at low

power densities the losses due to driving the switch parasitic capacitors become

much smaller than the all of the other losses. Therefore, in this regime we can

approximately find the optimum loss by ignoring the switch gate loss and finding

the optimum switching frequency fsw,opt:

f sw, opt ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

McapMbottkbott
p 1

CflyRL
(8.16)
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where kbott ¼ Cbott/Cfly is the parasitic to flying capacitance ratio. Although the

switch gate losses were assumed to be small, we can still size the switches to

minimize the total loss in Eq. 8.12 with the frequency found in Eq. 8.16:

Wsw ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
o

V2
sw

:
RonCfly

RLCgats
:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M2

swMcapMbottkbott

qs
(8.17)

Combining the results from Eqs. 8.12, 8.16 and 8.17, the normalized loss in the

low power density regime is:

Ploss, opt

PL
¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Mbott

Mcap
kbott

s
þ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Mswffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

McapMbott

p :
1ffiffiffiffiffiffiffiffi
kbott

p
s

:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
sw

V2
o

:
RonCgate

RLCfly

s
(8.18)

This result highlights a key intrinsic limit on the efficiency of a switched-

capacitor DC-DC converter. Even in very light load conditions (i.e., RL ¼ 1),

the maximum efficiency of the converter is limited by the bottom-plate capacitance

ratio kbott and the converter’s topology – i.e., by the first term in Eq. 8.18. For

example, with a bottom-plate capacitor ratio of 1 %, the efficiency of a 2:1

converter is limited to 90.9 %. Of course, any non-zero load will decrease the

efficiency of the converter, but for sufficiently light loads the efficiency will still be

dominated by bottom-plate losses.

To illustrate these effects, Fig. 8.7 shows the efficiency vs. power density curves

of two optimized converter designs with different flying capacitor characteristics.

One converter employs capacitors with high capacitance density but also a higher

kbott (e.g., MOS capacitor), while the other employs capacitors with lower density

but also lower parasitics (e.g., a MIM or MOM capacitor). At high power densities

Fig. 8.7 Analytical

predictions of optimized

power density vs. efficiency

for a 2:1 SC converter.

The switch characteristics

of a 32 nm CMOS

technology (i.e.,

RON ¼ 130 Ω�μm,

Cgate ¼ 3 fF/μm,

Vsw ¼ 1 V) were used

to generate these curves,

which also highlight

the impact of +/�30 %

variations in RON
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(where Eq. 8.15 accurately predicts the minimum loss), high capacitance density

directly translates into higher efficiency. However, at low power densities (where

Eq. 8.18 is more accurate) the flying capacitors should have as low parasitic

capacitance as possible in order to maximize peak efficiency.

Beyond illustrating the importance of selecting an appropriate capacitor given

the target power density, Fig. 8.7 also predicts that a 2:1 SC converter using

currently available CMOS technology can achieve ~80 % efficiency at a power

density of ~1 W/mm2. While this performance is substantially better than previous

predictions or demonstrations of fully integrated DC-DC converters [3, 5–7, 14],

it is only achievable at a single output voltage.

8.2.4 Output Voltage Range Considerations

Unlike in inductor-based converters where charge is saved and transferred in the

form of current in the inductors – which enables efficient control of the output

voltage by modulating the DC voltage applied to one side of the inductor – SC

converters save and transfer charge as a voltage on the flying capacitors. The output

voltage of a SC converter is thus determined by its topology.

To efficiently achieve a wider output voltage range, SC converters require

reconfigurable topologies that can support multiple conversion ratios [15, 16].

By using a given number of reconfigurable topologies, an SC converter can support

the same number of discrete open-circuit voltage levels. Intermediate voltages

between these discrete levels can then be obtained by controlling Ro, which is

equivalent to linear regulation off of the open-circuit voltages.

As discussed in [10] and shown here in Eqs. 8.9 and 8.12, the converter’s output

impedance Ro can be adjusted by controlling one or the combination of switching

frequency fsw [16], switch sizing Wsw, and effective flying capacitance Cfly [17].

Figure 8.8 shows the resulting efficiency vs. output voltage for a converter

operating off a 2 V input and allowing reconfiguration into one of three possible

topologies with conversion ratios of 1/3, 1/2, and 2/3. Even with linear regulation

performed only by adjusting fsw (which is slightly sub-optimal), Fig. 8.8 predicts

that such a converter could achieve above 70 % efficiency for most output voltages

spanning from ~0.5 up to ~1.2 V.

8.3 SC Converter Circuit Design

In order to verify the previously described optimization strategy as well as the

predicted performance, a prototype SC converter was designed and fabricated in a

32 nm SOI test-chip in collaboration with AMD [16]. Although proper selection of

the flying capacitor, switch width, and switching frequency (as outlined in the

previous section) are critical to achieving a converter with high efficiency and
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minimal area overhead, the need to support reconfigurable topologies (in this

design, 2/3, 1/2, and 1/3) and multiple output voltage results in several circuit

design challenges which must be overcome as well.

As with any custom designed VLSI structure, a physical design strategy that

enables one to construct larger SC converters blocks by arraying identical

sub-converter unit cells is highly desirable. In order to achieve this goal while

supporting topology reconfiguration, we therefore propose to partition the converter

into a unit cell consisting of one flying capacitor and five switches, as shown in

Fig. 8.9a. Conceptually, each standard cell can be configured to operate in series or

in parallel with the rest of the cells, leading to a simple physical design strategy that

supports multiple conversion ratios. As shown in Fig. 8.9b, for this prototype

Fig. 8.8 Predicted efficiency vs. Vo with three reconfigurable topologies for two capacitor

implementations. For both types of capacitors, the load is adjusted so that the converter is

supplying 0.1 W/mm2 with a Vo of 0.95 V. These curves assume that RL varies along with the

output voltage in the same manner as a CMOS ring oscillator

Fig. 8.9 (a) Standard cell and (b) reconfigurable converter unit
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converter we have grouped together two standard cells to form a converter

unit supporting three topologies with conversion ratios of 1/3, 1/2, and 2/3

(Vo ¼ 0.66, 1, or 1.33 V with a 2 V input). For simplicity, the intermediate voltage

levels are generated by controlling fsw. Figure 8.10 highlights the complete

transistor-level implementation of this converter unit.

8.4 Experimental Verification

A die photo of the implemented SC converter employing the previously described

design techniques is shown in Fig. 8.11. To maximize efficiency at high power

densities and mitigate the current ripple losses, this design utilizes standard

thin-oxide MOS transistors to implement Cfly as well as 32-way interleaving. This

level of interleaving was chosen because even at high power densities, the

converter’s optimal switching frequency is relatively low compared to the intrinsic

speed of the transistors.

Since this converter is intended to be co-integrated with the load, measuring the

converter’s performance requires a careful testing strategy. We will therefore first

describe the load structure and its characterization, followed by measured results

verifying the design methodology and proposed design techniques.

Fig. 8.10 Transistor-level

implementation of the

converter unit cell. The

converter operates off

of two non-overlapping

clocks c1 and c2
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8.4.1 Test Structure

In order to obtain correct I-V measurements of the on-die loading circuits and thus

the efficiency of the converter, the on-die load – which was implemented with a

variable-width PMOS device – must be pre-characterized. Four-wire sensing was

used to measure the power consumption across the load in order to avoid

inaccuracies due to drops in solder bumps, package pins, and PCB traces.

Load characterization was carried out by gating the clock of the converter

(disabling it) and then driving the output node Vo of the converter from an

off-chip power supply. For each load current (i.e., PMOS transistor width) setting,

the voltage supply Vo is swept and the current consumption is measured. Utilizing

this data, the power consumed by the load circuit while the converter is in its normal

operation can then be extracted simply by measuring Vo.

8.4.2 Measurement Results and Discussion

Figure 8.12 shows the converter’s measured efficiency and optimal switching

frequencies in the 1/2 mode while supplying the on-die load circuits. For simplicity

and in order to obtain optimal efficiency in this demonstration, the switching

frequency was adjusted by externally controlling the supply of an on-chip ring

oscillator. However, any one of a broad variety of techniques to control switching

frequency [18] could be utilized.

Fig. 8.11 Die photo of the 32 nm SOI SC converter prototype
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The measured converter achieved an efficiency of 79.76 % at 0.86 W/mm2. The

experimental data matches the analytical predictions to within 1.3 % across

the range of measured power density (0.24–0.86 W/mm2). Note that the perfor-

mance quoted here is better than that reported in [16] due to the availability of new

test-chips fabricated in a nearly production version of the process (rather than the

developmental process used to obtain the original results).

Figure 8.13 shows the converter’s efficiency vs. output voltage in the three

operating modes, verifying that the converter functions correctly in all three of

the reconfigurable topologies. The measurements in the 2/3 and 1/2 modes match

very well with the analytical predictions. The measured efficiency in the 1/3 mode

is however much lower. The cause of this discrepancy appears to be un-modeled

leakage from Vi and Vo due to over-voltage-stress (~1.4 V) on switches M1, M2,

M4, M6, M7 and M9 powered off of the Vi-Vo rails. Therefore, a practical

implementation that uses the 1/3 conversion ratio would likely require a lower

input voltage (~1.8 V), higher voltage devices, and/or switch cascoding. Despite

this issue with the 1/3 conversion ratio, the two reconfigurable topologies enable the

converter to maintain an efficiency of over 70 % for most of the output voltage

range from 0.7 to ~1.15 V.

The converter’s performance is summarized and compared with other work in

Table 8.1. This prototype experimentally verifies that by following the design

methodology and techniques proposed in this work, both boundaries in efficiency

and power density of the previous works in [6] and [7] can be achieved with an

implementation in a current commercial process. At 79.76 % efficiency and

0.86 W/mm2, the proposed design could potentially be integrated into the same

space as that already required for decoupling capacitors (as well as serve the

same function) in a processor or SoC targeting mobile applications where the load

operates at ~100 mW/mm2
. In fact, our recent work [20] demonstrated the efficient

Fig. 8.12 Measured efficiency and optimal switching frequency versus power density in the 1/2

mode with Vi ¼ 2 V and Vo � 0.88 V
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integration of a converter interfacing directly to a Li-ion battery and generating a

~1 V output in a standard 65 nm CMOS process. This further opens up the opportu-

nity for mobile SoC’s to eliminate the need for external DC-DC converters

completely.

In order to expand the applicability of SC converters to even higher performance

processors operating at ~1 W/mm2, the work reported in [19] utilizes ~200 fF/um2

deep trench capacitors and achieves 90 % efficiency at a power density of

2.185 W/mm2. This further experimentally verifies the benefit of high density

Table 8.1 Comparison of recently published fully integrated SC converters

Work [6] [7] [19] This work

Technology 130 nm bulk 32 nm bulk 45 nm SOI 32 nm SOI

Topology 2/1 step-up 2/1 step-up 1/2 step-

down

2/3, 1/2, 1/3 step-down

Capacitor technology MIM Metal finger Deep trench CMOS oxide

Interleaved phases 16 32 1 32

Cout 400 pF (¼
Cfly)

0 Yes 0

Converter area 2.25 mm2 6,678 μm2 1,200 μm2 0.378 mm2 (1.4 % used

for load)

Quoted efficiency (η) 82 % 60 % 90 % 79.76 % (in 1/2 step-down)

Power density @ η 0.67 mW/mm2 1.123 W/

mm2
2.185 W/

mm2
0.86 W/mm2

Fig. 8.13 Measured converter efficiency and switching frequency across Vo and topologies with

Vi ¼ 2 V and the load circuits set to RL � 0.9 Ω at Vo ¼ 0.88 V
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capacitors in increasing efficiency and power density – as also predicted in Eq. 8.16

and Fig. 8.7. In fact, the analysis from Sect. 8.2 predicts that with 200 fF/μm2 deep

trench capacitors and modern CMOS switches, an optimized SC design may

achieve over 88 % efficiency for power densities up to 10 W/mm2. Thus, the

application of the techniques outlined in this chapter along with existing high-

density capacitor technologies appears promising in enabling the broad adoption of

fully integrated SC converters for on-die power distribution and management.

8.5 Conclusions

As parallelism increases the number of cores integrated onto a chip, there is a clear

need for fully integrated DC-DC converters to enable efficient on-die power

management. With the availability of high density and high quality capacitors in

existing CMOS processes, switched-capacitor DC-DC converters have gained

significant interest as a cost-effective means of enabling such power management

functionality.

The area required by a fully integrated SC DC-DC converter to deliver a certain

amount of power to the load has direct implications on both cost and efficiency.

This chapter therefore describes a methodology to predict and minimize the losses

of such a converter operating at a given power density. The chapter further

introduced a circuit and physical design strategy to enable topology reconfiguration

and hence efficient generation of a wider range of output voltages.

Measured results from a 32 nm SOI prototype confirm the methodology’s

predictions of ~80 % efficiency at a power density of ~0.5–1 W/mm2 for a 2:1

step-down converter operating from a 2 V input and utilizing only MOS capacitors.

Topology reconfiguration enables the converter to maintain >70 % efficiency for

most of the output voltage range from 0.7 to ~1.15 V. Given that this performance

was achieved in a standard CMOS process with no modifications or additions, these

results illustrate that fully integrated switched-capacitor converters are indeed a

promising candidate for low-cost but efficient power management on a per-core or

per-functional unit basis.
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Chapter 9

Battery Management in Mobile Devices

Francesco Rezzi, Luca Collamati, Maurizio Costagliola,

and Massimo Cutrupi

Abstract The demand for higher performance and enriched user experience in

mobile devices has steadily increased their power consumption over the past few

years, a trend that rapidly outpaced the evolution of the Li-ion battery technology

whose energy density simply could not keep up with the ever-increasing power

demand. It is not uncommon for intensive users to charge their smartphones at least

once a day if not twice. As it will be explain the recharging cycles lead to a

deterioration of the battery performance that over time needs to be replaced.

Nowadays battery life is among the biggest complaints among smart device

users. It is understandable therefore that proper handling of the battery is becoming

a hot topic in the engineering community particularly in light of the fact that more

and more devices moved or are moving to non replaceable batteries. The paper will

review the historical trend of battery technology and address battery and power

management techniques aimed to increase battery life and safety with particular

focus on smartphone and tablets

9.1 Introduction

At the dawn of the digital communication era, back in the 90s when the GSM digital

network became de facto the mainstream communication technology, a typical

cellphone would run on the average in the 100 mW range. Sure the GSM transmitter

would require large peak current but the functionality of the phone was limited to

voice communication and text messages with some basic managing of the internal

database. Everyone who had a cellphone in those days may remember pleasantly

how he could forget to re-charge it and keep using it for days despite of the fact that

the batteries were small and in many cases still used Ni-Cd chemistry a technology
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that is now obsolete. Nowadays smart phones and tablets all include an application

processor that transformed a basic communication device in a portable PC with an

increasing computational capability that is closing the gap with laptop, yet in a

much smaller device. On top of it the communication technology and connectivity

expanded from 2G to 2.5G, 3G, LTE, WiFi, BT, NFC not to forget GPS and FM

radio. The average power consumption of such a device depends of course on the

usage model but it is not uncommon to be in the 1–2W range a tenfold increase with

respect to only few years ago. On the contrary the energy density of the batteries

only increased by a factor of two. It is clear then the reason why the battery needs to

be recharged more often leading to a faster degradation. In paragraph 2 the paper

will review the principle of operation of the most common battery types giving

some basic understanding of the physical and chemical processes that underlines

the energy management of the battery and how the battery converts it as chemical

potential into electrical work (discharge). In paragraph 3 the charging process and

charging technique will be illustrated together with the circuit techniques that are

more commonly used to control the charging process.

Finally paragraph 4 will explain the battery monitor function with particular

focus on the fuel gauging techniques that allow determining the State of Charge

(SoC) of the battery and predict its runtime, aging and State of Health (SoH).

9.2 Battery Chemistry

A battery is a device that converts chemical energy into electrical energy. It is

composed by two electrodes called anode and cathode separated by an electrolyte.

When the electrolyte is different for cathode and anode a membrane needs to

separate the two composites. Each electrode with its own electrolyte is called a

half cell. All the battery types are characterized by the fact that a positive charge can

be permanently stored at the cathode as positively charged ions (the “cations”),

while at the anode a negative charge is accumulated either as free electrons or

negative ions (called “anions”). This creates a net potential difference between the

two electrodes. The process that originates this potential difference varies greatly

among the different battery chemistries and it depends both on the chemical and

physical properties of the electrodes and the electrolyte and relies on the presence of

ions to transport and release charge.

In all cases under static conditions the potential difference that appears in each

half cell counteracts any further release or exchange of ions and the battery cell

reaches its thermal equilibrium. The net positive voltage difference that appears

between cathode and anode is known as Open Circuit Voltage (OCV). Although

many times the breaking up of the battery in two half cells may not have any

physical real correspondence, the behavior of the battery is always characterized by

two separate chemical reactions that happen at the anode and cathode and that are

referred as “half-cell reactions” as it will be clear in the following paragraph when

discussing about the charge/discharge process.

148 F. Rezzi et al.



Some of the most common type of batteries are the Zinc-Carbon (ZnC),

Alkaline, Lead-Acid (commonly used in cars), the Nickel Cadmium (NiCd), the

Nitride Manganese (NiMH) and Lithium (Li-Ion). It is beyond the scope of this

work to present a full overview of all the batteries types and behavior. In the rest of

the paper we will concentrate on the technology that most of all enables all the

modern mobile devices, i.e. Li-Ion cells.

9.2.1 Battery Discharge

If we connect a conductor material between the two electrodes the potential

difference between them will result in a flow of charge, i.e. a current. The electrons

flow between the anode and cathode in the load, and at the same time positive ions

(cations) move in the same direction in the electrolyte to neutralize the negative

charge. A similar but inverse process happens at the anode where the breakup of

the cell thermal equilibrium stimulates the release of more electrons to sustain the

current flow.

An example of this type of reaction in the Cobalt-Carbon based Li-Ion batteries

is illustrated in the following chemical reaction [1].

Anode reaction LiCoO2 ⇆ Li1 � nCoO2 + nLi+ + ne�

Cathode reaction nLi+ + ne� + C ⇆ LinC

It can be easily noticed that in the case of Li-Ion batteries the chemical reactions

are bi-directional, i.e. reversible. In this case the battery can be recharged by forcing

a current in the opposite direction of the discharge (see paragraph 3). During

discharge the nLi+ ions generated at the anode move towards the cathode where

they recombine with the electrons and get trapped in the lattice structure on the

Carbon electrode (a physical process known as intercalation). The opposite happens
during charging when the ions move from cathode to anode. The anode and cathode

different chemical reactions are what fully describe the behavior of any type of

battery [1] (Fig. 9.1).

The effect of the discharge process is the reduction of the overall charge

available at the two terminals and therefore the potential difference between

positive and negative electrodes diminishes. Eventually when no more charge is

available or the potential difference between the two terminals is so low that the

battery becomes unusable or, even worst, it may reach chemical instability

the battery is said to be completely depleted of equivalently is having a State of

Charge (SOC) equal to zero.1 The concept of SOC will be largely explored in Par. 4

when discussing about the fuel gauging algorithm.

1 It is worth noticing that often times the 0 % SOC is defined based on external conditions as for

example the minimum operating voltage of the circuit supplied by the battery although some

useful charge may still be available inside the cell.
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If at any time during the discharge process we remove the load and wait enough

time for the cell to regain its equilibrium we can measure the voltage difference

between the terminals and plot the OCV vs SOC curve. This curve is particularly

important when, as we will see in Par. 4, we want to determine the SOC of the

battery based on the measurement of its voltage.

Measurement of the voltage can be made also under load conditions at different

current rates to produce the so called constant current discharge curves. This maybe

more interesting from an application standpoint since they show the behavior of the

battery while is delivering power. Figure 9.2 shows such a family of curves for a

Li-Ion battery pack with nominal charging voltage of 4.2 V [1].

From these curves it can be seen that for the same SOC (Capacity/Ah is a measure

of the charge that can be extracted from the battery) the cell will exhibit different

voltage at different load values a phenomenon that can be modeled as a finite output

resistance. At the same time under large loads it is impossible to extract all available

energy from the battery since the minimum operating voltage is reached before the

Fig. 9.1 Charge discharge

process in Li-Ion batteries
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SOC is zero. In this figure the term C refers to the nominal unit current of the battery.

This current numerically corresponds to the nominal capacity of the current

expressed in Ah (or mAh), that is it is the nominal current that would discharge the

current in 1 h. For example for a 1,500 mAh battery the 1 C current is 1.5 A.

9.3 Charging Process

To re-charge a battery it is necessary to pump energy into the cell by reversing the

current that would normally flow during discharge, i.e. we need to force a current

into the cathode. The circuits or apparatus that control the process are called

“battery chargers”. Battery chargers need to regulate the so called “charging
profile”. Different types of chemistry have different types of charging profiles

that include the maximum charging current, the maximum allowed voltage, the

method to terminate the charge, the safety precautions that need to be adopted to

avoid chemical instability due to over-charging and the controlling of the battery

temperature.

Every cell has a limit to its charge acceptance rate. If we pump charge faster than

the chemical process can react to, overheating as well as unwanted chemical

reactions could damage the cell. Generally a cell can even accept short and very

high current pulses as long as enough time is allowed to transform the reacting

material between one pulse and the other.

When all the material has been transformed the cell reaches its maximum

capacity. Trying to pump more current after this point may trigger secondary

chemical reactions that may cause overheating, venting (i.e. the production of gas

material that tend to inflate the cell) and ultimately the cell destruction. A proper

termination method must be set in every charging profile.

Basic charging profiles for cell commonly used in mobile device include:

• Constant Current/Constant Voltage This method is most commonly used in

Li-Ion batteries. A constant current compatible with the maximum charge rate of

the battery (less than 1 C) is first applied to the cell until it reaches the maximum

allowed charging voltage. After that a constant voltage is maintained on the cell.

As the cell gets more charged the current diminishes and the charging process is

usually stopped when the current reaches a preset minimum value. A typical

charging profile is shown in Fig. 9.3. It should be noticed that if the charge

process would stop when the maximum cell voltage is reached (end of constant

current phase), then the cell capacity would be limited to 70–80 %.

• Pulse charge. Pulsed chargers feed the charge current to the battery in pulses.

As previously explained, batteries can accept high current pulses (even much

higher than the average acceptance rate) but a suitable time must be allowed

between pulses for the chemical reactions to stabilize before the next pulse.

When the cell is fully discharge the duty cycle between charge and relaxing time

can be kept constant and sufficiently high to minimize the charging time.
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However as the cell is reaching its maximum SOC, the high current pulses can

temporarily drive the cell over its maximum allowed voltage. In this case a

proper amount of time must be allowed to re-gain a proper voltage below its

maximum allowed target before applying the next pulse (usually the pulse width

tON is fixed). The time between pulses tends to become longer and longer as the

cell approaches its full state and the charge can be terminated when the duty

cycle falls below a pre-determined value (for example 10 %).

• Trickle charge. This term was initially intended for the charging process used to

compensate for the self discharge of the battery. Generally this term is now

referred to continuous charging of the battery at low rate (below 0.1 C) used

particularly when the cell is deeply discharged and its charge acceptance rate is

very low. This process is also as pre-charge.

• Top-off. This process refers to a very low charge rate (below 0.01 C) that can be

applied to the cell for a relatively long time when the charge process is

completed. The low rate allows to fill the cell with additional charge without

exceeding its maximum allowed voltage.

9.3.1 Charging Circuits

In the following we will mainly review the chargers used for Lithium batteries.

In essence these circuits are required to regulate the current that goes into the battery

and ultimately limit the maximum voltage that corresponds to its full state of charge.
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It is then obvious that the circuits will have to include a current regulation loop and a

voltage regulation loop. On top of that there are additional circuits that are used to

monitor the state of the battery and provide fault protection mechanisms. These

circuits include:

(a) Thermal monitoring of the battery

Lithium batteries cannot be charge at any temperature. Below a certain tem-

perature the cell acceptance rate drops significantly and it is no longer safe to

charge them. The same applies if the temperature is too high. In general the

charge acceptance rate of the battery (as measured by its output impedance) is

still good at high temperatures but secondary chemical reactions gets activated

that may lead to the generation of gas (venting) that may inflate the cell and

ultimately damage it. The Japanese standard JEITA recommends applying

different charging profiles outside a first temperature range and differentiating

the profiles for high and low temperatures. A second and larger temperature

range is then defined outside which the charge must be stop (Fig. 9.4). The

temperature cell is generally measured using a thermistor placed either inside

the battery pack or, if external, placed very close to the battery in order to

maximize its thermal coupling.

(b) Thermal monitoring of the silicon charger

Battery chargers are usually high power devices. The thermal management of

the silicon charger and, more generally of the mobile device is very important

in order to prevent mis-functioning of both the charger and nearby devices. It is

important to prevent the temperature of the charger from increasing too much.

Most commercially available chargers include a temperature sensor and will

stop the charge if the junction temperature gets too high. More sophisticated

chargers also include a “Thermal loop” that limit the current (and therefore
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reduce power dissipation) in order to keep the maximum temperature constant

without stopping the charge process

(c) Current detection and measurement

The charger not only needs to regulate the current during the constant current

phase but also needs to monitor it in order to stop the charge when the current

falls below a preset value. It is generally pretty simple to detect the current

delivered by the charger and several topologies of current sensing circuits can

be implemented. However, most of the time during the charging period the

system supplied by the battery is active. In these conditions, depending also on

the charger architecture, some (or even all) of the current delivered by the

charger may end up in the Power Management Unit (PMU) instead of the

battery. In these cases the current level in the battery may decrease despite the

fact that the cell is not fully charged or even worst the battery may end up

supplementing current if the power requested by the system exceeds the power

capability of the charger. So monitoring the current delivered by the charger or

flowing into the battery it is not always the optimal choice to terminate the

charge and some kind of awareness of the system status is needed before

terminating the charge. For example mobile systems go often in low power

states to preserve battery life (called also sleep states) and the current level in

the battery can be detected during these periods of rest or the observation of

the current behavior can be prolonged over a longer period of time in order to

average out current peak demand from the PMU.

(d) Voltage detection and measurements

Chargers must always include a way to monitor the battery voltage. In its

simplest way this can be implemented with a series of comparators with

bandgap referred thresholds that would trigger some action on the charger’s

hardware. More sophisticated chargers may also integrate an ADC that may

report to the host the real battery voltage. Reporting may include averaging,

min and max and also set programmable alert thresholds through interrupts.

(e) Over/Under voltage protection

(f) Two of the most important thresholds in the battery chargers are the over and

under voltage protections. Over voltage protection is meant as a secondary

protection should the voltage limiting circuit fail. The under voltage protection

is meant to prevent the battery from over discharging. Usually mobile systems

are turned off well before the battery gets over discharged sacrificing part of its

capacity in favor of preserving the cell and prolonging its life. However most

manufacturer require a double fault protection mechanism for the cell and an

additional safety measure must be implemented in the charger on top of what

already exists in the battery pack. In order to completely prevent the battery to

over discharge there should be a way to completely disconnect the system from

the battery in order to stop any leakage. This can be done with a switch placed

in series with the battery. However this switch must present very low imped-

ance (40 mΩ or less depending on the current requirement) in order to avoid

large voltage drops and loss in efficiency during normal operation
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(g) Safety timers

Safety timers give an additional level of protection should any of the

algorithms aimed to stop the charging process fail. Safety times are

programmed from a few to several hours depending on the expected charging

time. Charging time, however, is predictable only in a standalone setup

(charger + battery) or when the system is in standby. If we operate the mobile

device during charging, it can become un-predictable since the amount of

power delivered to the battery diminishes. If the charging time becomes too

long the charge could be terminated before reaching the end. Also in this

case some sort of system awareness can help. For example the timers can be

stopped during high system activity and resumed when the activity is low.

(h) Battery ID system

(i) Usually the charger is programmed to charge a particular type of battery.

If incidentally the battery is swapped it may create safety concern because for

example the new cell may have lower capability and therefore it should be

charged with a different current level. In order to prevent that, phone

manufacturers use batteries with a unique mechanical design that prevents

insertion of a battery not suited for that. A second level of authentication is

the so call Battery ID resistor that is usually inserted inside the battery pack

connected between an extra pin and ground. The battery manufacturer

associates to a resistor value a particular charging profile. If the charger detects

a wrong resistor value then the charging will not take place. Smarter system can

actually measure the BID resistor value and adjust via SW the charger profile.

Smart batteries then provide a communication link between the charging

system and the battery pack. This link (that is regulated by the BIF a 1-wire

MIPI interface specification []) is used to exchange information between the

battery pack and the host system that regulates the charging process. Smart

batteries include sophisticated electronic HW that may report information as

temperature, SOC, current, voltage, capacity, State of Health and impedance

but it may also include an encryption that tightly couple the battery pack with its

charging system preventing the use of a wrong battery.

(j) Battery detection system

Last but not least the charger must provide a way to indicate if the battery is

present or not. If the battery is removable it may either be removed on purpose

or it may fall off accidentally after dropping the phone for example. In either

case the sudden loss of the system power may cause problem to some critical

component in the system starting from the non-volatile memories that can get

corrupted if a proper power down sequence is not applied. A fast indication of

the battery loss may help mitigating the problem if we have enough time to

protect the memory (few ms before the system completely looses power). The

better way to fast detect the battery removal is through the BID resistor or

the thermistor inserted in the battery pack. Another way would be to detect the

battery current going to zero or the sudden voltage drop. The methods based on

the monitoring of electrical variables are however generally too slow and may

get tricked by other user scenarios.
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The type of regulation circuits that regulate the charger operation can be divided

in three main categories

• Linear chargers

Linear chargers are essentially linear regulators with a precise current limit.

Figure 9.5 shows a typical configuration for a linear charger which includes two

regulation loops for voltage and current that are usually single quadrant, i.e. they

do not act if the electrical variable is below the preset value, but they only serve

as a limiter or a clamp. In this way when the battery voltage is low only the

current loop is active, while when the voltage tends to increase the voltage loop

will intervene and as the current diminishes its controlling loop will give away

its control. Some chargers make a hard switch decision between the two loops

while others pass the control more gently and progressively between the two.

Linear chargers are relatively simple and inexpensive but may suffer of severe

thermal limitation. The power dissipation of the charger is (VIN–VBATT) x I. For a

discharged battery at the beginning of the charging cycle when both the current

and the voltage drop are the highest, the power dissipation may account for

several Watts. So their use is limited to low current use cases and nowadays are

progressively being abandoned as the battery size and current demand increases.

In any case introducing a thermal loop or a proper thermal management is a must

for linear chargers.

Another essential characteristic of every charger is the inverse leakage
protection. When disconnecting the input voltage we need to avoid any leakage

path from the battery towards the input. In Fig. 9.5 this is achieved by the body

snatcher circuit that will reverse the diode polarity of the PMOS bulk when

VIN

COUT 20uF-150uF

Vbatt

VVREF

Body Snatcher

VIREF

TMAX

TSENSE

TSENSE

VBATT_SENSE

VISENSE

Fig. 9.5 General scheme for linear charger
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VIN < VBATT. Other methods include inserting an isolation diode (or better

MOSFET) in series with VIN [2].

• Switching Chargers

Switched mode battery chargers use switching regulators to control both current

and voltage. They achieve high efficiency therefore limiting the power dissipa-

tion in the chargers. They also can optimize the power transfer from the source to

the battery reducing the charging time. Figure 9.6 shows the typical configura-

tion of a switching battery charger.

As opposed to classical voltage regulators where the duty cycle of the output

bridge is controlled exclusively by a voltage loop, in the battery charger other

loops can take control. Among these we have:

• An inner current loop controls the battery flowing into the battery limiting

its value to a preset level. In this case accurate current sensing relies on sense

resistor placed in series with the battery. This sense resistor must be in

the order of tens of mΩ to limit voltage drop and the efficiency losses

in the battery. Ultra low offset comparator or amplifiers are needed for

accurate current sensing. Example of such circuits can be found in references

[3], [4] and [5].

• An external current loop limits the maximum current that can be sunk from

the source. Due to the efficient power transfer input current differs from the

output current that can be higher. Limiting the maximum input current allows

protecting the input source for being overloaded. This has two advantages.
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Fig. 9.6 Block diagram of a switching charger controller
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In first place if the source is a USB host usually after enumeration the current

is limited to 500 mA and cannot be exceeded without violating the USB

specification. Before enumeration there is a limit even lower of 100 mA.

Secondly any power source (whether it is a USB host, a dedicated USB

charger or any AC/DC wall adapter converter) has a maximum current

capability. If the current is exceeded the voltage suddenly drops. Figure 9.7

shows a typical V-I curve of a power source.

If the input voltage drops then the switching regulator enters its dropout

region where Vout ~ Vin and will deliver a current that is equal to the current

limited by the input source. This behavior however is undesirable since it

limits the maximum power the input source can deliver. As it can be seen

from Fig. 9.7 the maximum power is available at the knee of the V-I

characteristics and this would be the sweet spot where the system should

operate in order to maximize the power transfer. So the charging system

should adopt some sort of algorithm to detect the maximum current capability

of the source. These algorithms are generally defined as Maximum Power

Point Tracking since they tend to put the system into its maximum

power transfer state. For example the charger could recognize the drop in

the input voltage and back off the input current limit until no more drooping

occurs.

• A thermal regulation loop similar to what was already explained for linear

charger should be present. Although the internal power dissipation is limited

in switching chargers depending on their efficiency, for high power chargers

it could still reach values that may rise significantly the internal silicon

temperature. In the case of switching chargers the system should act the

input current to reduce the overall power intake and limit the power

dissipation

• Pulse chargers

Pulse chargers have been adopted successfully for years although nowadays are

being gradually abandoned. The pulse charge algorithm has already been

explained at the beginning of this session. From a hardware standpoint a pulse

charger is essentially a switch controlled by a state machine that determines the

turn on and turn off times based on the battery voltage value. When the switch is

turned on the input power source is short circuited with the battery and will enter

Fig. 9.7 V-I profile of a

typical wall adapter AC/DC

converter
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its current limit zone (see Fig. 9.7). Pulse chargers rely exclusively on the current

limiting capability of the source wall adapter that needs to be custom designed.

For this reason it cannot be used with USB port and this, in addition to the safety

concerns related to the overdriving the battery has contributed to its decline.

We will only remark that pulse chargers are cheap, simple and extremely

thermal efficient for the mobile device. In fact, most of the power loss happens

in the power source that continuously runs in its current limit region.

9.4 Fuel Gauge

Essential part of battery management in a mobile device is the monitoring of the

state of charge of the battery. All the algorithms that perform this task go usually

under the name of “Fuel Gauge” algorithms. This section describes the three

main algorithms used for a battery monitor system for cellphone applications.

The main definitions are given in the first subsection. In the second subsection

the OCV (Open Circuit Voltage) dependence on SOC is investigated. The fuel

gauge algorithms are reviewed in subsection three. Finally some experimental

results are presented in subsection four.

9.4.1 Definitions

– Maximum battery capacity

QT,max is the maximum charge that can be stored in the battery.

– Remaining battery capacity (battery charge)

Q(t) is the charge stored by the battery at time t.

– Nominal battery capacity

QT,nom is the nominal value for QT provided by the battery manufacturer.

– Battery capacity

In order to increase battery lifetime the battery is not charged at its maximum

value. QT is the charge stored in the battery at the end of charge.

– Coulomb counting

From the measurements of the battery current IL(t) it is possible to estimate the

charge variation ΔQ. If we assume that at the initial time ti the battery capacity is

Qi and that the final capacity at time tf is Qf then we have

ΔQ ¼ Qf � Qi ¼ �
ðtf

ti

IL tð Þ dt

The coulomb counter is the equipment that measures the load current and

integrates it.
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– Relaxation time and Open Circuit Voltage

If we apply a current step (Fig. 9.8) we can observe how the voltage response

evolves to a steady state condition [6]. The time required to reach steady state is

the relaxation time trel. We can notice that there are two dominant time constants

and the slowest one is in the order of 100 s.

– Open circuit voltage (OCV)

If the battery terminals are floating or the load current is zero then the battery

reaches a steady state condition where the difference of potential between the

terminals is constant. This voltage is called Open Circuit Voltage (OCV).

For example the OCV measured in Fig. 9.8 is 4.31 V.

– End of charge

The charger voltage is set to a value suggested by the manufacturer. Typical

values for Li-ion batteries are in the range from 4.2 to 4.35 V [7] although

nowadays we start seeing battery with a charge voltage up to 4.5 V. When the

battery charge is close to the maximum battery capacity then the charger current

starts to decrease (Fig. 9.3). The end of charge is set to a current that depends

on the battery and on the required battery capacity. Typical values for

Li-ion batteries are in the range from 0.01 C to 0.1 C. Those values guarantee

a battery capacity QT above 95 % of maximum battery capacity QT,max. If the

battery reaches the end of charge condition then we say that the battery is fully

charged or it has a 100 % of SOC.

– End of discharge

Undervoltage supervisors are usually inserted in the battery pack and in the

equipment in order to avoid battery deep discharge. Over discharging decreases

battery lifetime and can also permanently damage the battery (Fig. 9.9) [7].

For Li-ion battery the undervoltage is usually in the range from 2.4 to 2.7 V.
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Fig. 9.8 Battery transient step response
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The equipment under-voltage is slightly higher in the range from 2.6 to 3.0 V.

Therefore both battery pack and equipment prevent the battery to over-discharge

(double fault protection). The end of discharge is set to a value OCVEOD that is

above the minimum discharge limit and it is a tradeoff between the need to avoid

deep discharge and the need to use all the available charge. We call QEOD the

remaining battery capacity. The battery can be charged up to QT and discharged

down to QEOD. So the battery available capacity is

QT
0 ¼ QT � QEOD

The SOC(t) at any time t is defined as

SOC tð Þ ¼ Q tð Þ � QEOD

QT � QEOD

¼ Q tð Þ � QEOD

QT
0

– OCV versus SOC

One of the most important characteristics of a battery is the OCV versus SOC.

An example of such a curve is plotted in Fig. 9.4.

The OCV vs SOC dependence is of paramount importance in the analysis of the

state of charge of the batteries. It is related to the chemistry and physics of

the battery and the OCV can be easily measured with good accuracy by means

of multimeter. Batteries of the same chemistry have the same OCV vs SOC within

an error margin less than few mV. Aging and temperature have very little impact on

the OCV dependency on SOC. For Li-ion battery also the hysteresis between charge

and discharge of OCV(SOC) curve is negligible. Therefore only one curve is

required to determine the SOC from OCV with accuracy in the order of 1 %. The

problem in using this curve may come from the need of measuring the battery in its

relaxed state. In fact in real systems that continuously operate under the battery the

exact moment when to measure the battery in this state may be difficult to establish.
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9.4.2 Fuel Gauge Algorithms

Fuel gauge algorithms can classified in three categories, coulomb counter, coulomb

counter plus OCV correction and voltage only.

(a) Coulomb counter

Coulomb counter is based on the measurement of the load current IL(t).

From the definition of SOC we obtain

SOC tð Þ ¼
QT �

ð t

ti

IL t0ð Þ dt0 � QEOD

QT � QEOD

¼ 1� 1

QT
0

ð t

ti

IL t0ð Þ dt0

Note that an error in the measurement of QT’ affects the SOC as a gain error.

Moreover every offset error in the IL(t) measurement is integrated so that its

influence on the SOC increases with integration time [8].

Just as a reference in order to have an error of 1 % over a QT
0 of 1 Ahr it takes

about 10 h if the measured current offset is 1 mA.

Coulomb counter needs an accurate current sensing. A sense amplifier

multiplies the voltage across a sense resistor [3] and provides the input voltage

to a converting ADC. Offset canceling techniques like choppering must be used

and also provide rejection for 1/f noise. Signal is amplified to a level readable

by the converting ADC. Effect of ADC offset is usually negligible due to the

amplifier gain in from of it. Since choppering usually stabilize gain and residual

offset against temperature variation any residual error can be calibrated and

compensated in the digital domain. This architecture is usually more power

hungry and it is suggested when an ADC is already present and active in the

system. A 10–12 bit ADC usually suffices to provide fast and punctual reading

of the current values that can also be useful for the system power management

but in general fuel gauge algorithms need a higher dynamic range (15–16 bits)

that can be achieved through averaging.

Another common fuel gauging systems make use of a 1-bit ΣΔ converter

[9]. A simple Comb filter (accumulate and dump) may be used as decimator.

To reach the desired current N bit resolution it takes the accumulation of

2N 1-bit samples. Also in this case offset compensating techniques like CDS

or choppering can be used to suppress offset and 1/f noise. This is a very low

power circuit that can use as low as 20–30 uA current but can only provide

average current value and not punctual reading of the current. For a typical

32 kHz sampling rate, in fact, to reach a 15-bit resolution the integration time is

1 s. It is usually an always ON circuit when the battery is in a valid state.

When dealing with ADC based integrated current sensors we need to account

for the effect of sampling. Not only offset is important but we need to

account for aliasing of frequency spectrum components at multiple of the

sampling frequency that may fold back at DC. In this perspective a continuous
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time ΣΔ converter offers the interesting property of a signal transfer function

STF(f) that has zeros at multiples of the sampling frequency offering a natural

anti-aliasing effect without the need of external filtering component.

(b) Coulomb counter plus OCV

The main issue with the coulomb counter algorithm is the integration of the

offset error. This error can be periodically corrected by the SOC estimate based

on the open circuit voltage. Usually battery powered equipments like cell

phones periodically enter a very low power consumption mode to save battery

life. If a counter is available to measure this time interval, after a delay longer

than the battery relaxation time the battery voltage VBAT can be measured.

By storing the OCV vs SOC curve, the measured VBAT can be used to extract

the SOC value and compared with the coulomb counter projected value

eventually correcting for large error superior to a certain threshold.

Therefore the integrated error is not accumulated over the time but may be

reset periodically. However errors larger than 10 mV in measuring the battery

voltage can cause large errors in the SOC estimate particularly in the flat region

of the OCV(SOC) curve (Fig. 9.10).

(c) Voltage only

The voltage only is the more challenging algorithm. It is based on an accurate

electricalmodel of the battery. Thismodelmust take into account of the nonlinear

OCV(SOC) characteristic and the dynamic response of the battery. Moreover the

model of the transient response must include the instantaneous response and

the memory effects. One of the more popular models accounts for the memory

effects with two time constants, a fast one in the order of 100msec–1 s and a slow

one in the order of 10 up to 100 s. This is a good tradeoff between the model

accuracy and the algorithm computational cost. The overall battery electrical

circuit model is shown in Fig. 9.11 [10]. CSOC models the battery capacitance,
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Fig. 9.10 Example of OCV(SOC) plot for a Li-ion battery
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he nonlinear voltage controlled voltage source models the OCV(SOC) depen-

dence, the linear current controlled current source IBAT models the discharge/

charge of the battery due to the battery output current, the resistance RS models

the instantaneous response, while R1C1 and R2C2 model the short and long time

constants. In some cases also a self discharge resistance in parallel to CSOC is

added. However for Li-ion battery this effect is negligible for practical cases.

Knowing the parameters of the battery impedance and measuring the voltage at

the battery terminals, the IBAT can be calculated solving the differential equations

that regulate the electrical circuit. Since the voltage is sampled at fixed time intervals

the differential equation can be solved in the discrete time domain assuming the

OCV does not change significantly between a sampling time and the next.

A fix current IBAT0 can be calculated as

IBAT0 ¼ OCV � VBATð Þ= RS þ R1 þ R2ð Þ ¼ OCV � VBATð Þ=Rtot

Therefore an accurate characterization of battery total resistance Rtot is required

[11]. Rtot depends both on battery chemistry and the electrical characteristics of

the battery. The chemical resistance is due to the limited mobility of the ions within

the electrolyte whereas the conduction electrical resistance depends on the

electrodes conductivity as well as the contact resistance and board traces. Therefore

a proper voltage sensing as close as possible to the battery pack is required.

The chemical resistance has strong dependence on the temperature, the SOC, and

also on the discharging/charging current (Fig. 9.12). All these factors must be taken

into account in the battery model.

Battery parameters depend also on aging. This variability could be taken into

account using by adaptive algorithms that are able to track battery impedance.

9.4.3 Experimental Results

Some results for a voltage only algorithm are provided in the following figures.

A comparison between the algorithm implemented in the Marvell chip PM812

(red curves) and the value measured by accurate lab equipment (black curves)

CSOC OCV(VSOC)
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IBAT
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Fig. 9.11 Electrical model of the battery

164 F. Rezzi et al.



is highlighted. Last row of each figure represents the error between the SOC

extracted by the algorithm and the reference SOC.

Figure 9.13 shows a charge scenario. It’s possible to distinguish three phases by

observing the IBAT values. In the first phase the Icharge ¼ �900 mA (there is no

activity on the phone cell and the display is turned off) while in the second the
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absolute value of the current is lower because some applications were activated on

the phone. Last phase is characterized by a reduction of the absolute value of the

current due to the approaching of end of charge.

Figure 9.14 reports a discharge scenario. The load is related to random activity of

the phone. Note that the accuracy is pretty good over a broad range of battery

discharge.

Finally, a mixed scenario (charge – discharge) is highlighted in Fig. 9.15. Note

that the error accumulated at high current level is nullified by a long period at low

current. When IBAT is almost zero than VBAT is very close to OCV and SOC

value can be extracted by OCV(SOC) characteristic.

9.5 Conclusions

The paper presented an overview of the main issues encountered in battery man-

agement in modern mobile devices. The main purpose of battery management

system is to preserve battery life while providing good user experience in term of

battery extended use and fast charging time. This task will be more and more

important as many devices like tablets and high-end smartphone make use of

non-replaceable batteries that offer the advantage of being narrower with respect

to the replaceable one. Monitoring of the battery status not only helps in extending

its longevity but can also provide to the system information on its capacity and
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program the maximum load based on its SOC status. Future battery technologies

will provide more capacity per volume and extended voltage range but also will

pose more challenges for the electronics that needs to supervise and monitor the

battery behavior as the power demand of the mobile device will further increase.
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Chapter 10

Is Digital SMPS Ready to Eliminate Analog

Regulators for Portable Applications Power

Management?

S. Cliquennois and A. Nagari

Abstract This chapter reviews the challenges which integrated voltage regulators

have and will have to tackle for power management of portable applications while

focusing on how the Digital Switched-Mode Power Supplies (SMPS) technology,

already widely used for medium and high power systems, is able (or not) to

challenge the classical analog loops. The study will explore mainly step-down

architecture, and analyses the challenges in many aspects of integrated regulators

design: efficiency, area, speed, flexibility, current estimation, low-power modes,

multi-phases and control sharing, voltage scaling and EMI.

10.1 Introduction

Integrated Switched-Mode Power Supplies have become ubiquitous regulator

architectures in portable applications, and have superseded the classical

Low-Dropout (LDO) linear regulators for every power hungry (i.e. more than

half a watt) supply needed on portable, battery-operated devices. Although LDO

provide low-cost, fast and low-noise regulated output voltages, their typically very

low efficiency – less than 28 % for a typical output voltage of 1 V supplied by a

regular 3.6 V battery – is disqualifying them for the very demanding core of port-

able applications (processors, modems, memories, I/Os. . .). More than 85 % peak

efficiency can be expected from a noisy and expensive – because using an external

coil – well-sized SMPS [1].

The main and specific challenges which SMPS designers have to face when

working for portable applications will be reviewed, and discuss if so-called digital

SMPS can bring added value with respect to their analog counterparts, a debate

open for many years [2].
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While efficiency at high load currents is a critical factor of merit of integrated

SMPS, it is not the only one: in order to optimize speed of processors, which can

dynamically adapt their speed and power supplies depending on their operating

mode, regulators need to be very precise and fast – a trend that is becoming more

stringent as the processors supply voltage lowers, and the maximum current

capability requirement grows [3]. Reaching this transient speed specification

often requires using coil-current sensing techniques which are essential in modern,

fast SMPS. The different control techniques will also be discussed.

An often over-looked feature in literature is the capability for switched

regulators to keep a very good efficiency figure of merit on their full output load

range, which requires dedicated and crafted low-power modes, and on-the-fly

efficiency optimization tricks [4].

While the trend in the previous decade was to aim at higher and higher switching

frequencies to reduce external component footprint – mainly coil – the recent surge

of tablet computers is actually orienting integrated SMPS in another direction: even

if integration remains important, the need for higher current capabilities at reason-

able efficiency is nowadays driving development of integrated multi-phase DC-DC

converters, where digital control architectures can bring some benefits.

10.2 Generic Analog and Digital SMPS Architectures

Figures 10.1 and 10.2 illustrate the core components of “analog” and “digital” buck

(i.e. step-down) converters. The power stage is driven by logical signals, hence

actually possesses an intrinsic digital control, although design of integrated power

MOSFETs is a purely analog task,where robustness, channel on-resistance, efficiency

of driving buffers are the main aspects to be controlled. This important part of

switched-mode power supplies is exactly the same whatever the type of control

chosen.

An essential differentiation lies on the control loop. ‘Pure Analog’ SMPS rely on

a number of electrical signals to perform feedback for regulation. Output voltage is

generally sensed, and most of fast control structures, may they be current-control

[1] or sliding-mode controllers [5] use either directly a current sensing resistor, or

better, a lossless current sensing circuitry in order to re-construct the current

information. Note that the intermediate LX node can also be sensed, as it provides

very relevant information (on current direction in coil for example).

On the other hand, digital SMPS are all characterized by presence of one of

several ADC converters which at least convert the error voltage (Vout-Vref) into a

digital signal (common architectures are windowed flash, delay-lines or SAR

ADC), and generally also input voltage (battery voltage in portable applications),

an information which is essential to many compensation or current estimator

schemes. It must be noted that the coil current bandwidth is much more important

that the switching frequency, hence digital estimation of current has to rely on
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sampled information of coil current, one among the challenges that digital control

has to face.

The different control strategies will be discussed more in detail, but essential

part of control is to generate a two-leveled (i.e. digital) signal which will control
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Fig. 10.1 Generic “analog” integrated SMPS block diagram
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power switches. An historically important family of controller generates

Pulse-Width Modulated signal, may it be analogically thanks to a clock-

synchronized ramp generator or digitally by the means of a Digital PWM, for

which many different implementation details have been proposed [6].

Another important family does not rely on PWM, but directly generates the

control signals using for example a sliding mode approach [7]. This approach,

which leads to very fast response, has been implemented both in analog and

digital world.

10.3 Efficiency

Efficiency is a key parameter of any power management system. It will have a

direct impact on system thermal dissipation, as well as on battery life in portable

systems.

While theoretical efficiency of SMPS is 100 % [1], losses which affect this figure

can be split into three main categories: Ohmic losses, which main components are

power FETs on-resistance, coil series resistances and parasitic resistance. Switching

losses, which account both for losses due to buffers needed to charge and discharge

power mosfets gates, as well has losses due to switching parts of control system.

Quiescent losses, which are static DC currents needed in control parts.

Ohmic losses and switching losses are essentially identical in analog and digital

SMPS, but they can be minimized by adapting the size of power mosfets to output

currents: at low currents, ohmic losses are less important, so reducing the size of

power stage has a very beneficial impact on switching losses. An adaptive size

selection can be done digitally. Note that discussion is only concerned with syn-

chronous rectification, asynchronous rectification when a simple diode replaces the

bottom switch being much less efficient and generally avoided in integrated designs.

Unlike analog parts which in general require to be biased during operation,

digitally-controlled SMPS can generally operate at zero-DC bias.

However, because losses are dependent on output load, the efficiency curve has

to be optimized in the four areas where buck converters operate:

– The high current area, where ohmic losses are dominant, and proper sizing and

choice of MOSFETs (e.g. use dual-Nmos architectures instead of Nmos-Pmos,

which reduces gate capacitance for same on-resistance)

– The medium current area, where switching and ohmic losses are dominant. The

two previous areas correspond to SMPS supplies circuits in full to medium

activity.

– The low current area, where if switching is kept, switching losses become way to

dominant, so some pulse-skipping designs, or pulse-frequency modulation

scheme have to be devised. This area corresponds generally to load circuits

with little activity.
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– The no-load area, which is an essential part, and often overlooked feature: SMPS

need to supplies circuits which are not working (in retention state) and only

compensate for leakage of supplied parts, with no transient load involved.

10.4 Scalability, Flexibility and Partitioning

Integrated SMPS for portable application have to face the tough challenge of area

optimization, which has a direct impact on cost of solution. Whereas digitally

controlled-SMPS comprises a control part which scale well with process, the area

of power mosfets, which does not scale very well with technology – is dominant in

most of integrated implementations. Actually, the problem is even getting worse

with more advanced technology nodes: below 65 nm, it is rare that native mixed

technologies support devices that can stand directly battery voltage (up to 4.35 V)

as drain-source voltage, making usage of cascoded power stage compulsory –

which added to more area and losses dues to more complex gate drivers.

On the other hand, a very scalable architecture for digital SMPS is shown on

Fig. 10.3: the System-In-Package (SiP) approach allows assembling different

circuits with different technologies in a single package. Typically, a product like

ST-Ericsson’s M7350 comprises of an “analog” die dedicated to power manage-

ment, and a “digital” die – which here includes a modem circuit. Classical SMPS

are fully embedded in analog die, but digital SMPS can have their (digital) control

Digital core

digSMPS core

ADC

DPWM

SiP

PWM

Vout

(sense)

e.g. 0.25 um “analog”

e.g. 28 nm “digital”

Fig. 10.3 Proposed system-in-package partitioning

10 Is Digital SMPS Ready to Eliminate Analog Regulators for Portable. . . 173



part, ADC and DPWM embedded in digital die, while power part remains in analog

die. Not only this approach allows a better scalability of SMPS, but is also give

more flexibility and control to the digital die, which can directly control its supply

internally. Remote sensing, which allows a better voltage stack optimization can be

directly done inside digital chip. This approach requires an additional LDO regula-

tor that allows for startup and can be turn-off when SMPS auto-supplies its digital

part. The main drawback of this approach is that package thermal characteristics

should be able to handle both power FETs and load (i.e. digital IC), which is not the

trend for mobile processors.

10.5 Current Estimation Challenges

While voltage-mode (VM) loops have been the first ones to be proposed and are still

widely used, the advantages of current-mode (CM) or sliding-mode control in terms

of load transient speed, maximum current limitation, and multi-mode optimizations

such as automatic power-stage sizing or automatic mode switching are tremendous

[1]. Many CM analog implementations are using a discrete sense resistor, which is a

solution to be avoided in portable applications, both because of sense resistor cost

and additional loss in efficiency.

Several analog solutions without external sense resistor have been proposed:

– Internal current sensing: principle schematic is shown on Fig. 10.4. This solution

generally shows a poor precision due to inherent poor matching -between very

big power MOS and integrated sense-FETs. Bigger sense-FETs would imply

un-acceptable efficiency losses.

– External R-C sense [8]. This type of sensing is lossless and relies on the fact that

sensed voltage is equal to

Vsense sð Þ ¼ IL sð Þ � RL �
1þ s L

RL

1þ sRf Cf

i.e. Vsense(s) ~ IL(s) if L/RL ¼ Rf Cf. The spread in R,C and RL are such that this

solution requires calibration.

VBAT

Vout
LRL

LX

Vsense

i/v

Vsense

Isense

Vsense1:10000 typ

Cf
Rf

Fig. 10.4 Different current

sensing strategies
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– Structures based on LX node sensing (Fig. 10.4). This approach generally relies

on sensing and amplifying VBAT-LX voltage, which is proportional to output

current on the top mosfet conducting phase.

On the control digital side, a first approach consists in implementing the above

analog solutions, and using an ADC to convert sensed current/voltage. Unlike ADC

used for output voltage sensing which is generally windowed around reference, the

current sensing ADC should be full range.

Another scheme consists in directly estimating coil current in digital world: a

first digital-only first order current estimator has been proposed [9], and relies on

the following approximation:

VOUT � DVBAT � IL DRONP þ 1� Dð ÞRONN þ RLð Þ
It allows calculating IL, but requires a precise measurement of Ronp, Ronn and

RL, requiring extra (analog and digital) circuitry for calibration. What’s more, this

equation is only valid in CCM.

Another digital-only solution is to implement a digital current estimator [10],

which can be based on a state-space representation of system. It provides a robust

solution, but comes at a cost of implementing the estimator, requiring real-time

complex operations such as matrix multiplications, hence limiting the switching

frequency of system.

10.6 Low-Power Modes

While literature concentrates generally on CCM, where the transient and efficiency

performance of SMPS are critical, commercial SMPS must keep an acceptable

efficiency even on low output current, and particularly when load is such that

current in coil in below critical conduction current, hence naturally inverting

current in coil if system stays in CCM [22].

10.6.1 CCM Detection

Detecting this threshold is fundamental so that system can switch to a mode where

conduction is such that coil current is not inverting anymore, and consequently, the

system now passes some time in hi-impedance mode, which can be done for

example by skipping pulses when voltage is above a determined thresholds, or

changing control scheme to Pulse-Frequency modulation (PFM) where a fixed

current pulse is output at a variable frequency.

If a very precise current sensor is implemented, it can be used for this threshold

detection, however, it is preferable for precision to use a dedicated circuitry. It must
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be noted that if CCM detection is done with a current actually above the actual

critical conduction current, system will oscillate between the full power (CCM)

and whatever the low power mode chosen, creating an important ripple on

output voltage.

Most CCM detection schemes rely on analog principles, but they output a single-

bit digital signal which can be used in digitally controlled SMPS. A common

principle for bucks consists in relying on body-diode conduction at the end of

conduction period (cf. Fig. 10.5): when current in inverted in coil at end

of conduction period, during the dead time, current is evacuated through top mosfet

body diode, instead of bottom mosfet body diode when coil current is above critical

conduction threshold. This conduction on top MOS can be either detected by a fast

sampled comparator on LX node [11], or detecting phase delta on LX node.

10.6.2 PFM Digital Implementation

PFM mode is generally used for ultra-low current modes, where higher ripple is

acceptable. Switching losses are reduced to a minimum, because the system is no

clocked anymore and only generating constant Ton pulse (in classical

implementations). Using such a scheme for “digital” SMPS requires to be able to

calculate ideal Ton ¼ Vref/Vbat, and to generate the needed PWM pulse.
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Fig. 10.5 LX node sensing for current inversion detection
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However, a proposed digital implementation consists in using an open-loop

DFLL/DPWM which internal clock, digitally compensated, is only woken up

when output comparator states that system need to be compensated (shown on

Fig. 10.6). The DFLL being open-loop can drift if supply or temperature is evolving

– and these changes are compensated by running DFLL in closed-loop based on a

very low-frequency clock, with a negligible impact on power consumption.

In order not to invert current in coil – which is necessarily the case if duty cycle

is taken to be the ideal Vref/Vbat, and adaptive duty-cycle compensation scheme,

using the previously described CCM detectors can be used.

It however appears that in the area of very low power, digital SMPS show little

improvement over analog ones, because digital requires clock presence, which

implies power consumption well above acceptable thresholds for ultra-low power

modes where analog quiescent current can be as low as 15 μA.

10.7 Precision and Voltage Stack

By essence, regulators are designed to maintain output voltage as constant as

possible, whatever the load and input voltage variations. Load and line regulation

describe the DC variation of output voltage to output current and input voltage on

their full range, while load and line transient are concerned with transient response

to sudden variation in output current or input voltage.

VBAT

Vout

Digital
reference

comp
DAC

to load

DFLL+DPWM
start_pulse

IL
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cmdn

cmdp

cmdn
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Vref/Vbat

dpwm

duty

2N

counter
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open-loop

start

Fig. 10.6 Digital PFM loop with combined DFLL + DPWM (simplified)
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10.7.1 Load Transient and Voltage Stack

Load transient performances are of uttermost importance when designing

(integrated) power supplies: processors – which supply voltage trend is to lower,

while they current consumption is growing because of supplemental cores for

example – tend to dynamically update they voltage request in order to set it at the

minimum value to be able to work flawlessly at a given frequency.

But actually, the “minimum” value the processor shall require has to take into

account the fact that the voltage which effectively reaches the core will have to

account for the line and load regulation of SMPS, as well as its line and load

transient in the region of operation. All this summed-up constitute the voltage stack

(Fig. 10.7) which had to be minimized, and for which load transient represents an

important challenge.

Load transient performance is a direct outcome of regulation loop performance,

so in this matter, analog or digital implementation show significant differences.

Classical compensation analog compensation loops are voltage-loop PID

controllers [1], but there are superseded by many regulation scheme using current

sensing (and regulation loop) such as current-programmed control as far as linear

controller are concerned.

Digital controllers have first started to implement digital PID, which perfor-

mance where poorer than their analog counterparts and are now exploring a

wide-range of non-linear techniques, ranging from non-linear PID to model-

predictive controllers.

All controllers are actually trying to approach the optimal response to load

transient, while keeping good line transient and regulation properties.

For a given LC output filter and a given load transient, the optimal transient

response is known (Fig. 10.8), and it means, for a positive load transient, to turn on

top mosfet on for a time Ton than off for time Toff, these two times being calculated

using output capacitor charge balance approach [13]. This approach requires

complex calculations that can only be handled by digital implementation and

most certainly offline e.g. using look-up tables (LUT) for fast switching circuitries.
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Fig. 10.7 Simplified voltage stack and typical regulation of digital SMPS
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Several proposed implementation are combining a non-linear implementation for

transient response and linear controller for steady-state control.

Digital control can theoretically calculate the ideal or near-ideal response [12],

but it will be limited by several factors:

– Lag due to calculation time, which can be minimized using fast processes and

fast computing units, or LUT techniques.

– Lag due to ADC conversion times, and A/DC throughput rate, particularly on

coil current measurements.

– Imprecision due to ADC resolution (quantization effects)

On the other hand, analog system such as sliding mode controllers, when

implementing very precise current sensors, shows a transient response which

(at least in theory) can nearly match optimal response [7].

Another solution for digital controllers is to implement digital sliding mode, but

the three previous limitation factors will also applied, making transient response

worse than its analog counterpart.
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Fig. 10.8 Proximate time-optimal digital control [12]
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10.7.2 Augmented Systems

Nevertheless, Digital SMPS can show better load transient performance than

optimal analog controllers, if they implement augmented systems [14, 20] as

showed on Fig. 10.9. When a load transient is detected (on output voltage) digital

turns on an extra current source which help to sink or source current in the load,

hence reducing the over/undervoltage.

The extra current source is then turned off when output voltage has recovered.

Figure 10.10 illustrates the ideal case when output current need is integrally

compensated by current source, which is never the case. However, actual (unpub-

lished) silicon implementations have shown that load transient can be reduced by a

factor of 2 (this figure depends on size of current source). The silicon area cost

depends on the size of the extra current sources which are chosen, but these types of

techniques which need to be further studied are good contenders to optimal analog

controllers, with an extra area cost.

VBAT

Vout

GND

ctrl

Fig. 10.9 Augmented buck

Fig. 10.10 Simulated ideal augmented control [14]
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10.7.3 Digital SMPS Precision and Ripple

A major drawback of most digital SMPS structures is that they use an ADC which

LSB limits the resolution of system. A fundamental stability equation [15, 23] states

that in order to avoid limit cycles, resolution of DPWM must be high enough to

ensure that output voltage can be set to lie into ADC zero-bin. Because of limited

feasible resolution of DPWM, this condition greatly limits the precision of digital

SMPS, compared to analog SMPS where precision can be only limited by loop gain.

A typical precision of reported digital SMPS lies between 5 and 10 mV, whereas

analog loop can achieve regulation in the range of less than 1 mV.

What’s more, the needed reported DPWM precision required is typically around

or more than 10 bits, making direct DPWM implementation impossible, because of

required time resolution of such a system. It is hence necessary to use dithering or

delta-sigma modulation to achieve an equivalent average resolution with less

“physical” bits in DPWM. This technique generates low-frequency spectral content

on output voltage, visible as a low frequency ripple.

10.7.4 Line Transient and Feed-Forward

Most analog Bucks use a supply voltage feed-forward, which not only makes the

loop gain independent of supply voltage, but also allows to almost reduce line

transient (i.e. supply voltage variations) to zero. The classical implementation [1]

consists in using a ramp generator with a gain proportional to inverse of input

voltage.

Implementation of feed-forward in digital systems imposes more constraints: not

only digital image of supply voltage is required, generally through an ADC, but the

compensation loop gain has to be multiplied by the invert of this signal. A proposed

solution [11] uses a look-up table to implement division as a multiplication, but

more efficient techniques have probably to be proposed to improve feed-forward.

On top of this problem, quantization of input voltage creates a less than ideal

non-linear response to line transient which adds to voltage stack.

10.8 Auto-Tuning

Integrated IC suffer from large process variation effects on both passive and active

devices, which make integrated analog control difficult to tune in all process

corners, and gives an important advantage to digital implementation of filters

(e.g. typically in a PID controller), which are not subject to process variations.

Another important advantage of embedded digital processing capabilities and

ADC, which are required for digital control, it that it eases the auto-measurement
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and auto-tuning methods, which have been a popular research subject, may it be for

regulator performance [16, 17], or current sensor self-tuning. These techniques are

somewhat adaptable to analog controllers, but in this case require dedicated logic

and converters.

10.9 Multi-phases and Control Sharing

Maximum current loads requirements continue to rise in portable application, and a

practical solution to keep with this current while keeping acceptable load transient

and ripple without requiring a huge output capacitor consists in using multi-phase

SMPS, where several coils in parallel are providing current to a single load

(Fig. 10.11) [23]. In order to minimize ripple, the different phases are spread, and

this allow for Digital SMPS which are using a unique time-multiplexed ADC to

perform all conversions. If control calculation allow for it, the processing unit can

also be shared between the phases.

The same ADC sharing technique can be used to share ADC and digital

controller among several independent DC-DC converters, as long as their phases

are spread, as shown on Fig. 10.12. The sharing can be extended to use the same

ADC to sample output voltage and battery voltage [11], hence allowing further area

savings.

Sharing techniques are unique to digital controlled SMPS and can provided

consistent saving both in area of control part, as well as in power consumption.

An additional point in multi-phases SMPS is that a current-sharing external loop

is necessary to balance current in all coils. This requires sensing and processing of

very coil current, which can also be done in an analog or a digital way.
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Fig. 10.11 Multi-phase power stage
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10.10 Voltage and Frequency Scaling

A common feature to regulators is ability to allow for Dynamic Voltage Scaling,

allowing changing output voltage on the fly. This technique requires a filtering on

reference in order to prevent destructive current in-rushes if reference voltage is

changed abruptly. Including this as a digital filter inside digital control makes its

somehow more flexible than adding an additional control part before a static DAC,

which is the main option in analog structures.

Another technique consists in changing on the fly the switching frequency of

SMPS at low currents in order to reduce the switching losses which become

dominant in this area – at expense of slightly bigger ripple.

However, DPWM is not very flexible concerning frequency control: its resolu-

tion is generally frequency related – most architectures are not designed to support

multiple switching frequencies. Yet, a digital DCM architecture proposed in [18]

shows an efficient way of reducing the switching frequency, while keeping then Ton
duration between Vref/Vbat and Vref/Vbat/sqrt(2).
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Fig. 10.12 Sharing single ADC and controller with several power stages
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10.11 EMI Mitigation

Portable applications typically include cellphones where conducted and radiated

noise due to switching power supplies can have a dramatic effect on RF part and

should be minimized. On top of using expensive ferrites to isolate parts, some

important EMI mitigation techniques are used both in analog and digital SMPS:

– Slope on power mosfet controls can be reduced so that current drawn on battery

contains less high harmonics, at the expense of efficiency loss

– System clock can use some dithering so that some spectrum spreading occurs. But

this technique should be used with care in digital SMPS, because a minimum

clock period is generally required to sample and calculate next period duty-cycle.

Yet, the most efficient and programmable spectrum-spreading technique,

i.e. random wrapped-around pulse-position modulation (RWAPPM) [19] can only

be implemented easily on digital SMPS: while in analog systems duty-cycle value

is unknown at the beginning of a conduction period, most DPWM system actually

require that is this duty cycle is calculated before conduction period begins. This

allows to simply implementing a RWAPPM scheme by randomly position the start

of conduction pulse (Figs. 10.13 and 10.14).

10.12 A Conclusion on Analog Versus Digitally-Enabled

Versus Digital SMPS

Table 10.1 summarizes the main differences between analog and digital SMPS

(assuming that analog SMPS are developed in low-cost, older process, while digital

SMPS take advantage of cutting edge digital process – no partitioning involved

here). While Digital SMPS is a clear winner for flexibility – which however comes

at cost of area and power consumption – for EMI reduction complex schemes and

advanced sharing for complex structures, analog structures still keep an advance

when pure transient performance is required, because the advances in control which

have been reported for discrete medium-to-high power SMPS (up to kW range) are

difficult to transpose to integrated high-speed, low-area SMPS.

One could wonder if, with such a picture, “digital SMPS” will ever become an

option in integrated SMPS for portable applications.

Yet, digital SMPS is already there, even if not for main loop control: the many

different modes, and controls, and calibration today require many, many more gates

in an ‘analog’ SMPS. An example from a ST-Ericsson commercial analog SMPS is

that the (analog) control part uses six times as many “digital” transistors than analog

transistors! So integrated SMPS is already truly a mixed-signal system, which

should be designed and architecture as such, and digital control loop will in the

long run probably becoming an “option” for this complex system, when, for a given

design requirement, its strong assets in configurability and flexibility will justify to

sacrifice some of the transient performance.
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Fig. 10.13 From [19], analytical peak spectral density and ripple noise of various modulation

schemes
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Chapter 11

A 2.2A, 4MHz Switch-Mode Battery Charger

for a Cellular Power Management Unit

Jay Ackerman, Mike Baker, Ryan Desrosiers, Vipul Katyal, Marc Keppler,

John McNitt, Russ Radke, Mark Rutherford, Scott Savage,

and Kerry Thompson

Abstract Battery chargers are a necessary part of any mobile electronic device.

Because a mobile phone battery is a high-energy storage unit, care must be taken in

the design of the entire charging system. This paper discusses the overall charging

system for a mobile phone as well as some key factors that make battery chargers

unique. The design of a switch-mode battery charger is presented, including

subsystem circuit architecture, stability analysis, and sequencing logic, plus the

key performance parameters of the design are summarized.

11.1 Introduction

A battery charger is an essential component of any mobile device because mobile

devices require some energy storage element to enable use without a wired power

source. Although a battery charger may appear as just another step-down regulator,

several external conditions make the design of battery chargers particularly

challenging.

The organization of this paper is as follows: Sect. 11.2 describes an overview of

battery charging in a cell phone. Section 11.3 presents the design of the battery

charger with partial, lossless current sensing [1]. Section 11.4 presents the

experimental results of battery-charging operations in different operating modes.

Section 11.5 presents the conclusions reached during the course of this study.
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11.2 Battery Charging Overview

A block diagram of a typical charging subsystem is shown in Fig. 11.1. Although

the energy source shown in Fig. 11.1 is typically a wall adapter, it can also be a

Universal Serial Bus (USB) supply or another energy source such as a wireless

power receiver, non-rechargeable battery, or even a manually operated electric

generator.

For most cell phones, the battery is either a lithium-ion or lithium-polymer cell.

The cell is packaged in a battery pack that also includes safety circuits that limit the

source and sink current from the battery as well as circuitry that prevents excessive

discharge of the battery cell itself. Excessive discharge can damage the battery cell

and reduce its storage capacity.

The battery charger shown in Fig. 11.1 is the interface between the energy source

and the battery pack and is responsible for regulating both the current and voltage to

the battery pack during a charging cycle. The rest of the electronics for the phone is

labeled as the System.

11.2.1 Types of Battery Chargers

The most common battery chargers are linear chargers and switch-mode chargers.

A linear battery charger is often seen in low-end (i.e., limited-feature) phones. This

type of charger is inexpensive and offers good output current and output voltage

regulation at the battery terminals. Other than the usual decoupling capacitors on the

battery terminals, no additional components are required to implement the linear

charger. The primary disadvantage of the linear charger is that power dissipation is

usually quite high and is dependent on input (adapter) voltage, output (battery)

voltage, and the charging current. In some cases, excessive power dissipation can

limit the amount of other activity that can occur with the phone. For a low-end

phone, where cost is critical, and the typical charging scenario occurs during periods

of non-use (e.g., overnight), this type of charger may be the preferred charger.

For best efficiency and highest performance, a switch-mode charger is usually

employed. Due to the addition of an external inductor and a more complicated

on-chip control scheme, this type of charger is more expensive. Along with the

ENERGY
SOURCE

(“ADAPTER”)

BATTERY
CHARGER

+

BATTERY
PACK SYSTEM

(“PHONE”)

Fig. 11.1 Cell phone

charging subsystem
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increased cost, however, there is an increase in power-transfer efficiency, which

results in lower power dissipation and a reduced probability of limiting the phone

usage cases.

The overall goal of the charging system is to charge the battery as quickly as

possible without compromising safety. A typical charging cycle [2] is shown in

Fig. 11.2.

11.2.2 Description of a CC-CV Battery Charging Cycle

If the battery is fully depleted, the charger must first output a small current. The

application of this small current is the preconditioning phase of charging. This

low-level current closes the safety switch inside the battery pack and brings the

battery terminal voltage to a level where the charge current can be increased.

Because the current value is low (typically 1/10 of the maximum charging current),

the preconditioning phase can be done with a linear current source.

The next phase in the charging process is a transition to a higher output current.

Depending on the battery type and capacity, the charging current may go directly to

its maximum value. Because the current is relatively constant during this phase of

charging, it is called the constant current (CC) phase of the charging cycle.

Typically, the maximum charging current for a battery is 0.8 C (where C is the

capacity of the battery in amp-hours or AHr). For a 1.5 AHr battery, the maximum

charge current is approximately 1.2A.

As the battery voltage rises to the target (or ‘float’) value, the charger transitions

from CC to constant voltage (CV) mode. During the CV phase of charging, the

battery voltage is relatively constant, whereas the current exponentially decays

BATTERY
VOLTAGE

BATTERY
CURRENT

TIME

CONSTANT
CURRENT

CONSTANT
VOLTAGE

PRECONDITIONING

END-OF-CHARGE

Fig. 11.2 Battery charging cycle
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from its maximum value toward zero. It is important to note that the actual output

current from the battery charger may include both the current used to charge the

battery and any other system current that the phone requires.

Depending on the system loading (i.e., the current required by the phone), the

charger may transition randomly between CC and CV modes. The charging circuit

must be designed to handle these transitions gracefully without compromising the

safety of the charging subsystem or the rest of the phone platform.

The final phase occurs as the output current drops below the end-of-charge

(EOC) value. At this time, the charging process terminates until the battery voltage

drops below some predetermined ‘maintenance’ value. Once the battery voltage is

below this maintenance value, the charging circuits reengage.

If the battery is not fully depleted when the adapter is initially connected to the

phone, the charging cycle will usually start in CC mode and then transition to CV

mode as the battery voltage increases.

11.2.3 Unique Requirements on Battery Chargers

Conceptually, the battery charger can be thought of as a current-limited buck

switching regulator. There are several external factors that must be considered for

the charger, however, that do not need to be considered for a typical buck converter.

Circuitry must be added within the charger to gracefully deal with these factors.

The first factor to consider is safety. Lithium-ion batteries can be a potential

hazard, particularly if overcharged. Safety standards such as IEEE-1725 [3] and

JEITA [4] were specifically created to ensure the safety of the charging subsystem.

These specifications address maximum charge current, maximum battery voltage,

and the temperature range over which battery charging is allowed.

The second factor to consider is the variability of the energy source. The voltage/

current characteristics for various AC-to-DC (wall) adapters are shown in Fig. 11.3.

Based on the data in Fig. 11.3, it is obvious that the maximum current available

from the adapter source is not guaranteed. Although standards such as USB Power

Delivery have attempted to reduce the variability of the input source, aftermarket

adapters are readily available from multiple sources and are often preferred to

original manufacturer adapters due to their low cost. The battery charger must be

able to safely handle conditions where the energy source (i.e., the adapter) cannot

deliver the power expected by the charging system.

Finally, the power dissipation of the charger can very likely limit the overall

power dissipation of the phone platform. If excessive power dissipation occurs, the

charging current will usually be reduced until the cell phone (or power management

unit IC) temperature is within acceptable limits. Additional circuitry must be added

to manage this thermally limited usage case.

192 J. Ackerman et al.



11.3 Description of the Switch-Mode Battery Charger

An ideal CC-CV battery charging system consisting of a CC-CV charger and

battery is shown in Fig. 11.4. The charging circuit consists of an ideal voltage

source at VFLOAT in series with circuitry that limits the output current to the ICC.

The ideal battery consists of a very large capacitor (in excess of 1 kF) with some

equivalent series resistance (ESR). When a discharged battery is connected to this

ideal charger, current will flow into the battery at an increasing rate until the output

current value equals the current limit of the charging source.

At this point, the charger source is in the CC phase and looks like an ideal current

source charging the battery at ICC. As the battery voltage increases, the current

begins to drop due to the battery ESR, and charging enters the CV phase. As the

battery terminal voltage approaches VFLOAT, the current into the battery drops to

zero and charging is complete. The goal in developing any battery charger circuit

for a cell phone is to emulate this ideal charging model as efficiently as possible.

A synchronous, step-down switch-mode power supply (buck regulator) with a

precision current limit is an excellent candidate for a battery charger due to the high

efficiency achievable with this circuit topology. The switch-mode topology, unlike

that of a linear regulator, is ideally lossless, allowing for maximum power transfer

from the input source to the output load. A switch-mode charger operating in

current limit exhibits a “transformer ratio” in which the current going into the

battery is ideally scaled by the ratio of the adapter voltage to battery voltage.

IBATTERY ¼ IADAPTER
�VADAPTER=VBATTERY (11.1)
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Fig. 11.3 V-I characteristics for various battery charging adapters
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In Eq. 11.1, IBATTERY is the average battery charging current, IADAPTER is the

average current from the adapter, VADAPTER and VBATTERY are the adapter and

battery voltages, respectively. In addition to being highly efficient, the switch-mode

charger significantly reduces charge time. For a charging source limited to 5 V at

1.5A (7.5 W), the charge current in the CC phase charging a 3.5 V battery can be as

high as 2.14A. This higher current value represents a 40 % increase in CC current

compared to a linear regulator design limited to 1.5A. Thus, the switch-mode

charger offers lower power dissipation (due to high efficiency) and shorter charge

time (due to the transformer ratio) compared to a linear design. Synchronous

switch-mode chargers designed with low resistance MOS output devices for the

high- and low-side switches offer efficiencies in excess of 90 %. In the example

above, 90 % efficiency for the switch-mode charger would result in a charge

current of 1.9A, which is still significantly above the linear regulator limit of

1.5A. As adapter voltages increase, the benefit from the switch-mode topology

increases even more.

As described earlier, the switch-mode charger is essentially a current-limited

step-down (buck) regulator. For buck regulators, there are many different control

topologies to choose from, including voltage control, current control, and hysteretic

control [5–8]. For the switch-mode charger circuit described here, a constant-

frequency, peak-current-mode control scheme was chosen for several reasons.

First, in peak-current-mode control, the duty cycle is controlled by the inductor

current. Because the inductor current is equal to battery current, the design has a

built-in mechanism to measure and regulate the battery current. By measuring peak

inductor current, the circuit also has the ability to measure and limit cycle-by-cycle

inductor current, which is very important for battery safety [3, 4]. Second, in peak-

current-mode control, a lossless current-sense scheme [1] using only the high-side

(PMOS) device can be used. Sensing the PMOS device current eliminates the need

for a low-value sense resistor in series with the inductor to measure inductor

current. The lossless sensing scheme reduces the external component count (and

associated cost) as well as the power loss from the sense resistor. Third, the peak-

current-mode control scheme eliminates the double pole due to the LC output filter

making for a more area-efficient compensation scheme in the IC [9]. Finally, the

constant frequency aspect of the control scheme makes potential EMI issues more

manageable. Switching frequency is well-defined, and the spurious energy can

be spread out via a spread-spectrum PLL, if needed, to reduce potential switching

noise spurs below the required EMI levels.

BATTERY
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VFLOAT CURRENT
LIMIT (ICC)

CHARGING CIRCUIT

VBAT

Fig. 11.4 Ideal CC-CV

battery charger
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A high-level block diagram of the switch-mode charger presented in this paper is

shown in Fig. 11.5. The circuit consists of a clocking system for generating the

4 MHz switching frequency reference clock, a voltage reference circuit for

generating the CC/CV control point reference voltages, a CC control loop, a CV

control loop, a PWM sequencer, and a power stage. The power stage consists of the

output devices, predrivers, a nonoverlap generator, the zero-current detector, and

the PMOS (high-side) current sense circuitry. In this implementation, the CC

and CV loops operate in parallel. The loop (CC or CV) that requires the lowest

duty cycle (i.e., the lowest current) controls the on-time of the high-side device.

When the battery voltage is below the CV setting, the CC loop is in control, limiting

the output current with the CV loop railed. The CC and CV control loops will be

described separately, after which the combined behavior will be discussed.

11.3.1 Constant-Current (CC) Control Circuitry

The circuit diagram for the CC loop is shown in Fig. 11.6. The CC loop consists of a

high-frequency inner loop that controls the sensed inductor peak current and an

outer loop that controls the average of the sensed inductor current. The rising edge

of the reference clock (CLK) begins the cycle causing the high-side PMOS to turn

on. With the high-side device on, the current through the PMOS device and the

external inductor increases. This inductor current is sensed and converted to a

voltage through a resistor RI. The sense voltage across RI is then added to a ramp

voltage VART (voltage across CI) to generate the voltage VRAMP. The voltage

VRAMP is then compared to the integrator node VCI. When VRAMP exceeds VCI,

the high-side PMOS device is turned off, and the low-side NMOS is turned on,

which ramps down the inductor current for the remainder of the reference clock

cycle. The waveforms associated with the circuit in Fig. 11.6. are shown in

Fig. 11.7.

The artificial ramp (VART), described above, is generated by a constant current

source IART into capacitor CI. As described in [10], the ratio of the voltage ramp

slope generated by the current sense and the artificial voltage ramp slope can impact

inner loop stability. Ensuring stability over the full range of expected input and
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Fig. 11.5 CC-CV
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output voltage requires careful design of the ramp voltage. For a switch-mode

charger, duty cycles can range from 20 % to 100 %, adding to the challenge of

keeping the inner loop stable.

The average current going into the high-side (PMOS) device is controlled by the

outer loop. A replica of the sensed current is applied to resistance RFB and is heavily

filtered to generate a voltage that is an accurate representation of the average input

current. The error voltage (difference between VCC_REF and VCC_FB) is then

integrated by a Gm-C filter stage to generate the VCI control signal in Fig. 11.6.

The loop is locked when the average sensed voltage (VCC_FB) equals the reference

voltage (VCC_REF).
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Fig. 11.6 CC circuit diagram
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The current sense circuit for the high-side PMOS switch is critical for an

accurate battery charger because this circuit sets the overall CC current accuracy

of the charger. The current sense must maintain high accuracy and high speed for a

4 MHz switching frequency. To achieve acceptable accuracy in the sensed inductor

current, the current sense typically must start tracking the inductor current within

the first 10 % of the switching cycle.

A functional schematic of the circuit used to sense the high-side current is shown

in Fig. 11.8. In this circuit, M0 is the high-side PMOS switch in the charger output

stage, and M1 is a ratio-metric device sharing the gate and source connections.

A high-speed operational amplifier drives the drain voltage of the replica device M1

to the same potential as the drain voltage of the high-side (PMOS) device M0 by

controlling the gate of control device M2. When M0 turns on (via gate signal PWMb

going low), the op amp circuit drives the VDS of the two devices so that the current

through M1 is ratio-metric with the current through M0 (i.e., IDS(M1) ¼ IDS(M0)/α).
The current through M2 is replicated, as needed, for use in both the inner and outer

control loops.

The voltage generated across RFB in Fig. 11.6 represents the instantaneous input

current flowing through M1. When the sensed inductor current (IDS of M1) is

applied to resistor RFB and averaged by a RC low-pass filter, the resulting VCC_FB

voltage becomes an accurate representation of the average adapter input current.

VCCFB
¼ IADAPTER=αð Þ�RFB (11.2)

To control the average input current in the system, the voltage VCC_FB is then

compared against the reference voltage VCC_REF in the outer loop.

The circuit used to generate the reference voltage VCC_REF (in Fig. 11.6) is

shown in Fig. 11.9. This circuit operates in two modes. In input current-control

mode, the switch S0 is held open to control average input (adapter) current.
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REPLICA
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VADAPTER
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Fig. 11.8 CC replica sense circuit diagram
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In output current-control mode, the PWM signal modulates the switch S0 to control

output current.

When the circuit is operating in input current-control mode, the signal I_MODE

is held low; therefore, switch S0 is always open. In this mode, voltage VCC_REF is

equal to VBG
*(R2/R1). Thus, when the loop is in lock, the input current is set by

Eq. 11.3.

VCCREF
¼ VCCFB

! VBG
� R2=R1ð Þ ¼ IADAPTER=αð Þ�RFB (11.3)

IADAPTER ¼ VBG
�α�R2= R1

�RFBð Þ (11.4)

In Eq. 11.3, α sets the maximum desired sense quiescent current, and RFB/α is set

to maximize the sensed voltage, given the available supply voltage headroom and

maximum sensed input current. With α and RFB set, R1 and R2 are then adjusted to

control the input current. By making R1 or R2 adjustable, the circuit can accommo-

date a range of input current-control levels.

For regulating the output current, the signal I_MODE in Fig. 11.9 is high. In this

mode, the PWM signal is applied to switch S0 such that the on-time of S0 is

proportional to (1-D), where D is the duty cycle. Therefore, for a 100 % duty

cycle (D ¼ 1), the switch is never closed, whereas for a 50 % duty cycle, the switch

is on half the time. The switched voltage generated on resistor R2 is averaged by a

low-pass RC filter. As a result, the voltage at VCC_REF is given by:

VCCREF
¼ D�VBG

� R2=R1ð Þ (11.5)

Thus, when the loop is in lock

VCCREF
¼ VCCFB

! D�VBG
� R2=R1ð Þ ¼ IADAPTER=αð Þ�RFB (11.6)
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1 = output current control
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1:1

Fig. 11.9 CC reference circuit diagram with PWM modulation
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IADAPTER ¼ D�VBG
�α�R2= R1

�RFBð Þ (11.7)

Because, for an ideal step-down regulator, output power is equal to input power,

we can rewrite Eq. 11.7 as

IADAPTER ¼ IOUT
�D ¼ D�VBG

�α�R2= R1
�RFBð Þ (11.8)

IOUT ¼ VBG
�α�R2= R1

�RFBð Þ (11.9)

Thus, the VCC_REF voltage, generated when I_MODE is high, can be used

to accurately regulate the charger output current. Note that the equations above

apply when the regulator is operating at constant frequency in continuous conduc-

tion mode (CCM). Complications with this circuit arise when the regulator is

skipping pulses in discontinuous conduction mode (DCM) due to the presence

of a third active state (i.e., high-impedance output state). The circuits in

Figs. 11.6 and 11.9 require the charger to operate in CCM when the charger is

in the CC phase.

A slight modification can be made to the reference circuit to correctly handle

either an adapter ‘collapse’ (the requested current exceeds the capacity of the

adapter) or a reduction of current due to excessive on-chip temperature. This

modification (without the PWM modulation circuit) is shown in Fig. 11.10. Note

that VCC_REF is heavily filtered to keep these additional loops stable.

VCC_REFVBG

R2R1
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VREF

VADAPTER

IPTAT

ADAPTER COLLAPSE THERMAL

1:1

Fig. 11.10 CC reference circuit diagram with thermal regulation and adapter collapse

modifications
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11.3.2 Constant-Voltage (CV) Control Circuitry

The circuit for the CV loop is shown in Fig. 11.11. This circuit is very similar to that

of the CC loop in Fig. 11.6 described above. The only difference is that the outer

control loop is set by comparing a divided-down battery voltage VBAT to the CV

reference voltage, VCV_REF. The inner current loop is identical to that of Fig. 11.6.

In CV mode, the circuit is operating as a conventional peak-current controlled buck

regulator described in [10]. When the outer voltage loop is active, the charger is in

the CV phase, and the current is gradually reduced as the battery approaches the CV

voltage set by VCV_REF.

The CV loop accuracy is critical in a battery-charging system. To maximize the

energy in the battery, the actual CV voltage must be as close to the desired CV

voltage as possible. The CV voltage, however, should not exceed the desired float

voltage because excessive voltage at the battery terminals can degrade battery

safety. In this design, the higher-bandwidth loop was assigned to the CV loop to

ensure an accurate float voltage in the presence of system load current modulating

the terminal voltage through the battery ESR.
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Fig. 11.11 CV circuit diagram
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11.3.3 Combining CC and CV Control Loops

The combined CV-CC control circuit is shown in Fig. 11.12. In the implementation

of this design, the inner current control loop and artificial ramp generator are shared

between the two outer loops. The CC and CV loops have independent Gm-C

integrators that are compared to the sensed current plus the artificial ramp voltage.

The CC and CV loops generate PWM signals that are combined by an AND gate

and sent to the PWM sequencer. The loop that ends the PWM cycle (i.e., PMOS

on-time) first turns off the high-side (PMOS) device and then turns on the low-side

(NMOS) device until the next 4 MHz clock period starts. Thus, the loop that

requires the lowest duty cycle (i.e., lowest current) is in control.

The loop that is not in control will integrate error in the Gm-C stage causing the

integrator node (VCV or VCI) to drift to the supply. This situation can create a

problem with the transient response of the charger. If the charger suddenly

transitions from CC to CV due to a large system current load, the previously

inactive loop must slew to get back into control. The delay due to slewing can

cause a large overshoot in the controlled current or voltage for the charger.

To prevent excessive overshoot, a clamp circuit (shown conceptually as back-to-

back diodes in Fig. 11.12) is implemented, which keeps the two integrator nodes

within a few hundred millivolts of each other. Keeping both integrator node

voltages close together significantly reduces the recovery time when transitioning

between modes, allowing for a faster transient response.

A linear model for the system in Fig. 11.12 was developed to analyze loop

behavior and design loop parameters using the methodology developed in [10–12].
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The simulation results for the linear model of the CC and CV loops are shown

below in Fig. 11.13. The linearization of the loop also allowed fast transient

simulation of the system to analyze the handoff between CC and CV loops.

11.3.4 PWM Sequencing

The sequencing of the power switches is an extremely important and often

overlooked aspect of any switching regulator, but it is key to clean, glitch-free

operation. Battery charging adds further requirements to this part of the system.

The PWM sequencing block and associated waveforms are shown in Fig. 11.14.

PWM operation is controlled by a single flip-flop. When PWM is high, the high-

side PMOS is on, and when PWM is low, the high-side PMOS is off, whereas the

low-side NMOS is on.

Initially, assume that all PWM_SKIP1�M signals are low. The switching cycle

starts when the rising edge of the clock sets the output of the PWM flip-flop. The

switching cycle ends when one of the PWM_END1�N signals goes high. Included

in the PWM_END signals are the CC and CV comparators and the battery over-

voltage and inductor overcurrent indicators. When one of the PWM_END1�N

signals goes high while BLANKb is high, CLR goes high, which clears the flip-

flop and forces the PWM signal low until the next clock cycle.

During CC operation, the loop is controlled by the CC comparator. When the

ramp signal (VRAMP) crosses the threshold set by the CC integrator (VCI), the CC

comparator clears the flip-flop (see Fig. 11.7 for VRAMP and VCI). In CV operation,

the flip-flop is cleared by the CV comparator. CC and CV modes are distinguished

Fig. 11.13 Stability simulations for CC and CV feedback loops
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solely by which comparator clears the flip-flop first, which is determined by which

integrator output voltage (VCI vs. VCV) is lower.

There are a number of other PWM_END signals that can reset the flip-flop.

For example, safety-related events such as an overvoltage condition on the battery

or an overcurrent condition in the inductor can end the PWM high time (i.e., PMOS

on-time).

The BLANKb signal controls the minimum and maximum PWM duty cycles.

If the CC or CV comparator were to go high too early, a very narrow high-going

pulse on the PWM could result, which may cause unpredictable behavior from the

output device block. To set the minimum high pulse width, BLANKb gates

the PWM_END signals for a short time at the beginning of each cycle.

Similarly, if the battery charger is programmed to draw more current from the

adapter than it can supply, the adapter may go into a current limit mode, and

the input voltage of the charger will collapse. When the adapter voltage collapses,

the CC loop duty cycle will approach 100 % with narrow, low-going pulses on

PWM signal during the PMOS-off phase. To filter these narrow pulses, BLANKb

gates the PWM_END signals for a short time at the end of each cycle. Instead

of pulsing low for a short time, the PWM signal will stay high through the rest of

the cycle.

If, for some reason, the master clock stops (e.g., reference clock failure occurs)

while the BLANKb signal is low, PWM will be stuck high, and the PMOS will

remain on indefinitely. Having the PMOS device on for a long time results in an
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D Q PWM

1 = PMOS ON
0 = PMOS OFF
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blanking time
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Fig. 11.14 PWM sequencing circuit and waveforms
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uncontrolled charging current, which compromises the safety of the system.

To avoid having the PMOS stuck on in the event of a clock failure, a time qualifier

circuit (QUALIFIER in Fig. 11.14) is triggered when BLANKb goes low.

If BLANKb fails to go high before the qualification time expires, the flip-flop is

cleared, and the PMOS is turned off, thereby eliminating the possibility of the

PMOS device being turned on indefinitely.

During CC operation, the output current is well-known because the charger is

operating in CCM, and the CC loop is regulating the output current to the desired

value. During CV operation, the charging current can get low enough to have the

charger in DCM. To prevent unnecessary switching in DCM, the CV integrator

voltage is monitored. When the integrator voltage drops below a certain value, one

of the PWM_SKIP signals goes high, preventing the PWM flip-flop from going

high on the next rising edge of the clock (and preventing the next switching cycle

from starting). Thus, at the rising edge of each clock cycle, the CV integrator output

voltage is evaluated, and a switching cycle starts only if the integrator output

voltage is above a fixed threshold.

11.4 Experimental Results

Experimental results are shown below, including transient behavior, as well as key

performance criteria over a wide population of devices.

11.4.1 Charging Cycle Operation

The battery charger waveforms are shown in Fig. 11.15. Figure 11.15a shows the

battery current (IBAT), switching (output) node (VSW), adapter (VADAPTER), and

battery (VBAT) voltages. The waveforms show predictable behavior for an input

Fig. 11.15 Waveforms in CC (a) and CV (b) modes of operation

204 J. Ackerman et al.



voltage of 6.1 V, a battery voltage of 2.6 V, and an output current of 1.5A in CC

mode. The plot in Fig. 11.15b also shows predictable behavior with the charger

operating in CV mode. Other than by measuring the battery voltage, it can be

difficult to determine which mode of operation the charging is in by observing the

terminal waveforms only, especially at high current levels. If the entire charging

cycle is observed, the CV current will eventually drop to a level where the charger

is in DCM, with the associated high-impedance state being observed on the

switching node.

11.4.2 CC and CV Accuracy

The accuracy in CC mode is primarily dependent on the accuracy of the current-

sensing circuitry, the feedback resistor (RFB in Fig. 11.12), and the input referred

offset of the CC integrator. Because the variation of resistor sheet ρ can be

significant, a trim circuit is added to RFB to trim the output (or input) current for

each part. The trim is done at one value of adapter input current only, typically to

meet the input requirement for a USB adapter (500 mA maximum input current

limit). Variations across the range of output current scale well as long as the CC

integrator and current sense accuracy exhibit low drift across temperature. The

measured accuracy of the charger is shown in Fig. 11.16. The 1-sigma variation is

slightly less than 1 %, giving excellent yield for a sample size of 1.28 million parts.

Accuracy in CV mode is dependent on the on-chip band gap reference, the

CV voltage reference generator, the battery resistive feedback divider, and the CV

integrator (see Fig. 11.11). To achieve accuracy better than 1 % (the approximate

band gap variation over process, voltage, and temperature), the reference circuit is

also trimmed on a part-by-part basis. The data in the right plot of Fig. 11.16 shows a

1-sigma variation of approximately 4.7 mV (0.114 %), achieving a �0.5 % accu-

racy specification for the float voltage assuming �4�σ limits.

Fig. 11.16 CC (a) and CV (b) accuracy
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11.5 Conclusions

A dual-loop, CC-CV battery charger has been presented. The battery charger can

regulate either input current or output current using internal, lossless current

sensing. The performance of the complete charger is summarized in Table 11.1.

A plot of the circuit layout is shown in Fig. 11.17. The total area for the charger

including ESD protection is 3.6 mm2.

Results from production silicon show excellent correlation with simulations in

both CC and CV modes. In addition, the output current accuracy for a large sample

of parts demonstrates the viability of the lossless current sensing approach. Accu-

racy in CV mode is better than �1 %, allowing for maximum energy storage in the

cell phone battery.

Fig. 11.17 Battery charger layout
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Output current range 0.1–2.2 A

Switching frequency 2–4 MHz

CC accuracy �5 %

CV accuracy �0.5 %

Charger area 3.6 mm2
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Chapter 12

Power Gating and State Retention Applied

to SOC Standby Power Management

David Flynn

Abstract Power Gating, PG, is a well-established technique for mitigating leakage

power when a subsystem in a SoC is in some form of standby power state with

clocks stopped. Register contents are lost in basic PG, requiring a reset on

re-powering. State Retention Power Gating, SRPG, trades off a little more power

when in standby to retain some or all of the register state values in a circuit in

exchange for a more efficient and responsive wake-up and continued execution

with known state. This paper addresses promising approaches to enhance PG and

SRPG, which are appropriate to digital designers without the need to resort to full-

custom design techniques. The aim is also to increase designer understanding of

how the essentially analog circuit challenges can be abstracted for a richer set

of standby power management schemes. Example implementation experience

and results are described for silicon technology demonstrators developed as part

of the work

12.1 Motivation

Power management is of increasing concern and challenge to SOC and product

designers [1]. Power Gating, PG, is now well understood as a technique for

reducing static leakage power when circuits are idle [2, 3]. State Retention

enhancements in hardware [4] can address fast wake-up latency and transparency

to system software but have area, performance and robustness/reliability impacts

that require minimizing [5].

Current EDA tools support for Power Gating is tuned around “logic-level” drive

of power gates. The new techniques that are described and contrasted build on the
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multi-voltage aware tools and formats to add enhanced power gate performance as

well as addressing state retention without the traditional area and timing penalties.

The work described in this paper is at an applied research phase and has been

undertaken in collaboration with researchers in the Electronics and Computer

Science faculty of the University of Southampton in the UK; the technology

demonstrator implemented in Silicon (on a 65 nm Low Leakage process)

was co-developed and fabricated using the EUROPRACTICE “mini@sic”

Multi-Project Wafer service [9] with TSMC Inc as the semiconductor foundry.

12.2 Industry State-of-the-Art in Power Gating

Outside of companies using custom layout techniques, design flows and tools,

mainstream SoC development companies using synthesis, place & route and layout

flows are now able to exploit on-chip Power Gating (PG) effectively when working

with sub-90 nm process technologies where leakage power has to be addressed.

The EDA industry has standardized around “power-intent” enhancements that

allow annotation of power gating domains and controls, either using Unified Power

Format,1 UPF, or Common Power Format,2 CPF. Both UPF and CPF provide

similar functionality for define voltage domains, power-gating inference, isolation

or clamping inference on signals at domain boundaries, plus the notion of “power

state tables” that define power states and the transition arcs between states.

Power gates or switches, isolation clamps and “always-on” buffers are now well

understood as additional elements to standard cell libraries that have additional

library multi-voltage support attributes that the EDA tools understand and can infer

and use in PG implementation flows. Similarly multi-voltage simulation and verifi-

cation enhancements are now provided in the mainstream design and sign-off tools.

Designers understand that on-chip power gates are non-ideal: they suffer from

non-zero on resistance that always results in an additional voltage drop across the

switch when active current is drawn. This typically always costs a small de-rating of

maximum operating frequency compared with a non-power-gated circuit. Similarly

the off resistance of the switches is non-infinite and the off-leakage current is

non-zero, especially at elevated temperatures. The primary trade-off at design

time is balancing the total number of switches (in parallel) to keep active

IR-voltage drop below a chosen threshold – while realizing the off-leakage power

function scales in proportion.

Both ‘Header’ PMOS and ‘Footer’ NMOS power gates are of interest, power

gating the standard-cell VDD or VSS rails respectively; the Ion/Ioff ratios are a

function of the mobility of the PMOS and NMOS transistors which varies with

1UPF is a power-intent standard developed by Synopsys Inc., Mentor Graphics Inc. and Magma

Inc. [7].
2 CPF is a power-intent standard developed primarily by Cadence Inc. [8].
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semiconductor process generation and “strain” engineering. In the examples

discussed in this chapter PMOS header power switches are used as the example

and all circuits share a common VSS ground rail. Clamp gates are required to

ensure outputs from power gated regions do not float to non-logic values and cause

crowbar currents to flow in downstream standard-cell logic.

The main challenges for designers verifying PG functionality are those of

physical power planning and electrical characteristics with respect to inrush

currents associated with turn-on. Significant work can go into the control network

sequencing to ensure ground (or power) rail “bounce” is kept within limits to avoid

voltage drop-related timing impact on adjacent circuit blocks. Power grid design

and worst-case IR-drop analysis is always a challenge and PG adds yet another

variable impedance into the voltage analysis problem – and the dynamic vector test

sets that are used for power rail integrity sign-off.

12.3 Advanced Power-Gating Options

Power-gating today uses “always-on” control buffer networks to drive the gate

terminal of the Header or Footer transistor power-switches. This section introduces

approaches to improving on this baseline technology and EDA tools support.

The traditional academic name for such logic-level drive power gating is

Multi-Threshold CMOS, or “MT-CMOS”; a high threshold voltage power switch

(a high off-resistance characteristic) is inserted in series with the standard cells to be

made power-gated, which are typically built of lower threshold-voltage transistors

(higher-performance but leakier characteristics).3 Figure 12.1 depicts the basic

power gating structure with a high Vth Header power switch in series with the

high-current VDD supply rail, controlling a gated virtual rail (VVDD) shared

across low or mixed Vth circuitry.

Multi-Voltage-aware EDA tools understand the requirement to handle the

(non-power-gated) control buffer networks that will be hooked up in the UPF/CPF

description to the appropriate state machine control signals.

Multi-Voltage CMOS, “MV-CMOS” [10] enhances the power gating control by

utilizing “Gate-Bias”; the power gate still remains between the high-current

primary rail and the switched virtual rail, but the gate terminal of the power switch

transistor is over-driven beyond the supply rail (positive relative to VDD for header

switches, negative below VSS for footers).

The effect is to ‘pinch-off’ the off leakage current by an appreciable (process

dependent) factor, controlled by the level of over-drive, typically in the range of

50–150 mV extra gate voltage above the main VDD rail.

3 Academic papers traditionally proposed both Header and Footer series transistors but in indus-

trial usage, where on-resistance is typically the key parameter to avoid degrading performance

unduly, only one power-gate device can usually be tolerated.
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Figure 12.2a shows the simple extension to MT-CMOS control; the power

switch gate terminal is overdriven by controlled amount from low-current gate-

bias supply. MV-CMOS was academically applied to low-Vth power gates

(reduced PG area cost by using higher on-current switches) but to drive the leaky

power gates hard off for an acceptable off current (close to MT-CMOS high-Vth off

current). Alternatively in Fig. 12.2b the approach can be applied to high Vth

switches where the off leakage current can be reduced over and above logic-

voltage PG drive.

Such techniques are well understood in full-custom design flows, andmore expert

designers have been able to apply such functionality in “ring” structures around a

specific voltage domain, but it has not been obvious how best to support MV-CMOS

VDD

PG-OFF
(VDD)

PG-ON
(VSS)

VVDD

VSS

Fig. 12.1 Logic-drive

“MTCMOS” header control

VDD

PG-OFF
(VDD
+GB)

PG-ON
(VSS)

VVDD

VSS

Fig. 12.2 Gate-bias drive

MTCMOS (a) LVth or (b)

HVth power gates)
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techniques in UPF/CPF PG inference flows. Simplistically adding a buffer network

on an additional gate bias supply rail results in the tools seeking to infer level shifters

and clamps between the voltage domains – which is not what is required.

Figure 12.3 shows a prototype MVCMOS power- gate with internal buffering.

The enhanced switch cell takes a standard logic-level control input signal, and

provides one extra VDDGB supply port that requires low-current hook-up to a gate

bias control voltage grid that the implementer has to provide. Internally the control

signal is level shifted to drive the power gate into Super-Cut-off mode, known as

SC-CMOS.

Buffered switch variants that also provide a daisy-chained output control signal

use standard VDD-rail buffering such that the MV tools simply see a standard

“always-on” logic interface at the periphery and have no knowledge of the multi-

voltage cell internals.

12.4 Industry State-of-the-Art in State Retention

Power Gating

Conventional PG approaches typically power down all standard cell logic,

combinational and sequential. After turning the power back on all register state is

unknown and effectively has to be re-initialized similarly to the reset required to

such circuits at external power-on. Explicit hardware or software schemes can then

be built at the system level to manage check-point saving and restoring of state for

example where the illusion of state persistence is beneficial to the system.

Level Shifter
Low -> High

VVDD

PWREN

VDDGB

VDD

VSS

Fig. 12.3 Power gate with

integrated SCCMOS gate

bias drive
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State Retention with Power Gating (SRPG) is a hardware enhancement to this

that allows the state of some, or all, register state to be retained or held during

“sleep-mode” power gating, such that the combinational logic can fully power

gated off. On re-powering the sequential state is preserved and the combinational

logic simply re-evaluates the logic terms for next state clocking.

SRPG is richly supported in UPF and CPF power intent standards but is limited

in use in industry. For ARM microprocessor-based designs this is typically in the

low-power embedded control application area (Cortex-M® class family CPUs)

where low idle power must be balanced with minimal wake-up and service response

latencies; hardware supported state retention for small-scale subsystems works

well here.

For higher performance mainstream consumer-product designs SRPG is not

favored industrially. EDA compatibility assumes that state-retention registers

encapsulate the retention latch structure with isolation (both functional and electri-

cal), have an additional retention supply voltage port, and also one or two extra

control signals that are required to manage state saving, state holding and state

restoration functionality; all in addition to the baseline clocked flip-flop or

Master–slave register operational functionality. To get the best SRPG power

benefits, high-Vth structures, or non-minimal gate-length transistors are used and

the rest of the register internal circuitry and output buffering can all be power-gated

with the logic supply rails. However this impacts negatively on both the maximum

performance and the area of the retention registers.

In performance critical design and implementation such retention registers are

too costly, especially where there are a large number of registers.

Retrofitting an existing design with only partial or selective state retention unless

it has been designed and verified with exactly this state retention sub-set is fraught

with problems and it can be nearly impossible to fully validate and re-verify safely.

(The state space explosion caused by the product of retained and non-retained/

re-initialized states and how this impacts on cones of logic that are factored into

clock gating circuitry etc. is orders of magnitude greater than conventional valida-

tion from power-on-reset conditions).

Given the area and performance costs, hardware-based SRPG is currently

applied industrially to niche areas only. And such a SRPG scheme is only transpar-

ent and reliable if the state retention functionality is 100 % robust and safe. State-bit

errors may cause malfunctions or control system deadlock so the power-gated

design overall must guarantee not to cause noise injection that affects weaker

retention latch structures in retention domains.

12.5 Advanced State Retention Power-Gating Options

In increasingly leaky semiconductor technologies, the leakage power of

inter-connect and subsystems whenever logic is stalled or quiescent for numbers

of cycles matters, no matter how efficient the clock gating may be. Light-weight
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retention mechanisms in hardware will increasingly become important for short

term static power reduction in addition to the explicit software-based “architec-

tural” state save and restore functionality that is valuable for longer periods of sleep

or power-down.

Rather than bearing the cost of retention controls on every retention register, and

by approaching the performance problem by building the Master–slave flip-flops as

full performance designs but with split supply rails, it becomes feasible to address

both the area and performance problems. Figure 12.4 illustrates an example register

design that maintains the clock-to-output performance by keeping the High Vth

(or longer channel devices) off the critical path. As a retention device, the retention

power saving is not as optimal as that of traditional retention registers, so energy

break-even point analysis needs to be factored into the sleep mode cost-functions.

However such a split-rail register is not internally isolated from floating power-

gated clock (and reset) buffer trees. Clock trees in particular are tuned for perfor-

mance and latency balancing and can exhibit significant leakage power, which must

be addressed by power gating. A system level approach is adopted whereby the final

clamping of the clock to the split-rail registers is subsumed into a retention-control

clock gating cell, such that, in the case of rising-edge clocked registers the clock to

the flop is forced low from the clock gate at the final leaf of the clock distribution;

the high buffer strength clock trees up-stream can all be power-gated as normal.

A design flow requirement is the ability to add dummy clock gates to any remaining

clocked flip-flops; this is present thanks to the requirement to address this for clock

mesh or grid implementation schemes, and can be invoked when using more

conventional clock tree synthesis.

Figure 12.5 depicts the scheme where the absolute minimum of the sequential

circuitry is kept alive, shown by the colored marking of the slave latches and

retention clock clamping that will be powered by an independent retention supply.
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Fig. 12.4 Split-supply-rail DFF for SRPG
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Figure 12.6 illustrates in more detail the split-rail voltage domain view where the

hashed areas marked indicate power from a retention voltage supply, and the rest of

the circuitry in the integrated clock gate and the master latch/output drive of the

flip-flop are powered from the same power gates as the combinatorial logic.

The retention voltage rail would typically be implemented as an independently

power-gated rail in order to support a deep power-down state when the entire

sequential state can be turned off as well as the logic for minimum leakage

power. Supporting more than one power-gated supply adds some implementation

complexity but the total switched current demands are the same and the retention

supply grid carries considerably less current than the main logic power gated rail.

Such a retention approach has the potential to address the area and performance

shortcomings, but there are a few caveats:

• Retention control has to be architected into the system and state-machine

controller: e.g. retention relies on controlling the clock phase – rather than

relying on clock-independent retention register designs to hide this from the

designer.

Fig. 12.5 Retention control re-partitioning, conventional (left) new (right)

Fig. 12.6 ‘Split-rail’ retention register deployment
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• Both clocks and asynchronous reset/set networks must be made controlled.

Initialization signaling must be asserted in (retention) power on cases, but

must be held de-asserted during retention sleep states to avoid losing current

state.

• There is no way of inferring “reset-clamps” in the same way as dummy

integrated-clock-gates so more typically an always-on reset control network

has to be implemented (some extra leakage overhead cost but much less of a

concern than clock buffer tree which conventionally has to be power-gated).

• UPF and CPF implementation tools were not designed to expect retention

registers that have “no” control, and certainly do not understand the concept of

applying selective retention to a cluster of registers associated with specific

clock gates; full-state retention within a subsystem is currently the most prefer-

able approach.

• The need to provide a weak VDDR retention supply grid, also switched.

12.6 State Retention Integrity

State retention can be a highly desirable low-power functional mode when leakage

power is significant on a technology implementation node. However, state retention

must be guaranteed to be 100 % robust; if any state bits get corrupted then a

subsystem may malfunction or potentially become deadlocked in the system.

Retention state is not only subject to substrate and retention supply noise while

holding state but also reliant on the inrush current management in the power-gating

sequencing of the logic virtual rails when entering and exiting retention mode.

Some specific structures have been designed to analyze and characterize state

retention integrity and which provide a programmable level of control over both

on-chip noise generation and real-time parallel monitoring of register state.

Figure 12.7 illustrates the approach. Two identical banks of 8,192 registers are

designed for synthesis and layout on a shared ground rail and which can support

both standard power gating and virtual rail retention voltage scaling. Either bank

can be configured as a large 32-bit wide barrel-shifter that can rotate programmable

patterns to provide state toggle patterns from zero to 8,192 state toggles per clock

cycle. The other bank can have arbitrary programmed state patterns written in,

two-dimensional parity is then generated for the entire (128 � 64) array, held in the

HPAR and VPAR registers outside the array, and the array is then placed into

voltage-scaled retention mode.

The 2-D parity scheme supports real-time monitoring of the entire register array

state when observing for the first bit-corruption. The Vertical and Horizontal chains

are routed through level-shifters to support low-voltage visibility and the X- and Y-

coordinate pinpoint the logical register that shows first failure.

Subsequent work on using scan chains for both error detection and correction is

continuing [11].
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12.7 Experimental “Drowsy-Retention” SCCMOS

Power-Gates

Figure 12.8 shows an enhancement to the Super-Cutoff power gate introduced

earlier. If the advanced SRPG scheme has higher state retention leakage power,

then judicious retention voltage scaling is an attractive option. However, as already

been stated, state integrity is crucial and with diminished supply voltage headroom

on many deep sub-micron process technologies the traditional simple approach of a

full “Vth” voltage drop (equivalent to a diode forward voltage drop) in series with

the nominal supply voltage is typically unsafe. Latch feedback structures are more

noise sensitive at scaled-down voltages due to the local transistor variability and

mismatch.
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Therefore use is made of the raised potential of the same gate bias control

voltage used for super-cut-off of the power gates, to additionally provide an

optional “boosted-gate” drive to a parallel NMOS voltage-drop device supplying

the virtual rail when the main power gate is not turned on. This device provides a

weak bleed current to the virtual rail to maintain it a Vth drop below the VDDGB

rail, typically 100 mV safer than dropping this from the VDD rail.

The Gate-Bias supply rail may be made adaptive to tune the behaviour to match

temperature and safe “drowsy” voltage retention level to a “VDDR” retention

virtual rail that this would typically be applied to.

12.8 Experimental “Sub-Clock Cycle” SRPG

In the case of very low power embedded controllers that operate with highly

constrained energy budgets, as is the case with energy-harvesting applications, it

is not possible to be able to minimize leakage power by running fast and then power

gating. The available supply may be at reduced voltage or current and the CPU or

system may have to throttle clock rate to make forward progress without exceeding

a restricted instantaneous power budget. Running at reduced frequency results in a

higher active leakage energy cost per cycle.

In this field of application area, for certain process technologies it becomes

attractive to power gate the logic between clock cycles in the case where the

leakage energy saved outweighs the cost of re-powering back the logic and

re-evaluating the combinational state ready for the next active clock edge [12].
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Fig. 12.8 Experimental SCCMOS power gate with additional drowsy SRPG
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Figure 12.9 shows the time-domain behaviour conceptually where the

high-phase of the clock is extended, and the low-phase of the clock used to

power gate back on the logic and includes controlled power-up as well as standard

static timing analysis for worst-case logic function evaluation.

The glitch energy associated with having to evaluate from scratch every cycle is

state-dependent and simulation with full power gating in place requires fast SPICE

simulator tools compared to the transparency of applying clock-gating to a design.

For full speed operation a mode is provided to override the power gating to allow

standard Fmax timing closure and operation.

An alternative to fully power gating the logic between active clock edges is to

provide a simple form of switchable voltage scaling of the virtual rail(s). For deep

long-term sleep the voltage scaling would be turned off, but for short-term sleep this

drowsy logic voltage scaling mode has the advantage that the cones of logic can be

scaled to run sub-threshold, avoiding the power-gating glitch energy cost, albeit at a

slightly higher standby current.

Figure 12.10 shows the conceptual waveform behaviour when both Header and

Footer power gates are employed as the primary power switches, and NMOS

and PMOS switchable “diode ¼ drop” sources are used for sub-threshold voltage

scaling of the logic once the cone of logic between register stages has evaluated

(TEVAL). The uses of both header and footer power gates has the advantage that the

virtual rail collapse towards mid-rail rather than primary VDD or VSS, which

results in symmetric reverse well bias for the N-channel and P-channel transistors.

When power gated back on (TPGSTART) most of the logic cones are restored

to super-threshold voltage, but for safety an additional clock period is provided to

THOLD TSETUPTEVALTPGOFF TPGSTART

TISOLATE

Fig. 12.9 Sub-clock-cycle SRPG

TSETUPTRE-EVALTPGOFF TPGSTARTTHOLD TEVAL

Fig. 12.10 Sub-clock SRPG – with sub-threshold drowsy voltage scaling
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ensure any sub-threshold logic terms that may have been disturbed by noise are

allowed time to re-evaluate (TRE-EVAL) to ensure robust functional behaviour. The

additional (TPGOFF) leakage when the power-gated logic is scaled to drowsy

sub-threshold level compared to the full power gated (TPGOFF) of Fig. 12.9

improves the energy break-even point compared to the glitch energy cost of

Fig. 12.10 (TPGSTART) + (TEVAL)

12.9 The “Tokachi” Reference System Design

To evaluate and characterize the techniques described in this paper, and to

determine the design flow steps required to prove that standard EDA power intent

flows could be exploited or coerced in practice given the theory discussed, an R&D

demonstrator test-design was put together in 2011. A multi-project-wafer was

targeted, in this case limited to a tiny 2 � 2 mm die-size. To get best use of the

limited area an ARM Cortex®-M0™ CPU was used as reference subsystem for

power management strategy evaluation, and a total of 14 CPUs were integrated

onto the technology demonstrator.

The process technology chosen was 65 nm LP, Low Leakage, platform from

TSMC Inc. Standard ARM Artisan™ libraries, memories and power-management

kits were used plus additional R&D prototype PG and SRPG cells to support

the advanced power gating, advanced state retention and sub-threshold,

sub-clock-cycle SRPG experimental deployment. Synopsys Inc implementation

and verification EDA tools were used, building on a UPF-based multi-voltage

design flow.

Figure 12.11 shows an annotated plot of the final layout with the overlay

annotating the experimental layouts and implementations in the test vehicle and

12 of the Cortex-M0 CPUs used are highlighted.

• Reference CPU: standard single-voltage Cortex-M0 implementation, 333 MHz

Worst Case (WC) sign-off

• Reference PG CPU: standard Power Gated (non-retention) implementation of

Cortex-M0, 333 MHz WC sign-off

• Reference SRPG CPU: standard traditional State Retention Power Gating

implementation of Cortex-M0, 333 MHz WC sign-off

• Advanced-SRPG CPU: ‘split-rail’ Live-Slave SRPG (with independent PG

retention voltage) Cortex-M0, 333 MHz WC sign-off

• Drowsy/SCCMOS CPU: Advanced gate-bias PG, ‘split-rail’ Live-Slave SRPG

(with independent PG retention voltage) Cortex-M0, 333 MHz WC sign-off

• SCPG CPU: Sub-clock-cycle SRPG CPU, with independent optional

sub-threshold drowsy logic virtual-rail voltage scaling, 66 MHz WC sign off

• State Integrity blocks: dual 8,192-register based noise generators/drowsy reten-

tion integrity analysis structures
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The system-on-a-chip is controlled by a further Cortex-M0 CPU that has basic

microcontroller peripherals and an External Bus Interface (EBI) controller to

support banks of off-chip Flash memory and pseudo-static SRAM, plus external

USB host interface and an OLED display panel controller for diagnostics.

The technology demonstrator was fabricated and packaged through the

EuroPractice “mini@sic” program and bonded into an 84-pin JLCC package for

evaluation and characterization.

Table 12.1 summarizes the details of the test structures implemented for this

technology demonstrator. Three core VDD supply rails (nominal 1.2 V for

this TSMC 65LP process technology) and 13 power domains were implemented

using UPF power intent to manage the power-gating, isolation, state retention and

inter-domain voltage level shifting – with some careful workarounds for the

Fig. 12.11 Tokachi-1

R&D test chip layout

(TSMC65LP)

Table 12.1 Tokachi-1 technology demonstrator statistics

Process node TSMC 65 nm LP

Die area 3.5 mm2

Unique macros 9

CPU count 14 � Cortex-M0™ processors

Transistor count 5,126,848

Power supplies 3 VDD supplies, 1 gate bias supply

Power domains 13

Memory 32 KB SRAM, 2 KB flop-memory

Libraries Artisan® 12 & 8 track RVT & PMK 12 track R&D

prototypes ARM ‘POP’ fast cache memory instances
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advanced retention and sub-clock SRPG which were not straightforward to verify

with the standard EDA flows.

The packaged silicon was delivered July 2011, fully functional for characteriza-

tion and analysis and has been valuable for understanding the value and potential

for some of the techniques described in this chapter.

Figure 12.12 shows the leakage power measurements, at room temperature

(22C), plotted on a log-scale on the Y-axis, illustrating the additional standby and

leakage mitigation modes over and above basic clock gating (left-most column)

and fully power gated (right-most column).

The other labelled bars are explained below:

• Retention: this is measured for the Live-Slave split-rail retention, with the clock

stopped (low) and the logic power gated off and the power-gated retention rail

held on at full voltage to maintain the slave latch state.

• DrowsyAll: the static leakage power when the clock is stopped, the outputs

clamped and the logic (and register) power gated rails voltage scaled using the

Drowsy retention boosted-gate structures described in Sect. 12.7.

• DrowsyRet: the static leakage power when the clock is stopped, the outputs

clamped, the logic fully power gated off and the retention latch virtual rail

voltage scaled using the Drowsy retention boosted-gate structures.

• Off: the fully off power-gated case for deep sleep that has the lowest leakage

power but where state is lost and a reset condition must be driven at power up to

reinitialise (re-boot) the subsystem.

12.10 Conclusions and Future Work

Given the baseline support for power gating and state retention that can be inferred

with industry standardized power intent formats, a number of more advanced

techniques now look promising for SoC designers without having to resort to full

custom circuit design techniques.
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• Enhanced power gating where gate-bias techniques are applied to the gate of

power switch devices is shown to be clean to implement in power-gating design

flows providing the control and voltage level-shifting can be abstracted within

the power gate structure. Providing gate-bias (overdrive) voltage as a weak-grid

enables distributed power switch structuring.

• Enhanced state retention with power gating with split-rail master–slave

registers requires rather more implementation complexity to amortize the

clock-clamping overheads (and reset clamping of registers that have asynchro-

nous set/reset initialization). However the goal of near-zero impact on area and

performance compared the conventional SRPG registers currently expected/

preferred by EDA tools is demonstrated to be effective, especially where total

state retention of a subsystem is required.

• State retention integrity analysis has been important to demonstrate and

provide characterization vehicle support that is not something an end-customer

would expect to have to build and analyse but is proving useful to provide

guidance for designers in terms of the impact and effects of poorly managed

power-gating inrush currents.

• Drowsy-voltage scaling applied to power gated rails also has promise, espe-

cially when reusing a low-current gate-bias supply rail to support voltage scaling

for both logic and/or retention state, and where a full threshold-voltage drop

from the primary supply would not leave sufficient safe margin for holding state

reliably.

• State Retention Power Gating applied within the clock cycle appropriate for

low-clock frequency subsystems that are powered, for example, by energy

harvesting supply sources has also been demonstrated to be effective and

implementable with multi-voltage implementation tools. Enhancements that

add both header and footer switched rails, and add switchable sub-threshold

voltage scaling modulation of the virtual rails, appear to show effective

techniques to suppress the glitch-energy from full-swing on-off basic power

gating, adding new intermediate standby SRPG modes to a standard PG

design flow.

Future work is focussed on migrating the techniques developed on basic micro-

controller Cortex-M0 CPUs to apply these to more complex Applications

processors that support internal level-1 caches and typically are deployed in small

multi-core clusters.

Targeting the same small 2 � 2 mm MPW mini-ASIC die size as Tokachi-1, a

dual-core Cortex-A5™ design is chosen for the design-flow proving and SCCMOS

power gating and live-slave drowsy-voltage retention. This is provided for CPU

register state, the 8Kbyte level-1 Instruction and Data caches as well as SCCMOS

fully-off, non-retained deep power savings modes.

Figure 12.13 shows a plot of a follow-on technology demonstrator, codenamed

Tokachi-4A, that implements the dual-core Cortex-A5 processor with additional

level2 RAM, all supported and power-managed by a Cortex-M0 system control

processor and SoC infrastructure. The chip is package footprint compatible with the

Tokachi-1 technology described in Sect. 12.9 of this chapter.
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A mixed-signal enhancement to this design, taped out late 2012 is to provide

adaptive gate-bias charge pumps implemented on chip, one associated with each

C-A5 CPU core. The gate bias supplies are adaptive to both temperature and

process and are therefore able to adjust the gate-bias voltage applied to the super-

cut-off power gates and boosted-gate drowsy retention voltage cells optimally with

environmental conditions.
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Part III

Smart Wireless Interfaces

Pieter Harpe

The third part of this book is dedicated to “Smart Wireless Interfaces”. It discusses

recent developments and future trends in wireless communication systems to

achieve lower power consumption, higher data rates and to enable new

applications. The six chapters show a large diversity of techniques based on new

technology, new system architectures and circuit-level innovations.

The thirteenth Chapter discusses three unconventional receiver architectures.

The key principle here is to merge building blocks together to achieve lower power

consumption, to achieve a higher performance, and to offer highly flexible radios

with a simplified architecture.

In the fourteenth Chapter, a non-linear circuit is exploited to improve the

interference suppression of a multi-standard radio, thereby alleviating the coexis-

tence problem which becomes more pronounced as more and more radio standards

are crammed into small mobile devices.

The fifteenth Chapter is taking advantage of the opportunities that are offered by

new technologies. MEMS devices are used here to develop technology-scalable

radios with an extremely low power consumption, as needed for wireless sensors

and body area networks.

Another direction is taken in the sixteenth Chapter, where radio architectures and

circuits are introduced to operate at extremely high frequencies (up to 260 GHz)

while using standard CMOS. Such architectures will be needed to accommodate for

higher data rates and imaging applications.

Chapter 17 introduces the latest products for ultra wideband radios operating in

the 3–10 GHz band. The nature of this technology opens new application directions

such as indoor GPS, ranging and localization, and supports high data rates and

dense sensor networks at the same time.

Finally, the eighteenth Chapter discusses digital intensive transmitter

architectures which are compatible to advanced CMOS processes, support

software-defined operation, and allow more complex modulation schemes.

Techniques are also introduced to improve the power efficiency.



Chapter 13

Unconventional Receiver Architectures

Rinaldo Castello and Antonio Liscidini

Abstract Three unconventional receiver architectures are presented: a harmonic

oscillator with inherent mixer functionalities for an ultra low-power single stage

quadrature RF front-end, a resonant mixer which is part of a harmonic rejection

architecture that does not requires multiple clock phases and finally a filtering ADC

where blocker filtering and analog-to-digital conversion are implemented in a

single step leading to a solution particularly suitable for the implementation of a

softer/digital defined radio. After a brief overview of the key ideas, several

prototypes and measurements are reported.

13.1 LNA-Mixer-VCO Cell

This section describes an ultra compact RF front-end where the harmonic oscillator is

used also as amixer providing a quadrature down-conversion of theRF signal injected

through the tail current generator. LNA,mixer andVCOare stacked, sharing the same

current and part of the devices, but operate in different frequency domain preserving

an independence that makes possible an effective optimization of each block.

13.1.1 LC Oscillator as a Mixer

A traditional LC tank oscillator, as the one shown in Fig. 13.1, intrinsically

performs the mixing functionality since any RF signal in the oscillator bias current
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is down-converted by the switching pair M1–M2. This occurs through the same

mechanism by which the DC current of M0 is up-converted to the oscillation

frequency. The mixing properties of this structure are generally exploited in

the transmitters where the LC tank oscillator is used as up-converter in direct

modulation architectures [1]. Nevertheless, when this topology is used as a

down-converter, the presence of the inductor prevents any voltage amplification

of the signal components around DC (Fig. 13.1).

Unfortunately, any attempt to sense the down-converted signal at the output of

the oscillator would degrade the quality factor of the tank increasing the phase

noise. Hence, the key idea is to read the down-converted signal at the sources of M1

and M2 where the loop can be opened at low frequency, without perturbing the

oscillation. This can be done as reported Fig. 13.2. The sources of M1 and M2 are

LC tank

+ Vout -

Ibias
+ 
RF

LC Filter
Vout (f)

Freq.DC

fLO

Ibias

Freq.DC

RF signal

fLO

fLO

M1 M2

Fig. 13.1 LC oscillator as a mixer

Ibias/2Ibias/2

+ Vout -

Ibias

+ Vout -
Positiv

Feedback Loop
e

M1 M2 M1 M2

C

Fig. 13.2 Bias splitting
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splitted at low frequency using two bias current generators while a large capacitor

closes the loop at the oscillation frequency ωLO. Since the capacitance C

degenerates the cross-connected differential pair (M1–M2), which compensates

the tank losses, its value must be sufficiently large to guarantee the sustainability

of the oscillations (i.e. C>> gm/ωLO).

Having a sufficiently large impedance across the sources of M1 and M2 at IF

allows to sense the down-converted signal across an IF load. The configuration

shown in Fig. 13.3 demonstrates how the current Iout, that flows through the IF load

connected between the source of M1 and M2, corresponds to half of the RF signal,

injected alternatively by transistor M0a and M0b, multiplied by a square wave at

frequency fLO (i.e. mixed down to ωRF�ωLO).

The down-converted current can be sensed, placing at the output of the cell

either a high impedance load (e.g. a resistor) producing a voltage output, or a low

impedance (e.g. a virtual ground) producing a current output. As it will be shown in

the next section, the second choice is preferred to avoid conversion losses due to

parasitic common mode capacitances at the sources of M1 and M2.

Compared to a classical Gilbert cell, the structure proposed in Fig. 13.3 has an

inherent loss of 6 dB in the conversion gain since half of the RF current, i.e. the one

alternatively injected by M0a and M0b in each half of the clock cycle, is not down-

converted but flows directly towards the tank through either M1 or M2. A complete

down-conversion of the input current can be obtained inserting an additional

switching pair (driven with opposite phases) between the bias current generator

and the rest of the oscillator as shown in Fig. 13.4.

1/fLO
Iout

IRF/2

–IRF/2 time

A A'

A'
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High Impedance Virtual Ground

Vout
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R/2
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C

Vin

M0a M0b
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Iout

IRF

2

IRF
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Fig. 13.3 Bias splitted oscillator as a mixer
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Notice that the portion of the circuit located above the capacitance C, behaves as

a classical cross-coupled oscillator. It follows that the quality factor of the tank can

be optimized without having to make any compromise with respect to the design of

the down-converter.

13.1.2 Non-idealities of the Down-Conversion

The analysis of this section will address the twomain loss mechanisms that affect the

self-oscillating mixer (SOM). These losses are related to the type of load adopted for

both the mixer and the oscillator. In particular it will be shown that a low impedance

load at the mixer output (i.e. a virtual ground) and a differential LC tank to be used in

the oscillator are the best choice to minimize the conversion losses.

The common mode capacitance at the output of the mixer makes the analyses of

the conversion gain particularly tough due to the time-variant nature of the circuit.

The problem can be partially overcome applying the superposition principle since

to first order approximation this down-converter can be assumed time-variant but

linear. Furthermore, to simplify the analysis, transistor M0 will be considered as an

ideal transconductor with infinite output impedance. Under this assumption, the

current at the drain of M3–M4 is ideally given by the current through M0 multiplied

by a square wave as shown in the equations below:

IM3 ¼ IM0

2
1þ sign cos ωLOtð Þð Þð Þ

IM4 ¼ IM0

2
1� sign cos ωLOtð Þð Þð Þ

8>>><
>>>:

(13.1)

M1 M2
C

M0

IF load

Iout

IRF

M3 M4
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bias bias

Fig. 13.4 Double

switching pair

self-oscillating mixer
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These equations show that the total current through M3 and M4 is made up by a

differential component that is multiplied by sign(cos(ωLOt)) (i.e. down converted)

and by a common mode component not yet down-converted which will be succes-

sively mixed by the following switching pair M1–M2. Applying the superposition

principle, the double switching pair SOM can now be decomposed in two bias

splitted SOMs. For the first one (shown in Fig. 13.5a) the current sources inject a

differential signal at ωRF�ωLO. For the second one (shown in Fig. 13.5b) the current

sources inject a common mode signal at ωRF (Fig. 13.5). The optimization of the

former circuit will determine the choice of the mixer load, while the optimization of

the latter circuit will determine the choice of the oscillator tank.

The signal loss for the circuit of Fig. 13.5a can be computed using a

switched-capacitor approach. Assuming the transistors act like switches driven by

a clock signal of frequency fLO, M1 and M2 redistribute the charge injected in the

capacitances Cpar, producing an equivalent resistance in parallel with the IF load

equal, in the worst case, to 1/2CparfLO (assuming a negligible impact of the tank in

the charging/discharging mechanism). This parasitic equivalent shunt resistance

produces a loss which increases as the impedance level of the IF load is increased.

For this reason, a current mode approach, where the IF load is realized with a virtual

ground, is chosen. In this case, in fact, the load impedence approaches zero and

practically all the output differential current can be collected resulting in a conver-

sion gain for this portion of current equal to 1/π. A more detailed analysis of the

SOM circuit can be found in [2]. The quantitative results of such an analysis are

shown in Fig. 13.6 that plots the conversion gain of the complete SOM as a function

of the parasitic capacitances Cpar. It can be noticed that a current mode approach, by

eliminating the losses associated with the differential current components, leads to

a much larger gain especially when the capacitances Cpar are large. The only

remaining losses are associated with the common mode current components.
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IF Load

2

IIN(wRF-wLO)
p
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Fig. 13.5 Decomposition of double-switching SOM
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It turns out that such losses depend on the topology of the oscillator tank as it will be

now discussed.

As it was just shown, using an ideal virtual ground as a load, the SOM losses are

only associated with the configuration of Fig. 13.5b. i.e. common mode signal

components at RF. In Fig. 13.5b only the fraction of RF current that flows into

M1–M2 is mixed. For this reason, the losses associated with the common mode RF

components derive from the partition between the common mode impedance at the

sources of M1 and M2 (ZCM) and the two parasitic capacitors Cpar [2]. The key

point to be noticed is that ZCM is a function of the resonant tank used in the

oscillator (Fig. 13.7).

If a common mode tank is used in the oscillator (Fig. 13.7a), the common mode

impedance at the source of M1–M2 is equal to ωLOQTLT/2, where LT and QT are the

inductance and the quality factor of the tank at resonance [2]. In this case there is a

trade-off between a small attenuation (when QT is small) and a low phase noise

(when QT is large). This trade off can be broken using a differential tank

(Fig. 13.7b) where the resonance occurs just for differential signals. In this case

the common mode impedance ZCM is, to first approximation, equal to ωLOLT,

i.e. independent from QT [3]. The simulated gain versus Cpar and QT for the two

cases are reported in Fig. 13.8.

Fig. 13.6 SOM Gain vs. Cpar: using a current mode (TIA) and a voltage mode approach

LT LT

2CT 2CT CCM CCM

LT LT

CT

LO+ LO–
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LO+ LO–

Fig. 13.7 Possible oscillator tank configurations: (a) common-mode, (b) differential
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13.1.3 Adding LNA Functionality to the SOM

To implement the LNA functionality, no additional active device is needed since a

low noise input termination/transconductor can be obtained simply adding an

inductive degeneration to the oscillator current generator M0. The result is the

(LNA-Mixer-VCO) LMV cell shown in Fig. 13.9 [2]. This structure includes all

the main blocks of an RF front-end where both bias current and part of the active

devices are shared between the various building blocks, resulting into a compact

and very low power architecture.
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13.1.4 Quadrature Generation

Typically all the RF front-ends adopt a quadrature down-conversion architecture to,

among other things, eliminate the unwanted signal sideband that otherwise would

be folded on top of the wanted one during the mixing to IF frequency (image

rejection). For this reason, inserting the LMV cell in a quadrature receiver is

mandatory for an effective use of such a cell in most applications.

The implementation of a quadrature LMV cell can be achieved acting either at

the level of the local oscillator (LO) or at the level of the RF signal path. Although

the latter approach can appear disadvantageous in terms of signal-to-noise ratio, in

ultra-low-power/low-cost applications such as ZigBee it is generally preferred

because it is less costly in terms of power consumption and die area [3]. In the

following section it will be shown that both solutions are compatible with the LMV

cell confirming the versatility of the structure.

(a) Quadrature generation at the local oscillator level

The quadrature LMV cell is shown in detail in Fig. 13.10. Since the top

portion of the circuit acts exactly like a traditional LC tank oscillator, the LO

quadrature generation can be obtained via the standard cross-coupling of the

two VCOs through the two additional differential pairs shown in light grey in

the figure [4]. Notice that the additional pairs do not significantly increase the

total current consumption while they are capable to guarantee an image rejec-

tion adequate for most of applications. However, since the LMV cell (and in

particular the resonating tank) needs to be duplicated, the area and the power

required by the front-end is doubled.
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(b) Quadrature generation in the RF signal path

When the quadrature is realized in the RF signal path, the tanks of the two

LMV cells can be shared as shown in Fig. 13.11. In this way, only a single

differential coil is required, thereby significantly reducing the active area.

Furthermore, since the bias current of both I and Q paths flow in the same LC

load, the total bias current necessary to sustain the oscillation can be reduced

(for a given tank Q), thereby resulting in a more power efficient structure [3].

13.1.5 Examples

The two possible LMV based quadrature architectures described above were

implemented in a GPS RF front-end and in a ZigBee receiver respectively. In the

case of the GPS, the LMV cross-coupled approach was preferred due to

the challenging specification in term of sensitivity required by the standard. In the

Zig-Bee prototype, thanks to the more relaxed target specification in terms of noise

figure and linearity, the quadrature topology of Fig. 13.11 was preferred since, by

minimizing the number of integrated coils, it produces a very compact and low cost

solution.

(a) GPS Front-end

The micro-photograph of the prototype GPS front-end, fabricated in a

0.13 μm CMOS process is reported below [4] (Fig. 13.12).

The active die area of the RF front end is 1.5 mm2 and is dominated by the

three integrated inductors (one for the source degeneration in the LNA and two

M0I

Vin
Lg

Ls

M0Q

M1 M2C

M3 M4IF load

Ibias

I+ I–

Q+ Q– M1M2 C

M3M4 IF load

Ibias

Q+ Q–

I– I+

I Path Q Path

Fig. 13.10 LMV cell: quadrature at oscillator level
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for the cross coupled LMV cells). To lock the VCO to an external reference

crystal oscillator, the quadrature LMV cell is inserted in a phase locked loop.

This demonstrates that the oscillator signal can be sensed across the tank,

without perturbing the mixer functionality.

A summary of the most relevant measurements results, and a comparison with

the state of art of GPS front-ends, are reported in Fig. 13.13. Notice that all the

data are referred only to the RF front-end (which however includes the PLL).

RF Vin

I Path Q Path

M1 M2C

M3 M4

IF load

M1 M2C

M3 M4

IF load

Gm

90°0°

Fig. 13.11 LMV cell: quadrature on RF signal path
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Fig. 13.12 GPS prototype
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The proposed solution is the less onerous one in terms of power consumption

even considering that the PLL was not optimized for the specific application.

Notice that the other implementations have attempted to reduce power dissipa-

tion either by decreasing the receiver performance [6] or through a partial

current reuse [7].

(b) Zig-Bee receiver

The ZigBee receiver has been fabricated in a 90 nm CMOS process.

Figure 13.14 shows the micro-photograph of the chip and the implemented

architecture. Since the quadrature signal is generated in the RF path, the VCO

tanks can be shared which allows the use of only one integrated inductor. This

results in an active die area of only 0.35 mm2 (including the baseband filter),

which is less than one fourth the area of the GPS prototype (although at the cost

of a much higher noise figure).

A fully differential three-stage variable gain complex gm-C filter, AC coupled

at the output of the TIA to suppress DC offset and low frequency noise, performs

[6] [7] [10] This Work

Gain (25)+60 dB (50)+80 dB (33)+60 dB 36dB

NF 4dB 4dB 8.5dB 4.8dB

IIP3 n.a. –15dBm n.a. –19dBm

1dB Comp. Point –28dBm n.a. n.a. –31dBm

PN @ 1MHz –95dBc/Hz –107dBc/Hz –109dBc/Hz –104dBc/Hz

LO leak. at input –66dBm n.a. n.a. –55dBm

Total Power 35mW 27mW 19mW 11mW*

Fig. 13.13 GPS performance and comparison with the state of the art
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Fig. 13.14 ZigBee receiver
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the channel selection. In Fig. 13.15, the prototype performance is compared to

that of other complete ZigBee receivers present in literature. The noise figure

averaged over the band from 1 to 3 MHz is around 9 dB while the IIP3 is

�12.5 dBm. The result is a spurious free dynamic range of 55.5 dB with a power

consumption about one fifth and an active area less than half compared to the

state of art values.

13.2 SAW-Less Harmonic Rejection Receivers

The down-conversion of the signal from RF to either base-band or IF is generally

realized by a mixer that multiplies the input signal by a square wave and not by a

sinusoid. This occurs even in the presence of a sinusoidal local oscillator (LO) due

to the non-linear behavior of the switches. Mixing with a square wave folds the

portions of the spectrum close to the odd harmonics of the LO on top of the wanted

signal (located around the LO frequency fLO) and this degrades the signal to noise

ratio of the receiver as shown in Fig. 13.16.

To limit the amount of spectrum folding, an external surface-acoustic-wave

(SAW) filter or a harmonic rejection mixer are generally required. Unfortunately,

the use of a SAW filter increases cost and reduces sensitivity while the use of

harmonic rejection mixers requires multiple phase clocks which increases the

complexity and the power consumption of the receiver chain. A possible solution

to alleviate this problem is to use the combination of a filtering low-noise amplifier

(LNA) together with a resonant mixer [10].

[12] [13] This work

NF (dB) 24.7 5.7 9

Sensitivity (dBm) –82 –101 –94.7

IIP3 (dBm) –4,5 –16 –12,5

SFDR (dB) 50.3 55.3 53.5

Image Rejection (dB) --- 36 35

PN(3.5MHz) (dBc/Hz) -- -- –107.8

Vdd (V) 1.8 1.8 1.2

Power dissipation (mW) 15 17 3.6

Number of inductors 6 4 1

Area (mm2) 2,1 0,8 0.35

Technology 0.18 0.18 0.09

Fig. 13.15 ZigBee performance and comparison with the state of the art
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13.2.1 Filtering Single-Ended LNA

In cellular receivers, interferers at multiple of the LO are managed by SAW filters

between the antenna and the LNA. For Time Division Duplexing (TDD) the SAW

can be removed if the receiver can handle both far way and close in interferers

(e.g. in GSM 0dBm 20 MHz away). Once the SAW is removed also the external

balun can be eliminated by using a single ended (SE) transceiver further reducing

cost and attenuation. For the same sensitivity, a SAW-less SE transceiver can have

a noise figure (NF) 2–3 dB higher than a classical one. A transformer-based blocker

tolerant filtering SE LNA is shown in Fig. 13.17

The active portion of the LNA uses a fully differential complementary class A/B

common gate configuration. The PMOS and NMOS transistors are coupled to the

input by two secondary coils of an integrated transformer that acts like a balun. This

gives an immunity from spurious coupling close to that of a differential LNA.

The secondary coils have fewer turns than the primary giving 6 dB current gain.

To reduce the NF of a classic common gate, the gate-source voltage of the input

transistors (M1–M4) is boosted. This is done by a fourth coil with a k of 1. Two

feed-forward capacitances (CF) implement a zero at 3fLO to attenuate the blockers

down-converted in-band through harmonic mixing as shown in below Fig. 13.18.

Using the transformer in normal or inverting mode, the transfer function changes

not only in the phase. It turns out that in inverting mode, due to the opposite

sign between the signal coupled to the output by the mutual inductance and that

provided by the coupling capacitance, a notch is created in the transfer function.

By explicitly adding a capacitance between the two coils, the position of the notch

can be tuned.

f0 5f03f0 f

ff0 5f03f0 f

Input Spectrum Output Spectrum

t

0

1/f0

RFin

LO in

IFout

Fig. 13.16 Harmonic mixing
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13.2.2 Resonant Current-Mode Passive Mixer

The structure of the resonant passive mixer, the impedance level vs. frequency seen

at the input and output of the current switches, and the mixer equivalent behavioral

model are shown in Fig. 13.19.

The structure is composed of a passive current-mode mixer followed by an LC

tank resonating at 4fLO. At the RF side, due to the bilateral nature of the passive

mixer, the resonance frequency of the LC tank appears, to first approximation, up

and down converted to 5fLO and 3fLO. This increases the mixer input impedance at

these frequencies. Such an effect, combined with the parasitic capacitances at the

LNA output, produces two frequency notches in the mixer gain. Contrary to what

occurs when using RF filters, this technique does not increase the parasitic capaci-

tance at the output of the LNA which would adversely affect both the mixer and the

BB noise. As a consequence, there is no noise/gain penalty. Actually, the frequency

notches also reduce in-band noise folding, improving NF.

Resonance
at 4fLO

to TIAfrom LNA

LNA parasitic
capacitances

3fLOfLO 5fLO 4fLO

//
0

Zin Zbb

3fLO 5fLO

Equivalent mixer model

TIA

LC tank

LOP

LO
N

LOP

Fig. 13.19 Resonant mixer
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13.2.3 Example

The above resonant mixer was used in a cellular receiver for 2-G/3-G applications

[10]. In the chip prototype fabricated in 40 nm CMOS, the measured harmonic

rejections at the 3rd and the 5th harmonic reached 60 and 80 dB respectively, due to

the combined action of the harmonic rejection mixer and the use of a narrowband

(third harmonic notch) LNA in front of the mixer (Fig. 13.20).

13.3 Filtering ADC: Towards a Software/digital

Defined Radio

The software-defined radio (SDR) ultimate goal is to substitute all the analog blocks

with a more flexible and lower cost digital processor. A first step towards the

implementation of an SDR moves the ADC just after the down-conversion mixer.

Following this idea, a low-pass continuous-time (CT) ΣΔ ADC that combines

interferer filtering, variable-gain amplifier (VGA), and signal digitization is

presented [11]. Such a filtering ADC is intended to replace the entire analog BB

of a 2G–3G receiver.

The ADC, reported in Fig. 13.21, is based on a Rauch biquad filter in which the

feedback resistance is substituted by the cascade of a quantizer and a digital-to-

analog converter (DAC). The DAC closes the loop around the forward integrator

injecting a current at the input of the filter, which operates in the current domain

(the input current Iin represents the down-converted received (RX) signal).

Fig. 13.20 Harmonic

rejection
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13.3.1 Filter Transfer Function

To evaluate the filtering ADC transfer functions, the ADC-DAC cascade can be

modeled with a transconductor whose transconductance (1/R3) is given by the ratio

between the full-scale current of the DAC and the full-scale reference voltage of the

ADC. Under this assumption, the filter embedded in the ADC is equivalent to an

LRC shunt network (Fig. 13.21) whose output signal is the current flowing into the

inductance. The value of the equivalent inductance is equal to R1R3C2 and his

quality factor is proportional to the damping resistor R2.

While the DAC current undergoes a second order filtering, the current absorbed

by the operation amplifier (OA) undergoes a first order filtering. The presence of the

grounded capacitance C1 ensures that the out-of-band interferers that the DAC and

the OA have to manage are only a fraction of the ones present at the input of the

base-band. From this point of view the proposed solution differs from existing

filtering-ADC architectures where all the input current (coming from the mixer)

must be absorbed by the active devices, making the first integrator the most power

hungry element of the converter [12].

13.3.2 Filtering ADC Noise

While the amount of filtering sets the maximum out-of-band signal that can be

handled by the ADC, the noise floor (i.e., the sum of quantization and analog noise)

defines the minimum detectable signal. The main noise sources of the filtering ADC,

and its equivalent continuous time model, are shown in Fig. 13.22 (Rs represents

the finite driving impedance of the stage preceding the filtering ADC).

–

+

DAC

Iin

n

C2

Vout
–

+R1C1

IOUT = IDAC

R2

R3

=

ADC

Fig. 13.21 Filtering ADC
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The dominant noise contributors are resistor R1, the OA, the feedback DAC and

the ADC. With the exception of the DAC, that injects its noise directly at the input

node, all the other noise sources have an in-band zero in their transfer functions.

For both digital (quantization) and analog ADC noise, this is the direct consequence

of having inserted the ADC in the loop used to synthesize the complex poles.

For the other noise sources, the high pass noise shaping is due to the intrinsic

mechanism of current filters that occurs because the DAC senses the output signal

as a current [13] as opposed to a voltage.

13.3.3 Example

The present filtering ADC was used for the first time in a reconfigurable quadrature

DVB-T/ATSC tuner fabricated in a 90 nm CMOS process [11]. A simplified circuit

schematic of the receiver chain is reported in Fig. 13.23 (without quadrature path).

The ATSC standard presents adjacent channel interferers that for the N + 5 channel

can have an average power up to 56 dB higher than the in band signal power.

Furthermore, the used low-IF architecture reduces the relative frequency offset of

the undesired blockers from the channel edge. This makes the required dynamic

range of the ADC extremely high. The advantage in terms of noise of the fabricated

prototype with respect to a filter-ADC cascade was 7.5 dB for the integrated

quantization noise and 2 dB for the integrated analog noise. This 2 dB reduction

allows to use 35 % less capacitance while keeping constant both noise and voltage
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Fig. 13.22 Filtering ADC noise source and transfer functions
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swing at the mixer output (as required to preserve linearity for both the mixer and

the feedback DAC).

A measurement performance summary is reported in Fig. 13.24. Due to the

filtering nature of the proposed ADC, both the signal-to-noise-plus-distortion-ratio

(SNDR) and the DR vary with frequency and are different for in-band and out of

band interferers. The SNDR is only 1 dB below the DR. The FoM is 1.03 pJ/conv-

step for in-band signals and becomes 0.2 pJ/conv-step at 30 MHz. A comparison

with the state of art of filtering ADCs is also reported in the table (blue portion). The

proposed solution shows the best performance both in-band and out-of-band (the

latter evaluated for a frequency four times the signal bandwidth).

–

+

–

+

–

+
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R1 Quantizer

C1

R2

MixerAGCLNA
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RF Section
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Embedded Filter

–1

DAC

DAC

DAC

Fig. 13.23 Filtering ADC for DVB-T/ATSC receiver

BW
[MHz]

Fclock[M
Hz]

Power[m
W]

SNDR [dB]
In-band FoM

[pJ/step]
Out-of-band FoM

[pJ/step]
Area
[mm2]

Technology

This 6* 405 54** 74.6 1.03 0.2 0.21 90nm

JSSC 04 1 64 2 59 1.37 0.7 0.14 0.18um

TCAS 09 6.5 96 122.4 70.9 3.28 - 2.15 0.18um

ISSCC 06 8.5 264 375 84 1.7 1.7 2.5 0.13um

ISSCC 08 10 640 100 82 0.49 0.49 0.7 0.18um

JSSC 06 20 640 20 74 0.12 0.12 1.2 0.13um

ISSCC 07 20 340 56 69 0.61 0.61 1.2 0.13um

JSSC 10 25 400 7 52 1.08 1.08 - 90nm

JSSC 10 10

20

950 40 72 0.61 0.61 0.42 0.13um

ISSCC 09 250 10.5 60 0.32 0.32 0.15 65nm

Fig. 13.24 Filtering ADC performances vs. state of the art
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13.4 Conclusions

Through the use of unconventional architectures in wireless receivers like the LMV

cell, a transformer coupled SE filtering LNA or resonant current mode mixers,

either significant area and/or power savings can be achieved. In alternative very

difficult functions, like harmonic rejection down conversion, can be implemented at

almost no extra cost in terms of area and power consumption (without performance

penalty) thereby eliminating the need for external costly and bulky components like

SAW filters.
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Chapter 14

Smart Self-interference Suppression

by Exploiting a Nonlinearity

Erwin Janssen, Hooman Habibi, Dusan Milosevic, Peter Baltus,

and Arthur van Roermund

Abstract A 1.8GHz RF amplifier implemented in 0.14um CMOS with

frequency-independent blocker suppression is presented. The blocker suppression

functionality is obtained by the adaptation of a nonlinear input–output transfer

according to the blocker amplitude. Since superposition does not apply to nonlinear

transfer functions, the behavior of such a transfer for strong undesired signals is

different from the behavior for weak desired signals, which is exploited here. In the

presence of a 0 to +11 dBm RF blocker, a voltage gain for weak signals of

respectively 7.6–9.4 dB and IIP3 >4 dBm are measured, while the blocker is

suppressed by more than 35 dB. In case of no blocker present at the input, the

circuit is set to amplifier mode providing 17 dB of voltage gain and an IIP3 of

6.6 dBm while consuming 3 mW. Application areas are coexistence in multi-radio

devices and dealing with TX leakage in FDD systems.

14.1 Introduction

Modern handheld devices support a multitude of wireless standards, such as

e.g. WLAN, Bluetooth, GSM, UMTS and GPS. In recent years, the number of

standards has been increasing steadily. The coexistence of these multiple
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communication standards within a single device becomes therefore an increasingly

important issue [1, 2].

Straightforward concepts to achieve reliable coexistence could either use

filtering or time-sharing concepts. As filtering is often not sufficient and also not

cost effective, present solutions usually apply time sharing. However, the time-

shared approach reduces the achievable data throughput and also requires a chal-

lenging synchronization between the data packets of the different standards.

Due to the limitations of present coexistence solutions and the increasing

number of standards in handheld devices, there is an interest to find alternative

solutions to the coexistence problem. In addition, transmitter leakage in FDD

systems [3] faces a similar problem as coexistence in multi-standard devices.

To avoid desensitization in the above situations, a high dynamic range has to be

implemented in the receiver, leading to high power consumption. However,

because of the limited energy resources available in handheld devices, minimizing

the power consumption is critical. Thus, a major challenge will be to achieve low

power consumption with a high dynamic range.

This paper proposes an RF amplifier that enables a frequency-independent

suppression of a 0 to +11 dBm blocker by >35 dB while consuming 7–35 mW.

Thanks to this suppression, the dynamic-range requirements for the subsequent

stages in the receiver are relaxed. The suppression is achieved by an adaptive

nonlinear circuit: the nonlinear transfer function creates the ability to provide

different gains for signals having different amplitude levels [4]. By continuously

adapting the circuit’s nonlinear function according to the blocker amplitude, the

gain of the blocker is effectively minimized while the gain of the signal remains

high. Since the method requires knowledge of the amplitude of the interferer, it is

most suitable for tackling the interference due to RX/TX or FDD coupling.

14.2 Principle of Operation

Nonlinear transfer functions exhibit properties that are fundamentally different

from linear transfer functions, and thereby they enable different solutions in

coexistence scenarios. This is illustrated in Fig. 14.1, where the input and output

signals in both frequency and time domain for various conditions are compared.

When passing a strong sinusoidal signal through a conventional compressive

nonlinear system, the signal gets distorted and as a result harmonics are created

(Fig. 14.1b). Here only odd order harmonics result because of the point-symmetric

shape of the transfer function, a situation encountered in differential circuits.

Considering the special case of the third order polynomial input/output relationship

as shown in Fig. 14.1c, it appears that there even exist specific situations for which

only a third order harmonic is generated, and the fundamental component is

completely removed. The calculations describing this effect are stated below:
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Fig. 14.1 (a) Ideally, circuits in radio receivers possess a linear transfer function. (b) In common

practice however, receiver circuits generally have a nonlinear transfer function, leading to

compression of the fundamental and the generation of harmonics.(c) Specifically tailored

nonlinear transfers have the ability to fully suppress the fundamental for a specific input amplitude

level. (d) Furthermore, weak (desired) signals, superimposed on the strong signal, are not

suppressed and can even be amplified
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y tð Þ ¼ x tð Þ þ c3x
3 tð Þ

x tð Þ ¼ ALS sin ωLStð Þ

y tð Þ ¼ ALS þ c3
3A3

LS

4

� �
sin ωLStð Þ þ c3

A3
LS

4
sin 3ωLStð Þ

By choosing the third order coefficient c3 equal to:

c3 ¼ � 4

3A3
LS

the output y(t) becomes:

! y tð Þ ¼ ALS

3
sin 3ωLStð Þ

Moreover, because nonlinear transfer functions do not obey the principle of

superposition, a (much weaker) signal accompanying the strong signal undergoes a

different operation. Excitation of the same nonlinear transfer function by the sum of

the strong sinusoid with a weak sinusoid is shown in Fig. 14.1d. In contrast to the

fundamental of the strong signal, the fundamental of the weak signal is not

removed, but is still on its original location in the spectrum.

Next to the effect on the fundamental components of both large and small

signals, the nonlinear operation also generates harmonics and intermodulation

(IM) products. The harmonics can be removed easily by filtering at RF and because

fLS and fSS are different, their IM products can be removed after down-conversion

by filtering in the baseband. Of interest are the large- and small-signal gains, which

in the rest of this paper are defined as the ratio between their fundamental output

and fundamental input.

14.2.1 Strong-Signal Suppression Using a Zigzag
Transfer Function

Achieving the functionality discussed in the previous section can be achieved with a

wide variety of nonlinear transfer functions. Next to the example of the third order

polynomial, the nonlinear transfer function shown in Fig. 14.2a (zigzag function) also

achieves strong-signal suppression. The general requirements on the nonlinear trans-

fer functions are discussed in more detail in [5]. Generally, it can be stated that the

transfer must possess at least three zero-transitions, a property that is indeed seen in

both the third order polynomial as well as the zigzag transfer. The zigzag transfer can

be realized by combining the outputs of a linear amplifier and a clipping amplifier, and

is thereforemore suited considering the practicality of the concept. To demonstrate the

concept using the zigzag transfer, the input spectrum consists of a strong and a weak
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tone (Fig. 14.2c). This leads to an output spectrum consisting of several harmonics, but

the fundamental of the strong signal is eliminated (Fig. 14.2d). To achieve this, the

clipper amplitude Aclip must be set to:

Aclip ¼ π

4
ALSGlin (14.1)

where ALS is the amplitude of the strong signal (i.e. interferer) at the input andGlin is

the gain of the linear amplifier. As becomes clear from Eq. 14.1, Aclip must be

adjusted according to ALS to assure zero strong-signal gain. So, successful applica-

tion of this principle requires the circuitry to adapt its transfer function to the

instantaneous strong-signal amplitude level (Fig. 14.2a). Furthermore, the gain of

the weak signal is equal to Glin/2 [5]. So, by assuring at least 6 dB of gain in the

linear amplifier, the weak signal is amplified whereas the blocker is eliminated.

14.2.2 Application to Multi-radio Transceivers

In case two standards A and B are simultaneously active in a multi-radio transceiver,

a situation is encountered where the receiver of standard A (victim) is plagued by the

strong transmitted signal of standard B (aggressor). The blocking signal injected into

the victim receiver is known, because the signal of the aggressor is generated in the

same device. Therefore, it is possible to determine the amplitude level of the

aggressor as it appears at the NIS input. This knowledge is required for proper

operation, as clarified in the previous sections. In Fig. 14.3b a sub-block “Magni-

tude” is analyzing the baseband signal the aggressor is transmitting, resulting in the

determination of the actual strong-signal amplitude ALS. A sub-block “NIS control”

Fig. 14.2 (a) Zigzag transfer function. (b) Input (solid blue) and output (dashed magenta)
signal versus time for a slope of unity for [�ALS,0i and h0, ALS] in (a). (c) Input spectrum

(blue) and (d) output spectrum (magenta) in dB relative to the input signal strength, illustrating the

elimination of the fundamental
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on its turn steers the nonlinear interference suppressor (NIS) with a control current

Ienv using feed-forward, creating the desired blocker suppression.

Next to the feed-forward path, a mixer is present that multiplies the input with

the output of the NIS. This operation results in the cross-correlation between these

signals. The minimization of the cross-correlation means maximization of the

suppression of the aggressor’s signal (assuming the aggressor’s signal to be domi-

nant). The output of the mixer is being fed back into the “NIS control”, and thereby

it provides a measure for the residual error in the control current Ienv. Errors in Ienv
could be caused by e.g. changes of the coupling between the aggressor and the

victim. This procedure is described in more detail in [6], and will in future be

extended to cases with varying envelopes. The remainder of this document will

concentrate on the implementation and performance of the analog hardware that is

mandatory for the NIS concept, namely the NIS circuit with the mixer followed by

the low-pass filter.

14.3 Circuit Implementation in CMOS

Figure 14.4 shows the NIS circuit diagram. Firstly, transistors M1–M4 make up a

linear amplifier resulting in a linear input–output relationship. Secondly, M5–M8

make up a clipper circuit with adjustable output clipping amplitude. The desired

zigzag transfer function is realized by combining the outputs of these two

sub-circuits with the required polarity.

Fig. 14.3 (a) NIS input–output transfer adaptation for a change in input amplitude. (b) System

level application of the NIS principle
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Vbias,CG is chosen such that M1–M4 are just conducting, resulting in a class-AB

bias. In case of a large signal being present at the input, either M1 and M4, or M2 and

M3 conduct causing the input resistance to be fairly constant around 60Ω. For small

and large (rail-to-rail) input signals the input return is therefore approximately

�12 dB. Because the output current of the transconductor is about half the input

current, the transconductance is therefore quite linear.

Next, current Iclip is steered through either the left or right LC tank because

transistorsM5 andM6 act as switches (clipper circuit). These transistors are configured

in common-source, causing theM5–M6 structure to behavewith opposite polaritywith

respect to the M1–M4 structure, which is configured in common-gate. By combining

the output currents of both parts, the desired zigzag transfer function is created.

External control over Iclip is provided through current mirror M7–M8.

By adjusting Ienv, the adaptivity of the transfer shape is thereby provided. As

Fig. 14.2 shows, the NIS concept generates several higher order harmonics.

To suppress these harmonics, the circuit is loaded with an LC tank. The LC tank

assures high impedance around the fundamental frequency, while it shorts the

higher harmonics. In case Iclip is set in accordance to Eq. 14.1, the strong-signal

is suppressed, and the circuit behaves in NIS mode. If there is no need for strong

signal suppression, Iclip must set to zero. In that case the clipper circuit is not

activated, resulting in a classical amplifier response (only M1–M4 are active).

A prototype IC, including ESD protection is implemented in 0.14um CMOS

[7]. The system on the chip includes the NIS circuit and the passive mixer with a

single pole low-pass filter shown in Fig. 14.5. For measurement purposes, both the

RF and LPF outputs are followed by buffer circuits. The chip photo of the prototype

is shown in Fig. 14.6a. The chip has been packaged in a HVQFN24 package and

Fig. 14.4 NIS circuit diagram
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Fig. 14.5 Cross-correlation mixer circuit diagram

Fig. 14.6 Implemented NIS hardware. (a) Die photo. (b) PCB with packaged NIS chip

(44 � 44 mm). (c) NIS PCB in Faraday cage including battery-based power supply/biasing
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mounted on an FR4 PCB shown in Fig. 14.6b. Lastly, the PCB has been placed into

an aluminum box making up a Faraday cage to guarantee full control over the

signals applied to the system.

14.4 Experimental Results

The measured circuit transfer is maximal at 1.85GHz with a 3 dB bandwidth of

210 MHz. In both amplifier and NIS mode S11 is below �12 dB and S22 is below

�13 dB. In this section first the characteristics in NIS mode, and then in amplifier

mode are discussed.

14.4.1 NIS Mode

First, to demonstrate the NIS operation, a measurement is conducted by exciting the

chip by the combination of a strong signal (0 dBm) and weak signal (�59 dBm).

Both signals are phase modulated, and the spacing of the carrier frequency is

limited to only 2 MHz. Because of the phase modulation, the envelope of the

blocker is constant causing the spectral content of Ienv to consist of only a DC

signal. Ienv is optimized such that the blocker gain is minimized. The input signal

and output signal of this measurement after optimizing Ienv are shown in Fig. 14.7.

As can be seen, the ratio between the blocker and the signal has been reduced by

almost 50 dB. Next to the suppression of the blocker, also an additional tone has

been created. This additional tone is an intermodulation product between the

desired signal and the blocker. In general, it can be stated that the output of a

memory-less nonlinear function around the fundamental when excited with a strong

and a weak sinusoidal signal is equal to [8]:

Fig. 14.7 Measured NIS response. (a) Input spectrum. (b) Output spectrum
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y tð Þ ¼ GLS � Int tð Þ þ 1

2
ALS � δGLS

δALS
þ GLS

� �
� s tð Þ (14.2)

þ 1

2
ALS � δGLS

δALS
� GLS

� �
� IM tð Þ

The signals in the above equations are given by:

Int tð Þ ¼ ALS � sin ωLStþ φLS½ �
s tð Þ ¼ ALS � sin ωLStþ φLS½ �

IM tð Þ ¼ ASS � sin 2ωLS � ωSSð Þtþ 2φLS � φSS½ �
Here, GLS is the gain of the strong signal, ωSS ¼ 2πfSS and ωLS ¼ 2πfLS. From
Eq. 14.2 it can be concluded that in case of strong-signals suppression

(i.e. GLS ¼ 0), the magnitude of the content at ωSS and (2ωLS – ωSS) in y(t) are
equal. This conclusion is in agreement with the measurement results shown in

Fig. 14.7 (although the power spectral density of the mirrored component is less

than that of the signal, their powers are equal).

Next, the large-signal S-parameters aremeasured of theNIS chip for different values

of Ienv. The results of this measurement are shown in Fig. 14.8. The transfer-controlling

Fig. 14.8 Measured large-signal S-parameters for Ienv ¼ 0.4–3.8 mA with steps of 0.2 mA. The

response for Ienv ¼ 0 mA is shown with the black dashed lines. (a) S11. (b) S12. (c) S21. (d) S22
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current Ienv has been varied from 0.4mA to 3.8mA in steps of 0.2mA, and the circuit is

excited by a single tone at 1.85GHz, whose amplitude has been swept from�22 up to

9.5 dBm.As a reference, the response in case of Ienv ¼ 0 has been added as well, which

is identified as amplifiermode. S21 in amplifiermode shows aP1dBof about�4dBmas

can be seen. Beyond that, the NIS operation becomes feasible. As can be concluded

from the figure, S11, S22 and S12 show a small variation compared to the variation

observed in S21, and provide sufficient performance (i.e. input and output reflection

below�12 dB and reverse isolation below�40 dB). The response of S21 illustrates the

amplitude domain filtering property that is aimed for in the NIS concept. By choosing a

specific value for Ienv, the zigzag transfer is configured such that a specific amplitude

level is suppressed, according to Eq. 14.1.

Measuring both the gain for the strong blocker and the gain for the weak signal is

conducted using the approach illustrated in Fig. 14.9. The input is excited by the

sum of a weak signal and a strong signal. Then, the output is analyzed and Ienv is
chosen such that the strong signal is minimized. This procedure has been automated

by closing the loop shown in Fig. 14.3b using an FPGA based PXI of National

Instruments with AD/DA interface.

The measurement results from this procedure are shown in Fig. 14.10, for

different values of Vbias,CG in Fig. 14.4. Figure 14.10a shows the voltage gain of

the strong signal, and Fig. 14.10b shows the voltage gain of the weak signal. The

ratio between these two gains is identified as the strong signal suppression, which is

shown in Fig. 14.10c. Although theory predicts that no cross-modulation takes

place between the strong blocker and the weak signal in case of an ideal clipper/

amplifier combination [5], it is seen in Fig. 14.10b that this is not fully achieved.

This discrepancy is caused by the non-ideal behavior of mainly the clipper, i.e. the

gain of the clipper during zero-transitions is dependent on the value of Ienv, which
on its turn depends on the amplitude of the strong signal. By lowering Vbias,CG, the

dynamic range over which AvSS varies, reduces.
Another observation that can be done is that although AvLS is low, it never

reaches zero. The cause of the limitation on the amount of suppression lies in the

presence of memory effects. Memory effects in the circuit cause a phase mismatch

between the linear amplifier and the clipper, causing imperfect cancellation. The

ideal phase difference between the two sub-circuits of 180
�
is therefore not

perfectly achieved. The choice of Vbias,CG is identified here as a trade-off between

Fig. 14.9 Graphical

representation in the

frequency domain of the

strong- and weak-signal

gain measurement

procedure
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on the one hand weak signal gain (magnitude and flatness) and dynamic range,

versus on the other hand the amount of suppression the circuit achieves. The power

consumption and the noise figure of the NIS circuit versus the input level of the

suppressed RF signal (i.e., blocker) are shown in respectively Fig. 14.11a, b.

The power consumption decreases with decreasing RF input power because of

the class AB operation of the circuit, governing the absolute value of the power

consumption to be low as well. The measured noise figure is just above 16 dB.

As can be seen in the circuit diagram of Fig. 14.4, the input is connected to MOS

Fig. 14.10 Measured NIS behavior for different values of Vbias,CG. (a) Strong signal voltage gain.

(b) Weak signal voltage gain. (c) Strong signal suppression

Fig. 14.11 NIS power consumption and noise figure. (a) NIS PDC for different values of Vbias,CG.

(b) Noise figure (Vbias,CG ¼ 1V)
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diodes that do not contribute to the gain of the circuit, but do dissipate the RF signal,

which is not beneficial for the noise performance. Besides this effect, another aspect

that complicates low noise design is the combination of an input–output path made

up of M1–M2 configured in common gate and an input–output path made up of

M5–M6 configured in common source. Both paths have different optimal source

impedances regarding noise performance, so a trade-off occurs. Lastly, because of

the spectrum mirroring effect discussed in the beginning of this section and derived

using (2), the noise of (2ωLS–ωSS) folds into the frequency band of the desired

signal, causing a minimal noise figure inherent to the NIS concept of 3 dB.

Next, the behavior of the mixer that is present on the IC is evaluated. To

illustrate the behavior of the mixer, a measurement is performed by measuring its

differential output voltage while increasing Ienv, and maintaining the same input

signal. The RF input of the NIS circuit is excited with a sinusoidal tone of 8 dBm

during this measurement. The results are shown in Fig. 14.12, with the voltage gain

of the weak and strong signal in Fig. 14.12a and the mixer output in Fig. 14.12b.

As can be seen, the mixer outputs become equal in case the strong signal is

minimized, indicating proper operation.

14.4.2 Amplifier Mode

By setting current Iclip to zero (shorting Venv to ground), the chip is set to amplifier

mode. Characterization of the IC was done here by measuring the gain, noise figure

and IIP3. In Fig. 14.13a the simulated as well as the measured voltage gain can be

seen versus Vbias,CG. As the figure shows, the measured performance is worse than

the simulated performance. This reduced performance is mainly explained by a

lower than expected transconductance of the transistors, and a lower quality factor

of the LC tank. The noise performance is shown in Fig. 14.13b. Also with respect to

noise performance a reduction is seen from simulation to measurement. The IIP3 of

the chip was measured to be 6.6 dBm for a Vbias,CG of 1.15 V.

Fig. 14.12 Verification of the behavior of the cross-correlation mixer. (a) Weak & strong signal

gain versus Ienv. (b) Mixer output versus Ienv
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14.5 Summary and Conclusions

A 1.8 GHz RF amplifier implemented in 0.14 um CMOS with frequency-

independent blocker suppression has been presented. The blocker suppression

functionality is obtained by continuously adapting the nonlinear transfer function

of the circuit according to the blocker amplitude. Application areas are coexistence

scenarios where the envelope of the blocker to be suppressed is known, for example

in multi-radio devices and standards dealing with TX leakage in FDD systems.

The circuit has two modes of operation: the NIS mode, when it provides blocker

suppression, and the amplifier mode, when no blocker is present at the input. In NIS

mode, a voltage gain for weak signals of respectively 7.6–9.4 dB and IIP3 >4dBm

were measured in the presence of a 0 to +11 dBm RF blocker, while the blocker has

been suppressed by more than 35 dB. Analysis predicted, and measurements

confirmed that in case of blocker suppression using the proposed NIS method

signals and noise are mirrored to the image frequency with respect to the blocker.

A passive mixer has been put on the chip to derive the cross-correlation between

input and output with the aim of determining the amount of blocker suppression

achieved. The mixer has been used in a feedback loop, and showed the expected

behavior. The noise figure in NIS mode has been measured to be just above 16 dB.

The reason for this relatively high value is partly due to the specific circuit

topology, and partly is inherent to the NIS concept. Future research will concentrate

on optimizing the circuit topology and finding measures to counteract the spectrum

mirroring taking place when using the concept.

The circuit is set to amplifier mode in case there is no blocker present at the input.

In amplifier mode, the circuit provides 17 dB of voltage gain and an IIP3 of 6.6 dBm

while consuming 3 mW. The performance in measurements has dropped with

respect to the simulations because of a reduction in transistor transconductance

and quality factor of the LC tank. The 1 dB compression point of the circuit is

found to be about �4dBm, which is around the same value where the NIS concept

becomes feasible. So, for interferers of up to �4dBm the circuit can be operated in

amplifier mode, whereas for higher interferer levels, the NIS mode should be used.

Fig. 14.13 Behavior of the chip in amplifier mode. (a) Voltage gain. (b) Noise figure
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Chapter 15

The Design of Ultralow-Power MEMS-Based

Radio for WSN and WBAN

Aravind Heragu, David Ruffieux, and Christian Enz

Abstract Transceivers for wireless sensor networks (WSN) and wireless body area

networks (WBAN) require both extreme miniaturization and ultra-low-power dis-

sipation in order to be seamlessly integrated virtually everywhere and enable

ubiquitous connectivity among persons, objects, machines and the environment.

The miniaturization challenge can be addressed with a combination of system-on-

chip (SoC) and system-in-package (SiP) approaches to build an ultra-compact

transceiver. The confined space is also limiting the available energy, which raises

several design and system issues that could severely affect the radio robustness to

interferers, the link budget and the autonomy. This paper presents how innovative

narrowband radio architectures devised to take advantage and circumvent the

limitations of a few well-chosen MEMS devices can address the above issues and

go beyond the existing solutions both in terms of miniaturization and power

dissipation reduction.

15.1 Introduction

With the advent of various wireless standards like Bluetooth LE [1], MICS [2],

MBAN [3] etc., wireless sensor networks (WSN) have now penetrated into the

health-care aspect too and have become indispensable in today’s life. The perennial

integration of the wireless body area networks (WBAN) is possible only when the

nodes of the network adhere to stringent power consumption and miniaturization

constraints. High power consumption on these nodes either increases the size of the
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batteries required or brings in the need for their frequent replacement. The increase

in the battery size makes the system bulky and inconvenient to use especially in

applications like animal tracking systems where the overall payload has to be less

than a gram [4]. Although energy harvesting helps in increasing the life time of the

battery, the amount of power harvested in a volume of 1 cm3 is less than 0.1 mW

[5, 6]. A realistic target power level for the wireless nodes operating at low data rate

(LDR) (around 10 kbps) is at sub-100 μW/cm3 [7]. However, commercially avail-

able radios consume few to several mW and the only way out to reduce the power

consumption is by agile duty cycling.

The power consumption of a wireless sensor node can be lowered by choosing

an appropriate protocol [7]. However, with the use of a standard protocol, the option

ceases to exist and low power requirement gets transferred to the design and

implementation of the radio. Although aggressive CMOS scaling has helped in

lowering down the power dissipation of the RF circuits, and in increasing the transit

frequency, it is not complemented well by the passive elements which exhibit low

quality factor (Q) owing to the lossy substrate. MEMS devices like the Bulk

Acoustic Wave (BAW) and Surface Acoustic Wave (SAW) resonators exhibit

intrinsically high Q which can be exploited in realizing low power transceivers.

The power hungry blocks like the RF front-end, PA and the frequency synthesis are

the ones which get benefitted by such resonators [8–10]. BAW based oscillators

exhibit superior phase noise performance compared to the LC counterparts, thanks

to the intrinsic high Q of the resonators. In this work, a sub-sampling receiver

architecture which exploits the high Q of the BAW resonators in the frequency

synthesis and in the RF front-end to perform channel selection filtering is presented.

15.2 Receiver Architecture

A block level view of the proposed BAW based sub-sampling receiver architecture

is shown in Fig. 15.1. BAW resonators are used in the frequency synthesis to

provide signals with low phase noise [8] and in the RF front-end to provide channel

filtering. The input RF signal from the antenna is pre-filtered and is then amplified

by a low noise amplifier (LNA). The LNA is followed by a channel selection mixer

which down-converts the wanted channel to the anti-resonant frequency of the

BAW resonator used in the channel selection filter following the mixer. As the

anti-resonant frequency of the BAW resonator is in the GHz range, low frequency

LO signals are needed to down-convert the required channel. The band selection

filtering profile of the pre-filter should be such that it should provide image rejection

for the channel selection mixer. If fif, low is the channel selection LO frequency

corresponding to the first channel, the image band is at an offset of 2fif, low away

from the band of interest.

The adjacent channel rejection provided by the BAW based filter can also serve

as the critical anti-alias filter to support sub-sampling based down-conversion.

Sub-samplingmixers require low frequency clocks to perform the down-conversion.
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Further, some amount of discrete time filtering is also provided by the sub-sampling

mixer which improves the overall performance of the receiver. The down-converted

samples at baseband in quadrature are fed to a phase ADC [11] and then to a digital

baseband to obtain the demodulated bit. The frequency planning of the proposed

receiver architecture is shown in Fig. 15.2. The BAW digitally controlled oscillator

(DCO) provides low phase noise signal around the GHz range, which can be divided

to provide the clocks needed or to provide reference to PLLs which in-turn provide

Channel
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ADC
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Q

To digital
BB

Pre-filter

LNA

Channel
Filter

Sub-sampling
mixer

Frequency Synthesis

÷ Pn ÷ m

2.4-2.48
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2.4-2.48
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2.32 GHz

2.4 GHz

80 / 160
MHz

80-160
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BB

Fig. 15.1 Block level view of the proposed receiver architecture with channel filtering at

RF. BAW resonators are used in the oscillator to provide low phase noise signal and in the RF

front-end to provide channel filtering
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Fig. 15.2 Frequency planning in the proposed receiver architecture. The selected and filtered

channel can be down-converted to baseband in quadrature by sampling in (a) a single step, with

quadrature clocks at a rate which is an odd sub-multiple of the BAW anti-resonant frequency, or

(b) in two steps, when differential clocks are used. The two-step down-conversion can additionally

provide some discrete time filtering which improves the overall performance of the receiver
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the required clocks in the receiver. The requirement of a PLL depends on the BAW

resonators used in the DCO and in the filter and the amount of frequency tunability

added to these resonators.

Although a BAW oscillator has superior phase noise performance compared

with a LC oscillator, it suffers from limited tuning (typically 100 �) [12]. With a

fixed BAW oscillator frequency and a set of integer dividers it can be shown that it

is impossible to address any arbitrary frequency in the band of interest. Fractional

dividers are needed in such a case which in-turn demands a PLL. Sliding IF

architectures have been demonstrated with a fixed DCO signal and a LC based

PLL [8, 9] or a low power Gm � C PLL [13]. Similarly, in the proposed architec-

ture, when the BAW oscillator is running at a fixed frequency, there is a need for

a PLL to provide the required frequencies to perform channel selection. The

reference clock to the PLL can be provided by the BAW DCO as in [8]. When

low power operation is required, a relaxation oscillator based PLL can be used

[13]. If superior phase noise performance is required, a high frequency LC based

PLL can be used [8, 9]. As shown in Fig. 15.2a, the quadrature down-conversion in

a single step by sampling, requires the sampling rate to be an odd sub-multiple of

the working frequency of the filter [14].

15.3 Receiver Front-End

The received RF signal from the antenna is pre-filtered and then amplified by a

LNA with tuned LC load. The LNA with differential input, employs current reuse

and gm � boosting to provide low power solution. The amplified signal is then fed

to the channel selection filter.

15.3.1 BAW Based Channel Selection Filter

The BAW resonator intrinsically exhibits very high quality factor (Q) at GHz range
which is exploited to provide the channel filtering, thus improving the in-band

blocker tolerance. However, sometimes the Q might not be sufficient to achieve

very narrow bandwidths. To address this issue, we propose a solution where the

bandwidth of the filter can be tuned by adding a negative resistance in shunt with

the resonator, the details of which are presented later.

Although the BAW resonator intrinsically offers high quality factor, its

impedance is very high (capacitive) at DC (Fig. 15.3a). This poses a problem in

zero IF systems as the DC offsets and flicker noise get amplified and remain at DC

along with the wanted signal after it is down-converted to baseband by sampling.

Moreover the attenuation obtained from a single resonator might not be sufficient

and might call in for more such stages to improve the out-of-band rejection. BAW

based lattice network has been previously used [10] to provide band selection.
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The bandwidth is however large, typically around 80 MHz for Bluetooth LE

specifications. Here, we propose a lattice network built with two matched BAW

resonators and two matched capacitors as shown in Fig. 15.3b to be used in the

channel select filter. The voltage transfer function of the pseudo-lattice can be

shown to be

Hlattice ¼ Vout

Vin
¼ Z1 � Z2

Z1 þ Z2
: (15.1)

From the equivalent model of the BAW resonator (Fig. 15.3a it is clear that the

impedance is capacitive (� Cp + Cm) from DC to the resonant frequency ωs, then

inductive from ωs to the anti-resonant frequency ωp and again capacitive (� Cp)

from ωp to 1. Normally Cm is very less compared to Cp. In (15.1), if Z1 is that

of the BAW resonator and Z2 is that of a capacitor Cltc ¼ Cp + Cm, then

Hlattice � 0 at all frequencies from 0 to 1 except at those between ωs and ωp.

Further, it can be seen from Fig. 15.4a, the capacitance Cltc crosses the inductive

regime of the BAW resonator (between ωs and ωp) and at this point the magnitudes

of Z1 and Z2 are equal; however Z1 is inductive while Z2 is capacitive. This makes

H tend to infinity as (Z1 + Z2) becomes 0 and the transfer characteristic is as shown

in Fig. 15.4a.
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Fig. 15.3 (a) BAW equivalent model; Proposed BAW based lattice (b) with voltage input,

(c) With current input
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However in reality, it should be noted that the gain as given by (15.1) is not

achievable by the BAW based lattice network because of impedance mismatch.

The input impedance of the BAW based lattice is given by (Z1+Z2) ∕ 2. This is
zero where Hlattice is maximum. This means to achieve very high gain, the source

resistance should be zero, while normally in RF systems it is 50 ohms. This poses

a constraint on using voltage input to the lattice. Instead of a voltage input, if a

differential current is pumped into the lattice as shown in Fig. 15.3c, then the

trans-impedance of the BAW lattice using the equivalent T model [15] can be

shown to be

Ztran ¼ Vout

Iin
¼ ZshZL � ðZ2 � Z1Þ

ðZsh þ ZLÞ � ðZ1 þ Z2Þ þ 2 � ðZ1Z2 þ ZshZLÞ : (15.2)

The trans-impedance given by (15.2) has a bandpass characteristic as shown in

Fig. 15.4b with peak at the anti-resonant frequency of the BAW resonator (ωp). This

trans-impedance has better filtering characteristic compared to a single resonator

especially at frequencies far away from the peak frequency. It can be shown that

when the impedance Zsh is a negative resistance, the bandwidth of the trans-

impedance can be reduced (Q boosting) as in the case of a single resonator.

Similarly, the working frequency of the lattice can be tuned by varying the load

capacitance ZL. Further from the expression (15.2), it is clear that by tuning the

capacitance Z2, a null can be placed at a frequency where Z1 and Z2 are equal and this
property can be utilized to reject any strong blocker.

A low power solution which employs current reuse called the Amplifier-Mixer-

Filter (AMF) cell is used as a trans-conductance stage to drive either a single BAW

resonator or a BAW pseudo-lattice [16]. The schematic of the AMF cell with

a pseudo-lattice load is shown in Fig. 15.5. The input RF from the LNA is

1 1.5 2 2.5 3 3.5 4
−70

−60

−50

−40

−30

−20

−10

0

10

Freq [GHz]

N
or

m
al

iz
ed

 r
es

po
ns

e 
[d

B
]

BAW
C

ltc

Voltage TF

ωs

ωp

1 1.5 2 2.5 3 3.5 4
−60

−50

−40

−30

−20

−10

0

10

Freq [GHz]

a b

B
A

W
 im

pe
da

nc
e 

[Ω
]

40−dB 25−dB

BAW impedance Lattice
transimpedance

Fig. 15.4 (a) Normalized (to their respective peaks) frequency responses of the BAW impedance,

the impedance of the capacitor (Z2) used in the pseudo-lattice and the voltage transfer function of

the pseudo-lattice. (b) Normalized (to their respective peaks) frequency plots of the BAW

impedance, trans-impedance of the BAW pseudo-lattice

270 A. Heragu et al.



down-converted by the mixing transistors to the working frequency of the lattice.

Further to boost the Q of the lattice, cross coupled PMOS pair (which share the

same bias current) is added in shunt. To decouple the gain and the bandwidth

settings, parallel tunable current sources are added as shown in Fig. 15.5.

15.3.2 Quadrature Sampling Mixer

The selected and filtered channel at RF (super-high IF) is down-converted to

baseband in quadrature by a two stage sub-sampling mixer shown in Fig. 15.6.

The first stage down-converts the wanted channel to fs ∕ 2 (fs is the sampling rate)

and the anti-alias filtering required is provided by the channel filter. The second

stage of the sampling mixer re-samples at a rate of fs ∕ 4 which down-converts the

wanted signal to baseband in quadrature [17]. The anti-alias filtering required for

the second stage is built into the sampling mixer itself. The second stage in the
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Fig. 15.5 AMF cell with

BAW pseudo-lattice load:

A low power solution to

perform channel selection

and filtering at RF
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process of down-converting, also provides discrete time filtering (FIR/IIR) and

decimation of the sampling rate. The FIR response of the mixer is given by,

HFIRðzÞ ¼ ð1þ z�2Þ � ðz�1 þ z�3Þ; with z ¼ e j2πf=fs : (15.3)

The FIR response has nulls at all multiples of fs ∕ 4 except at odd multiples of

fs ∕ 2, where the signal is present and this acts as an inherent anti-alias filter for the

second stage of sampling. The total discrete time response (FIR + IIR) is shown in

Fig. 15.10. To improve the overall conversion gain of the receiver, self biased

inverter based IF amplifiers are placed in between the two stages of the sampling

mixer as shown in Fig. 15.6.

15.4 PLL-Free Frequency Synthesis:

The Integer-N Approach

Instead of running the BAW DCO at a fixed frequency as in [8], if some frequency

tuning is enabled by adding a switchable capacitor array across the resonator, then

let us say each channel center frequency fr f, c h, n in the required band can be

expressed as,

frf ;ch;n ¼ f 0baw;f þ
f 0baw;o
Pn

; (15.4)

where Pn is an integer with values ranging from Nl to Nh. The frequency f 0
baw,o is

the tuned BAW DCO frequency and f 0
baw,f is the tuned working frequency of the

BAW channel filter. Mathematically these are given by,

f 0baw;o ¼ fbaw;o � Δfo and f 0baw;f ¼ fbaw;f � Δff : (15.5)
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In order to sample the filtered channel with a clock derived integer division of

the BAW DCO signal and down-convert it in quadrature, the initial sampling rate fs
is given by [17],

fs ¼
f 0baw;o
m

¼ 2f 0baw;f
2k � 1

; with m; k ¼ 1; 2; 3 . . . : (15.6)

It is clear from (15.6) that, the intrinsic anti-resonant frequencies of the BAW

resonators used in the DCO (fbaw,o) and in the filter (fbaw,f) have to be different and

the offset between these is at a minimum when m ¼ k in (15.6). Small offsets

between the anti-resonant frequencies can be easily generated by depositing

an oxide layer on the electrodes [18]. When the offset is minimum, the frequencies

f 0
baw,o and f 0

baw,f are related as,

f 0baw;f ¼ 1� 1

2m

� �
� f 0baw;o; m ¼ 1; 2; 3 . . . : (15.7)

Using (15.7) in (15.4), we get,

frf ;ch;n ¼ f 0baw;o � 1þ 1

Pn
� 1

2m

� �
: (15.8)

The minimum tuning required on the BAW DCO (Δ fo, min) to address any

arbitrary frequency in the band of interest can be shown to be given by,

Δfo;min ¼ fbaw;o

ðNl þ 1Þ2 � Nl�ðNlþ1Þ
2m

� � : (15.9)

For nominal values of fbaw, o, Nl andm to be 2.4-GHz, 15 and 15 respectively, the

tuning required is 9.68-MHz (0.4 %) which is a feasible requirement [12]. With

minimum difference between the intrinsic anti-resonant frequencies of the

resonators used in the DCO and in the filter, the sampling rate can be expressed as,

fs ¼ 2 � ðf 0baw;o � f 0baw;f Þ: (15.10)

Taking nominal values for the intrinsic anti-resonant frequencies fbaw, o and

fbaw, f at 2.4- and 2.32-GHz respectively, the sampling rate is 160-MHz with

m ¼ 15. The range of frequencies that can be addressed with this approach is,

f 0baw;o � 1þ 1

Nh
� 1

2m

� �
� fch � fbaw;o � 1þ 1

Nl
� 1

2m

� �
: (15.11)

Taking the minimum and maximum integer division ratios for the channel

selection LO to be 15 and 30 respectively, the range of frequencies that can be

addressed with this approach is 89.68-MHz which exceeds the bandwidth of the

2.4-GHz ISM band. This way, the proposed frequency synthesis without a PLL
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combines both the positive aspects of low phase noise and low power which is

absent in other BAW based receivers [8, 13]. The BAW DCO and the integer

dividers used are similar to those presented in [8] and for the purpose of brevity, the

implementation details are not provided here.

15.5 Experimental Results

The proposed receiver is designed and integrated in 0.18-μm CMOS process. The

BAW (FBAR) resonators are wire bonded to the chip as shown in Fig. 15.7.

The complete receiver including the frequency synthesis consumes 5.94-mA

current from a 1.8-V supply. The power breakdown is given in Table 15.1. The

integer divider providing the clock for channel selection can divide from 12 to 36.

To address specific frequencies in the 2.4-GHz ISM band, the anti-resonant

frequency of the BAW resonators used in the DCO and in the filter have to be

chosen accordingly.

Fig. 15.7 Chip Photomicrograph

Table 15.1 Current consumption, V D D ¼ 1.8-V

Block Current (mA)

LNA 1.5

BAW DCO 1.21

AMF cell 1.08

IF amplifier 4 �0. 1

Dividers, buffers, ADC, demodulator 1.75

Total 5.94
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15.5.1 Filtering in the Receiver

The intrinsic Q of the BAW resonators used is around 400. With a single BAW

resonator load (working at 2.28-GHz), the bandwidth of the AMF cell can be

brought down to 300-kHz (Q ¼ 7,600) as shown in Fig. 15.8. The frequency

response of the BAW pseudo-lattice filter for different tuning settings is shown in

Fig. 15.9. The AMF cell with the BAW pseudo-lattice load peaks at 2.433-GHz

with no additional tuning capacitance. This Q is boosted by the AMF cell to provide

bandwidths down to 1-MHz (Q ¼ 2,430). The AMF cell consumes 1.08-mA with

no additional capacitance and for the maximum tuning it increases by 0.35-mA.

With the BAW pseudo-lattice load, the initial sampling rate is 68.5-MHz which is

in accordance with (15.10), while the decimated sampling rate is at 17.12-MHz.

The BAW DCO without any additional capacitance (for tuning), works at
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2.467-GHz and consumes 1.21-mA. A maximum tuning of 8.95-MHz is observed

on the DCO and the current consumption for this maximum tuning is 1.74-mA.

The maximum conversion gain of the RF front-end including the LNA and the

AMF cell (with the pseudo-lattice load) is 30.4-dB. The measured discrete

time filtering by the sampling mixer matches well with the response obtained by

the analytical model as shown in Fig. 15.10. The overall filtering response of the

receiver including the AMF cell and the discrete time filtering is shown in

Fig. 15.11. A rejection of around 50-dB is measured at an offset of 15-MHz from

the center frequency. The measured conversion gain of the receiver from RF to

baseband is 46.2-dB.

Owing to themismatches between themixing transistors in theAMF cell, the large-

amplitude, low-frequency channel selection clock feeds through to the output and

appears close to the wanted signal after down-conversion by sub-sampling. It should

be noted here that the DC offset or flicker noise from the LNA and from the input
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transistors of the AMF cell also get up-converted to the same frequency of the LO used

for channel selection. The measured spectrumwith this LO feed-through at the output

of the sub-sampling mixer is shown in Fig. 15.12. It is detailed before that, the

capacitances Cltc can be tuned to place the null at the required frequency and this

feature of the proposed pseudo-lattice is exploited to reject this LO signal as shown in

Fig. 15.12. It can be seen that the wanted signal remains at the same level as before

while the unwanted signal arising from LO feed-through is attenuated by 20-dB.

Linearity tests with a two tone input of �500-kHz offset from the center

frequency were conducted. The receiver exhibits an IIP3 of �38. 75-dBm and

IIP5 of �37-dBm at maximum gain setting. The measured quadrature between

the I and Q paths is 93.4∘. The receiver exhibits a global noise figure of 8.6-dB

including the external balun.

15.5.2 Receiver Bit-Error Rate

The measured BER performance of the receiver for BFSK modulated signal with a

modulation index of 0.7 is shown in Fig. 15.13. The data rate is at 268-kbps which

corresponds to division of the initial sampling rate by 256. The phase ADC is

clocked at 2.14-MHz, corresponding to an over-sampling ratio of 8. A sensitivity

of �78-dBm is measured for a BER of 10�3. The measured performance of the

receiver is summarized in Table 15.2.

The receiver sensitivity for the measured noise figure has to be more than what is

measured. The reason for the degrading of the sensitivity might be owing to the

loading effect of the phase ADC which follows the sampling mixer. The mixer load

Fig. 15.12 LO (channel

selection) feed-through

owing to mismatch between

the mixing transistors in the

AMF cell (in magenta). By
tuning the capacitors Cltc

this LO feed-through is

attenuated by 20-dB

(in yellow)
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capacitance might be small to drive the phase ADC, which results in attenuation of

the down-converted signal. This can be readily improved by placing a buffer stage

between the sampling mixer and the phase ADC. Further, by employing pulse

shaping like in GFSK modulation, the sensitivity might get slightly improved as the

bit transitions are smoother and any undesirable short duration spikes get filtered

and the BER decreases at the given signal strength. The sensitivity of the receiver

can be further improved by choosing higher modulation indices [10].

15.6 Conclusion

The BAW based receiver proposed in this work has been the first of its kind, with

channel selection and filtering at RF followed by quadrature sub-sampling down-

conversion mixer. The receiver exhibits low power consumption when compared

with the other state-of-the-art multi-channel receivers. Further, the integer-N
PLL-free approach for the frequency synthesis and the sub-sampling approach

makes the receiver to be easily scalable from one technology node to another.
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Table 15.2 Measured performance summary

Parameter Value Comment

BAW DCO tuning 8.96-MHz @ 2.467-GHz (0.37 %)

AMF cell tuning 8.1-MHz @ 2.433-GHz (0.34 %)

Filter bandwidth 1-MHz with intrinsic Q of 400

Max conversion gain 46.2-dB RF to baseband

I/Q phase 93.4 ∘ –

Noise figure 8.6-dB @ Max gain

Linearity � 38. 75- and � 33-dBm IIP3 and IIP5

Sensitivity � 78-dBm BER of 10 � 3 and data rate of 268-kbps
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The use of a DCO and a series of integer dividers makes the receiver to be suitable

for duty cycling [8, 10]. The digital words used for the DCO and the dividers can

be stored in a memory and when the radio is woken up, the stored digital control can

be read out and the radio is instantaneously ready to start receiving the data. The

receiver has been validated to be a low power approach suitable for the WSN and

WBAN applications.
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Chapter 16

mm-Wave Silicon: Smarter, Faster,

and Cheaper Communication and Imaging

Ali M. Niknejad, Amin Arbabian, Steven Callender, JiaShu Chen,

Jun-Chau Chien, Shinwon Kang, Jungdong Park, and Siva Thyagarajan

Abstract This paper will highlight three mm-wave integrated circuit systems

appropriate for communication and imaging. The first chip is an efficient transmitter

for the realization of a mm-wave system using digital modulation and spatial

quadrature power combining. The second system is a prototype 260 GHz short

range chip-to-chip communication system in CMOS using on-chip antennas. The

final system is a 3D imager with a 90 GHz carrier and 25-parsec pulse width,

potentially applicable for HCI (gesture recognition) and medical imaging. These

systems represent new application domains for mm-wave electronics where the high

volume/low cost of silicon technology can be exploited to realize new functionalities

and data rates, addressing important hurdles in the expansion of our communication

networks and opening up the ability to see objects in a completely newway using 3D

mm-wave imaging.

16.1 Introduction

The past decade has witnessed much growth in interest and research in the

mm-wave frequency bands, in particular the 60 GHz bands. Several standards,

including WiGig, 802.11ad, WiHD, and even few products [1], enable high data

rate communication in the 60 GHz band with much higher energy efficiency

compared to today’s radios. To put this into perspective, imagine a relatively

A.M. Niknejad (*)

Berkeley Wireless Research Center, University of California, Berkeley CA, USA

e-mail: niknejad@eecs.berkeley.edu

A. Arbabian

Stanford University, Stanford Berkeley Wireless Research Center, Berkeley CA, USA

S. Callender • J. Chen •

J.-C. Chien • S. Kang • J. Park • S. Thyagarajan

Berkeley Wireless Research Center, Berkeley, CA, USA

A. Baschirotto et al. (eds.), Frequency References, Power Management for SoC,
and Smart Wireless Interfaces: Advances in Analog Circuit Design 2013,
DOI 10.1007/978-3-319-01080-9_16, © Springer International Publishing Switzerland 2014

281

mailto:niknejad@eecs.berkeley.edu


short link, 1–10 m in range, and a 802.11 g radio operating at 54 Mbps, compared

to a 60 GHz radio operating at 7 Gbps. From a power consumption perspective,

both would require � 200 mW of power for the RF PHY/MAC circuitry, which

means that the 60 GHz radio is more than 100�more efficient. While an 802.11 ac

radio has a throughput of 1 Gbps, it comes at the cost of channel bonding

(160 MHz) and spatial multiplexing (MIMO), which drives the power to > 1 W.

In contrast, a 60 GHz radio can also do channel bonding and spatial multiplexing to

achieve in excess of 28 Gbps, which makes it at least 30 �more energy efficient.

Given the successful demonstrations of 60 GHz circuitry and systems by aca-

demic and industrial organizations, one can see a clear path for commercialization

in years to come. As the need for bandwidth quickly exceeds the supply below

6 GHz carriers, consumer demand will drive the market towards 60 GHz. What

other applications can one envision for mm-wave communication?

Another bandwidth bottleneck is the 4G mobile spectrum, not only for mobile

users but for the backhaul network. To meet the demand for mobile traffic, cell

sizes are shrinking, which means the cost, power consumption, and footprint of

base-stations has to follow. If a wireless mm-wave back-haul link is used, then

a base-station only needs power and physical space, which makes it easier to deploy

on rooftops and other areas without a wired connection to the back-bone network.

At the other spectrum of range we can envision other exciting applications for

mm-wave communication, namely in the domain of chip-to-chip or centimeter

range very high data rates (30–100 Gbps). If such communication circuits can be

realized in CMOS with small footprints, then it is possible that for many

applications one can build wireless links between chips. It may seem more efficient

to simply use a wire or trace on a PCB for such a short distance, but many

applications are space and form factor constrained, and a wireless link is preferred.

In fact, if such a link were possible, one can dream of building complete systems as

“lego” building blocks, with power and ground connections snapping IC’s onto a

simple 1 or 2 layer PCB. The chips would them form a nano-network and commu-

nicate with each other.

Imaging at mm-wave frequencies is a well known application, especially for

observation of interstellar phenomena in space sciences. Since the wavelength

approaches 3 mm at 100 GHz, images at this frequency are not sharp as optical

images, but have enough resolution to show the bulk features of an object.

For example, mm-wave imaging is used for security applications to detect

concealed objects at airports. This imaging is favored over X-ray systems since

the radiation is non-ionizing. In fact, the black body emission from a person can

be used directly without an illumination source to directly image a scene in a

passive manner. Other emerging applications for this imaging include human-

computer interaction (HCI) using gestures, intelligent surfaces that can detect the

presence of human and non-human occupants in a room, gaming, and medical

imaging. Here we will describe a 90 GHz time-domain pulsed imaging system that

is appropriate for 3D imaging.
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16.2 mm-Wave Communication

From a research perspective, most of the challenges related to the 60 GHz RF and

baseband circuitry have been resolved, even using inexpensive CMOS technology.

Transceivers in started to appear in 130 nm CMOS [2], and today 65 nm seems like

an optimal operating frequency to realize good performance [3]. To overcome the

high path loss of 60 GHz, phased-arrays (a larger aperture) are used, which comes

with advantages and disadvantages. Due to the directionality of the antenna,

tracking algorithms are required to track the angle of an incoming signal (beam

steering) so that the maximum SNR can be realized. A side benefit, though, is that

unwanted signals from other incoming angles are attenuated by the antenna pattern,

and in theory a given direction can be nulled out (null steering), although in practice

the attenuation is limited by the array phased resolution (�30 dB of nulls for�10∘).

Another side benefit is that the unwanted multi-path propagation paths from source

to destination are also attenuated, reducing the delay spread of the signal. This is

particularly important for high data rate communication since even short delays can

lead to inter-symbol interference (ISI). This simplifies the design of the baseband

equalizer, which can easily be as power hungry as the RF circuitry for high data

rates (>10 Gbps).

While much attention has focused on short and medium range communication in

the 60 GHz band, relatively little research has been done on realizing a kilometer

range link using CMOS technology. As alluded to earlier, one of the main

challenges is to raise the average efficiency of transmitter.

16.2.1 Power Generation via Digital Quadrature
Spatial Combining

The demands on the backhaul are very stringent, in excess of 2 Gbps communication

at a range of a kilometer, and the signal must contend with outdoor conditions,

namely heavy rain which can result in an additional 31 dB/km of attenuation in the

E-band (�80 GHz) under heavy rain.

To realize such a long range link, a very high gain antenna is needed. Given the

sharp pencil beam that would emerge, antenna steering accuracy and mechanical

stability make it desirable to use a phased array instead. An array with hundreds or

even thousands of elements can be utilized to reach these distances. While possible,

the efficiency of the array is likely to be small, mostly due to the power amplifier.

To realize high data rates, complex modulation schemes are needed, which require

back-off from peak power in the power amplifier, and the overall efficiency suffers

greatly as a result. Here we propose techniques to improve the efficiency of the

transmitter chain.

For example, recent demonstration of phased arrays at 60 GHz in CMOS and

SiGe all realize transmitter efficiencies of less than 5 % [3, 4]. The main bottleneck
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is the low efficiency of the CMOS PA. As shown in Fig. 16.1, published mm-wave

PAs have lower efficiencies, typically below 20 %. Compared to a 5 GHz PA, the

efficiency is lower due to the lower available gain, which means that the pre-PA

stage is also high power. The lower gain (Gp � fmax ∕ f ) is a result of operating

close to the activity limits of the technology. While scaling technology helps, the

fmax of the process is not improving in step with the scaling due to increased

resistive parasitics in the device (gate resistance, source/drain resistance). Most

published PAs are linear Class A stages, since biasing a transistor closer to cut-off

results in even less gain. The capacitive parasitics of a transistor also limit the

maximum device size, which requires power combining, which is lossy on a silicon

substrate, about 1-dB of loss for a two way combiner. In switching amplifiers this is

a more severe limit, since a large device is needed to minimize the on-resistance

of the switch.

The AM-AM and efficiency characteristics of a 60 GHz CMOS PA are shown in

Fig. 16.2 [5]. Given the low peak efficiency, one is tempted to use the simplest

modulation schemes that do not require much back-off, such as BPSK, to maintain

peak efficiency. But due to the low spectral efficiency of BPSK, to realize high data

rates with limited bandwidth (say in the licensed E-bands), higher order modulation

will be used (e.g. 64-QAM). For example, with a 6-dB back-off from peak, the

resulting efficiency of the PA is only 2 %, which is the upper bound for the

efficiency of the entire system. This low efficiency is partly a result of the quadratic

efficiency drop typical of a Class-A PA. Class B PA’s have a more gradual linear

drop-off in efficiency.

In our research we have focused on improving both the peak and average

efficiency of a mm-wave PA. Polar [6], Cartesian, and Outphasing [7] transmitter

architectures are popular ways to realize high efficiency and linearity at lower

frequencies (Fig. 16.3). One of the disadvantages of the polar architecture is the

phase and amplitude path should be matched. Moreover, the phase path experience

bandwidth expansion due to the arctangent non-linearity, requiring approximately

7 � more bandwidth in the phase modulation path. For applications requiring

several gigahertz of bandwidth, this is prohibitive and so a Cartesian architecture

is preferred.

Fig. 16.1 Output power and efficiency of published CMOS/SiGe PAs in the literature
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In a Cartesian architecture the in-phase (I) and quadtrature-phase (Q) signals are

amplified separately and combined. Each PA can be realized as an “RF-DAC”,

where each unit PA element is realized as a constant envelope switching amplifier.

Combing a large number of unit elements, though, is problematic. The capacitive

parasitics cause excessive loading. Moreover, any interaction between the I and Q

paths leads to undesired distortion. Unlike a normal PA where the AM-AM

distortion can be corrected with a simple lookup table (assuming no memory in

the non-linearity), an I/Q PA with interaction requires a 2D table since the Q (I) PA

Fig. 16.2 AM-AM compression characteristics and efficiency of a mm-wave CMOS PA

Fig. 16.3 Cartesian and polar digital PA architectures
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can drive the I (Q) PA into compression earlier than if it were operating in isolation.

An isolated combiner solves this problem but incurs a loss penalty.

The proposed solution, show conceptually in Fig. 16.4, employs quadrature

spatial power combining and digital modulation. The spatial combining of the

signals alleviates both the number of units connected together and the unwanted

interaction between the I and Q signals. Each element can also be phase shifted to

produce a phased array, so the beam of the array can point to different directions.

Unlike a normal phased array, the useable antenna beamwidth is determined not by

only the antenna, but also by the requirement of orthogonality between the and Q

patterns, which occurs over a narrow “Information Beamwidth”, as shown in

Fig. 16.5. The beamwidth is in turn a function of the spacing between the I and Q

arrays, which are spaced apart to minimize I/Q coupling.

A prototype has been designed and fabricated to demonstrate the idea at 60 GHz

[8]. The block diagram in Fig. 16.6 shows 4 I and 4 Q channels comprised of a Class

E/F2 switching amplifier, driven by a baseband phase rotator. Each amplifier is

further divided into an array of devices sized in a non-uniform fashion to pre-distort

for the compression characteristics. Elements are switched into and out of the circuit

using a source side switch, which results in linear back-off characteristics.

The digital modulation is performed by the DSP unit, which takes an

oversampled version of the I/Q bits (4 �over-sampling), filters them using digital

FIR filters to attenuate the spectral clock image. The outputs are fed into the digital

PA using an early and late branch (generated from a synchronous delay), so the data

at the output ramps similar to a first-order interpolation. Together with the FIR

filters, more than 40 dB of attenuation is observed for the first clock image while

consuming 20 mW of power.

Fig. 16.4 Proposed power combining and modulation using quadrature spatial digital arrays
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Each PA stage uses Class E/F2 tuning to maximize the efficiency and optimize

the waveforms. Second harmonic tuning improves the tolerance to parasitic capaci-

tance at the drain of the differential amplifier. To avoid using a second LC tuning

network, the second harmonic tuning is realized using the common-mode

Fig. 16.5 Information beam width of a quadrature spatial array as a function of spacing between

I/Q array elements

Fig. 16.6 Block diagram of a digital quadrature spatial array transmitter
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impedance of a 2:1 transformer. The transformer has the triple functionality of

impedance matching, differential-to-single ended conversion, and also the ability to

resonate the second harmonic. Since the second harmonic signal is a common mode

excitation to the transformer, the effective inductance is much lower (currents flow

into center tap), and thus the transformer size is optimized to realize this dual

resonance. The transformer has a simulated loss of 1.2 dB, and the PA has the

ability to drive 11 dBm into the antenna with an efficiency of 46 % while realizing

10-dB of power gain. Taking the transformer loss into account, the peak efficiency

is 35 %.

A test setup is shown in Fig. 16.7 where the die is packaged on a Rogers board

with 4 I + 4 Q antennas. Measurements of a stand-alone (probed) unit element

confirm the performance, realizing a peak efficiency of 30 % (simulated 35 %) and

a peak power of 10 dBm, very close to simulations. The AM-AM characteristics are

also very linear, confirming the effectiveness of the pre-distortion circuitry.

Measurements of the 4 + 4 packaged transmitter constellation (off the air

measurements) and the transmitter beam width are shown in Fig. 16.8. The overall

efficiency of the entire transmitter, including baseband and the LO paths, is

better than 17 %. Even in a 6-dB back-off mode, supporting a peak data rate of

6 Gb/s with 16-QAM modulation, the measured average transmitter efficiency is

7 %. To put this number into perspective, recall that for a single PA the 6-dB back-

off efficiency was 2 %, so an entire transmitter built with the same PA would be

likely to have a much lower efficiency.

Fig. 16.7 Testing setup for the measurement of the prototype digital quadrature spatial array
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16.2.2 Chip-to-Chip Communication

Almost every integrated circuit requires a digital interface for transporting data into

and out of a chip sub-system. The data rates for these interfaces are increasing,

driven by the need for moving high quality video and large amounts of date to

off-chip memory storage. At the same time, many of these chips are in area

constrained environments (such as inside of a handheld mobile phone), and it is

desirable to eliminate as much as the physical wiring as possible.

A wireless chip-to-chip link, as shown conceptually in Fig. 16.9, would not only

solve this problem, but enable new applications and new form factors. For example,

Fig. 16.8 Measured 16-QAM constellation and transmitter mask for prototype transmitter

Fig. 16.9 Conceptual chip-to-chip link using a directional mm-wave carrier

16 mm-Wave Silicon: Smarter, Faster, and Cheaper Communication and Imaging 289



one can imagine building an entire system out of chips that only need power and

ground connections, with all information transfer occurring through the air. This

helps to lower the cost of PCB and minimize the need for materials on the PCB.

A paper thin PCB made from flexible substrates could house thin integrated circuit

packages into a low cost “disposable” tablet computer.

To realize such short range links, we need an energy efficient radio (wires

consume < 5 pJ/bit for short range links) that also has a small physical footprint.

No matter how small we make the radio itself, the footprint will be dominated by the

antenna, which is on the order of the size of the wavelength at the carrier frequency.

The only way to achieve a reasonable footprint and to avoid high cost packaging is to

scale the frequency > 100 GHz and to eliminate all costly (and lossy) off-chip

connections. On chip antennas are thus an ideal candidate for such a radio [9].

Our team has demonstrated such a radio operating at 260 GHz using 65 nm

CMOS technology [10]. The antennas are realized using leaky wave antennas,

which are broadband and can support very high data rates. One of the key limitations

to operating at such high frequencies is that it’s beyond the activity limits (fmax) of
the technology. Even with technology scaling down to 28 nm, we are still very close

to activity limits and so power gain and power generation are key challenges. These

issues are solved by using frequency multiplication in the transmitter and a mixer-

first architecture in the receiver, as shown in the block diagram, Fig. 16.10. By

operating the core transmitter at � 60 GHz, very high power can be generated

to overcome the losses of frequency multiplication. Four carriers at 0�, 90�, 180�,
and 270� are generated and combined in a quadrature-push architecture [11, 12],

generating 4 �the carrier frequency before the antenna while rejecting the funda-

mental. The antenna is fed from one end while the signal is received at the other end,

thus utilizing the antenna as a T-R switch without incurring the penalty of a physical

switch. At the receiver, a 67 GHz VCO output is tripled to 201 GHz to down-

convert the signal from 260 GHz to a baseband of 59 GHz. The 59 GHz IF signal is

amplified and the amplitude is detected (on-off keying, OOK) directly.

Fig. 16.10 Block diagram of a prototype 260 GHz transceiver with on-chip antenna
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The die photo of the prototype is shown in Fig. 16.11, with a footprint of 4

� 1.5 mm. The T �consumes 688 mW and the R �consumes 488 mW of power.

The measured transmitter EIRP is + 5 dBm, close to the expected power.

Non-coherent OOK modulation up to 14 Gb/s is verified from a toggling signal

captured over the air. A complete link at 4 cm using two identical chips using a

toggling signal is verified up to 10 Gbps. This chip was the first demonstration of

a complete system realized in CMOS with a carrier frequency over 200 GHz. Only

an off-chip reference signal clock is needed in the measurements. While only a first

step, this clearly shows that there is a great opportunity to exploit frequencies above

100 GHz for new and exciting applications. We believe that both the power

consumption and data rate can be improved dramatically, approaching 10 pJ/bit,

which is competitive with wired links. This will only be realistic if the power

generation efficiency and the sensitivity can be improved, goals that can drive

research in the coming years.

16.3 mm-Wave Imaging

Using mm-waves for imaging has many new and relevant applications, including

gaming, gesture recognition (HCI), and even medical imaging and tumor detection

[13]. Our research has focused on building a 3D imaging system, shown

schematically in Fig. 16.12. By exploiting both the high spatial resolution of a

90 GHz carrier and the timing resolution of silicon circuitry, we can realize a 3D

imaging system. By transmitting a short pulse (25 parsec), one can build a radar

to image the depth (z-direction) by observing the time of arrival of the reflected

pulse. A timed-array, similar to a phased array, can also focus the energy in a given

direction on the x y-plane by timing the pulses to arrive coherently on a given point.

Thus a voxel in 3-dimensional space can be illuminated and imaged using such

a system.

Fig. 16.11 Die photo of prototype 260 GHz transceiver
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The key elements in this camera are a coherent and high power 90 GHz source,

the ability to gate the source into a short pulse, to control the coherence between the

pulse envelope and the carrier, and the ability to control the pulse time of flight and

phase with picosecond resolution. The need for both time and phase coherency can

be understood as follows. To image a given point on the x y-plane, adjacent array
elements need to be delayed by the difference in time of flight from source to target,

on the order of picoseconds for imaging an object at a few centimeters with

millimeter resolution. Likewise, to steer the beam over a volume, the absolute

delay has to vary about 30 parsec for every centimeter of dimension. The need to

vary the delay both in fine time steps and large time steps is solved by using a DLL

with both variable size and interpolation [14]. By interpolating between elements

within the DLL, fine delay accuracy of 2.85 parsec (worst case) was measured. By

changing the size of the DLL or by interpolating from more distant neighbors,

the delay can be increased, in our prototype up to 365 parsec. Coherency between

the pulse envelope and carrier is achieved by locking the DLL and PLL to a

common reference. To coherently combine signals at the target, a phase shifter

would also be needed to adjust the phase of the carrier appropriately.

Fig. 16.12 Block diagram of a 3D imager
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To generate a high power switched carrier, a continuous carrier is switched

using differential steering at the output of the PA, which obviates the need for

high bandwidth circuitry. At the receiver, a broadband (> 110 GHz) traveling

wave amplifier is used in conjunction with broadband I/Q mixers (BW >25

GHz). The complete Timed-array Ultra-wideband Silicon Imager (TUSI) chip,

shown in Fig. 16.13, implements most of the transceiver, including on-chip Rx

and Tx antennas, PLL, DLL, PA, pulser, LNA, mixer, LO and IF stages [15]. The

chip is realized in a 130 nm SiGe process and measures 1.4 � 4.4 mm. Complete

loop-back testing using a reflector confirm the functionality as a radar imager,

with the capability to distinguish two objects less than 6 mm apart. Using an

external down-converter, the transmitted pulse waveform is captured and

displayed on an oscilloscope and spectrum analyzer (Fig. 16.14). Coherency is

verified by time averaging pulses and observing an increase in pulse SNR.

PLL locking is observed on the spectrum analyzer by analyzing the sinc comb

shape with sharp spectral peaks at the pulse repetition frequency (PRF). The chip

is also used as an interferometer to detect distances less than 300 μm (limited

by mechanical resolution and not electronics) by observing the phase of the

received signal.

The next step is to realize a broadband baseband data acquisition system to build

a complete RF-to-digital pixel, appropriate for building a timed array camera. Each

pixel only needs to be programmed with the appropriate delay and PRF reference

signal, thus simplifying the design of a large array. Each pixel element can perform

time averaging to improve the SNR of the signal and in unison the scene can be

imaged efficiently using multiple receivers.

Fig. 16.13 Block diagram of the TUSI transceiver for 3D imaging
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16.4 Conclusion

This paper has highlighted exciting new application formm-wave silicon electronics,

including large range high data rate backhaul for 4G/5G base-stations, chip-to-chip

communication using sub-THz frequencies, and 3D imaging for medical, gaming,

and smart surfaces applications. These applications together help us to build a smarter

and more flexible world of objects, capable of directional high data rate communica-

tion and imaging. When these devices are realized in CMOS in large volumes, they

are inexpensive and can be deployed to make smart surfaces (walls, tables,

automobiles), capable of not only streaming multi-gigabit per second data streams

to the users, but even detecting the presence and perhaps even the health and identity

of the occupants.
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Chapter 17

An IEEE 802.15.4A Ultra-Wideband

Transceiver for Real Time Localisation

and Wireless Sensor Networks

Dries Neirynck

Abstract The combination of wireless sensor networks and real-time localisation

systems can enable many new exciting applications. Ultra-wideband is the natural

choice for such location aware wireless sensor networks. DecaWave’s ScenSor IC

implements the IEEE 802.15.4a standard to meet the needs of WSN and RTLS

manufacturers. This chapter discusses the design of the ScenSor chip.

17.1 Introduction

Starting with Marconi’s original spark gap transmission, the earliest wireless

communications could be seen as impulse radio ultra-wideband (UWB). Later,

this was abandoned in favour of band-limited, carrier-based modulation which

allowed a more spectral efficient sharing of the ether. Much of the following was

a quest for more spectral efficiency, squeezing ever higher data rates in narrow

bandwidths.

Since the turn of the century though, spurred by a change in the FCC regulations

[1], UWB has made a comeback as an underlay technology. Initially, most of the

renewed interest was sparked by the high bandwidth, allowing the pursuit for ever

higher data rates to continue. While very high data rate UWB seems to be struggling

in the market, UWB is still alive for lower data rate applications. Here, commercial

interest is particularly driven by its inherent robustness to multipath fading and its

potential for high precision localisation.

In this chapter, the design of an IEEE 802.15.4a [2] compliant impulse radio

UWB transceiver for real-time localisation systems (RTLS) and wireless sensor

networks (WSN) is described. In the next section, WSN and RTLS are described

and the corresponding system requirements highlighted. Section 17.3 explains the
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motivation for choosing UWB for such systems. Section 17.4 describes the main,

relevant features of the IEEE 802.15.4a standard. The design of the ScenSor chip

based on this standard is discussed in Sect. 17.5.

17.2 Context and Background

Wireless sensor networks (WSN) are a relatively well-known concept, where a

collection of sensors wirelessly connect to form a network that can pass the

information from one node to another. Personal and body area networks, which

wirelessly connect a number of devices on or around a person, can be seen as

examples of WSN. Other applications, for example in industrial monitoring or

agriculture, can have a much larger number of sensors.

One example of a wireless sensor network is electronic shelf labelling. When the

management of a large supermarket chain decides to change the price of their

products, this used to involve informing every branch, where an employee had to go

to replace the shelf labels. With electronic shelf labelling, the paper labels are

replaced by small displays wirelessly connected to the supermarket’s intranet. Now,

price information can be set in the head office and will be automatically updated at

all the branches.

Real time localisation systems (RTLS) augment sensor networks with an

awareness of the location of the sensor nodes. At its most basic, systems can flag

when items are near a particular point. For example, when an animal with an RFID

tag passes through a gate, the RFID reader at the gate could register the identity of

the animal. The Global positioning system (GPS) is a much more advanced

example, where each node is able to calculate its own position. While GPS works

well outside, indoors its accuracy becomes very poor because the direct link to the

satellites is often attenuated or even lost.

A number of techniques can be used to estimate a transceiver’s location.

A simple technique is to look at the strength of the incoming signal. However,

obstructions and multipath propagation can have a much greater influence on the

signal strength than the actual distance between the devices, so the accuracy of

signal strength based ranging is poor. Much better distance estimates can be

achieved by systems that are based on the time of flight.

As an example, consider the group of fire fighters who have been called to a fire

in a block of flats and need to search through the building for people trapped inside.

Suddenly, one of the fire fighters is knocked unconscious by a falling beam.

Luckily, the radios the fire fighters use for communications are able to form a

network and nodes are able to establish their location relative to other nodes in the

network. This way, the other fire fighters are aware of their injured colleague’s

position and can evacuate him from the building.

In a security application, the potential to measure the time of flight can be used

to prevent relay attacks in wireless authentication systems [3]. Even though the relay

enables the attacker to answer all higher layer security challenges correctly, the extra

298 D. Neirynck



delay in the relay channel allows the system to detect that the authenticated user is

not near the access point. However, in order to be able to do this, the physical layer

must be able to determine the communications range within decimetre level.

As the example of electronic shelf labelling demonstrates, low cost, small form

factor and long battery life are crucial for the success of WSN. From the perspective

of the wireless transceiver, the need to support a potentially very large number of

nodes and the requirement to ensure reliable communications even in rich multipath

environment are two additional challenges.

In the example of the fire fighters, the ability to communicate and determine the

range within a non-line-of-sight, multipath environment is also crucial. Note that

the capability of the radios to form their own network and to determine their relative

locations is crucial in this scenario since buildings can’t be counted upon to have

RTLS infrastructure in place.

17.3 The Case for UWB

The recent interest in UWB can be traced back to an FCC 2002 Report and Order [1]

that authorised the unlicensed use of the frequency range between 3.1 and 10.6 GHz

for UWB transmissions. In the document, UWB is defined as a transmission with a

fractional bandwidth above 20 % or an absolute bandwidth of at least 500 MHz.

However, since most of the spectrum between 3.1 and 10.6 GHz was already

licensed to specific users, the transmit power was restricted to �41.3 dBm/MHz

for most scenarios.

Many of the advantages and disadvantages of UWB can be related back to three

characteristics that are contained in the FCC Report and Order:

• Large bandwidth;

• Limited transmit power;

• Unlicensed operation

By 2002, the power of unlicensed operation had been amply demonstrated, most

notably by the commercial success of both Bluetooth and Wi-Fi. However, whereas

Bluetooth and Wi-Fi operate in separate unlicensed bands, the spectrum made

available to UWB was already occupied. The limit on transmit power was required

to ensure the acceptance by licensed spectrum users. While the transmit levels

allowed are well below the noise floor, many remained hostile towards intentional

interference in their bands. The transmit level of �41.3 dBm/MHz corresponds

to the level of unintentional impulsive noise those licensed user already had to

tolerate.

Since the UWB transmission has to be low power, it is attractive to applications

where lower power consumption and long battery life are essential. Many wireless

sensor networks consist of an asymmetric topology where large numbers of

transmit-only end-nodes pass information to a few central receiving nodes. Even

if the end-nodes are not transmit only, most WSN communication will originate
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from the sensor node, which sends a packet to a central hub and then listens for a

short time to get an acknowledgement.

By design, UWB minimises interference to other systems, avoiding coexistence

issues with other technologies. Since the transmission takes place below the

noise level, they are very hard to detect, which is an advantage in applications

where secrecy and security are valued.

Shannon’s theorem [4], which relates the maximum error-free communication

rate possible in a channel to its bandwidth and the signal-to-noise ratio, explains

part of the excitement about the large bandwidth. The amount of information, noted

as the channel capacity C, that can be reliably transmitted over a channel with

bandwidth B, is given by Shannon’s theorem as

C ¼ Blog2 1þ S

N

� �

where S/N is the signal-to-noise ratio. The relationship between bandwidth and

throughput potential is linear, whereas increases in transmit power, and therefore

the signal-to-noise ratio, only logarithmically correspond to increased data rates.

Hence, UWB provides a power efficient way to serve high throughput applications.

Because the bandwidth of UWB communications is so large, the constructive

and destructive phase additions that lead to multipath fading in narrowband systems

average out and the received power is far more constant [5]. It can therefore provide

reliable communications in highly reflective environments, e.g. industrial

complexes with lots of metal constructions and machinery.

17.3.1 UWB Technologies

In its Report and Order [1], the FCC only defined UWB in terms of bandwidth and

emission limits. This has led to a wide variety of systems being investigated.

Historically, UWB was often synonymous with pulse position modulation.

Particularly the idea of generating very short pulses that could be fed directly to

the antenna seemed attractive since they didn’t require modulation on a carrier.

However, the difficulty to find pulse shapes that comply with the FCC’s strict

spectral emission mask seems to have put an end to this carrier-less variety of UWB.

Therefore, practically all UWB systems currently considered are carrier based.

The required modulation with a sinusoid is well understood from narrowband

communications. By allowing a number of different carrier frequencies, the capac-

ity of the resulting systems can be increased. The potential to operate at different

frequencies also allows systems to avoid potential interference from licensed

spectrum users.

Two different technologies were proposed to IEEE 802.15.3a task group [6],

which was looking to specify a high data rate, UWB based standard. The first,

multiband OFDM, extended orthogonal frequency division multiplexing (OFDM)
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known from digital video broadcasting, ADSL and Wi-Fi by increasing the

bandwidth to 500 MHz. A second proposal used more traditional pulse based

UWB in a system called direct sequence UWB.

With agreement within the IEEE out of reach, multiband OFDM was

commercialised by an industry consortium under the name WiMedia. However,

the high expectations for commercial success haven’t been met yet.

In parallel, the IEEE802.15.4a [2] task group started developing work on a PHY

that supported localisation. One of the technologies selected there was an impulse

radio UWB PHY that was later merged with 802.15.4 [7] and will be discussed

further in Sect. 17.4.

17.3.2 UWB Ranging

Consider a scenario where both transmitter and receiver share a common time base.

If the transmitter encodes the time of transmission in the payload of a frame, the

receiver can derive the time of flight by measuring the time of arrival of the packet.

However, since the speed of light is about 300 million metres per second, an

accuracy down to decimetre level requires the receiver to estimate the arrival time

of the signal with 1/3 ns resolution.

In a multipath environment, we want to detect the first signal reaching the

receiver, since that gives the best possible estimate of the distance. This algorithm

is known as leading edge detection. To do that, a high sampling rate and, ideally,

large bandwidths enabling steep rising edges are required, such that the time the

signal rises above the noise floor can be measured precisely. Mathematically, this is

expressed by the Cramer-Rao bound [8], but an easy intuitive understanding can be

gained from Figs. 17.1 and 17.2.

Figure 17.1a, b represent a narrowband and an UWB pulse respectively. The

time axis is scaled such that if the UWB pulse corresponds to 500 MHz bandwidth,
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Fig. 17.1 Pulses in the presence of noise
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the narrowband pulse has a 20 MHz bandwidth. The amplitude axis is scaled such

that both have the same peak amplitude. The noise power is equal in both figures.

The receiver’s task is to estimate the arrival time of the signal. The most basic

algorithm simply calculates a threshold, represented by the red line in the figure,

used to distinguish signal from noise. The leading edge detection algorithm should

then simply estimate when the signal crosses the threshold.

Figure 17.1a shows how the noise combined with the slow rising time introduces

considerable uncertainty about the precise crossing time. In Fig. 17.1b on the other

hand, a steep rising edge drastically reduces the uncertainty about the exact

crossing time.

Figure 17.2 shows the same narrowband and UWB pulses, this time in a simple

multipath environment, consisting of one direct path, represented in blue, and a

reflected path, represented in solid red. The receiver perceives the sum of the two

multipath components, shown in green. For clarity, a noise-free case is considered.

In the narrowband case, represented in Fig. 17.2a, phases differences between

the multipath components lead to fading of the received signal. Crucially, for a

leading edge detection algorithm, it also changes the slope of the signal and will

corrupt the time-of-arrival estimate.

Figure 17.2b shows the UWB signal passing through the same multipath

environment. Because of the narrow pulse width, the receiver perceives two separate

pulses. Leading edge detection algorithms are not affected by multipath propagation.

Also, note that whereas multipath propagation degrades the performance of

narrowband communication systems, UWB systems are able to exploit the multiple

independent copies of the signal to improve the reliability of the communications.

17.4 The IEEE 802.15.4a Standard

The 802.15.4a standard [2] was originally an amendment of the IEEE 802.15.4

standard, which is used in the technology commercialised as ZigBee [9]. In 2011, it

was merged into the main 802.15.4 standard as the UWB PHY [7].
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The goal of the extension was to provide wireless sensor networks with increased

range, better mobility, enhanced coexistence and precision ranging capability. Two

additional physical layers were defined, one based on chirp spread spectrum and one

based on UWB. It is the latter that is discussed here.

The standard prescribes the format of the waveforms to be transmitted and

leaves a lot of flexibility to the implementers, especially when it comes to the

receiver architecture. It was carefully written such that both coherent and

non-coherent receivers are supported.

17.4.1 Frame Format

A standard compliant frame consists of three main parts: a synchronisation header

(SHR), followed by a PHY header (PHR) and a data field (Fig. 17.3).

The synchronisation header is transmitted first. Its first part, SYNC, consists of

the repetition of a known preamble sequence such that the receiver can detect the

presence of a transmission. For each frequency band, a number of codes was chosen

such that the cross correlation between the codes is minimal. This allows for

multiple networks operating on the same frequency.

In order to support both coherent and non-coherent receivers, a set of ternary

preamble codes are defined in the standard. Ternary refers to the fact that the codes

consist of pulses, often represented as ‘ + ’, silences, represented as ‘0’, and phase

inverted pulses, represented as ‘�’. Each preamble code element is transmitted as a

single pulse, spaced a fixed distance apart. An example is shown in Fig. 17.4.

Fig. 17.3 IEEE 802.15.4a PHY frame format
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A non-coherent receiver can use the patterns of signal – silence to detect

transmissions. A coherent receiver can also exploit the phase of the signal to obtain

a further 6 dB performance gain from the correlations.

The codes are members of a set of codes known as Ipatov Sequences discovered

by Valery Ipatov in 1979. Both the magnitude of the code and the code itself have

perfect periodic autocorrelation, as shown in Fig. 17.5. Once the presence of a

transmission has been detected, the receiver can use the remainder of the preamble

to reconstruct the channel impulse response for ranging.

The second part of the SHR preamble is a start of frame delimiter (SFD),

indicating to the receiver that the preamble is coming to an end and the transmission

of the data part of the frame will follow. Like the SYNC preamble, the standard

defines ternary SFD sequences. The pattern of absence and presence of the pream-

ble symbol is intended to be used by non-coherent receivers, while coherent

receivers get extra help from the phase inversion of some of the preamble symbols.

After the SFD, the modulation format changes. Pulses are no longer transmitted

separately, but grouped in continuous bursts. In order to flatten the spectrum of the

transmission and improve coexistence of networks, the burst sequences and

positions are determined by a pseudo-random spreading code. Coherent receivers

can use the same pseudo-random code to improve their performance.

The information to be transmitted is encoded by a combination of burst position

modulation (BPM) and binary phase shift keying (BPSK). This means that each

symbol contains two bits of information, one encoded in the position of the burst,

another in its phase. Before transmission, the PHR and data field pass through

a systematic, rate 1/2 convolutional encoder. The systematic output is mapped

to the position of the burst. Since both coherent and non-coherent receivers can

detect the position, both are able to receive the packet. The parity bit is used to

determine the phase of the burst. Coherent receivers achieve superior performance

by exploiting this extra error correction information.

The part immediately after the SFD is called the PHY header (HDR). It informs

the receiver about the length of the data field and the rate used to transmit it.
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Since this information is crucial for successful decoding of the data, it is protected

by a single error correcting, double error detecting (SECDED) Hamming code.

Finally, the data field is transmitted at the rate specified in the PHR. To help the

receiver with error corrections, a systematic (63,55) Reed Solomon code over

Galois field 6 is applied to the data field.

17.4.2 Front-End Specifications

The digital baseband of the transmitter produces the standard frame as described

above. From an analogue baseband perspective, the frame can be seen as a long

train of ternary pulses, where either a silence (0), a pulse (+1) or a phase inverted
pulse (�1) should be transmitted. The standard specifies that this pulse train should

be transmitted with a peak pulse repetition frequency of 499.2 MHz, corresponding

to a pulse spacing of just over 2 ns.

The actual baseband pulse shape used is largely left up to the implementer. The

standard only specifies certain constraints in terms of the cross-correlation between

the pulse shape implemented and a root-raised cosine pulse. A transmit spectral

mask is also included to avoid interference between neighbouring channels.

Besides the default 2 ns pulse duration, three optional shorter pulse shapes are

defined. These result in a wider bandwidth, and hence allow for more power to be

transmitted. Wider bandwidth can also be used to achieve higher ranging resolution.

The standard defines three bands of channels that can be used: a sub GHz band,

with one channel centred on 499.2 MHz, a low band, comprising four channels with

centre frequencies between 3.5 and 4.5 GHz, and a high band, which includes ten

channels with centre frequencies from 6.5 to 9.5 GHz. These different channels can

be used to increase the number of coexisting networks and/or to avoid interference

from licensed users.

Since impulse UWB is a time-based system, with occasional short pulses of

energy separated by long silences, it is important that the transmitter places the

pulses at the right positions. To ensure that is the case, the standard specifies a

�20 ppm tolerance on the 499.2 MHz clock and RF carrier.

17.4.3 Ranging Provisions

A ranging capable device must be equipped with a ranging counter and be able to

report a figure of merit associated with the ranging estimate.

A ranging exchange is just a standard sequence of a data transmission and an

acknowledgement sent in return. The transmitter records the counter value when the

first pulse leaves its antenna and when the first pulse of the acknowledgement

arrives back at the antenna. Similarly, the receiver needs to record the counter value

17 An IEEE 802.15.4A Ultra-Wideband Transceiver for Real Time Localisation. . . 305



when the first pulse of the data packet arrives at its antenna and the value at the

moment the first pulse of the acknowledgement is sent from its antenna.

Optionally, the device may characterise the crystal offset. To avoid having to

perform division at PHY level, the offset is reported in terms of a time interval and

the amount of timing correction the device had to apply to track the timing of the

incoming signal.

The figure of merit is a way for the PHY to signal to the higher layers how

confident it is about the reported ranging counters. Its value can vary according to

the signal to noise ratio of the communication link, the length of the preamble over

which the channel impulse response was estimated and the accuracy with which the

internal delays in the chip are measured.

After the ranging exchange, the ranging start and stop counter values, the figure

of merit and the timing tracking interval and offset value are grouped in a

standardised timestamp report. This is meant to be communicated to the higher

layers, which perform the actual range calculation.

17.5 DecaWave ScenSor

DecaWave’s ScenSor [10] is an IEEE 802.15.4a compliant transceiver aimed at

wireless sensor networks (WSN) and real-time localisation systems (RTLS). The

chip enables customers to replace proprietary solutions based on discrete

components with a standard based integrated circuit (IC). It builds on the advantages

of UWB, such as unlicensed operation, robustness in multipath environments, high

precision ranging and low power transmission. It benefits from the low cost and

small form factors of IC technology. The fully coherent receiver architecture ensures

maximum communications range and positioning precision.

ScenSor is an acronym, for Seek, Control, Execute, Network and Sense, Obey,

Respond. Sense, Obey, Respond corresponds to an IEEE reduced functionality

device, which can be part of a personal area network but lacks the capacity to

control it. Seek, Control, Execute, Network provides the network coordinator

capability required from a full functionality device.

Practically, the chip itself implements a coherent 15.4 compliant UWB PHY,

providing all the modulation, demodulation and error correction required. The chip

also contains the necessary timers and a leading edge detection algorithm to

accurately timestamp transmit and receive messages. Most of the MAC functional-

ity has to be implemented by the host processor, which communicates with the chip

via a SPI connection. Address filtering and cyclic redundancy check (CRC) are

implemented on the chip itself in order to support automatic acknowledgement of

frames.

The integrated circuit is manufactured using TSMC CMOS 90 nm technology.

A functional block diagram is given in Fig. 17.6. The following subsection

gives more detail about the transmitter. Subsection 17.5.2 discusses the receiver

implementation. Since impulse UWB is essentially a time-based system, accurate

306 D. Neirynck



frequency references are very important. These are discussed separately in subsec-

tion 17.5.3. Finally, subsection 17.5.4 discusses the performance of the chip with

regards to the criteria from Sect. 17.2.

17.5.1 Transmitter

The transmitter digital baseband is mainly a straightforward implementation of the

prescriptions in the standard. Three data rates, 110 kbps, 850 kbps and 6.8 Mbps,

are supported.

Some custom additions to the standard have been included. One simply allows

the payload to be extended up to 1,023 bytes, rather than the 127 allowed by the

standard, to reduce protocol overhead in certain applications.

The front-end converts the digital ternary sequence to RF modulated pulses. The

pulse generator makes the actual baseband pulse shape. Some optimisation is

applied to ensure that the pulse shape fulfils the spectral regulations.

17.5.2 Receiver

The receiver uses a highly linear, highly selective strip. The main concern driving

this choice was high selectivity. Interference from the 2.4 GHz ISM and 5 GHz

U-NII bands or licensed users is much stronger than the UWB signal power at the

receiver, so out-of-band suppression has to be as high as possible.

The low noise amplifier achieves a sub-3 dB noise figure and has an output

voltage compression point, 0V1dB of 3 Vpk differential. The architecture includes a

high degree of programmability such that performance can be optimised for the

selected band.

Host
Interface &
Timebase

Transmitter Digital Baseband

Receiver Digital Baseband

Transmitter Analog/RF

Frequency Reference

Receiver Analog/RF

ADC RF Receiver

Amplifier

Switch

Pulse
Generator

ECC
(RSE &

convolutional)

Pulse
Modulation

Correlator
Preamble
Detection

DespreaderViterbi

Channel
Estimation

SPI
Reed

Solomon
Decoder

Fig. 17.6 ScenSor block diagram
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A programmable gain amplifier ensures that the signal and potential interferers

are within the dynamic range of the adaptive, high sampling rate ADC.

Once digitised, the incoming signal is correlated with the expected preamble

sequence. Individual pulses can be buried deep below the noise floor. Therefore,

several correlation results have to be accumulated over a long period in order to

average out the noise. Thanks to the perfect autocorrelation properties of the

preamble codes, the result of this accumulation will be an approximation of

the channel impulse response. This is used in combination with the system timers

to extract the ranging information from the packet.

After the synchronisation header, the receiver switches to the demodulation of

the BPM-BPSK symbols. A despreader gathers all the energy in both possible burst

positions. In combination with the Viterbi decoder, the most likely transmitted

symbol is chosen. A Reed Solomon decoder detects and corrects errors before

passing the data up to the higher layers.

17.5.3 Frequency References

The combination of pulse position modulation and weak signal levels make

accurate timing references essential to high performance UWB systems.

Signal detection relies on recognising the pattern of signal and silences. At the

limits of the communication range, the actual signal will be buried well below

the noise floor. In order to make it stand out, accumulation over a long time period

is required.

Any offset in the 499.2 MHz clock that determines the pulse spacing at the

transmitter and the sampling clock at the receiver will cause the sampling point to

drift from the peak of the pulse shape. Once timing has drifted too much, more noise

than signal will be added to the accumulator, hindering signal detection instead of

helping it.

For example, the IEEE 802.15.4a standard specifies a �20 ppm accuracy for the

clock reference [2], meaning the worst case mismatch between transmitter and

receiver can correspond to �40 ppm. If the main lobe of the pulse is assumed to be

2 ns wide, this implies that the maximum integration interval is about 50 μs [11].
This limit to the integration period affects both coherent and non-coherent

receivers. Because the latter can’t suppress the noise as effectively, the maximum

achievable range for non-coherent receivers will be more limited.

The offset between the RF frequency in the transmitter and the receiver causes

coherent receivers to experience an increasing phase drift between successive

pulses.

The effect of this phase drift is twofold. Firstly, it will degrade the signal power

perceived after correlation. Once the phase shift exceeds 180�, accumulation

becomes destructive and the receiver may have been better off using

non-coherent preamble detection.

308 D. Neirynck



Secondly, ranging relies on the perfect periodic autocorrelation properties of the

preamble code sequences. However, if for some reason the pulses don’t demodulate

properly as �1, but with slight differences, the correlation peak is reduced and a

small residue remains when the sequences are shifted. When the preamble is long,

amplitude differences should average out. However, the differences due to the

phase offset are persistent and will accumulate. This can lead to spurious peaks in

the estimated channel impulse response that may confuse leading edge detection.

The phase noise on the RF carrier frequencies causes random phase variations in

the demodulated pulses. From a system perspective, this can be seen as an extra

noise source, which particularly affects the higher data rates where a symbol

consists of only one or two pulses.

The ScenSor chip uses a low jitter frequency synthesiser driven from an external

frequency reference. It operates with crystal offsets up to � 20 ppm and allows use

of temperature controlled crystal oscillators (TCXO) for superior performance.

17.5.4 Performance in WSN and RTLS

Section 17.2 highlighted a number of requirements for WSN and RTLS

technologies. ScenSor has been carefully designed to meet those.

The integrated circuit implementation ensures a low unit cost and a small form

factor. Because the device operates at higher frequencies, up to 6.5 GHz, the antenna

size can also be small when compared with sub-GHz and 2.4 GHz applications.

Whereas ZigBee supports data rates up to 250 kbps [9], ScenSor’s maximum

data rate is 6.81 Mbps. This higher data rate ensures that the time each device

occupies the ether is much shorter. From the device’s perspective, power consump-

tion can be reduced, while at a network level, ScenSor can support many more

devices, up to 1,500 packets per second.

Since ScenSor is based on UWB technology, it is able to benefit from multipath

propagation, rather than to suffer from frequency selective fading. The sensitivity of

the receiver goes down to�105 dBm, about 20 dB below the noise floor. The device

is capable of reliable communication in long-range (several hundredmetres) line-of-

sight scenarios, as well as handling severe non-line-of-sight signal attenuation.

Thanks to the time-of-flight based ranging, ScenSor’s location performance is

accurate down to centimetre levels. This performance solely relies on the presence

of the line-of-sight component of the signal, not on its strength. ScenSor ranges

effortlessly in multipath environments, even in obstructed line-of-sight scenarios.

The chip is very flexible and can support a wide range of localisation topologies.

If anchors with known locations are present, software can determine the absolute

position of the tags. If a time-difference-of-arrival scheme is used, the tags can be

transmit-only, which leads to an even longer battery life. If no fixed infrastructure is

present, two-way ranging between tags is still able to locate the relative position of

the devices.

17 An IEEE 802.15.4A Ultra-Wideband Transceiver for Real Time Localisation. . . 309



17.6 Conclusion

Wireless sensor networks (WSN) are a well-known concept, with many

applications in industrial and environmental monitoring as well as in the personal

sphere. When combined with real-time localisation systems (RTLS), a whole new

set of exciting applications can be supported.

Ultra-wideband is the natural choice for such location-aware WSN. The ultra-

wide bandwidth allows for higher data rates and shorter transmission time which

increases network capacity and battery life. The large bandwidth provides robust-

ness against multipath fading, which boosts the reliability of the wireless link, and

allows for accurate time-of-flight ranging. By design, UWB avoids interference to

other systems by limiting the transmit power. This also reduces the power con-

sumption in the sensor nodes.

DecaWave’s implementation of the IEEE 802.15.4a standard meets the needs of

WSN and RTLS manufacturers. The coherent transceiver combines the benefits of

an UWB based system with those of standard based solutions. The integrated circuit

implementation fulfils the requirements for low cost and small form factor.

This chapter motivates the choice of UWB for WSN and localization and

highlights the technology issues and decisions made when designing the ScenSor

IC to comply with the IEEE 802.15.4a standard.
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Chapter 18

Architectures for Digital Intensive

Transmitters in Nanoscale CMOS

Mark Ingels

Abstract Thanks to nanoscale CMOS, the computational power of digital

integrated circuits has increased tremendously. For wireless communication

systems, this resulted in increased transmission speeds using complex modulation

schemes. The speed of nanoscale CMOS allowed to integrate the analog RF

transmitter together with the digital baseband and brought high bitrate wireless

communication to the consumer. Complex modulation schemes have to be

supported by performant RF transceivers though. The design complexity of the

analog transceivers has increased while their scalability is poor. Furthermore, many

transistor parameters are degrading for traditional analog techniques. Calibration is

therefore essential to achieve the required performance in traditional transmitters,

but this increased tunability also offers new opportunities. Concurrently, the speed

of nanoscale CMOS brought the digital closer to the antenna and enabled a new

transmitter architecture: the direct digital modulator, which comes with its own set

of challenges and solutions.

18.1 Introduction

The evolution of CMOS technology is mainly driven by the need to decrease the

cost of computing power. This results in ever decreasing device sizes combined

with increasing operating speed. Powerful baseband processors handle complex

modulation schemes and bring ever increasing communication bitrates to the

consumer market. This created a new family of handheld wireless devices, the

smartphone, that combines a multitude of communication standards. As these

phones are targeting the consumer market, cost and form factor are important
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parameters. The analog functions are therefore best integrated together with the

processor, in the digital technology.

Unfortunately, while the CMOS technology is continuously optimized for digital

circuits, many of its analog performances are degrading. As an example the supply

voltage is reducing much faster than the transistors’ threshold voltage. The output

impedance and the intrinsic gain of the transistors are also decreasing with their

lengths. Analog functions need new circuits to provide the required performances,

as they can no longer rely on stacking of transistors with their relatively large

threshold in a limited supply voltage. New architectures have to leverage on the

strength of the new technologies, whose main assets are their small feature size and

high speed. A multitude of small devices can be added to support and improve the

main analog function, while the available computing power can be used to program
the complex analog circuit in its optimal operating point. The intrinsic speed of

nanoscale CMOS also enabled completely new architectures, such as direct digital

RF modulation.

This paper focuses on how nanoscale CMOS can be used to the designer’s

advantage in wireless transmitters. First, it will be demonstrated how transmitters

based on traditional analog architectures can take advantage of nanoscale CMOS.

In a Software Defined Radio transmitter, the tunability of the transmitter is

increased tremendously compared with more traditional realizations, without con-

cession on performance. The second part of this paper presents a new family of

transmitters: the Direct Digital RF Modulators. These leverage on the high speed

and low size of nanoscale CMOS to bring the digital domain closer to the antenna.

This architecture comes with specific challenges. Several realizations will be

presented to address some of these challenges.

18.2 Digitally Assisted Analog Transmitter

Today’s dominant wireless communication device is a smartphone that gives its

user ubiquitous access to a multitude of services provided trough an even wider

range of wireless standards, covering short and long range communication

combined with small or wide data rates. Depending on the use case, a link is set

up on the most appropriate channel, but several links may also be active in parallel.

To accommodate the various standards, flexibility of the transmitter is a must.

Indeed, adding every new wireless feature by hardware multiplication is no longer

possible. Instead, a transmitter that is capable of transforming itself satisfying the

requirements of any desired communication protocol while still providing compet-

itive power consumption, is required. This is even enhanced with the recent

introduction of LTE that combines variable baseband bandwidths with variable

RF frequencies. A Software Defined Radio (SDR) Transmitter, provides this

functionality. Such a transmitter can be designed despite but mainly thanks to

nanoscale CMOS.
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18.2.1 A 40 nm CMOS Software Defined Radio Transmitter

Figure 18.1 shows the schematic diagram of a SDR transmitter realized in 40 nm

CMOS. The transmitter is based on a direct up-conversion architecture which is the

most suitable to build a SDR radio [1]. Besides its powerful performance, it has

the potential to allow flexible operation by including reconfigurability into the

circuit blocks. The transmitter consists of a low-pass filter followed by a passive

mixer and a pre-power amplifier. While these are traditional building blocks, they

benefit from nanoscale integration which provides programmability to improve the

overall performance by calibration and tuning.

The baseband section consists of an active transimpedance low-pass filter

(TILPF) based on a flexible Tow-Thomas architecture (Fig. 18.2) that offers

independent programming of the transimpedance gain, the bandwidth and the

quality factor [1]. The active filter is followed by a programmable passive filter to

further reduce the out-of-band noise. All resistors and capacitors are split in small

units that can be added or removed from the circuit as needed. This results in a

programmable bandwidth from 400 kHz up to 20 MHz. The transimpedance gain of

the filter can be programmed from 1 to 8 KΩ. This accommodates the various

standards targeted. But the tunability reaches further. Both amplifiers in the active

filter consist of several small opamps connected in parallel. They can be turned on

or off individually to adjust the amplifier’s gain-bandwidth product in eight steps

from 60 to 480 MHz. The current consumption of the amplifier is now linearly
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Fig. 18.1 40 nm CMOS SDR transmitter circuit diagram
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proportional to its gain-bandwidth. This allows to trade power for performance and

vice versa. Maximal performance is achieved at maximal power, but when the

requirements are less stringent, power can be saved. The programmability is

achieved thanks to nanoscale CMOS, that offers good, small switches and little

parasitic overhead.

The DC offset of the TILPF can be compensated by injecting a small DC current

at its input through integrated calibration current DACs. DC offset has thus not to

be guaranteed over PVT at design time, which would result in the need for larger,

better matching transistors and would require more design effort and consume more

power. Instead, nanoscale CMOS allows the compact integration of simple DACs,

and offers the possibility for automatic integrated tuning at run-time with little

overhead.

The output of the active low pass filter is further filtered by a programmable

passive RC filter before being up-converted in the subsequent quadrature voltage

sampling mixer. Passive mixers require good switches and are widely used in

nanoscale CMOS. In the presented implementation, a passive voltage sampling

mixer is chosen for its good out-of-band noise performance as required for FDD

operation.

The final block in the transmitter is the pre-power amplifier. Its circuit schematic

is included in Fig. 18.1. It consists of a cascoded differential Common-Source

amplifier loaded with two on-chip baluns with programmable center frequency.

A wideband differential output is also provided. The amplifier transistor is split in

multiple units that can be turned on or off by one of the three the thick-oxide

cascode transistors topping each amplifier branch. These cascode transistors also

determine to which of the three outputs the amplifier’s output is derived. Here

again, nanometer CMOS enables to split the main amplifier into small parts with

little overhead, to obtain the extra functionality.
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The 25 % duty cycle LO generator benefits from the speed of the technology and

is based on conventional CMOS logic. This eases the implementation and lowers

the power consumption. It is proportional to the LO frequency as the generator does

not consume static power. The phase noise is low thanks to the large LO voltage

swing, which is also beneficial to drive the passive mixer’s switches. Note that the

sizing of the devices has to be performed in an analog way, to achieve the extremely

low phase noise required for SAW-less FDD.

The presented Software Defined Radio transmitter was implemented in 40 nm

LP CMOS. Its core area is 1.4 � 0.7 mm2 (Fig. 18.3) and is mainly dominated by

the baseband capacitors and the on-chip baluns. The transmitter consumes

13–44 mA from the 1.1 V supply (TILPF + LO generation) depending on the

selected bandwidth and the LO frequency. The PPA consumes less than 43 mA

from the 2.5 V. This is proportional to the required output power and linearity.

The SDR concept is demonstrated in the modulator’s performance summary of

Fig. 18.4. A single transmitter achieves SOA performance comparable to dedicated

solutions for a multitude of standards, including the toughest WCDMA/LTE bands

as well as GSM,WLAN andWiMAX. The output P1dB is better than 10 dBm in all

modes except GSM, where lower PPA linearity is traded for current consumption.

An EVM better than 2.5 % is measured in WCDMA, LTE GSM andWiMAX while

the CNR in the RX band is better than -160 dBc/Hz, which is sufficient for

SAW-less operation in all WCDMA/LTE FDD bands.

The SDR concept may also be used to further reduce the transmitter’s average

power consumption in two ways. First, the user’s communication is not limited to a

single protocol as in a dedicated terminal. Instead, the most optimal link can be

chosen in any given situation. What’s more, when the optimal link has been

selected, the power budget can be further optimized by programming the hardware

for the best trade-off for noise, filter order, linearity, etc. for the actual channel

conditions. Traditionally, these trade-offs were fixed at design time but are now

performed at run-time, allowing for the best compromise possible between user

experience and battery life.

Fig. 18.3 40 nm LP CMOS SDR transmitter chip photograph
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18.3 Direct Digital RF Modulator

Switching amplifiers have the potential to realize high efficiency. They eliminate

internal device dissipation by avoiding the simultaneous occurrence of current

through and voltage over the switch. Switching amplifiers typically feature a

constant output amplitude and rely on a polar architecture in non-constant envelope

modulation schemes. Figure 18.5 presents a basic polar transmitter. The Cartesian I

and Q components are first converted into phase and amplitude. The phase

modulated LO is applied to the amplifier, while the amplitude is modulated through

the supply voltage. While this architecture aims for the high efficiency of the

switching amplifier, it suffers from several implementation issues. As the Cartesian

to polar conversion is non-linear, the bandwidth of both the phase and the amplitude

are increased by at least a factor 4. This impacts the implementation of both the

phase and amplitude modulator.

Band #
Fcarrier
D TX-RX

Mode
BW
[MHz]

OP1dB
[dBm]

Pout
[dBm]

EVM
[%]

ACLR1/2
[dBc]

CNR
[dBc/Hz]

Imax [mA]
1.1V/2.5V

DG.09 
[mW]

Band I
1.92GHz
190MHz

UMTS 4 10.4 3.79 2.0 –40.2/67 –162 21/41 30.9

LTE 20 10.4 2.1 2.5 –39/–58 –160 25/40

Band II
1.85GHz
80MHz

UMTS 4 10.4 4.39 2.3 –40.2/–63 –164 20/40 30.2

LTE 20 10.4 2.6 2.4 –40.1/–59 –162.5 24/40

Band V
0.82GHz
45MHz

UMTS 4 10.9 4.45 1.7 –41/–68 –161.7 14/37 24.8

LTE 10 10.9 2.45 1.7 –41.4/–63 –160.5 17/37

Band VII
2.5GHz
120MHz

UMTS 4 13.5 7.1 1.5 –46/–72 –159 24/40 38.5

LTE 20 13.5 5.1 2 –42/–58 –158 28/40

Band XI
1.42GHz
48MHz

UMTS 4 11.7 5.2 1.5 –41/–67 –162.6 18/37 27.8

LTE 20 11.7 3.4 2.0 –42/–58 –160.4 21/36

Band XII
0.7GHz
30MHz

UMTS 4 10.5 2.41 2.1 –39.5/–65 –160 13/34 24.8

LTE 10 10.5 0.4 1.8 –41/–67 –159 17/33

0.9GHz
20MHz

GSM 0.2 8.1 4.5 1.7 –54/–67 –160 18/25

2.4GHz
100MHz

WLAN 40 13.6 4.6 3.3 –41/–54 –159 27/40

3.5GHz
100MHz

WiMAX 20 12.6 3 1.8 –41/–54 –155 38/43

4.8GHz
100MHz

WLAN 20 10.47 1 8.1 –42/–48 –156 44/39

Fig. 18.4 SDR TX performance summary (Measurements with on-chip balun, except Band VII,

WiFi and WiMAX where the wideband output is used)
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Phase modulators based on a digital PLL have been presented [2], but their

bandwidths are still not sufficient to deal with modern, high bandwidth communi-

cation schemes. Alternatively, a phase modulated LO can be generated with a

constant amplitude Cartesian up-converter, but this obviously creates quite some

overhead. The AM modulator has to deliver modulated power to the amplifier, but

high efficiency is difficult to combine with high bandwidth. A modulated DC-DC

converter can be used for high efficiency, but its bandwidth is very limited. It may

be combined with a linear regulator, which offers wide bandwidth, but bad effi-

ciency. As a result, the combination of the switching PA with its amplitude

modulator results in average efficiency and RF bandwidth.

Nanometer CMOS enables a new, digital architecture for the amplitude

modulator. The switching amplifier is split up in a multitude of smaller parallel

amplifiers whose outputs are summed. The amplitude of the output signal is

modulated by turning on or off more or less unit amplifiers as needed (Fig. 18.6)

[3, 4]. The transmitter’s DAC has thus effectively been moved to the antenna.

Amplitude modulation speed is no longer a bottleneck. It is now a transfer of

information rather than power. The digital modulator is the base for Direct Digital

RF Modulators (DDRM), a new family of RF transmitters which are likely to gain

in importance, as they are extremely suited for integration in scaled CMOS.
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Obviously, as the DDRM is in essence a DAC at the antenna, it lacks an

anti-aliasing filter. As a result, both aliases and quantization noise reach the RF

output un-attenuated (Fig. 18.7). They can be reduced by increasing the resolution

and the baseband sampling rate though, which is more likely in the newest

technologies. Furthermore, new architectures can specifically address the DDRM

drawbacks. As technology scaling improves the DDRM’s performance and as

porting the DDRM to any new technological node is relatively easy thanks to its

digital nature, its importance will continue to grow.

18.3.1 A Compact 90 nm CMOS Polar Amplitude Modulator

A compact 90 nm CMOS polar amplitude modulator is presented in this paragraph

[5]. It is based on a cascoded common source amplifier that is divided in multiple

unit amplifiers. All units are driven by a common RF phase-modulated signal. Each

unit amplifier has a dedicated cascode transistor which is also used as a switch that

turns the unit amplifier on and off based on a digital control bit (Fig. 18.8). The

output currents of all units are summed to shape the RF envelope. As the bias

current is switched off in the unused branches, a good efficiency is obtained.

Furthermore, the open loop structure and the absence of high impedance nodes

give this amplitude modulator a wide bandwidth.

An 8 bit prototype has been implemented. This gives 2 bit margin to transmit a

WLAN-like 64 QAM modulated OFDM signal [4]. Monotonicity of the DAC may

be obtained by using thermometric coding. However this would result in a complex

decoding scheme, and a large area overhead. Binary and thermometric coding

are therefore combined to get the advantages of both schemes, while limiting the

disadvantages [6] (Fig. 18.8). In the prototype, 4 LSBs are addressed binary while

four MSBs are thermometric coded. The size of the unit CS transistor is a compro-

mise between loading of the phase modulated LO and mismatch. It is scaled

to obtain monotonicity of the amplitude response in presence of device mismatch.

Fig. 18.7 DDRM spectral

response
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As discussed before, a DDRM behaves as a DAC without anti-alias filter and the

aliases of the transmitted signal are present at multiples of the clock frequency

around the LO frequency. They may thus violate the out-of-band emission

requirements. The aliases can be spread and attenuated by increasing the baseband

sampling frequency. However, the required oversampling may be too high. The

aliases can also be reduced by applying linear interpolation between two consecutive

samples. This adds a supplemental sinc filter to the DAC output spectrum [7].

In practice, linear interpolation can be approached in discrete steps, resulting in an

intermediate filtering (Fig. 18.9). The presented prototype features twofold interpo-

lation by clocking two parallel DDRM arrays at opposite baseband clock edges.

The layout of the DDRMmatrix is primordial for its performance. As the DDRM

is a DAC, matching is important. Both the phase modulated LO and the output RF

are distributed to the various cells. Coupling between both should be minimized to

limit LO feed-through. Digital baseband data is distributed throughout the matrix as

well and coupling to the RF lines may result in spurs at the output. Finally, long RF

SW

CS

SW

CS

SW

CS

SW

CS

SW

PM LO

DECODER

CS

SW

PM LO

B
in

ar
y

Thermometer
AM

Fig. 18.8 Polar DDRM based on CS amplifier units and segmented digital control

Time

Amp

Zero Order Hold

N-Fold Interpolation

PA1

PA2

Fig. 18.9 N-fold interpolation principle & twofold DDRM schematic

18 Architectures for Digital Intensive Transmitters in Nanoscale CMOS 319



lines increase the losses and reduce the global efficiency of the transmitter.

All these points have to be considered carefully to layout the DDRM matrix.

The 8 bits amplitude modulator is segmented into four binary coded LSBs and

four thermometric coded MSBs. The thermometric unit cell consists of 16 LSB

units. To reduce errors due to process gradients, these are distributed along the

central diagonal resulting in a matrix of 16 � 16 LSBs. An extra border of dummy

cells is added. The binary units are placed on the central diagonal and distributed

with their center of gravity in the middle. The thermometric unit cells are flipped

both vertically and horizontally to share the horizontally routed RF and supply

lines. RF input and output are routed on alternating horizontal lines to avoid their

crossing. The digital control lines are routed along the diagonals. This strategy

results in a compact structure as presented in Fig. 18.10. The complete modulator

consists of two identical flipped DDRM arrays. The digital amplitude words are

applied through latches clocked on opposite clock phases to obtain the twofold

interpolation.

The chip has been realized in 90 nm CMOS [5]. The microphotograph of the

chip is presented in Fig. 18.11a. The effective area of the polar amplitude modulator

is an extremely compact 110 � 65 μm2.
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To measure the prototype, it was bonded directly on a printed circuit board

(PCB). Figure 18.11b shows the measured static AM/AM and AM/PM responses of

the modulator. The non-linear AM/AM curve is mainly due to the varying output

impedance of the amplifier with the digital code. This is a common problem with

DDRM, as the number of active cells varies with the output amplitude. The AM/PM

curve is flat at the highest codes, but changes rapidly at the lowest codes due to a

higher contribution of LO feed-trough. Fortunately, the digital nature of the trans-

mitter makes it easy to compensate both curves through pre-distortion, beit that this

reduces the effective number of bits.

The modulator is tested with a WLAN-like 64 QAM OFDM signal. The

amplitude data is pre-distorted based on a static look-up table and applied at a

rate of 40 MHz to the modulator. Note that this baseband clock speed was limited

by the available equipment, rather than by the modulator. With a phase modulated

LO at 2.45 GHz, an EVM better than �26 dB is obtained for -2.5 dBm output

power. The maximal drain efficiency is 23 % at 5 dBm Pmax.

18.3.2 A Class E Impedance Modulated DDRM

Previous paragraph described a digital amplitude modulator which is the base for

many polar DDRMs. In this paragraph an amplitude modulator that acts on the

amplifier’s load through a digitally programmable impedance matching network is

presented. This architecture is demonstrated with a class-E based polar amplifier.

The class-E amplifier is a switching amplifier that achieves high efficiency by

avoiding any overlap of voltage over and current through the switch [8]. As a result,

no power is dissipated and a theoretical efficiency of 100 % is achievable. In a class-

E amplifier, the output power is inversionally proportional to the load impedance.

Depending on the supply voltage and the required output power an impedance

transformation network is placed between the amplifier and the antenna. Its

parameters are traditionally fixed at design time, but in this work, the matching

network is used for the dynamic amplitude modulation of the polar amplifier. As the

network is controlled directly from the digital data stream, the achievable modula-

tion bandwidth is large. Furthermore, the efficiency of the presented scheme is only

limited by second order effects, mainly the deviation from the optimal class-E

operating point during operation and in less extend the parasitics in the matching

network. The choice of the transformation network is a compromise between

tunability, efficiency and practical realization. The ratio between minimal and

maximal transformed load impedance determines the dynamic range of the

resulting amplifier. It is limited, as the losses in the matching network increase

with its complexity and reduce the efficiency. For 10 dB dynamic range, the ratio

between the maximal and the minimal transformed load impedance should be a

factor 10. To keep the matching network realizable, tuning of inductors is not

considered. Figure 18.12 shows the simulated real impedance and phase of the

chosen π-type matching network at 2.4 GHz when sweeping the digitally controlled
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capacitor C2. The real impedance seen by the amplifier varies from approximately

20Ω up to 300Ω. The non-linear shape implies that pre-distortion is needed, both for

amplitude and phase.

The impedance modulation concept is demonstrated with a 90 nm CMOS polar

amplifier prototype [9]. Its circuit diagram and microphotograph are presented in

Fig. 18.13. The main amplifier is protected from the high voltage swing which may

reach above the supply voltage due to the class-E operation, by a thick-oxide

cascode transistor. A 1 cm bondwire to the PCB is used as a 10 nH load inductor.

The total active area of 420 μm � 220 μm is dominated by the tunable impedance

transformation network.

For the dynamic measurements, amplitude and phase are generated with Matlab

and pre-distorted based on static measurements. The eight bits wide amplitude

information is sent to the digital impedance modulator at a rate of 100MS/s, while

the LO is phase-modulated with the pre-distorted phase information.

A dynamic range of 11dBm is measured. Figure 18.14 shows a measured vector

diagram after the receive filter for a π/4 DQPSK modulated Bluetooth-like signal
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with a symbol rate of 1MS/s (bitrate of 2 Mb/s) at 2.4 GHz. The transmitter features

an EVM of 2.6 % at 6 dBm RMS power. Both the narrow and the wide band spectral

plots of the modulated output are shown in the same figure. Some alias power is

visible at 100 MHz offset due to the direct digital modulation.

18.3.3 An IQ DDRM with RF FIR-Based Quantization
Noise Filter

The previous paragraphs introduced direct digital modulation for a polar modulator.

However, due to the bandwidth increase introduced by the Cartesian to polar

conversion and the complexity of a digital LO phase modulator, the polar architec-

ture is less suited for modern wide bandwidth communication standards. Two

digital amplitude modulators can be combined into a Cartesian digital modulator

to solve this problem. One of both is modulated with a fixed LO to up-convert the I

baseband data, while the other has a fixed 90� LO for the Q data. Differential

modulators accommodate the sign change of I and Q. A compact IQ DDRM cell

that combines all phases into a single unit is presented in Fig. 18.15. It consists of

4 RF switches (RF0, RF90, RF180, RF270) modulated with fixed 25 % duty cycle

LO phases in series with the digitally controlled baseband switches (EN0, EN90,

EN180, EN270). The latter determine whether a certain LO phase is active in a

given cell. The eight thin oxide switches are cascoded with a thick-oxide current

source that determines the gain of the cell and protects the low voltage switches

from the large output swing. The output currents of all DDRM units are summed at

their outputs and dumped into the load. To transmit the quantized code a + jb for

example, an equivalent of a EN0 and b EN90 switches are closed. The resulting

drain current is depicted in Fig. 18.15.
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The presented cell is compact as it combines all thin oxide switches under a

single thick oxide current source, the latter consuming the largest area in the unit.

Its bias voltage can be used to control the average output power.

As the architecture is based on Cartesian modulation, it has potentially a wide

bandwidth. However, besides the benefits, this architecture obviously shares the

main disadvantages of Direct Digital RF Modulation, being quantization noise and

aliases. Both can be reduced by increasing the baseband oversampling [10]

and increasing the number of bits [11]. For saw-less FDD operation the quantization

noise requirements are very stringent though. The noise floor should be reduced

below �160 dBc/Hz [12] in the RX band. In FDD, the most stringent noise

requirements are localized in the RX band associated with the TX band. Instead

of aiming to reduce the global out-of-band quantization noise, it is sufficient to filter

the quantization noise specifically at the RX frequency. This can be achieved by

combining a number of correctly sized DDRMs to implement a FIR filter that acts

directly at RF(Fig. 18.16). The bias of the DDRMs’ current sources determine the

FIR filter coefficients and can be tuned to adjust the filter’s shape and notch

position. Note that the depth of the notch will be limited by the thermal noise of

the current sources and the LO phase noise.

A digital transmitter prototype was realized in 130 nm CMOS and contains four

8 bit DDRM matrices [13]. They are fed from a 2.7 V supply. The digital data

between each matrix is delayed by flip-flops (FFs) to form a fourth-order RF FIR

filter. The 4 LO phases with 25 % duty cycle are generated on chip by a digital

frequency divider. The digital circuits, the LO generator and the switches in the
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Fig. 18.15 Compact 25 % duty cycle IQ DDRM
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DDRM are all powered from 1.2 V The resulting chip occupies an area of

1.5 � 1.5 mm2 (Fig. 18.17).

The transmitter achieves a peak power of 15.4 dBm with a drain efficiency of

13 %. The power consumption of the drivers and the digital part (the flip-flops and

the digital decoding) is 55 mW. Pre-distortion is applied to compensate the

non-linear AM/AM behavior of the IQ DDRM. This pre-distortion is more compli-

cated than for the polar DDRM where AM/AM and AM/PM can be considered

independently. In the IQ DDRM, I and Q are linked, and a pre-distortion matrix is

used rather than a vector.
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The effect or the FIR notch is demonstrated in Fig. 18.18. For a 200 kHz

baseband tone transmitted at 900 MHz, the noise floor reaches �152 dBc/Hz @

20 MHz offset, an improvement of 22 dB compared with a FIR-less modulator.

When applying a 64 QAM signal with 10 MHz RF BW to the transmitter, an EVM

of �27.2 dB is measured at 4.1 dBm RMS output power. The transmitter then

consumes 48 mW from the 2.7 V supply

18.3.4 A CMOS IQ Doherty DDRM with Modulated
Tuning Capacitors

Many challenges that exist for traditional transmitters still hold for DDRM based

transmitters and some of the solutions for these challenges can take advantage of

the DDRM architecture. Modern communication systems use complex modulation

schemes with a high peak to average power ratio (PAPR). For a good average

transmitter efficiency, its drain efficiency should be preserved at lower power levels

such as at 6 dB back-off or lower. The regular DDRM typically has a Class-B like

efficiency curve [13]. In traditional power amplifiers, the Doherty architecture can

be used to increase the efficiency at back-off [14]. It combines a main amplifier with

a peaking amplifier which is turned on when the main amplifier is at maximal

output swing and efficiency (Fig. 18.19a). The main amplifier still works at

maximal efficiency at higher power and the power for the peaks is provided by

the auxiliary amplifier.

A major design challenge of this architecture is the accurate biasing and

modulation of the auxiliary amplifier. In a DDRM, the transmitted amplitude is

exactly controlled at any moment in time, so it makes sense to apply the Doherty

scheme on the DDRM transmitter. Indeed, the digital modulation of both the main

and the peaking DDRM allow a perfect control of the cooperation between them.

A Doherty transmitter requires a power combining impedance transformation

network. which is traditionally realized using an off-chip λ/4 Transmission Line.

Fig. 18.18 Quantization

noise notch with

FIR DDRM
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However, an on-chip impedance transformation network using integrated

transformers can be used for power combining and impedance transformation

[15, 16]. Two transformers are combined to create a fully integrated Doherty

amplifier [17]. The analog amplifiers can be replaced by DDRMs though [18]

(Fig. 18.19b). For output powers below 6 dB back-off, the peaking amplifier is

turned off and ideally the peaking transformer is shorted. The transformed output

impedance is seen as a load by the main amplifier. At 6 dB back-off the main

amplifier has maximal swing, and the transformed load is optimal. Beyond this

power, the peaking amplifier gradually increases its contribution, and feeds part of

the output load. As a result, the load seen by the main amplifier decreases gradually.

The latter delivers more output power at maximal voltage swing and stays

optimally loaded. The power delivered by the peaking amplifier continues to

increase until both amplifiers deliver their power at full swing on the output

impedance, which is then divided between both.

In practice, it is impossible to short the second transformer completely when it is

not used. A low impedance would require very large switches that would introduce

too large parasitics. An alternative is to open the primary of the second transformer.

When no current flows through one transformer winding, the other acts as a single

inductor. However, the tuning capacitor on the primary of the second transformer

then still creates a high impedance in the signal path. This can be solved by

disabling this capacitor with a series switch when the auxiliary amplifier is not in

use. Again, this is easily achievable in a DDRM based amplifier, as it is exactly

known when the auxiliary amplifier is in use.

A 9 bit prototype of the IQ digital Doherty transmitter is realized in 90 nm

CMOS [18]. Its microphotograph is shown in Fig. 18.20. The chip measures

1.9 � 1.9 mm2. The main and auxiliary DDRMs are fed from 2.4 V while the

digital circuits, including the LO are powered from 1.2 V. At 2.4 GHz, the digital

transmitter achieves a peak power of 24.8 dBm with a drain efficiency of 26 %. This

efficiency is also achieved at 6 dB back-off. From the measurements in Fig. 18.20

the benefit of the switched transistor in the second transformer is clearly visible.
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18.4 Conclusions

Nanoscale CMOS increased computing power tremendously and introduced

complex modulation schemes in wireless communication. The limited analog

performances of the technology forced the development of new transceiver

architectures to deal with the new parameters and take advantage of the new

potentials. The traditional analog transmitters are now supported by more calibra-

tion while increased configurability improves both the functionality and the perfor-

mance. In parallel, the digital domain is moving towards the antenna in the wireless

transmitter. This is expected to be a trend as the technology scales further and

innovative architectures improve the DDRM even beyond the technological scaling.

References

1. V. Giannini et al., A 2mm2 0.1-5GHz software-defined radio receiver in 45-nm digital CMOS.

IEEE J. Solid State Circuit 44(12), 3486–3498 (2009)

2. P.-E. Su, S. Pamarti, A 2.4 GHz wideband open-loop GFSK transmitter with phase

quantization noise cancellation. IEEE J. Solid State Circuit 46(3), 615–624 (2011). 615

3. P.T.M. van Zeijl et al., A digital envelope modulator for a WLAN OFDM polar transmitter in

90 nm CMOS. IEEE J. Solid State Circuit 42(10), 2204–2211 (2007)

4. A. Kavousian et al., A digitally modulated polar CMOS power amplifier with a 20-MHz

channel bandwidth. IEEE J. Solid-State Circuit, 43(10), 2251–2258 (2008)

Fig. 18.20 Doherty IQ DDRM chip photo with measured efficiency

328 M. Ingels



5. V. Chironi et al., A compact digital amplitude modulator in 90nm CMOS, in Design,
Automation & Test in Europe Conference & Exhibition (DATE), Dresden – Germany,

pp. 702–705, 8–12 Mar 2010

6. C.-H. Lin, K. Bult, A 10-b 500MSamples/s CMOS DAC in 0.6mm2. IEEE J. Solid State

Circuit 33, 1948–1958 (1998)

7. Y. Zhou, J. Yuan, A 10-Bit wide-band CMOS direct digital RF Amplitude modulator. IEEE

J. Solid State Circuit 38(7), 1182–1188 (2003)

8. N. Sokal, A. Sokal, Class E-A new class of high-efficiency tuned single-ended switching

power amplifiers. IEEE J. Solid State Circuit 10, 168–176 (1975)

9. M. Ingels et al., An impedance modulated class-E polar amplifier in 90nm CMOS, in IEEE
Asian Solid State Circuits Conference (A-SSCC), Jeju – Korea, 2011, pp. 285–288
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