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Abstract In utterance understanding, both personal and sub-personal aspects
appear to be involved. Relevance theory (starting from Sperber and Wilson 1986/
1995) and Recanati (2004) have respectively explored two alternative ways to
conceive of those aspects and their interaction. Here a third account is proposed, in
the light of the automatic-controlled distinction in psychology, and of recent views
concerning the cooperation between these two modes of processing. Compared to
Recanati (2004), the account proposed here assigns a larger role to automatic,
associative processes; at the same time, it rejects the view that consciousness
applies only to what Recanati calls secondary pragmatic processes. Consciousness
is rather held to cooperate with associative processes in any aspect of pragmatic
processing, irrespective of the pragmatic distinction between explicatures and
implicatures. On the other hand, a close consideration of how associative and
conscious processes plausibly interact makes it appear unnecessary the hypothesis
of a specialized process for utterance understanding—such as the automatic,
inferential mechanism put forth by Relevance theory.
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1 Introduction

Pragmatic processing seems to be at the same time an automatic and a personal-
level affair. Humans produce and understand utterances in context quite rapidly
and effortlessly, just as it is expected to occur in automatic processing; nonethe-
less, verbal communication is thought to require an intentional involvement on the
part of the speaker, and a recognition of this speaker’s intention—possibly
requiring rational capacities—on the part of the addressee.

However, it is far from immediately clear how pragmatic theory should account
for the coexistence of the two different features considered above; this is probably
one of the major challenges that current cognitive pragmatics has to cope with.
There are two main explicit attempts to address that issue within pragmatic the-
ories of language understanding: one is Relevance theory, the other is Recanati’s
(2004) framework.1 The latter solve the problem by proposing a two-level model,
where automatic associative processes and personal-level, inferential processes
cooperate in explaining language comprehension in context. Relevance theorists
assume instead that, in a sense, a single mechanism can account for both the
aspects considered. Sperber and Wilson (1986/1995) in fact conceive of language
comprehension as based on a process which is said to be unconscious and auto-
matic, but nonetheless endowed with features that are normally attributed to
personal-level processes: it would be meta-representational, and inferential rather
than merely associative.

In this paper I intend to propose a different way to account for coexistence of
automatic and personal-level features in pragmatic understanding. My proposal
preserves Recanati’s intuition that two different kinds of processes are involved,
while accepting Relevance theorists’ criticisms to Recanati with regard to his
claim that these processes apply to distinct domains of pragmatic phenomena. The
account I propose is based on the well-established distinction between automatic
and controlled processes in psychology, and especially on the recent literature
which emphasizes the constant cooperation between the two in most of our cog-
nitive processes. Although Recanati’s account is consistent with this framework to
the extent that he conceives of a cooperation between automatic and conscious
processes in language understanding, his claim that these processes apply to dif-
ferent pragmatic phenomena has no ground in linguistic and psychological evi-
dence. In other words, the opposition between automatic and conscious processes
does not seem to parallel any traditional distinction within the domain of prag-
matic phenomena—such as the distinction between (the processes involved in the

1 For sure, there are other pragmatic frameworks that could be worth discussing in this context.
However, the two I have chosen are amongst the most complete and explicit attempts to analyze
the overall cognitive architecture of pragmatic processing. Elsewhere I extend my analysis to
other theories in the field by addressing the topic of default interpretations (Mazzone, 2013a). In
particular, in that paper I address the positions of Bach, Levinson, Jaszczolt, and also Capone’s
(2011a, b) interesting proposal of a largely associative perspective on defaults and modularity in
pragmatics.
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determination of) explicit and implicit sense of utterances. On the other hand, a
close consideration of the plausible division of labour between automatic and
controlled processes suggests also reasons to reject Relevance theorists’ proposal
that a single process, conceived of as both automatic and inferential, may account
for pragmatic understanding.

In practice I will proceed in the following way. First, in Sect. 2, I will survey
the distinct ways in which Recanati and relevance theorists propose to combine
automatic and personal-level components of utterance understanding. Section 3
will be devoted to the distinction between automatic and controlled processes in
psychological and neuroscientific literature, and to a scrutiny of the collaboration
between these processes, along the lines of the ‘‘distributed intentionality model’’
put forth by Mazzone and Campisi (2013). In that model purely associative,
automatic processes play a large role, although in cooperation with conscious
processes. In Sect. 4 I will analyze RT’s and Recanati’s positions towards asso-
ciative processes in pragmatics, arguing that these processes have a key role to
play in that domain too (as I argue at greater length in Mazzone 2011). Finally, in
Sect. 5 I will analyze RT’s and Recanati’s positions towards conscious processing,
and I will consider how controlled processes are to complement associative pro-
cesses in order to deliver a complete account of language understanding.

2 Recanati and Relevance Theory

In the recent debate between Relevance Theory (from now on, RT) and Recanati
(2004) with regard to the architecture of pragmatic processing, a key role is played
by the notion of inferential process. As is well known, at the core of Grice’s (1989)
theoretical framework there is the distinction between two layers of utterance
meaning: what is said and what is implicated by an utterance—respectively
referred to in the recent literature as the explicit and implicit sense of the utterance.
While the former was essentially thought to depend on the linguistic information
conveyed by the utterance (except for minor appeals to context in order to obtain
reference assignments and disambiguations), Grice conceived of the transition
from explicit to implicit sense as a sort of rational inference requiring consider-
ation of the current goals of the speaker. Although Grice himself insisted that the
enterprise he was engaged in was a matter of rational reconstruction rather than a
genuine psychological thesis about the processes involved in comprehension, in
one form or another his appeal to inferential processes performed by a rational
agent has framed recent cognitive accounts.

The most straightforward manifestation of this influence is Recanati’s (2004)
conception of what he calls secondary pragmatic processes. Recanati is between
those who think that Grice had underestimated the role played by context in
determining explicit meaning: in Recanati’s opinion, explicit meaning is the result
of pragmatic processes just as implicit meaning is. However, he thinks Grice was
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right in pointing at a major difference between those two layers of meaning, or
more precisely, between the processes leading to them: while the processes
yielding the explicit meaning (in Recanati’s terms, primary pragmatic processes)
should be thought of as sub-personal, associative processes, implicit meaning
would be instead the result of genuine inferential processes taking place at the
personal level (secondary pragmatic processes). Let us address this proposal in
some more detail.

In Recanati’s (2004) account, primary pragmatic processes are conceived of as
local associative processes, based on the spreading of activation within conceptual
networks and the consequent degree of activation of concepts in the network. In
other words, a concept would be contributed to the explicit content of the utterance
insofar as that concept is the most accessible (i.e. the most activated) for the
system given the situation. In practice, the literal meaning of an expression:

is accessed first and triggers the activation of associatively related representations. That
literal meaning is a natural candidate for the status of semantic value, but there are others:
some of the representations activated by association contribute further candidates for the
status of semantic value. All candidates, whether literal or derived, are processed in
parallel and compete (Recanati 2004, 28).

Although literal meanings are said to have an initial advantage over other
possible candidates, this cannot imply of course that literal meanings—or, more
generally, concepts endowed with an initial advantage—always win the compe-
tition. Recanati (2004) emphasizes the importance of what he calls ‘‘accessibility
shifts’’: in the course of processing, contextual information may change the
accessibility of any concept activated previously, by adding a new train of acti-
vation to the process. According to Recanati, a key role in accessibility shift is
played by abstract schemata coded in our long term memory. For a very simple
example (see Carston 2007), let us consider the following utterance:

(1) I’m going to the bank now to get some cash.

Since there are two possible meanings for ‘‘bank’’ (FINANCIAL INSTITU-
TION, RIVER SIDE), one problem is how the subject may come to choose the right
one. Let us suppose that, for whatever reason, at the moment when the lexical form
‘‘bank’’ is processed the most accessible meaning is the wrong one (RIVER SIDE).
However, we can expect an accessibility shift as soon as the word ‘‘cash’’ is
processed, since this word activates its meaning, which in turn triggers a number of
concepts having to do with money, and this presumably provides further activation
to the concept of bank as financial institution. In particular, the activation of CASH
could recall an abstract schema—in Carston’s (2007) terms, a stereotypical frame
or script—for GETTING MONEY FROM A BANK1 (where BANK1 = FINAN-
CIAL INSTITUTION), thus strengthening the activation of BANK1. In this way,
schemata drive the interpretation process by promoting the search for coherence,
due to an entirely associative mechanism: on the one hand, ‘‘a schema is activated
by, or accessed through, an expression whose semantic value corresponds to an
aspect of the schema’’; on the other hand, the ‘‘schema thus activated in turn raises
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the accessibility of whatever possible semantic values for other constituents of the
sentence happen to fit the schema’’ (Recanati 2004, 37).

Once explicit content has been recovered by means of associative processes,
Recanati proposes that a quite different process leads to the determination of
implicit content. In Carston’s (2007, 2)2 words, ‘‘secondary pragmatic processes
are to be understood as part of a more general theory of human action and
interpretation and so having the philosophically central property of being rational,
personal-level (as opposed to subpersonal) processes’’. In practice, secondary
pragmatic processes are said to be ‘‘transparently or consciously inferential’’ in
that they satisfy the ‘‘availability condition’’ (Recanati 2004, 44): they are
accessible to consciousness, that is, the subject is aware of what is said, of the
implicature, and of the inferential process leading from the former to the latter.

For an example, let us consider the following question–answer pair:

(2) (A) Could you pay back the money you owe me?
(B) I’m going to the bank now to get some cash.

In this context, (B)—which repeats (1)–can be interpreted as a positive answer
to the yes–no question (A). The explicit content of (B), in which the concept
BANK1 is fed thanks to associative processes, licenses a further contextual
inference to this layer of implicit meaning. Recanati’s assumption is that both the
explicit and the implicit content are available to consciousness, in that the former
conforms ‘‘to the intuitions shared by those who fully understand the utterance’’
(idem, 14), and the latter follows inferentially from the former insofar as the
expectation for a yes–no answer raised by the previous question is taken into
consideration.

It is important to emphasize that the conscious availability here appealed to is
qualified by Recanati as tacit rather than fully explicit—or, to put it differently,
dispositional rather than occurrent. He recognizes that conscious processes are
typically effortful, slow and under voluntary control, while comprehension pro-
cesses normally are not. However, although the inferences involved in compre-
hension cannot be conceived of as conscious in this explicit, occurrent sense,
according to Recanati they are not even the sort of sub-personal inferences that are
merely ascribed to a cognitive system on the grounds that the system behaves in
the same way as someone who performed the relevant inferences in an explicit
form (Recanati 2004, 49). An inference can also be consciously available in a tacit,
dispositional sense when ‘‘the cognitive agent to which it is ascribed […] is itself
capable of making the inference explicitly and of rationally justifying whatever
methods it spontaneously uses in arriving at the ‘conclusion’’’ (idem, 50).
Therefore, in Recanati’s opinion, some inferences are merely sub-personal, some
are conscious in the prototypical sense—they are explicit, slow and effortful—
while some others are personal-level and yet only dispositionally conscious. As it

2 Here and below the page numbers refer to the online version of the paper: http://
www.phon.ucl.ac.uk/home/robyn/Carston-Recanati-22August05%5B2%5D.pdf
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should be clear, sub-personal inferences are—so to speak—inferential only in the
eyes of an observer. This is the case with Recanati’s primary pragmatic processes:
they are thought to be merely associative processes although they may nonetheless
‘‘mimic’’ inferential processes (Recanati 2007). On the other hand, secondary
pragmatic processes are claimed to be genuinely inferential, conscious processes at
least in a dispositional sense.

This cognitive version of Grice’s inferential account of comprehension differs
from RT’s proposal on two major points. First, relevance theorists assume that one
single mechanism is sufficient to account for utterance understanding: that is, an
unconscious, automatic process based on expectations of relevance. In particular,
they believe that the whole distinction between primary and secondary pragmatic
processes, respectively conceived of as sub-personal and personal processes, is not
grounded: consciousness is not thought to play a significant role in normal epi-
sodes of comprehension. Second, the single process by which RT explains com-
prehension is conceived of as both automatic and yet genuinely inferential in its
own right. Although this process is said to be unconscious and outside the control
of the subject, relevance theorists describe it as a non-demonstrative inference that
takes a set of premises as input and yields a set of conclusions as output. This
means that in their account the inferences in terms of which pragmaticists
reconstruct utterance understanding are literally part of the automatic process of
comprehension: inferences are neither merely attributed to the subject (in partic-
ular, comprehension is not based on mere associative processes that just mimic
inferences, as in Recanati’s primary pragmatic processes), nor are they something
that the subject is just capable of delivering explicitly if necessary (as in Recanati’s
dispositional account of secondary pragmatic processes). They are instead genu-
ine, occurrent inferences, although automatic ones.

In general terms, in RT’s account of communication an utterance conveys a
presumption of its own relevance, and the hearer has to construct a hypothesis
about the speaker’s meaning which satisfies that presumption of relevance. This
requires constructing appropriate hypotheses about explicit content, intended
contextual assumptions, and implicated conclusions—with explicit content and
contextual assumptions counting as premises from which implicated conclusions
are to follow. Although explicit content provides one of the premises for the
inference, this does not mean that it is wholly determined by means of a previous
non-inferential process—for instance, by means of a purely associative process as
in Recanati’s model. In fact, the whole process is conceived of as circular rather
than uni-directional: hypotheses about the implicated conclusions might be sug-
gested straightforwardly by some contextual cues, so that those conclusions can
contribute to determine the premises which are apt to draw the inference. In this
sense, Relevance theorists speak of a ‘‘mutual adjustment’’ between explicit
content, contextual assumptions and implicated conclusions. Therefore, the very
same process based on the construction of inferential derivations is believed to be
responsible for the determination of both explicit and implicit content.

In short, neither simple associative processes nor conscious, controlled pro-
cesses are claimed to play any significant role in utterance understanding. RT
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conceives of comprehension as a quite specific process: an automatic inferential
process which is specialized for the purposes of communication. According to
Carston (2007), reflective reasoning may well play a role in communication and
comprehension but only with regard to rational reconstruction of spontaneous
pragmatic processes: ‘‘this is not an exercise that people perform much off their
own bat. Its most likely role is as a backup mechanism when something goes
wrong with the automatic intuitive mechanisms of utterance understanding’’
(idem, 31).

Before we address the respective weaknesses of RT and Recanati’s account, let
us turn to the distinction between automatic and controlled processes: this dis-
tinction may form the basis for a different account of how sub-personal and per-
sonal features may coexist in comprehension.

3 Automatic and Controlled Processes

The view that human cognition involves two different types of processing, auto-
matic and controlled, is a well-established theme in psychology at least since the
writings of William James (1890). The issue has received renewed attention in the
last decades after the seminal studies of Shiffrin and Schneider (1977) and
Schneider and Shiffrin (1977)—see Schneider and Chein (2003) for a recent
overview. Schneider and Shiffrin (1977) define an automatic process as the acti-
vation of a sequence of nodes in our knowledge representation that ‘‘nearly always
become active in response to a particular input configuration’’ and that ‘‘is acti-
vated automatically without the necessity for active control or attention by the
subject’’ (idem, 2). In contrast, controlled processes are defined as ‘‘a temporary
sequence of nodes activated under control of, and through attention by, the sub-
ject’’ (idem, 2–3).

The standard tests employed to assess whether a process of interest is automatic
or controlled are subliminal presentation and techniques based on cognitive load
(see Satpute and Lieberman 2006, 91). The fact that an input is processed sub-
liminally, that is, outside awareness, is treated as the most distinctive feature of
automaticity. On the other hand, it is also expected that whenever the process of
interest is automatic, it will not be influenced by load manipulations. This is
because automatic processes are thought to occur in parallel, in contrast with
controlled processes which operate serially, resulting in task-switching costs.
Another important manifestation of the automatic-controlled distinction is that
‘‘extended consistent training is required in order to develop automatic processing,
while controlled processes can be established in a few trials and under varied
mapping conditions’’ (Schneider and Chein 2003, 528). As a consequence of
extended training and parallel processing, automatic processes are fast and accu-
rate. On the contrary, controlled processes are typically slow and inaccurate.
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3.1 Old and New Approaches to the Automatic/Controlled
Distinction

In the last decades, the basic distinction just outlined has been framed in largely
similar ways by different scholars (Carver and Scheier 2009): intuitive versus
conscious in Smolensky (1988), associative versus rule based in Sloman (1996),
reflexive versus reflective in Shastri and Ajjanagadde (1993). Moreover, two-
mode, or dual-process, models of functioning have emerged in personality psy-
chology (experiential versus rational system: Epstein 1973), and in social psy-
chology (reflexive versus reflective: Lieberman et al. 2002; impulsive versus
reflective: Strack and Deutsch 2004; Strack et al. 2009).

In some of those developments of the distinction, the emphasis is on the fact
that the second kind of process operates on ‘‘symbolic, or propositional structures’’
(Saptute and Lieberman, 2006, 88), enables symbolic logic (Lieberman et al.
2002), can be simulated by symbolic architectures allowing the binding of vari-
ables (Schneider and Chein 2003, 532)—in contrast to automatic processes which
can be simulated by simple connectionist networks. This shift towards the sub-
symbolic/symbolic distinction is pushed to the point that in some cases con-
sciousness is no more considered distinctive of the controlled type of process. For
instance, Lieberman et al. (2002) distinguishes between an X-system for reflexive
processes and a C-system for reflective processes, where the former results itself in
a state of consciousness: the X-system is said to be a parallel-processing, sub-
symbolic, pattern-matching system that produces the continuous stream of con-
sciousness that we experience as the world out there.

As useful as it can be for some theoretical purposes, this way to recast the
automatic/controlled distinction is probably misleading for various reasons. First,
it is hardly coherent with the most accepted way to assess automaticity, that is, by
means of tests based on subliminal processing: these tests precisely aim to
ascertain whether a cognitive process occurs outside consciousness. Second, at
least for a crucial class of cognitive phenomena, by claiming that a process is
controlled (versus automatic) scholars mostly intend to emphasize its conscious
and voluntary nature, irrespective of whether it is a symbolic (propositional)
process or not. This is the case with a large amount of research in neurophysiology,
where the issue is at which conditions bodily movements become actions, that is,
they are under conscious control (versus merely automatic: for instance, see
Jeannerod 2006; Pacherie 2006). From this point of view, neurophysiological
literature on intentional bodily movement is just an instance of a larger category:
that of research on intentional action in general, which also includes linguistic
behavior. In research on intentional action it is consciousness rather than propo-
sitionality that is held to distinguish controlled from automatic processing. Third,
by downplaying the importance of the conscious/unconscious distinction one loses
the crucial theoretical connection between the automatic/controlled issue on the
one hand, and the notions of selective attention and executive functions on the
other. Selective attention, which is tightly connected to consciousness, has
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traditionally been considered a key component of executive functions. The notion
of executive function is used in psychology and neuroscience to describe a loosely
defined set of capacities having to do with guidance of behavior: planning, initi-
ating appropriate actions while inhibiting inappropriate ones, cognitive flexibility
etc. Selective attention is apparently a key component of this cognitive complex.
On the other hand, executive functions appear as prototypical examples of con-
trolled processes: but this is so because of the fact that executive functions involve
consciousness and selective attention, not propositionality.

For all these reasons, I will rest on the most widely accepted view of the
automatic/controlled distinction, that is, the view that takes consciousness as the
main line of demarcation and emphasizes the connections with theories of inten-
tional action and executive functions. Once this general framework is settled,
further qualifications are suggested by evidence that has been acquired recently.
One is the observation that ‘‘automatic’’ and ‘‘controlled’’ presumably are not all-
or-none notions; instead, they appear to come in degrees. A second point is that,
although consciousness and controlled processes have a crucial role to play in
goal-directed behavior, it is possible to have goal-directed behavior outside con-
sciousness. Third, the emphasis in recent research is less on how automatic and
controlled processes may be detected and analyzed in isolation than on how they
factually cooperate for most of our cognitive activities. Let us now briefly address
each of these points in turn; this will prepare the ground for an updated view of the
automatic/controlled issue—a view which has been explored in the ‘‘distributed
intentionality model’’ proposed by Mazzone and Campisi (2013).

3.2 All-or-none Notions?

The traditional view according to which there is a sharp boundary between
automatic and controlled processes has been challenged in the last decades, either
because automaticity has been explained in terms of properties which vary grad-
ually, or because automaticity has been analyzed in components which can, but
need not, be present together (Garrod and Pickering 2007). The latter line of
thought has been pursued by Bargh (1994): in his view, a process is automatic to
the extent that it is unaware, mandatory, efficient, non-interruptible.3 However,
since those features do not always covary together, there may be different degrees
of automaticity as a function of the number of features involved.

As for the former line of thought, it is well exemplified by Cohen et al. (1990).
They propose that automaticity is a function of what they call ‘‘strength of pro-
cessing’’, which in turn is defined in relation to processing pathways within a

3 In Bargh’s (1994) own terms, the four parameters are awareness, intentionality, efficiency, and
controllability. However, Garrod and Pickering suggest that ‘‘non-interruptibility’’ is a more
proper label for what Bargh calls ‘‘controllability’’. Similarly, Mazzone and Campisi (2013)
observe that by the term ‘‘intentionality’’ Bargh properly means that a process is not mandatory.
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connectionist network. A strong connection leads to fast and accurate transmission
of information along the pathway; moreover, the strength of processing may
determine the extent to which processes are open to interference from other pro-
cesses. Considerations of this sort might be framed differently by taking into
consideration the apparent coexistence of two complementary learning systems in
our brain, one for rapid learning based on the hippocampus and related structures,
the other for slow learning of regularly repeated sequences (McClelland et al.
1995). As it seems, the same information can be moved from the former system to
the latter as a consequence of repetition and practice (Aarts and Custers 2009); this
also leads to different patterns of activation in the neural circuits guiding action:

lateral prefrontal and premotor areas are activated at the beginning of the learning of a
motor sequence; with practice and repetition, however, that activation subsides, while that
of subcortical structures, notably the basal ganglia, increases […]. Thus, as sequences
become overlearned and automatic, their representation seems to ‘‘migrate’’ to lower
executive stages (Fuster 2001, 321–322).

Under this hypothesis, processing can be fast, accurate and unaffected by
interference to the extent that a sequence has been overlearned and therefore
moved to subcortical structures—where overlearning is something that may come
in degrees.

A different but possibly complementary proposal has been put forth by Dehaene
et al. (2006) with regard to the neural basis of consciousness. In the model they
propose, the distinction between conscious and unconscious processing is not all-
or-none, for two reasons. First, they assume that besides conscious and purely
subliminal processing there can be intermediate conditions. Second, in their model
consciousness is also a function of the strength of activation in the interested brain
areas. To be more precise, Dehaene et al. (2006) distinguish four conditions of un/
consciousness, depending on the degree of activation which is found respectively
in posterior sensory-motor representations and higher association cortices. Pure
(i.e., unattended) subliminal processing occurs when there is a weak and rapidly
decaying activation in posterior sensory-motor areas, without any significant
interacting activation in anterior cortices; on the other hand, attention and task set
might occasionally interact with such weak posterior activations, thus resulting in
attended subliminal processing. Moreover, an intense activation which is yet
confined to sensory-motor processes is thought to cause occipito-temporal loops
and local synchrony, and therefore a condition of preconscious processing: pro-
cesses are virtually accessible to consciousness, although attention is actually
oriented away from the stimulus, so that activation is blocked from accessing
higher parieto-frontal areas and establishing long-distance synchrony. Finally,
conscious and controlled processes require the establishing of long-distance loops
between strongly activated sensory-motor representations and higher association
cortices.

In sum, considerations from both psychology of learning and neurobiology of
consciousness seem to suggest that the automatic/controlled distinction admits of
degrees, instead of being an all-or-none affair.
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3.3 Goal-Directedness without Consciousness

Traditionally, goal pursuit has been conceived of as a typical case of conscious and
effortful processing. This view has been recently challenged especially by John
Bargh (starting from Bargh 1989, 1990). His notion of automatic or non-conscious
goal pursuit has witnessed a number of empirical demonstrations in the last decade
(for recent reviews see Hassin et al. 2009; Ferguson et al. 2007). The thesis of non-
conscious goal pursuit is based on the notion of habit, with habits conceived of as

associative networks that include contexts, goals that are regularly pursued in these
contexts, and means that one usually uses to attain these goals […]. These networks are
shaped by one’s history, and they allow for goal pursuit via spreading of activation (Hassin
et al. 2009, 550–551).

Given this conception of habits as associative networks, it seems an obvious
consequence that the activation of a component may spread to other components
of the network, and this has been largely confirmed by experiments based on
priming.4 In particular, priming of goals appears to affect subsequent representa-
tions and behaviors in many ways. For instance, when an action is regularly
selected and performed in order to obtain a goal (for instance, taking the bicycle
instead of the bus to go to the university), ‘‘priming these goals automatically
activates behavior representation and resultant action according to an ‘if-then’
rule, enabling the goal-directed behavior to occur directly and independent of
conscious intentions’’ (Dijksterhuis et al. 2007, 105). Of particular interest is the
fact that similar results have also been obtained through unobtrusive or uncon-
scious priming. For instance, Bargh et al. (2001) unobtrusively exposed subjects to
words such as ‘‘strive’’ and ‘‘succeed’’ to prime the achievement goal, and then
tested their performances in an anagram puzzle task: participants primed with the
achievement goal outperformed those who were not primed with the goal. Similar
effects may also be obtained in more indirect ways: for instance, priming the
names of significant others may lead to the automatic adoption of the goals
associated with them; or for another example, thinking to a good friend may
enhance the disposition to participate in a subsequent task as a possible means to
help (Dijksterhuis et al. 2007, 101–102).

What these observations apparently show is that automatic processing may go
deep into the guidance of behaviors which are thought of as typically intentional
and controlled. That this must be the case is also shown by the fact that most of our
intentional actions are nonetheless rapid and effortless. This has led to models of
intentional actions where the most part of cognitive processing is thought to occur
automatically. However, such models often tend to assume that automaticity does

4 See also Gollwitzer et al. (2009, 605), where they suggest that goals may behave in accordance
with simple associative (hebbian) principles: ‘‘Under the assumption that goals, too, are
represented mentally and become automatically activated by the same [hebbian] principles, goal
representations should also be capable of automatic activation through contact with features of
the contexts in which those goals have been pursued often and consistently in the past.’’.
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only concern the implementation of intentions: conscious representations of the
goals to be pursued are held to be required for action control, while the specific
behavioral means by which the goals are pursued would be activated automatically
(see, for example, Levelt’s 1989 model of language production). On the contrary,
the evidence concerning non-conscious goal pursuit invites us to believe that goals
may drive action without becoming conscious, that is, they can operate in an
entirely automatic way.

3.4 How Automatic and Controlled Processes Cooperate

On the basis of our previous considerations, one could be tempted to think that
consciousness does not play a significant role in human cognition. Our actions are
mostly rapid and effortless, and this suggests a major role for automatic pro-
cessing. To be sure, human action is essentially goal-directed, but, as we saw,
goal-directedness does not imply conscious processing. Another relevant line of
evidence is provided by the experiments of Libet (e.g., Libet 1992), which have
shown that ‘‘[c]onsciousness of the goal of an action is not immediate, it takes time
to appear’’ (Jeannerod 2006). More specifically,

the first conscious awareness associated with the initiation of the movements […] occurs
well after the start of the neural activity that culminates in the movement. […] This clearly
suggests that whatever events one might reasonably consider to be the neural initiators of
these movements, those events occur pre-consciously (Pockett 2006, 18–19).

Based on this sort of evidence, some have drawn the conclusion that con-
sciousness is essentially a post hoc phenomenon, which has not to do with initi-
ation and guidance of action. It would rather be (part of) a mechanism ‘‘for the
cognitive rearrangement after the action is completed’’ (Jeannerod 2006, 37), in
the service of our sense of agency and the distinction between our own and others’
actions (Pockett 2006; Jeannerod 2006; Choudhury and Blakemore 2006). How-
ever, there are reasons to believe that conscious and controlled processes should be
accorded instead a significant role in active online processing and guidance of
action. First, conscious control appears to be occasionally required in the course of
action when smooth automatic processing fails (Gollwitzer et al. 2009, 610;
Bongers and Dijksterhuis 2009; Jeannerod 2006, 30). Second, sometimes we make
conscious plans of action, or we are explicitly required to accomplish a task, and
so on. In such cases, but possibly also in cases where initiation of action is
automatic, consciousness seem to play a key role in top-down maintenance of
goals and top-down inhibition: the execution of long-term plans cannot be
accounted for solely in terms of automatic spreading of activation. This suggests
that not only have both automatic and conscious processes a role to play in human
cognition, they are also expected to cooperate in most of our cognitive perfor-
mances. There is nowadays growing acceptance that ‘‘conscious and nonconscious
goal pursuit are two collaborative partners taking turns in working towards goal
attainment’’ (Gollwitzer et al. 2009, 620–621).
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This cooperative view of automatic/controlled processes is entirely coherent
with the neurobiological model proposed by Dehaene et al. (2006): as we saw, that
model proposes that both in attended subliminal processing and in conscious
processing frontal and pre-frontal activations can affect automatic processes, by
amplifying the independent activation of certain representations (and presumably
by causing the active inhibition of others) in posterior areas. An interesting way to
frame attended subliminal processing is Neumann’s (1990) theory of ‘‘direct
parameter specification’’. According to this theory ‘‘[a] given attentional (or
intentional) state might be necessary for unconscious stimuli to trigger further
processes’’ (as Kiefer 2007, 293, puts it). More specifically:

[Subjects] search for information in order to specify free parameters within the currently
active intention/action plan. Unconsciously registered information that resembles this
searched-for information is selected and processed to specify the free processing param-
eters. Therefore, unconsciously perceived information will translate into behavioural
effects that are absent if the same information is sufficiently dissimilar from the searched-
for features (Kiefer 2007, 300).

In other words, top-down intentional processing would cause stimuli to affect
behavior even when they are not consciously perceived.

3.5 An Updated View of the Automatic-Controlled Issue

In the light of the sort of evidence we have reviewed so far, the distinction between
automatic and controlled processes should be considered just the first step on the
way to understanding their cooperation in most of our cognitive operations.
Mazzone and Campisi (2013) have proposed a general approach to intentional
actions—the ‘‘distributed intentionality model’’—based on such a cooperative
view of automatic and controlled processes. We propose that in order for actions to
be intentional it is not required that action plans are consciously represented and
then put into effect in a purely top-down manner. In the general case, actions are
largely the result of automatic processes of activation, integration and competition
between a huge number of goal-related representations. On the other hand, human
behavior is intuitively intentional in essence, in that it never seems to occur
without agents consciously attending this or that component of the complex goal-
directed representation involved. However, conscious attention is not necessarily
directed towards one specific component of that representation, be it an overall
goal or whatever: conscious intentions should rather be conceived of as beams of
light temporarily directed towards this or that goal-related component of a largely
automatic flow of processing. In a word, intentionality is better thought of as
dynamically distributed along the complex goal-directed representation involved
in any single action, than concentrated in (the representation of) one single purpose
of the action.
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In our model, the role played by automatisms is very large. This is in line with a
proposal of Morsella (2009), according to which human behavior is based on a
‘‘stream of action […] driven by a continuous series of activations stemming from
various sources’’ (idem, p. 19). In other words, our perceptions would endlessly
feed automatic processes impinging on motor representations, so that plans of
action are activated automatically at each moment and then compete for behavioral
expression (idem, p. 16). However, this is far from implying that consciousness is
either absent or purely epiphenomenal in most of our intentional actions. First,
even if consciousness takes time to appear, nonetheless it may emerge in the
course of action and then play a crucial role as a mechanism for goal maintenance
and shielding, for reorganization of habits, or for the management of unexpected
difficulties (Mazzone and Campisi, 2013). Second, it should not be forgotten that
for the most part of our lives ‘‘we live in a supraliminal world’’ (Satpute and
Lieberman 2006, 91), that is, automatic responses to perceptual inputs occur while
we are engaged in conscious monitoring of the environment and our own behavior.
In a sense, then, it could be true that there are conscious representations at the
instigation of most of our actions: humans often respond to situations they are
conscious of, and these situations set the purposes of our forthcoming actions. For
instance, in dialogue we normally attend to our interlocutor’s utterances. Such a
conscious representation of the input we intend to respond to can be thought to
drive automatic processing by constraining the kind of information which is
needed to accomplish the task—as predicted by the ‘‘direct parameter specifica-
tion’’ theory considered above.

In sum, it seems that in principle any component of the complex goal-directed
representation involved in action—including goals—can be processed automati-
cally. Nonetheless, consciousness is far from being epiphenomenal since it may
focus on this or that component when needed and, as a consequence, play a role in
directing automatic processing: specifically, as in Dehaene et al.’s (2006) model,
by amplifying or inhibiting representations in posterior areas of our brain.

4 Pragmatics and Associative Processes

As we saw in Sect. 2, Relevance Theory and Recanati’s view are not equally
compatible with psychological and neurobiological accounts of the controlled/
automatic distinction. Recanati’s view is closer to those accounts than RT, to the
extent that the former conceives of pragmatic processing in terms of a cooperation
between associative and conscious processes, while the latter does not accord a
role to any of these two processes within pragmatics proper. Relevance theorists
propose instead a single automatic mechanism which is specialized for language
comprehension. Let us now examine in more detail the positions of both RT and
Recanati with regard to associative processes (this section), and conscious pro-
cesses (the next section).
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Within the literature we considered in Sect. 3 there is a general consensus that
automatic processing occurs by way of associative mechanisms, that is, mecha-
nisms based on associative strength in a network mainly due to ‘‘extended con-
sistent training’’ (Schneider and Chein 2003, 528) and on subsequent spreading of
activation in the associative network. For instance, in Sloman (1996) the automatic
pole of the dichotomy is straightforwardly called ‘‘associative’’ (versus rule
based), and in Satpute and Lieberman (2006, 88) the reflexive (versus reflective)
component is claimed to be based on associations and to deliver constraint sat-
isfaction processes. Moreover, the thesis of automatic goal pursuit depends on the
notion of habits conceived of as associative networks involving representations of
contexts, goals and means.

Recanati (2004) has in fact proposed that lexical items contribute their meaning
to the explicit sense of utterances by way of what he calls primary pragmatic
processes, conceived of as local associative processes. In Mazzone (2011) I have
argued that Recanati’s associative explanation may be extended beyond his
intentions—in particular, beyond the domain of lexical pragmatics. But let us
proceed step by step.

4.1 Associative Accounts of Primary Pragmatic Processes

A crucial notion in Recanati’s account of primary pragmatic processes is that of
abstract schemata driving comprehension. Not only can schemata explain shifts in
accessibility of lexical meanings, they can also account for the search of coherence
in associative processes: inputs activate schemata they are component of, and
schemata in turn activate (or add activation to) other inputs (and their interpreta-
tions) insofar as they fit those schemata. In our previous example (Sect. 2), the
schema GETTING MONEY FROM A BANK1 (where BANK1 = FINANCIAL
INSTITUTION) may have a key role in explaining how, in the utterance ‘‘I’m going
to the bank now to get some cash’’, the word ‘‘bank’’ is given an interpretation which
is coherent with the context. Interestingly, the same sort of schematic information is
invoked by RT in order to ensure the assumptions that behave as premises in their
inferential explanations. Thus, in this respect what essentially distinguishes RT from
Recanati’s account is the thesis that such a schematic information is employed
within genuinely inferential processes, instead of associative ones.

However, as argued in Mazzone (2011), this thesis is both highly speculative
and unnecessary. As to the first point, on epistemological grounds associative
activation and automatic inferential derivation are far from having the same status:
the latter is not nearly as established as the former, which is in fact the only well-
established explanation–both in psychology and neurobiology—of how we detect,
store and exploit information by way of automatic processes. On the other hand, it
is far from clear that a genuinely inferential account is needed. In particular, RT
underestimates the theoretical role that schemata can play within an associative
account of automatic processes.
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This is clearly shown by the most extensive argument against associative
accounts proposed by relevance theorists, which has been put forth by Wilson and
Carston (2007) in the context of a discussion of lexical pragmatics. The key claim
in their argument is that statistical associations provide no basis for drawing
warranted conclusions, since the associates are not logically related to each other
in any systematic way. To be sure, one could maintain that inferential relationships
are also associations of some sort; for instance, the association between ‘‘shark’’
and ‘‘fish’’ could be used to derive the warranted conclusion that a shark is a fish.5

However, although inferential relationships are associations, there are plenty of
associations that are not inferential relationships. Therefore, according to Wilson
and Carston associative accounts will vastly overgenerate, and so one is left
without any principled method of filtering out unwanted associations (and
unwarranted conclusions). This is why inferential accounts should be preferred.

The first thing to notice is that the premise of the argument is false. Far from
lacking any systematic structure, associations are instead essentially schematic. In
other words, associations are not stored in such a way that the relationships
between their elements are in need of interpretation from the outside—so to speak.
Quite on the contrary, our associative coding of contingencies yields schemata
preserving information both on which content are connected with each other and
how they are connected, be it by way of taxonomic, part-whole, temporal, causal,
textual relationships or whatever. As a consequence, associative networks do not
require that further mechanisms be provided in order to logically constrain their
dynamics of activation. Instead, they can themselves provide—just as suggested
by Recanati—the abstract schemata thanks to which the process is constrained,
and unwanted associations are filtered out. For instance, although in our previous
example the word ‘‘bank’’ may activate the meaning RIVER SIDE—not to
mention all the other associations potentially activated by the utterance ‘‘I’m going
to the bank now to get some cash’’—this meaning either will not receive further
activation from, or even will be inhibited by, other associative schemata triggered
by linguistic and contextual inputs.

As it seems, the notion of schema may help to provide, after all, an associative
explanation of how unwanted associations are filtered out in comprehension.

4.2 Beyond Lexical Pragmatics

It could be objected that such an explanation may only work within the limits of
lexical pragmatics, where the issue is how words confer their meanings to the
explicit content of utterances. Also relevance theorists grant a role to associative

5 Within this argument, Wilson and Carston essentially identify associations with statistical
relationships between lexical items in a corpus. As we are going to argue, there is no ground for
that identification: there exist in fact a variety of different associative relationships, most of which
concern concepts rather than words.
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processes in that domain. However, according to RT not even explicit content can
entirely be fixed by associative mechanisms: explicit content—no matter how it is
prompted—has to become a line in an inferential derivation, and mutual adjust-
ment between the components of the derivation is needed in order for any of those
components to be fixed.

Why should we presume that such an inferential derivation is needed, and that
simple associative processes will not do? Carston (2007) has an argument for this
which deserves consideration.6 Her idea is that associations suffice insofar as what
is at issue is activation and deactivation of concepts (parts of concepts, schemas),
while associations are not sufficient in order to understand genuinely constructive
processes. Although Carston is here concerned with how concepts can be con-
structed online rather than simply re-activated, her argument also sheds new light
on the previous claim that associations provide no basis for drawing warranted
conclusions. Intuitively, in order to be justified in reaching a conclusion a cog-
nitive system needs something more than activation merely passing from one
content to another: it has to construct an inference that may count as a justification
for the conclusion. I think Carston has a good point here, but the precise impli-
cations of the argument have to be assessed more accurately.

Let us first notice that in current linguistics there is a family of theories
assuming that associative relations can explain cognitive phenomena which had
previously been thought to require rule-based, specialized processes instead. This
is the case with what are known as constraint-based models, that is, models in
which parallel activation of, and competition between, representations substitute
for procedural rules, in syntax and elsewhere (e.g. Trueswell et al. 1994; Ferreira
et al. 2002; Jackendoff 2007; Breheny et al. 2006). Constraint-based processes and
associative processes can be seen as two sides of the same coin: as a consequence
of activation within an associative network, each activated representation may act
as a constraint on the overall process, insofar as it contributes to selecting the
outcomes which are compatible with it.

One insightful example of constraint-based model in linguistics has been put
forth by Jackendoff (2007). Although his theory has its roots in Generative
Grammar, Jackendoff maintains that linguistic phenomena—syntax included—
may be explained by a general-domain, constraint-based mechanism. Crucially,
while in the mainstream view of Generative Grammar phrase structure has been
represented in terms of procedural rules, Jackendoff proposes that any linguistic
information7 including phrase structure is instead captured by regular patterns of
representation essentially abstracted away from experience: words, regular affixes,
idioms, constructions, and ordinary phrase structure rules are conceived of as
nothing but ‘‘pieces of structure stored in long-term memory’’ (Jackendoff 2007,
11). As a consequence, Jackendoff’s explanation does not rely on specialized

6 She also proposes another interesting argument we will consider in the next section, since it
concerns the role of consciousness.
7 With the possible exception of a very restricted number of innate constraints.
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linguistic (namely, syntactic) processes operating in accordance with procedural
rules. Rather, linguistic representations (pieces of structure) are thought to contain
within them the information on how they can be assembled with each other, and all
we would need is a general-domain process which mechanically assembles rep-
resentations in accordance with that information: this process is called unification.

Since what is at stake in unification is the building of occurrent linguistic
structures, Jackendoff rightly points out that this process necessarily requires
something like a ‘‘workbench’’, or a ‘‘blackboard’’ where structures are con-
structed online. Typically, such a workbench is what working memory is thought
to provide. But Jackendoff also emphasizes that in order to accomplish the task,
working memory cannot be conceived of as just the part of long-term memory that
is currently activated—as it is in some connectionist architecture. In his opinion,
working memory should rather be thought of as physically separate from long-
term memory. For our purposes, though, the point is that building conceptual
structures requires more than simple spreading of activation in a network: it
requires that the cognitive system is able to keep certain pieces of structure active
until the whole process of activation, competition and unification is accomplished.

What these considerations suggest is that the construction of complex con-
ceptual structures can be accounted for within an associative framework, provided
that working memory is added to simple spreading of activation. Carston’s
objection has the merit of calling attention to this important qualification, but it
does not speak in favor of inferential processes, since we have an associative
account of how complex structures can be constructed in the course of online
processing. One may speculate that those complex structures possibly include
exemplifications of inferential schemata. This could explain how associative
processes may mimic inferential processes, as suggested by Recanati (2007).
There could occur indeed processes of mutual adjustment between assumptions
counting as premises and utterance interpretations counting as conclusions, insofar
as those assumptions and interpretations are unified in working memory by means
of inferential schemata: such schemata would activate, or strengthen the activation
of, the components (premises and conclusions) which fit them.

Would that count as an inferential account of the sort recommended by RT? Not
at all. A couple of things should be emphasized. First, the mechanisms Jackend-
off’s model makes use of (spreading activation, working memory) are domain-
general. On the contrary, inferential processes hypothesized by RT are specialized
for utterance understanding. Second, in constraint-based accounts a crucial role is
played by structures of representation: those structures (plus simple general-
domain mechanisms) substitute for rules and derivations. Analogously, in prag-
matic processing a variety of schemata (together with spreading activation and
working memory) could explain how warranted conclusions could be granted
without genuine inferential processes. Third, there is a clear sense in which
working memory is just part of the general associative dynamics of our brain: from
a neurobiological perspective, working memory is generally taken to consist in
self-sustained loops occurring in cortical circuits. In other words, working memory
is essentially a specific modality of activation within associative networks.
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These considerations support the view that associative processes can explain
linguistic and pragmatic phenomena well beyond the limits of lexical pragmatics.

Before we conclude this section, one qualification is in order. The fact that we
have introduced working memory in the picture does not necessarily imply that
consciousness is at play as well. For sure, the idea of a global workspace—ensured
by self-sustained loops in the cortex, and accounting for the active maintenance
and integration of information—has traditionally been tightly associated with
consciousness (e.g., Baars 1997). Nonetheless, there are reasons to think that
working memory is independent from consciousness. For instance, Hassin et al.
(2009) have noticed that there is an apparent contradiction between the fact that we
can only engage in a very limited number of high-order cognitive processes (and
specifically, conscious processes) at any given point in time, and the simple
intuition that there are points in time in which we seem to be advancing multiple
goals, decisions and plans. Hassin and colleagues propose to solve this apparent
contradiction by adopting the thesis of an implicit working memory. In other
words, they argue that working memory can operate outside of conscious
awareness and therefore it may ensure parallel processing. Incidentally, they also
observe that none of the major views on this issue suggests that people have
conscious access to everything that goes on within working memory.

The obvious implication of the ‘‘implicit working memory’’ hypothesis is that
conceptual integration may also occur automatically—i.e., outside consciousness.
Automatic integration of spatial information has been in fact argued for by
Hommel (1996, 1998, 2002). In ERP studies of language comprehension, it could
be argued that a similar notion has been invoked. Many have proposed to interpret
the difference between the best known event-related potentials in that domain—
N400 and P600—in terms of a difference between two modes of processing. The
N400 (a negative deflection having its peak 400 ms after the stimulus that elicits
it) is thought to reflect a process of semantic integration (van Berkum et al. 1999;
Vissers et al. 2006; Chwilla et al. 2007), while the P600 (a positive deflection with
its peak at 600 ms from the stimulus) would reflect instead a process of monitoring
and ‘‘continued algorithmic analysis’’ presumably under executive control (Ku-
perberg 2007, 42; Vissers et al. 2007). The sort of integration that is proposed as an
explanation of the N400 is thus conceived of as different from both simple
spreading of activation (Chwilla et al. 1998) and processes involving conscious
monitoring and executive control.

From a neurobiological perspective, the hypothesis of implicit working memory
is compatible with the model proposed by Dehaene et al. (2006) we considered
above (Sect. 3). Under the assumption that working memory is ensured by self-
sustained loops in the cortex, the model distinguishes between local loops located
in occipito-temporal areas and long-distance loops also involving anterior asso-
ciation cortices. While the latter are thought to grant conscious and controlled
processes, the former are claimed to cause preconscious processing. Therefore,
local loops could be the neurobiological basis for implicit working memory and
preconscious integration of representations.
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5 Pragmatics and Consciousness

As we saw, Recanati’s account assigns a significant role to consciousness within
pragmatics. More precisely, the ‘‘availability condition’’ (Recanati 2004, 44) posits
that subjects have conscious awareness of the explicit content, the implicit content,
and the inferential process leading from the former to the latter. In a sense, Re-
canati conceives of the transition from explicit to implicit sense in terms of con-
scious verbal reasoning, with the important qualification that consciousness may
be only dispositional: subjects are capable of making the relevant inferences
explicitly, but in the normal case they reach the implicit content without any actual
involvement of conscious verbal reasoning.

Carston (2007) makes two objections that are easily agreed upon. First, moving
from occurrent to (merely) dispositional reflective inferences leaves us with no
idea of how the real process of implicature derivation works: what we do know is
just that conscious verbal reasoning is not the occurrent process by which implicit
content is normally obtained. As we saw, Carston’s own view is that conscious
reasoning should better be assigned a role in post hoc rational reconstruction,
which is something that people are actually engaged in only as a backup mech-
anism when something goes wrong with automatic processing.

Second, Carston argues that there is no ground for the distinction between
primary and secondary pragmatic processes in terms of conscious availability. She
makes various examples of cases in which people seems to be aware of how
explicit content may depart from linguistic meaning as a function of contextual
factors. Let us consider the following example:

(3) Mother to young child just before bedtime: Have you brushed your teeth?
Child (grinning): Yes I have—[pause]—last night.

The answer clearly shows that the child is well aware of the normal pragmatic
enrichment by which the relevant time is assigned to the temporal parameter of the
question: in fact, the child openly violates the expectations raised by that normal
enrichment. But in Recanati’s terms that sort of enrichment is a case of primary
pragmatic process for the determination of explicit content. Therefore, conscious
availability seems not to be an exclusive property of secondary pragmatic
processes.

The claim that any stage of pragmatic processing may be consciously attended
accords well with our previous considerations on conscious processes (Sect. 3),
with particular regard to Mazzone and Campisi’s (2013) ‘‘distributed intentionality
model’’: speaking is a prototypical case of intentional action and, as I argued
above, intentional action involves complex goal-directed representations across
which consciousness is dynamically distributed. In other words, there are no
specific components of goal-directed representations such that consciousness is
necessarily directed towards them; consciousness may be directed instead towards
different aspects in different occasions, and also in the course of the same action.
But Carston also claims that consciousness have a role to play in utterance
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understanding only in very special circumstances. However, it should be empha-
sized, Carston essentially refers to the role of conscious reasoning, which is a quite
specific sort of conscious process. Although Carston is presumably right in
pointing out that we rarely resort to conscious reasoning in utterance under-
standing, this in itself does not speak against consciousness having a role in
pragmatics. To put it differently, while verbal reasoning proper is a prototypical
instance of (largely) controlled processes, consciousness may also cooperate with
processes which are mainly automatic: it is this latter kind of process, not the
former, that is apparently involved in normal cases of utterance understanding.

Carston (2007) has made an argument against associative processes that in my
perspective can be seen as an involuntary step in this direction. She points out that
mere accessibility—even coherence-based accessibility—cannot account for the
fact that utterances virtually inevitably trigger attentional focus and the expendi-
ture of some processing effort. The conclusion this argument is aimed at is RT’s
thesis according to which utterance understanding cannot be explained by a
general-domain associative process; it would require instead a specialized auto-
matic mechanism based on relevance. However, one may speak of attention
(attentional focus, and the like) in two quite different ways. First, one may refer to
the mere fact that a cognitive system has to select somehow the direction of
processing. Second, one may specifically refer to conscious attention. Carston
cannot presumably be interested in the latter sense, since she argues in favor of
unconscious processing of utterances. Nonetheless, it is difficult to deny that
utterances do normally trigger conscious attention in humans. And this may
contribute to explain how cognitive resources are allocated in utterance under-
standing, beyond mere spreading of activation: automatic processing, as we saw
above, can be driven by consciously attended representations, which have a role in
amplifying or inhibiting other representations in posterior cortical areas, in
maintaining certain representations activated, and in creating expectations about
the inputs to be automatically processed.8

In a word, Carston calls our attention to a fact that, again, can be easily
described in terms of a general and well-established mechanism—conscious
attention—although she argues in favor of a highly speculative explanation—the
hypothesis of an automatic, inferential, relevance-based mechanism. While one
may agree with her that there is no ground for Recanati’s distinction between
primary and secondary pragmatic processes, that conscious verbal reasoning is not
involved in normal cases of comprehension, and that comprehension is instead a
largely automatic process, it seems reasonable to acknowledge nonetheless that
conscious attention may play a role in utterance understanding, in cooperation with
automatic processes.

8 The role of conscious attention in pragmatics is further explored in Mazzone, 2013b.
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6 Conclusions

We live in a supraliminal (Satpute and Lieberman 2006, 91), personal-level world.
Language perception, in particular, does not normally occur outside consciousness.
According to Grice, comprehension involves personal-level, rational abilities on
the part of the hearer. At the same time, however, pragmaticists have not neglected
that utterance understanding appears to be a spontaneous, rapid and effortless
process. For that reason, Recanati has hypothesized an automatic, associative stage
in utterance understanding, and has assigned only a dispositional (versus occur-
rent) role to conscious verbal reasoning. On the other hand, Relevance theorists
have proposed that comprehension is a wholly automatic, though inferential,
process, with conscious verbal reasoning being assigned only a peripheral role as a
backup mechanism.

I have proposed here a different account, where consciousness plays a signifi-
cant role in cooperation with automatic, associative processes. This account is
based on the automatic/controlled distinction in psychology, and on recent views
about the cooperation between these two kinds of process. In that perspective, not
only do automatic and controlled processes cooperate, they are also closer to each
other than it was previously thought. Specifically, I have argued that automatic
processes are based on schemata which may also be recruited in reflective rea-
soning, while the main difference between reflexive and reflective processing
concerns just the dynamics of activation within cortical networks. This is why
automatic processes are apt to mimic inferential ones.

This is not to say that spreading activation is sufficient to account for utterance
understanding. I have claimed instead that working memory is also needed, and
argued that it may come in two different varieties: implicit and conscious. In the
framework I propose, spreading activation, implicit working memory, and con-
scious attention are all present in normal episodes of utterance understanding, with
the first two components doing the greatest part of the work, although conscious
attention has also a key role in maintenance, amplification/inhibition and antici-
pation of representations.

The present account has the advantage of explaining both automaticity and
personal-level, rational features of comprehension by an appeal to mechanisms
that are general and well-supported in psychology and neurobiology.
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