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Preface

The goal of the CORES series of conferences is the development of theories, al-
gorithms, and applications of pattern recognition methods. These conferences have
always served as very useful forum where researchers, practitioners, and students
working in different areas of pattern recognition can meet to come together and
help each other keeping up with this active field of research. This book is collection
of 87 carefully selected works which have been carefully reviewed by the experts
from the domain and accepted for presentation during the 8th International Confer-
ence on Computer Recognition Systems CORES 2013. We hope that the book can
become the valuable source of information on contemporary research trends and
most popular areas of application.

The papers are grouped into eight sections on the basis of the main topics they
dealt with:

1. Features, learning, and classifiers consists of the works concerning new classi-
fication and machine learning methods;

2. Biometrics presents innovative theories, methodologies, and applications in the
biometry;

3. Data Stream Classification and Big Data Analytics section concentrates on both
data stream classification and massive data analytics issues;

4. Image processing and computer vision is devoted to the problems of image
processing and analysis;

5. Medical applications presents chosen applications of intelligent methods into
medical decision support software.

6. Miscellaneous applications describes several applications of the computer pat-
tern recognition systems in the real decision problems.

7. Pattern recognition and image processing in robotics which presents pattern
recognition and image processing algorithms aimed specifically at applications
in robotics

8. Speech and word recognition, which consists of papers focused on speech
recognition, automatic text processing and analysis.
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Editors would like to express their deep thanks to authors for their valuable sub-
missions and all reviewers for their hard work. Especially we would like to thank
Prof. Piotr Porwik and his team from University of Silesia who organized special
session devoted to Biometrics, Prof. Jerzy Stefanowski from Poznan University of
Technology who helped us to organize special session on Data Stream Classifica-
tion and Big Data Analytics, Prof. Andrzej Kasiński, Prof. Piotr Skrzypczyński and
their team from Poznan University of Technology for their effort to organize spe-
cial session on Pattern recognition and image processing in robotics. We believe
that this book could be a reference tool for scientists who deal with the problems of
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who did a great job.
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Part I
Features, Learning, and Classifiers



Toward Computer-Aided Interpretation of
Situations

Juliusz L. Kulikowski

Abstract. The problem of interpretation of situations as a widely extended and
important component of living beings’ behavior in real world is considered. A
scheme of interpretation of situations in natural living beings is presented and a
general scheme of inspired by the nature artificial situations interpreting system
is proposed. Basic constraints imposed on computer-based situations interpreting
systems are described. It is shown that the computer-based situations interpreting
systems are an extension of pattern recognition systems and the differences between
them are characterized. The role of domain ontologies and of ontological models in
computer-based situations interpreting systems design is shown and it is illustrated
by examples.

1 Introduction

70 years since the publication by W.S. Mc Culloch and W.H. Pitts of their con-
cept of a mathematical model of neuron in 2013 will be passed. Their significant
publication initiated an increasing interest of scientists and of engineers to con-
struct mechanisms simulating functional abilities of a natural nervous system. A
next important step in this direction was made by F. Rosenblatt in the late 50ths
of the past century by publication of his concept of perceptron - a first artificial
neural network recognizing simple graphical patterns. This was a starting point of
pattern recognition as a new scientific discipline which for the following years re-
sulted in numerous new concepts, original computer programs and many thousands
of considerable papers. Since that time, pattern recognition evolves in two com-
peting streams of works: the first one based on artificial neural networks (ANN)

Juliusz L. Kulikowski
Nalecz Institute of Biocybernetics and Biomedical Engineering, Polish Academy of Sciences,
4 ks. Trojdena Str., 02-109 Warsaw, Poland
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and the second one using various algorithmic (statistical, functional, algebraic,
formal linguistic, etc.) approaches to classification and recognition of patterns. In
fact, the first approach, which originally tried to construct pattern recognition sys-
tems in hardware, finally realize them in the form of computer programs simulating
artificial neural networks. Therefore, both approaches in some sense are "algorith-
mic", the main difference among them consisting in the sources inspiring with the
concepts of algorithms: modeling of neural networks or modeling of formally de-
fined classes of objects’ similarity. Against original expectations, artificial neural
networks rather few contributed to our understanding of the natural thinking mech-
anisms. This is rather the progress of neuropsychology and neurophysiology which
for the last decades provided new concepts which may be useful in improving and
extending the intelligent computer-aided data processing methods and algorithms.
In particular, a lot of highly effective pattern recognition methods and computer pro-
grams in application to detection and recognition of simple printed or hand-written
characters, voice signals, defects of machine details, diseases symptoms, biological
cells, finger-print minutiae, etc. became available and are presently widely used. On
the other hand, the problems of computer-aided image understanding on advanced
semantic level, interpretation of observable situations connected with their prag-
matic evaluation, early natural disasters prognoses, effective recognition of admis-
sible ways to reach a goal in unclear circumstances, etc. still remain to be solved,
despite the fact that our natural mind less or more effectively solves them every-
day. Let us remark that the above-mentioned problems go beyond the limits of the
conventional pattern recognition ones, however, they still concern recognition in a
more general sense: assigning of some widely defined "objects" to fuzzy similarity
classes in connection with their semantic and/or pragmatic assessment. Moreover,
till now, no effective results of image, scene or situation analysis by artificial neu-
ral networks in the above-mentioned, wide sense have been achieved. This is clear
because architecture of no artificial neural network (see, e.g. [1], [2], [3]), sophisti-
cated as might it be, reminds the real functional structure of a natural brain (see, for a
comparison [4], [5]). This does not mean that the state of ANN will not be evolving;
nevertheless, it seems that in the nearest future more effective methods of composite
objects recognition and interpretation will be provided by the approaches based on
formal models. This expectation follows from the fact that a lot of computer-aided
decision-making systems already exist; however, the role of computers in this type
of systems is usually reduced to acquisition, primary processing, partial analysis,
presentation and/or storage of data for final decision making by a human user. The
user is faced with a deontological problem [6]:

If it is known that a situation A arose then undertake an action B in order to reach a
more desirable situation C.

In this context, our problem consists in designing algorithms stating that a situa-
tion A really arose; this is a general objective of the situation interpretation theory
and practice. At a first glance, it might seem that pattern recognition is a discipline
solving the above-mentioned problem satisfactorily. E.g., if in a given histological
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specimen cancer cells have been recognized then usually it follows from this that
some therapeutic actions should be undertaken in order to cure the patient. How-
ever, the cancer cells are in this case no more but a component of a more general
situation: they have been detected in an inner organ of a patient of a given gender,
age, etc. whose less or more extended and accurate case record is known. All this
information constitutes a situation a medical doctor has to deal with. Therefore, pat-
tern recognition can be considered as a particular case of situation interpretation.
Nevertheless, the notions of situation and interpretation remain to be more strictly
defined. In this paper an attempt to the formulation of situation interpretation (SI)
backgrounds as well as some suggestions concerning the computer-aided SI sys-
tems design are presented. We try to show that basic notions of SI can be founded
on well known mathematical concepts on which ontological models are based while
practical solution of SI can be inspired by the natural cognitive processes created by
the evolutionary processes.

2 Basic Notions

2.1 Natural Interpretation of Situations

There are two basic approaches to definition of the notion of situation. In a widely
used sense situation is a passing state of a selected fragment of reality. Reality
can thus by a subject be considered as a stream of surrounding her/him or it, aris-
ing, evolving, affecting some other ones or being by some other ones affected and
finally disappearing situations. Any living being deals with various situations as an
observer, their active subject, object, commentator, etc. However, situations are not
the components the reality consists of; they rather are the components of percep-
tion of the reality by living beings. The same objects or fragments of real processes
can by different subjects be considered as elements of different situations. This fol-
lows from a general, in fact - subjective way a living being learns to perceive and
to discriminate the situations. E.g., the same state considered by a subject in the
context of some preceding and some following states can be assessed as "desired"
or "undesired" and as such it will be differently interpreted. The way of situations
recognition by simple living beings is illustrated in Fig. 1.

They reach their ability to perceive situations by perception of various temporary
signals coming from the real world, primary assessment of their value as "more"
or "less" agreeable, remembering, collecting according to some similarity features,
discriminating their components, associating according to their time- and/or space-
co-occurrence and assigning to them specific reactions in the form of signals or
behaviors expressing subjects’ emotions caused by the situations. According to our
present knowledge about natural brain functions, most of the above-mentioned op-
erations using memory takes place in an anatomic part of the brain, belonging to its
temporal lobe, called a hippocampus. Emotional values to the impressions are as-
signed in adjacent to it amygdale body. The emotionally marked reactions to many
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Real world 

Sensations 

visual acoustic tactile taste olfactory painful 

Impressions 

agreeable neutral disagreeable 

Remembered  experiences 

useful neutral useless 

Generalized, differentiated, and  associated experiences 

... 
Patterns of typical situations 

Fig. 1 A natural way to recognize situations in simple living beings

times in similar situations repeated impressions become established as germs of a
code used to communicate about the situations by the members of a social group of
living subjects. Therefore, recognition of situations even in simple living beings is
closely connected with assessment of their importance for the recognizing subjects.
Otherwise speaking, it contains some aspects of their "interpretation" even if not
expressed in terms of any advanced language.

In more developed living beings the natural way of situations interpretation is in
general similar, however, some differences should also be remarked:

• Instead of simple, sensations some formerly established sub-situations can be
used as a basis to construct the concepts of higher-level situations;

• The scale of situations’ practical importance assessment becomes more sophisti-
cated, also in a multi-aspect sense;

• Linguistic terms are assigned to typical situations;
• Elements of classification of the situations may be used;
• Situations are assessed also from a point of view of their relations to other: past,

existing, expected or possible situations.

In a large sense, interpretation of situation means a natural cognitive process con-
sisting of:

• acquisition of observations;
• primary situation recognition;
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• situation’s position localization in a more general system of concepts;
• establishing of relations between the given and other (past, present, future possi-

ble, etc.) situations.

As a result, this leads to an ability to avoid emergency, to find food, to contact other
social partners or to make another decision of vital importance.

A scheme of advanced natural situations interpretation is shown in Fig. 2. In fact,
the scheme is rather hypothetical, because till now it is rather few known about the
natural processes and mechanisms of situations interpretation in primates. However,
a progress in modern brain imaging modalities (e.g. functional magnetic resonance,
f-MRI [6], diffusion tensor imaging, DTI [7]) opens new possibilities in this research
area.

Real world

Acquisition of observations 

Comparison to remembered 
situations 

Primary classification, 
evaluation

Establishing relations to other 
situations 

Decision making, 
remembering 

Natural 
mind

Fig. 2 Advanced natural interpretation of situations

2.2 Formal Model of Situation Interpretation

A general architecture of a computer-based situations interpretation (SI) systems can
be inspired by the scheme shown in Fig. 2, excepting that the "natural mind" should
be replaced with computer-based knowledge base and logical engines. However, a
strong simulation of the natural way of learning the recognition and interpretation of
situations for certain reasons seems to be unrealistic. First, because of a long, hun-
dreds thousands years counting duration-time of the natural evolutionary processes.
Second, because our knowledge about the natural mechanisms of everyday experi-
ences acquisition, association, generalization, evaluation, storage and reminding is



8 J.L. Kulikowski

still now incomplete. Therefore, the computer-based SI system cannot be modeled
on the natural one; they rather should be based on an abstract idea of ontology which
in the last years in information processing systems design became popular [8], [9].

A general ontology is usually defined as a part of metaphysics concerning the na-
ture and theory of existence. In computer applications an idea of domain ontologies
defined as "a common understanding of some domain" [8] or as "an abstract view
of the world we are modeling, describing the concepts and their relationships" [9]
became more useful. Any domain ontology defines a hierarchy of its concepts repre-
senting objects, attributes, states, actions etc. used to the description of the given part
of reality. In [10] a domain ontology decomposition into an ensemble of ontological
models was proposed:

O = {OM1,OM2, . . . ,OMI ;Q,A} (1)

where any ontological model is defined as a quadruple:

OMi = {Ci,Ri,Ti,Ai}, i = 1,2, . . . , I. (2)

Above, Ci denotes a non-empty family of concepts (objects, attributes, actions, etc.)
the OM is based on; Ri is a family of relations described on selected subsets of
Ci. Among the relations in Ri a multi-aspect taxonomy Ξi of the concepts is dis-
tinguished, a concept Ti ∈ Ci being its top-level element, the highest concept of
the OMi.

Basic formal properties of the ontology as well as of its ontological models fol-
low from the corresponding sets of axioms A and Ai-s. In particular, the axioms of
the algebra of sets, of relations and of their extensions theory, of fuzzy sets, of proba-
bility theory, etc. if used as bases of the given OMs′ definitions should be considered
as components of their formal description.

A general structure of the ontology is described by a super-relation Q between
the OMs. In particular, clustering of OMs into categories corresponding to various
aspects of the domain reality suits to putting an ontology in a clearer order. Despite
the fact that in practice, the axioms in the description of the ontological models
are very often neglected, they should be strongly respected if an ontology is to be
correctly designed.

Sequences of elements of Ci satisfying a given relation ρ ∈ Ri are called
syndromes of ρ . Similarity relations describe particular types of concepts called
patterns. OMs consisting of similarity relations and of some based on them higher-
order relations describe a particular type of syndromes called scenes. Otherwise
speaking, a scene is a composition of objects representing some patterns. As such,
it can be described in terms of concepts of a domain ontology.

Sets of syndromes commonly satisfying the relations of a given OM, more
generally, will be called situations of the model. Observed scenes are thus
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particular cases of observed situations; recognition of scenes or of patterns is a par-
ticular case of situation recognition. However, interpretation of situation consists
of:

• situation recognition,
• its pragmatic aspects assessment,
• its logical extension.

The last term denotes detection within the given domain ontology other OMs whose
syndromes may be logically consistent with the analyzed situation. Logical exten-
sion makes thus possible answering questions not only directly concerning the an-
alyzed situation but also some questions concerning its possible connections with
other situations.

Not all domain ontologies and ontological models can be used to situations in-
terpretation. For this purpose, they should contain a mechanism V of the situations’
pragmatic aspects assessment. It should provide a possibility to compare any syn-
dromes from the point of view of their significance, utility, emergency level, etc.
for the observer. In the simplest case it can take the form of a binary scale (e.g.,
"important", "not important"). Therefore, an OM admitting pragmatic evaluation of
situations takes the form of a quintuple:

EOMj = [Cj,R j,Tj,Vj,A j], j ∈ [1,2, . . . , I], (3)

(Cj,R j,Tj,A j denoting the same objects as in (2)). This type of OMs can be called
evaluated ontological models.

The above-presented elements of formalism lead to a hierarchy of real world
representing models suitable to be used in a computer-based SI system, consisting
of:

• a general ontology;
• domain ontologies;
• a hierarchy of ontological models describing the inner structure of the domain

ontology as a composition of ontological models;
• ontological models (OM,EOM) describing selected aspects or states that in a

given domain may occur and can be observed;
• relations, super-relations or hyper-relations of any type specifying the ontologi-

cal models;
• situations described by the ontological models;
• formal patterns specifying the similarity classes, structures satisfying ordering

relations and syndromes satisfying other types of relations, super-relations and/or
hyper-relations;

• sets of objects, values of attributes, alphabets etc. on which the patterns, formal
structures, symbolic expressions, etc. are defined.

The multi-level structure of models and their components is shown in Fig. 3.
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Situations 

  Real world 
General 
ontology 

Real world 
domain 

Domain 
ontology 

Real processes, 
scenes, situations 

Ontological 
models 

Real objects’ states & 
attributes 

Real relationships among 
the processes, objects 

Formal relations, 
super-relations, 
hyper-relations 

Formal patterns, 
structures, 
syndromes

Sets of objects, 
values of attributes, 

alphabets 

Fig. 3 Relationships between real world and its formal models

3 Evaluated Ontological Models

3.1 General Remarks and Constraints

From a practical point of view, EOMs are a form of acceptable by computers de-
scription of the situations that in a given application domain may arise. A repertoire
of formal tools suitable to construction of EOMs is thus limited to those express-
ible by computer languages or data structures, Some sophisticated mathematical
notions like: a family of all subsets of a continuous set or a set of all transcendental
numbers between 0 and 1, etc. cannot in computer systems exactly be represented.
Therefore, OMs or EOMs on this type of incalculable notions cannot be based. As
a consequence, not all real situations can by ontological models be described.

More generally, it seems impossible to recognize and to interpret situations in the
case of:

• real situations not expressible in correctly defined and calculable formal terms;
• inadequacy of the concepts of a domain ontology to real input (observation) data;
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• lack of effective algorithms of processing on formal terms the ontological models
are based on;

• lack of adequately chosen methods of situations similarity and pragmatic aspects
assessment.

As examples of real situations that for the above-listed reasons (till now) cannot by
a computer-based SI system be analyzed the following situations can be mentioned:

• connected with subjective psychical impressions or consciously non-controlled
emotions (e.g. impression of fear evoked by a thriller emitted in tv, people’s
excitement caused by a street accident, etc.);

• described by logically incompact datasets (e.g. a total welfare level which in
different countries is evaluated by different methods);

• concerning real life domains not described by strongly defined or measurable
terms (e.g. ambience at a board meeting);

etc. Despite the above-mentioned limitations, an area of real SI problems possible
to be solved by using available mathematical tools remains still large.

Design of an EOM for a given SI purpose can be facilitated by a preliminary
answering the following questions:

• Concerning the domain:

– What is the name of the area of interest;
– Does it exist a domain ontology for it? (if not, start to construct it);

• Concerning a general structure of the domain:

– What is the name of the specific sub-area of interest;
– Does it exist a sub-ontology for it?

• Concerning the ontological model:

– What is the name of the situation of interest within the ontology or sub-
ontology;

– Does it exist an ontological model for it?

• Concerning an "anatomy" of the situational ontological model:

– What are the active and/or passive objects participating in the situation?
– What are the attributes of the objects?
– What are the types of substantial relations among the objects?
– Are there any typical examples of instances of the relations?
– What are the criteria for other objects’ approval as instances of the relations?
– What features of the relations’ instances should be taken into account for their

pragmatic value assessment?
– What are the relations whose instances’ time-evolution for pragmatic value

assessment should be taken into consideration?

• Concerning the super-relations within the domain:
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– Are there any other types of situations that in some way may be associated
to the given one (e.g. coexisting in time, influencing one the other one, etc.)?
Name them.

– Are the other types of situations described by ontological models?
– Is it formally possible to define a super-relation on the basis of the associated

relations?
– What pragmatic values can be assigned to the instances of the super-relation

as a function of pragmatic values of its components?

3.2 Categorization

Besides the above-mentioned super-relations described on some combinations of
relations, the last can be categorized according to some criteria following from a
general domain structure. E.g., within a domain Health service the following cate-
gories of OMs can be specified:

• topographical: Warsaw City, South region, Country, etc.;
• functional: Diagnosis, Treatment, Education, Prevention, etc.;
• medical: Internal diseases, Psychiatry, Oncology, etc.;
• organizational: Hospitals, Outpatients clinics, Ambulance stations, etc.

Evidently, the taxonomy of OMs may be horizontally or vertically-down extended,
e.g.:

Warsaw Center Home visit rounds, Influenza, Private outpatient clinics.

This may associate by a super-relation an OM satisfying the above-given criteria:
modeling all Private outpatient clinics in Warsaw City offering home visits in the
case of influenza.

Categorization of OMs makes also possible recognition of "higher level" situa-
tions like: "Abnormal number of patients registered on Monday in all public health
service centers of Warsaw City with the symptoms of influenza" and assigning to
them pragmatic values like: important or alarming. This is possible if in the OM
among the relations describing all types of Health service centers there are the ones
representing an ontological concept State of services described by the following
lower-level concepts (objects, attributes):

(Health service center), Home visit �, Date, Case (medical diagnosis)

On the basis of all relations of this type in all OMs describing Health service
centers in Warsaw City it can be constructed a super-relation defined as an extended
algebraic sum [12] of sub-relations obtained by fixing the data:
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Date := Monday, Case := influenza.

Such a super-relation will be satisfied by all syndromes of the form:

∗, ∗, Monday, influenza

where the unknown values of Health service center and Home visit � have been
denoted by ∗).

3.3 Pragmatic Value Assessment

From a formal point of view, a mechanism of situations’ pragmatic value evaluation
is a sort of a weak semi-ordering relation V imposed on the situations of a given OM.
Before it to be defined, let us remind the notion of a strong similarity as a reflexive,
symmetrical and transitive relation ≈ [13]. Then, if it is given a set of situations
admitted by the OM and ω ′, ω ′′, ω ′′′ are some particular situations then V should
satisfy the following conditions:

• V is satisfied by any pair [ω ′,ω ′] (reflexivity);
• If V is satisfied by an [ω ′, ω ′′] then it is also satisfied by [ω ′′, ω ′] if and only if

ω ′ ≈ ω ′′ holds (weak asymmetry);
• If V is satisfied by an [ω ′, ω ′′] and by [ω ′′, ω ′′′] then it is also satisfied by [ω ′,

ω ′′′] (transitivity).

We call equivalence classes the sets of objects mutually equivalent in the sense of
the (mentioned in the definition) strong similarity (≈ ) relation.

The mechanisms of pragmatic value evaluation into two groups can be divided:

• Single-aspect evaluation (SAE) mechanisms,
• Multi-aspect evaluation (MAE) mechanisms.

SAE mechanisms can directly be based on the above-given definition of weak semi-
ordering relations. They may suit to evaluate such situations’ properties as impor-
tance, usefulness, level of interest, emergency level, etc. However, they may take the
forms of:

a. strong (linear) ordering;
b. semi-ordering;
c. partial semi-ordering

Strong linear ordering means that for any different situations ω ′, ω ′′ the relation V
is satisfied either by [ω ′, ω ′′] or by [ω ′′, ω ′]; however, the equivalence classes may
contain no more but one element. In "standard" (denoted b)) and partial (denoted
c))semi-ordering multi-element equivalence classes are admissible. However, partial
semi-ordering admits also that for certain pairs of situations the relation V is neither
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by [ω ′, ω ′′] nor by [ω ′′, ω ′] satisfied. This is illustrated in Fig.4 a, b, c, where
circles represent situations, arrows - increasing pragmatic values and multi-element
equivalence classes are by dotted contours denoted.

a) 

b) 

c) 

Fig. 4 Types of pragmatic values ordering: a) strong (linear), b) semi- ordering, c) partial
semi-ordering

In the cases a) and b) numerical or nominal scales of pragmatic values can be
used while in the case c) pragmatic values by their relative comparison only can be
assessed.

MAE mechanisms on the basis of particular SAE mechanisms can be defined. One
of the simplest ways to reach this is introducing a higher-level lexicographic order
between the SAEs. For this purpose, let the set of particular SAEs be linearly ordered
as [SAE(1),SAE(2), . . . ,SAE(k)]. Then, for a given pair of situations {ω ′,ω ′′} to be
compared their order is first established in SAE(1). If they belong to different equiv-
alence classes then the corresponding order is to them assigned and the procedure
is finished. Otherwise, if they belong to the same equivalence class, their order is
established according to the SAE(2) rule, etc., up to reaching SAE(k).

4 Interpretation of Situations

4.1 Recognition of Situation

Let u denote a sequence (ordered set) of results of observations in a certain appli-
cation area. The elements of u may be of various physical and/or formal nature.
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Recognition of a represented by u situation consists in finding in a correspond-
ing domain ontology a model OMi whose relations are by u (or by its subsets)
fulfilled. Apparently, it reminds a typical pattern recognition problem in which the
role of OMs is played by some predefined patterns [14]. However, the differences
between situations and pattern recognition are substantial:

• the universe U of all possible observations usually does not constitute any ho-
mogenous, well-defined mathematical space;

• the observations u, u∈U, should fulfill several relations of various nature;
• relations can be characterized analytically, by examples or by logical tests [15];
• the number of relations in different OMs may be different;
• situation recognition is a multi-step decision process controlled by pragmatic

assessment of the results reached at the preceding steps.

Recognition of a situation needs a preliminary analysis of U from a point of view
of its formal and semantic consistency with the concepts defined in the domain
ontology. The mentioned in Sec. 3 basic constraints imposed on OMs should also
be obeyed. Moreover, in the case of OMs based on random or fuzzy relations the
fact that they are by u fulfilled can be expressed not only in a binary ("yes", "no")
logical scale but sometimes also in a continuous numerical scale of probability or
of a membership measure. It thus arises a problem, how to define a total measure
of the fact that a given OM is by u fulfilled as a function of various particular
measures of the corresponding OMs relations being by u fulfilled.

The problem can be solved by imposing some constraints on the form of a ful-
filling measure ϕρ(u) of a relation being fulfilled by the syndrome u. It will be
assumed that in general ϕρ(u) is a function satisfying the conditions:

1. 0≤ ϕρ(u)≤ 1
2. ϕρ(u) = 0 if u does not satisfy ρ (also, if ρ is an empty relation);
3. for any u if ρ ′ ⊆ ρ ′′ then ϕρ ′(u)≤ ϕρ ′′(u)

The following types of measures can be taken into consideration:

1. based on discrete scales 0 - does not satisfy, 1,2, . . . ,k - certainly satisfies; k = 1
(binary), k = 2 (ternary), etc.;

2. based on a continuous scale [0,1].

Then, if ϕ0(u) denotes a total measure and ϕn(u), n = 1,2, . . . ,N, the measures of
particular relations being satisfied by u, it can be assumed that:

ϕ0(u) = ϕ1(u) ·ϕ2(u) · . . . ·ϕN(u). (4)

Example 1 It is given an observation:
Date / Hour / Name / Address / Age / Sex / Diagnosis / State
21.03 / 18.00 / N.N. / aaa / 67 / male / apoplexy / suspected
A doctor called to the urgent case needs a remote medical consultation of this

case with a neurological specialist. For this purpose, he should introduce his obser-
vation data to a Medical service OM containing the relations:
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Medical center, Center’s address, Center’s e-mail;
Center’s departments, Center’s departments’ phones;

Center’s department’s specialists;
Center’s department’s duty schedule.

This makes possible to establish a relation:
Date / Hour / Diagnosis / State / Medical center / Center neurological department

/ Center neurological department’s phone / Neurological specialist on duty.
Finally, this leads to recognition of a situation like:
21.03 / 18.00 / N.N. / aaa / 67 / male / apoplexy / suspected / Medical center XX

/ Neurological department / Phone number zzz / Neurological specialist dr YY /.

4.2 Interpretation of Situation

The above-presented example might suggest that SI is a simple one-step decision
process. In fact, it is an iterative process consisting of several steps, as it has been
mentioned in Sec. 2.2. This can be illustrated by a next example.

Example 2
Let us take into consideration a computer-aided street-traffic monitoring system. Its
tv camera has caught a series of shot pictures illustrated schematically in Fig.5.

A 

B 

C 

A B 

C 

B 

C 

A 

Fig. 5 Three consecutive shot pictures of a street-traffic film

Let us assume that three objects (denoted A, B, C) have been detected in the
pictures. A preliminary comparison of the pictures leads to finding that:

A is approaching, B is steady, C is going away

The aim of the SI system is to detect and to record traffic accidents. The interpre-
tation process may run as shown in Fig6.

In the above-described process a following qualitative linear scale of values has
been used:

Not important → Possibly important → Suspected → Important → Highly im-
portant
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Observations 
 

Objects A, B, C  
 
Objects are moving 
 
 
A beside B, 
 A closer to C  
B closer to C  
 
Shapes A, B, C  
 
 
 
A beside C, 
B very close to C 
 
B touches C 

Recognition 
 

A scene A-B-C 
 
A moving scene A-B-
C  
 
No conflict A-B 
Conflict A-C, 
Conflict B-C 
 
A – small vehicle, 
B – small vehicle 
C- big vehicle 
 
No conflict A-C 
Conflict B-C 
 
Accident B-C 

Evaluation 
 

Possibly important  
 
Important  
 
 
Not important A-B 
Suspected A-C 
Suspected B-C 
 
Important A-C 
Important B-C 
 
 
Not important A-C 
Important B-C 
 
Highly important B-C 

Fig. 6 Street traffic monitoring process

The SI process contains several pattern recognition acts: recognition of a scene
(general), moving scene, conflict, vehicle, accident, etc. The mentioned here types
of recognized objects as some ontological concepts are described by corresponding
OMs. For example, the concept of accident can be defined by a hyper-relation HQ

described on a set Q consisting of at least two objects localized in a metric space
and constructed as follows:

1. It is taken into account a Cartesian product Q×Q;
2. It is defined a relation r ⊂ Q×Q as a set of all pairs of different elements of Q;
3. It is defined a table Dt of metric distances between the pairs of elements of r;
4. There are taken into consideration the tables Dt1,Dt2,Dt3 for three consecutive

time-instants t1 < t2 < t3;
5. HQ is fulfilled if for at least one pair of objects q′,q′′ ∈ Q their metric distances

satisfy the relation:

0 < dt1(q
′,q′′)> dt2(q

′,q′′)> dt3(q
′,q′′) = 0. (5)

5 Conclusion

Interpretation of situations is a substantial component of living beings’ behavior in
real world. It consists of recognition of arising situations, their pragmatic assessment
and establishing their relations to other situations. Similar type of decision making
processes can be modeled in computer systems. Computer-based SI systems cannot
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directly simulate the natural processes but they can be by them inspired. For this pur-
pose domain ontologies and ontological models can be used. In the paper a general
approach to the SI systems design has been proposed. There also have been indi-
cated some basic constraints imposed on the artificial SI systems. In general, they
are connected with incalculability of some formal (mathematical) concepts. Never-
theless, the ideas of extended algebra of relations and of super- and hyper-relations
theory, including their fuzzy extensions, as well as suitable domain ontologies and
ontological models are powerful tools for realization of effective computer-based SI
systems for various important applications.
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Classification of Multi-dimensional Distributions
Using Order Statistics Criteria

A. Thomas and B. John Oommen∗

Abstract. This paper proposes a novel classification paradigm in which the proper-
ties of the Order Statistics (OS) have been used to perform an optimal/near-optimal
solution for multi-dimensional problems. In our initial works in [5] and [6], we
proposed the foundational theory of CMOS, Classification by the Moments of Or-
der Statistics, for some uni-dimensional symmetric and asymmetric distributions of
the exponential family. In this paper, we generalize those results for various multi-
dimensional distributions. The strategy is analogous to a Naïve-Bayes’ approach,
although it, really, is of an anti-Naïve-Bayes’ paradigm. We provide here the analyt-
ical and experimental results for the two-dimensional Uniform, Doubly-exponential
and Gaussian and Rayleigh distributions, and also clearly specify the way by which
one should extend the results for higher dimensions.

Keywords: Classification using Order Statistics (OS), Moments of OS.

1 Introduction

Pattern Recognition (PR) is the process by which unknown feature vectors are cate-
gorized into groups or classes based on their features [2]. The basic concept of tradi-
tional parametric PR is to model the classes based on the assumptions related to the
underlying class distributions, and this has been achieved by performing a learning
phase in which the moments of the respective classes are evaluated. However, there
are some families of indicators (or distinguishing quantifiers) that have noticeably
been uninvestigated in the Pattern Recognition (PR) literature. In particular, we re-
fer to the use of phenomena that have utilized the properties of the Order Statistics
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(OS), which have not reported earlier. In [5] and [6], we proposed the paradigm
named CMOS, i.e., Classification by the Moments of Order Statistics, in which the
concept of OS was applied in a pioneering manner to the field of PR so as to achieve
optimal (or near-optimal) accuracies for various classification problems. In this pa-
per, we generalize those results for multi-dimensional distributions by proposing a
strategy that is analogous to a Naïve-Bayes’ approach, although it, really, is of an
anti-Naïve-Bayes’ paradigm. Using such a Naïve-Bayes’ approach, we demonstrate
how a CMOS classifier can be both designed and implemented. In order to prove
our claims, we provide analytical and experimental results for the two-dimensional
and multi-dimensional Uniform, Doubly-exponential, Gaussian and Rayleigh dis-
tributions, whence we show that the results are clearly conclusive.

Contributions of this Paper: The novel contributions of this paper are:

• We extend the OS-based PR for multi-dimensional distributions;
• We prove that the new approach attains the optimal bound for symmetric distri-

butions, and a near-optimal accuracy for asymmetric distributions;
• To justify these claims, we also submit a formal analysis and the experimental

results for a few distributions within the exponential family.

2 Relevant Background Areas Regarding OS

The entire theory of OS-based PR is based on the stochastic properties of the dis-
tribution of the OS of any random variable. Since the distribution of the OS is, in
general, not easily computable, the literature rather concentrates on its moments –
which, in actuality, is quite distinct from the moments of the random variable itself.
The explicit form of these moments is crucial to our study and so it is presented
here, in all brevity. Let x1, x2, ...., xn be a univariate random sample of size n that
follows a continuous distribution function Φ , where the probability density function
(pdf) is ϕ(·). Let x1,n, x2,n, ...., xn,n be the corresponding OS. The rth OS, xr,n, of the
set is the rth smallest value among the given random variables. The pdf of y = xr,n

is:

fy(y) =
n!

(r− 1)!(n− r)!
{Φ(y)}r−1 {1−Φ(y)}n−r ϕ(y),

where r = 1,2, ...,n. The fundamental theorem concerning the OS that we invoke is
found in many papers [3, 4, 8], and is summarized below.

Let n ≥ r ≥ k+ 1 ≥ 2 be integers. Then, since Φ is a nondecreasing and right-
continuous function from R→R, Φ(xr,n) is uniform in [0,1]. If we now take the kth

moment of Φ(xr,n), it has the form [4]:

E[Φk(xr,n)] =
B(r+ k,n− r+ 1)

B(r,n− r+ 1)
=

n! (r+ k− 1)!
(n+ k)! (r− 1)!

, (1)

where B(a,b) denotes the Beta function, and B(a,b) = (a−1)!(b−1)!
(a+b−1)! since its param-

eters are integers.
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The above fundamental result can also be used for characterization purposes
as explained in [4]. If n = 2, implying that only two samples are drawn from
x, we can deduce from Eq. (1) that E[Φ1(x1,2)] =

1
3 ,⇒E[x1,2] = Φ−1

( 1
3

)
and

E[Φ1(x2,2)] =
2
3 ,⇒E[x2,2] = Φ−1

(
2
3

)
. Thus, from a computational perspective, the

first moment of the first and second 2-order OS would be the values where the cu-
mulative distribution Φ equal 1

3 and 2
3 respectively.

3 Uni-dimensional OS-Based Classification: The Generic
Classifier

The multi-dimensional OS-based classifier is based on its uni-dimensional counter-
part developed in [5] and [6]. Since the understanding of the latter is crucial to this
paper, this is briefly explained here.

Consider a 2-class problem with classes ω1 and ω2, where their class-conditional
densities are f1(x) and f2(x) respectively. If we perform a classification based on ν1

and ν2, the medians of the distributions, this is equivalent to the strategy in which
the task is performed based on a single OS. For all symmetric distributions, this
classification attains the Bayes’ accuracy – which is not too astonishing because
the median is identical to the mean. But the intriguing aspect emerges when we
use higher order OS that are not located centrally, but rather distant from the means.
Indeed, for uni-dimensional OS-based PR, our methodology is based on considering
the n-order OSs, and comparing the testing sample with the n− kth OS of the first
distribution and the kth OS of the second. By considering the entire spectrum of the
possible values of k, the results in [5] and [6] showed that the specific value of k is
usually not so crucial. Further, if these symmetric pairs of the OS are used in PR, the
classification based on these attains the optimal Bayes’ bound for a large number of
symmetric distributions of the exponential family [5] and a near-optimal bound for
the asymmetric distributions [6].

Our task is to now generalize these results for multi-dimensional distributions. As
mentioned earlier, the generalization of CMOS for multi-dimensional classification
problems is not so trivial. We have opted to do this by invoking a Naïve-Bayes’
approach, which essentially implies that that the first moments of the OS in each of
the dimensions are uncorrelated2.

4 Uniform Distribution

We first extend the uni-dimensional results of [5] to show that CMOS can also at-
tain a similar optimal bound for their multi-dimensional counterparts. To prove this
claim, we first consider two-dimensional distributions, and thereafter, extend the
result for higher dimensions.

2 Although the uncorrelation is sufficient, we are not certain whether the independence of the
features is necessary. As far as we are concerned, this is still an open issue.
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Order Statistics: For a prima facie case, we consider two 2-dimensional uniform
distributions U1 and U2 in which both the features are in [0,1]2 and [h,1+h]2 respec-
tively. Consequently, we see that the overlapping region of the distributions forms
a square In this case, it is easy to verify that the Bayesian classifier is the diagonal
that passes through the intersection points of the distributions. For the classification
based on the moments of the 2-OS, because the features are independent for both
dimensions, we can show that this is equivalent to utilizing the OS at position 2

3 of
the first distribution for both dimensions, and the OS at the position h+ 1

3 of the
second distribution for both dimensions.

Theoretical Analysis - 2-OS: Consider the points u1 =
(

2
3 ,

2
3

)
of the first distribu-

tion and u2 =
(
h+ 1

3 ,h+
1
3

)
of the second distribution in the two-dimensional space.

We now show that if we compare the testing point x = (x1,x2) with these points, the
PR attains the optimal classification, i.e., that which is the result of comparing it
with the corresponding means.

Theorem 1. For the 2-class problem in which the two 2-dimensional class condi-
tional distributions are Uniform and identical, CMOS attains the optimal Bayes’
bound.

Proof. The proof is omitted here in the interest of brevity, but is in [7]. �
Experimental Results - 2-OS: The CMOS method for 2-dimensional uniform dis-
tributions U1 (in [0,1] in both dimensions) and U2 (in [h,1+ h] in both dimensions)
has been tested, and the results are given in Table 1. For each of the experiments,
we generated 1,000 points for the classes ω1 and ω2.

Table 1 Classification of Uniformly distributed 2-dimensional classes by the CMOS 2-OS
method for different values of h

h 0.95 0.90 0.85 0.80 0.75 0.70 0.65 0.60
Bayesian 99.845 99.505 98.875 98.045 97.15 95.555 94.14 91.82
CMOS 99.845 99.505 98.875 98.045 97.15 95.555 94.14 91.82

Theoretical Analysis - k-OS: We shall now discuss the efficiency of the k-OS
CMOS. As in the case of the 2-OS CMOS, by enforcing the fact that the features
are independent, we can, indeed, prove that the k-OS CMOS also attains the optimal
Bayesian bound.

Theorem 2. For the 2-class problem in which the two class conditional distribu-
tions are Uniform and identical as U(0,1)2 and U(h,1+ h)2, optimal Bayesian
classification can be achieved by using symmetric pairs of the n-OS, i.e., the n− k
OS for ω1 (represented by u1) and the k OS for ω2 (represented by u2) if and only if
k > (n+1)(1−h)

2 for both the features. If this condition is violated, the CMOS classifier
uses the Dual condition, i.e., the k OS for ω1 and the n− k OS for ω2 for both the
features.
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Proof. The proof can be found in [7] and is omitted here. �
Experimental Results - k-OS: The k-OS CMOS method for 2-dimensional Uni-
form distributions U1 (in [0,1] in both dimensions) and U2 (in [h,1+ h] in both
dimensions) has been tested, and the results are given in Table 2.

Table 2 Classification of Uniformly distributed 2-dimensional classes by the k-OS CMOS
method for different values of h. The scenarios when we have invoked the Dual condition are
specified by the notation “(D)”

h −→ 0.95 0.90 0.85 0.80 0.75 0.70 0.65〈 2
3 ,

1
3

〉
99.92 99.58 98.86 97.94 96.78 95.69 93.73〈 4

5 ,
1
5

〉
99.92 99.58 98.86 97.94 96.78 95.69 93.73〈 6

7 ,
1
7

〉
99.92 99.58 98.86 97.94 96.78 95.69 (D) 93.73 (D)〈 4

7 ,
3
7

〉
99.92 99.58 98.86 97.94 96.78 95.69 93.73〈 8

9 ,
1
9

〉
99.92 99.58 98.86 97.94 96.78 (D) 95.69 (D) 93.73 (D)〈 7

9 ,
2
9

〉
99.92 99.58 98.86 97.94 96.78 95.69 93.73

If we examine Table 2, we can see that k-OS CMOS attained the optimal Bayes’
bound for all the cases where the condition is strictly enforced. But, for the cases
where the condition failed, the dual condition holds and so the CMOS positions
should be reversed so as to attain the optimal accuracy. For example, consider the
classification with the CMOS positions,

〈 8
9 ,

1
9

〉
for h = 0.75. As stated earlier, for

any symmetric pair, the condition which is to be enforced is that the n−1+k
n+1

th
per-

centile should be less than the k
n+1

th
percentile for every dimension. But, for the

pairs
〈 8

9 ,
1
9

〉
, this is not true, and hence, the dual CMOS has to be invoked to obtain

the optimal bound.

Multi-dimensional Extension: As the multi-dimensional distribution naturally im-
poses the independence for the Uniform scenario, we can extend the result of The-
orems 1 and 2 to obtain a classifier for such a problem.

Theorem 3. For the 2-class problem in which the two class conditional distributions
are Uniform and identical as U(0,1)d and U(h,1+h)d, the classifier x1 +x2+ ...+

xd

ω1
≶
ω2

d
2 (h+ 1) obtained by using symmetric pairs of the n-OS, i.e., the n− k OS

for ω1 and k OS for ω2, leads to an optimal Bayesian classification if and only if
k > (n+1)(1−h)

2 for all the features. If this condition is violated, the CMOS classifier
uses the Dual condition, i.e., the k OS for ω1 and the n− k OS for ω2 for both the
features.

Proof. The proofs for higher order multi-dimensional distributions follow due to
the independence and due to the arguments analogous to those used in Theorems 1
and 2. The details are omitted here in the interest of brevity. �
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5 Doubly Exponential Distribution

We earlier worked with the 2-class problem in which the class conditional distribu-
tions are uni-dimensional Doubly Exponential and identical, and demonstrated that
the optimal Bayesian classification can be achieved by using symmetric pairs of the
n-OS, i.e., the n− k OS for the first distribution and the k-OS for the second distri-
bution if and only if ln

(
2k

n+1

)
> c1−c2

2 where c1 and c2 are the respective means of
the distributions. Now, we shall extend this result for the multi-dimensional Doubly
Exponential distributions.

Order Statistics: Let ω1 and ω2 be the two classes where the features follow two-
dimensional Doubly Exponential distributions. Then, since the random vectors have
independent components3, the pdfs can be represented as:

f1(x) =
λ11

2
e−λ11|x1−c11| · λ12

2
e−λ12|x2−c12|, −∞ < x1 < ∞,−∞ < x2 < ∞,

f2(x) =
λ21

2
e−λ21|x1−c21| · λ22

2
e−λ22|x2−c22|, −∞ < x1 < ∞,−∞ < x2 < ∞,

where c1 = (c11,c12) and c2 = (c21,c22) are the respective means of the distribu-
tions, and the values λ11, λ12, λ21 and λ22 are the corresponding parameters of the
distributions in the respective dimensions.

In [5], we had derived the k-OS CMOS positions for the uni-dimensional Dou-
bly Exponential distribution as u1 = c1− 1

λ1
ln
(

2k
n+1

)
and u2 = c2 +

1
λ2

ln
(

2k
n+1

)
.

As the individual features of the Doubly Exponential distribution are indepen-
dent, the CMOS positions are computed directly using these independent univari-
ate distributions, and thus have the corresponding forms as those of the positions
obtained for the uni-dimensional distributions. Consequently, for the two dimen-
sional distributions for classes ω1 and ω2, the CMOS positions u1 and u2 are[
c11− 1

λ11
ln
(

2k
n+1

)
, c12− 1

λ12
ln
(

2k
n+1

)]T
and
[
c21 +

1
λ21

ln
(

2k
n+1

)
, c22 +

1
λ22

ln
(

2k
n+1

)]T

respectively.

Theoretical Analysis: We prove the optimal properties of CMOS for two-
dimensional identical and symmetrically placed Doubly Exponential distributions,
with means (0,0) and (c,c) respectively, and with identical λ .

Theorem 4. For the 2-class problem in which the two class conditional distributions
are two-dimensional Doubly Exponential, identical and symmetric, optimal Bayes’
classification can be achieved by using symmetric pairs of the n-OS, i.e., the n− k
OS for ω1 and the k OS for ω2 if and only if ln

( 2k
n+1

)
> c1−c2

2 for both the features.
If this condition is violated, the CMOS classifier uses the Dual condition, i.e., the k
OS for ω1 and the n− k OS for ω2 for both the features.

Proof. The proof is not omitted here, but is included in [7]. �
3 This independence is a consequence of the fact that the exponential terms can be factored

so that each factor only possesses a single variable.



OS-Based PR for Multi-dimensional Distributions 25

Experimental Results: The CMOS classifier has been rigorously tested for a num-
ber of experiments with various distributions with means c1 = 〈0,0〉 and c2 = 〈c,c〉
respectively. The test results are depicted in Table 3.

Table 3 Classification of Doubly Exponentially distributed 2-dimensional classes by the
CMOS k-OS method for different means

No. c w.r.t Mean
〈 2

3 ,
1
3

〉 〈 4
5 ,

1
5

〉 〈 5
7 ,

2
7

〉 〈 8
9 ,

1
9

〉
1 3 96.55 96.55 96.55 96.55 96.55
2 2.5 95.5 95.5 95.5 95.5 95.5
3 2 92 92 92 92 92
4 1.5 89.3 89.3 89.3 (D) 89.3 89.3 (D)

Now, consider the results presented in the row denoted by Trial No. 4. In this
case, the testing attained the Bayes’ accuracy for the symmetric OS pairs 〈 2

3 ,
1
3 〉 and

〈 5
7 ,

2
7 〉, but the dual pairs had to be used for the pairs 〈 4

5 ,
1
5 〉 and 〈 8

9 ,
1
9 〉, since these

values violated the condition imposed by Theorem 4.

Multi-Dimensional Extension: As the features are again independent because of
the explicit factorizability, we can extend the result of Theorem 4 to perform a clas-
sification with respect to the

〈
n+1−k

n+1 , k
n+1

〉
positions of each of the features, for

identical and symmetrical distributions.

Theorem 5. For the 2-class problem in which the two class conditional distribu-
tions are d-dimensional Doubly Exponential, identical and symmetric, the optimal
Bayesian classifier is x1 + x2 + ...+ xd = d

2 · c and is exactly the CMOS classifier
obtained by using symmetric pairs of the n-OS, i.e., the n− k OS for ω1 and the k
OS for ω2, if and only if ln

(
2k

n+1

)
> c1−c2

2 for all the features. If this condition is
violated, the CMOS classifier uses the Dual condition, i.e., the k OS for ω1 and the
n− k OS for ω2 for all the features.

Proof. The details of the proof are omitted here to avoid repetition. �

6 Gaussian Distribution

In this section, we intend to work with multi-dimensional Gaussian distribution.
Earlier in [5], we showed that CMOS can attain optimal classification for uni-
dimensional Gaussian distribution. The expected values of the first moment of the
2-OS can be determined as E[x1,2] = μ − σ√

2π
and E[x2,2] = μ + σ√

2π
as shown

in [1]. We initially deal with the two-dimensional Gaussian distribution, and then
extend the result for higher dimensions.

Order Statistics: Let ω1 and ω2 be the two classes where the features follow two-
dimensional Gaussian distributions. As the pdfs of the Gaussian distributions are
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not factorizable, we need to assume the independence (i.e., uncorrelation) of the
features. Then, the pdfs can be represented as:

f1(x) =
1√

2πσ11
e
−(x1−μ11)

2

2σ2
11 · 1√

2πσ12
e
−(x2−μ12)

2

2σ2
12 , −∞ < x1,x2 < ∞,and

f2(x) =
1√

2πσ21
e
−(x1−μ21)

2

2σ2
21 · 1√

2πσ22
e
−(x2−μ22)

2

2σ2
22 , −∞ < x1,x2 < ∞,

where μ1 = (μ11,μ12) and μ2 = (μ21,μ22) are the respective means and σ1 =
(σ11,σ12) and σ2 = (σ21,σ22) are the corresponding standard deviations of the dis-
tributions.

Then, the 2-OS CMOS positions for the uni-dimensional Gaussian distribution
are [5] u1 = μ1− σ√

2π and u2 = μ2+
σ√
2π . As the individual features of the Gaussian

distribution are independent, the CMOS positions are computed directly using these
independent univariate distributions, and thus have the same forms as those of the
positions obtained for the uni-dimensional distributions. Thus, for the two dimen-

sional features, the CMOS positions u1 and u2 are
[
μ11− σ11√

2π , μ12− σ12√
2π

]T
and

[
μ21− σ21√

2π , μ22− σ22√
2π

]T
respectively.

Theoretical Analysis: Without loss of generality, we consider the distributions to
have the means (0,0) and (μ ,μ) respectively, and with identical standard deviations,
σ (σ11 = σ12 = σ21 = σ22 = σ ).

Theorem 6. For the 2-class problem in which the two 2-dimensional class condi-
tional distributions are Gaussian, identical and symmetric, the 2-OS CMOS attains
the optimal Bayes’ bound.

Proof. The proof is included in [7] and is omitted here for brevity. �
Experimental Results: The CMOS has been rigorously tested for 2-dimensional
Gaussian distributions, and the results are given in Table 4.

Table 4 Classification of 2-dimensional Gaussian distributions by the CMOS 2-OS method
for different means (0,0) and (μ,μ)

μ 1 1.5 2 2.5 3 3.5 4 4.5
Bayesian 75.985 85.485 91.93 96.13 98.335 99.34 99.81 99.95
CMOS 75.985 85.485 91.93 96.13 98.335 99.34 99.81 99.95

Multi-dimensional Extension: The result of Theorem 4 can be generalized for
higher dimensions. As the features are assumed to be independent, the classification
can be done with regard to the 2-OS CMOS positions of each of the features for the
identical and symmetrical distributions.
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Theorem 7. For the 2-class problem in which the two class conditional distributions
are d-dimensional Gaussian, identical and symmetric, the optimal Bayesian classi-
fier has the form x1 + x2 + ...+ xd = d

2 · μ , and this is again the classifier obtained
by using symmetric 2-OS CMOS positions.

Proof. The proof is straightforward and can be found in [7]. �

7 Rayleigh Distribution

In [6], we had earlier worked with uni-dimensional Rayleigh distributions in which
CMOS attained near-optimal classification with regard to the classifiers based on
the medians of the distribution. We also showed that the error difference created
by the CMOS classifier when compared to the Bayesian classifier is negligible by
considering the differences of the error probabilities quantified by the differences
between the areas under the curves of the resulting errors. We now investigate the
two-dimensional scenario.

Order Statistics: Let ω1 and ω2 be the two classes where the features follow two-
dimensional Rayleigh distributions. Earlier, in [5], we derived the 2-OS CMOS
positions for the uni-dimensional Rayleigh distribution as u1 = σ

√
2 ln(3) and

u2 = θ +σ
√

2ln
(

3
2

)
. In order to extend this result for a two-dimensional case, as

before, we assume a Naïve-Bayes’ approach, in which the first moments of the OS
in each of the dimensions are uncorrelated. Consequently, for the two dimensional
distributions for the classes the CMOS positions u1 and u2 are respectively u1 =[
σ11
√

2 ln(3), σ12
√

2 ln(3)
]T

and u2 =

[
θ1+σ21

√
2ln
(

3
2

)
, θ2 +σ22

√
2ln
(

3
2

)]T

.

Theoretical Analysis: As in the uni-dimensional case in [6], we can compute the
differences in the corresponding analogous volumes created by the classifiers for
the respective distributions. The “ceiling” of the volume is rather complex because
it involves the difference between the corresponding three-dimensional surfaces.
However, we can easily obtain an upper bound for this volume by considering the
smallest bounding rectanguloid.

The maximum bound of the error can be numerically evaluated and can be found
to be nearly zero. Thus, we conclude that the maximum error of the CMOS classifier
is negligible and attains a near-optimal bound.

Experimental Results: The CMOS method has been rigorously tested with differ-
ent possibilities of the k-OS and for various values of n, and the test results are given
in Table 5.
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Table 5 Classification of Rayleigh distributed 2-dimensional classes by the CMOS k-OS
method for different values of θ

No. Order(n) Moments θ = 2 θ = 1.5 θ = 1.3 θ = 1.2
1 Median

[(
1
2 ,

1
2

)
,
(

1
2 ,

1
2

)]
98.25 95.3 93.15 89.75

2 Two
[( 2

3 ,
1
3

)
,
( 2

3 ,
1
3

)]
98.35 95.3 92.95 89.6

3 Four
[( 4

5 ,
1
5

)
,
( 4

5 ,
1
5

)]
98.65 95.3 92.7 90.6

4 Six
[(

6
7 ,

1
7

)
,
(

6
7 ,

1
7

)]
98.75 95.15 92.2 (D) 90.35 (D)

5 Six
[(

4
7 ,

3
7

)
,
(

4
7 ,

3
7

)]
98.25 95.2 93.15 89.75

6 Eight
[(

8
9 ,

1
9

)
,
(

8
9 ,

1
9

)]
98.8 95.2 (D) 92.25 (D) 89.9 (D)

7 Eight
[(

7
9 ,

2
9

)
,
(

7
9 ,

2
9

)]
98.65 95.3 92.85 90.45

8 Other Multi-dimensional Distributions

In Sections 4 - 7, we dealt with some of the multi-dimensional distributions of the
exponential family and proved that the CMOS can attain the optimal Bayes’ bound
for all the symmetric distributions and a near-optimal bound for the asymmetric
distribution. One can see that the strategy is analogous to a Naïve-Bayes’ approach,
although it, really, is of an anti-Naïve-Bayes’ paradigm. For the distributions of
which the class-conditional densities are not factorizable, it is important to assume
that the features are uncorrelated. The same argument can be used for any higher-
order distributions.

9 Conclusions

In this paper, we generalized the results of CMOS for multi-dimensional distribu-
tions. We provided the analytical and experimental results for the two-dimensional
Uniform, Doubly-exponential, Gaussian and Rayleigh distributions, and also gener-
alized the approach for higher dimensions. We have showed that CMOS can attain
the optimal Bayes’ bound for symmetric distributions and near-optimal results for
asymmetric distributions. The analogous results for the other distributions in the ex-
ponential family, which were discussed in [5, 6] are also available, but omitted here
to avoid repetition.
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Knowledge Extraction from Graph-Based
Structures in Conceptual Design

Grażyna Ślusarczyk

Abstract. This paper deals with using knowledge in order to support the conceptual
stage of the design process. Both a visual language composed of design drawings
and the internal graph-based structures representing these drawings are specified
on the basis of the specified conceptualization of the design domain. The defined
ontological commitment enables to transform knowledge about drawings encoded
in their internal representations into logic formulas. The extracted facts concerning
drawings together with axioms describing general domain-oriented design knowl-
edge allow the design support system to reason about validity of created design
solutions. The approach is illustrated on examples of designing floor layouts.

1 Introduction

Although there are many CAD tools for describing, editing, analyzing, and eval-
uating design projects, the conceptual design phase is the least supported one [7].
This paper deals with extracting and processing knowledge which allows the design
system to support the conceptual stage of the design process. The presented method
is an extension of the approach proposed in [5, 6]. It describes early design draw-
ings with internal graph-based representations created automatically, and proposes
a logic-based method of reasoning about validity of projects. A clear distinction
between axioms describing design constraints which must be obeyed and formulas
describing requirements specified by the user is made.

In this paper a conceptualization of a visual design domain, which specifies con-
cepts that are assumed to exist in this domain and relationships that hold among
them [8] is outlined. This conceptualization constitutes the basis for defining a

Grażyna Ślusarczyk
The Faculty of Physics, Astronomy and Applied Computer Science
Jagiellonian University, Reymonta 4, 30-059 Kraków, Poland
e-mail: gslusarc@uj.edu.pl

R. Burduk et al. (Eds.): CORES 2013, AISC 226, pp. 31–40.
DOI: 10.1007/978-3-319-00969-8_3 © Springer International Publishing Switzerland 2013

gslusarc@uj.edu.pl
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problem-oriented visual language composed of design drawings, which contain gen-
eral ideas about design objects, and is related to the internal representation of draw-
ings in the form of hypergraphs, where hypergraph atoms represent concepts and
relations of the domain.

Hypergraphs encode the syntactic and semantic information about early design
solutions [8]. Their hyperedges represent drawing components and multi-argument
relations among fragments of components. Due to the specified ontological com-
mitment between elements of the vocabulary of the first-order logic language and
entities of the conceptualization the knowledge stored in hypergraphs is extracted in
the form of atomic formulas describing designs.

The reasoning module of the proposed system tests the consistency of draw-
ings with axioms describing general domain-specific design knowledge and require-
ments/constraints expressed as first-order logic formulas by means of inference on
the basis of atomic formulas (facts) describing designs. The inference reasoning,
where the validity of logic formulas is checked using the software package ANTLR
(ANother Tool for Language Recognition), is discussed. The resulting assessment
of drawings given by the system supports decision-making process throughout the
whole design process.

The approach is illustrated on examples of designing floor layouts created by
means of our prototype HSSDR system [6].

2 Visual Design System

A schema of the proposed visual design system (called HSSDR) is shown in Fig.1.
The design interface allows the designer to create design drawings by means of a
problem-oriented visual language. A rule editor being a part of the design inter-
face enables to define design constraints and requirements which should be obeyed
during the whole design process.

Fig. 1 A schema of the proposed computer-aided visual design system
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The design drawings are automatically transformed into their internal represen-
tations in the form of hypergraphs by the structure generator module. The design
knowledge stored in these structures is transformed into atomic formulas (facts)
describing design drawings by the knowledge translator module. Then, the reason-
ing module checks the validity of design solutions by comparing logic formulas
expressing both general design knowledge specific to a particular design task and
design requirements and/or constraints with facts concerning created designs. The
module makes the conformity report, which is treated as a feedback provided to
the designer. The system supports rapid and intelligent decision-making throughout
the whole conceptual design process.

3 Domain-Specific Visual Design Language

During the initial phase of design the conceptualization of the design domain being
a classification and categorization of the knowledge [1,3] concerning this domain is
defined. It specifies domain concepts, their attributes, taxonomy and relations which
can hold among concepts. Each specialized design domain has its own drawing com-
ponents related to concepts used in this domain and a convention which allows to
express connections among drawing components according to relations of the con-
ceptualization. The first level of the ontological commitment in the man-machine
interaction is specified between mental images of design concepts and relations, and
their externalization in the form of drawing components and their arrangements. Ad-
missible layouts of drawing components in the specified domain form a specialized
visual language.

The designer communicates with the design system using a visual editor which
enables him to create design drawings with the use of a domain-specific visual lan-
guage. This language is characterized by a vocabulary being a finite set of basic
drawing components and a finite set of rules specifying possible configurations of
these components.

Let us assume that a design task is to create a layout of one floor of an office
building. On the basis of general requirements concerning this task the designer
generates a design drawing visualizing an early solution (Fig. 2). A vocabulary of
the visual language used in this case is composed of shapes corresponding to design
concepts being rooms, walls, doors and motion sensors, i.e., polygons, line seg-
ments, small rectangles and circles, respectively. Thus the design drawing is com-
posed of polygons which are placed in an orthogonal grid and represent rooms of a
floor layout. The adjacency and accessibility between rooms, and fastening of sen-
sors on walls constitute the considered relations between design concepts. The ad-
jacency relation between rooms is expressed by line segments shared by polygons,
while the accessibility relation is represented by line segments with small rectangles
located on them. Black dots located on line segments represent sensors, while grey
circle sectors correspond to spatial ranges of sensors. It should be noted that range
spaces of sensors (the region of space that lies within their scope) do not correspond
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to any physical entities nevertheless they are treated as drawing elements [2]. The
sectors are not drawn by the designer, but they are automatically generated by the
system on the basis of the sensor attributes specified by the designer while placing
sensors in the drawing. Thus, the designer has the possibility to model constraints
involving spatial functionality of objects.

office2 office3

office4 office5

c1

reception

secretariat
corridor

conference
room

toilets

office1

entrance

c4

c2

c3

stairs

room office3 does not fulfill fire safety constraints
room office5 does not fulfill fire safety constraints

Fig. 2 A design of a floor layout of an office building with four sensors

4 Graph-Based Data Structures

In the considered system, the design drawings have internal representations in the
form of attributed hypergraphs [5]. Hypergraph atoms represent concepts and re-
lations corresponding to the elements of the conceptualization determined by the
designer. Hypergraphs enable the system to store knowledge about syntactic and
semantic aspects of created drawings.

The proposed hypergraphs have two types of hyperedges, called object hyper-
edges and relational hyperedges. Hyperedges of the first type correspond to design
components and are labelled by component names. Hyperedges of the second type
represent relations among fragments of components and can be either directed or
non-directed. They are labelled by names of relations. Object hyperedges are con-
nected with relational hyperedges by means of hypergraph nodes corresponding to
fragments of design components. Attributes assigned to hyperedges and nodes rep-
resent properties of the corresponding design components and relations between
them.

A hypergraph corresponding to the floor layout presented in Fig.2 is shown in
Fig.3. It contains 16 object hyperedges, e1, ...,e16, (denoted by rectangles), where
12 of them represent rooms and 4 represent sensors. They are connected with the
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relational ones (denoted by ovals) by means of hypergraph nodes which represent
walls of rooms or fragments of sensors. The numbers assigned to hypergraph nodes
representing walls correspond to the numbers of polygon sides, which are ordered
clock-wise. There are 11 relational hyperedges (labelled acc) representing the acces-
sibility relation between rooms, 8 relational hyperedges (labelled ad j) representing
the adjacency relation, and 4 directed relational hyperedges (labelled on) represent-
ing sensor fastening.
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Fig. 3 A hypergraph corresponding to the floor layout presented in Fig.2

The values of such attributes as area, which are assigned to object hyperedges
representing rooms, are automatically set by the system at the time of creating rooms
on the basis of the occupied part of the grid on which designs are drawn. The values
of other attributes, like material characterizing walls or range characterizing sen-
sors, are specified by the designer at the time of establishing the relations between
components. Attributes length, door_number and loc_door assigned to nodes rep-
resenting walls of rooms specify the length of a wall, the number of doors in a wall
and the location of doors, respectively.

5 Knowledge Extraction and Reasoning Mechanism

On the basis of the set of initial design requirements the designer externalizes his/her
mental model of a design solution in the form of a design drawing. While analyzing
successive drawings the designer infers useful information what results in adding
the devised requirements or changing the existing ones. This process can be ef-
fectively supported by the interaction between the designer and computer during
the whole design process. The visualization of solutions together with the feedback
obtained from the system, which assesses the solutions, make the designer search
for different possibilities of developing the solution further. He/she can either
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consider new requirements or apply actions which lead to the fulfillment of still
unsatisfied ones.

In the proposed approach information stored in hypergraphs corresponding to
design drawings is translated to atomic formulas of the first-order logic, called facts.
The reasoning module checks validity of design drawings by comparing these facts
with first-order logic formulas expressing both general design knowledge and design
requirements.

In order to define logic formulas their vocabulary T = {C,F,P}, where C is a
set of constant symbols, F is a set of multi-argument function symbols, and P is a
set of multi-argument predicates, is specified. Then the mapping called ontological
commitment between elements of the vocabulary and entities of the conceptualiza-
tion is defined. The drawing components are assigned to the constant symbols, their
attributes are assigned to function symbols, while relations between the components
correspond to the predicate symbols. This commitment allows the system to trans-
form semantic and syntactic information encoded in the internal representations of
drawings into logic formulas.

While designing floor layouts elements of a set of conceptualization concepts
(rooms, walls, sensors) and relations (adjacency, accessibility and fastening) are
associated with symbols of the vocabulary of the logic language. Walls of rooms,
rooms and sensors are associated with constant symbols, while relations between
them are assigned to predicate symbols. Attributes determined for walls, rooms and
sensors correspond to function symbols.

We assume that we have a set of variables. The set of terms is formed starting
from constant symbols and variables and closing off under function application, i.e.,
if t1, ..., tn, n ≥ 1, are terms and f ∈ F is a n-ary function symbol, then f (t1, ..., tn)
is also a term. An atomic formula is either of the form p(t1, ..., tk), where p ∈ P is a
k-ary relation symbol and t1, ..., tk are terms, or of the form t1 = t2, where t1 and t2
are terms. The set of general logical formulas is built over atomic ones using logical
connectives and quantifiers.

The semantics of first-order formulas uses a relational structure consisting of
a domain of individuals and a way of associating with elements of the vocabulary
corresponding entities over the domain [4]. A relational T -structure L consists of a
domain denoted dom(L), an assignment of a k-ary relation pL ⊆ dom(L)k to each
k-ary relation symbol p ∈ P, an assignment of a n-ary function f L : dom(L)n →
dom(L) to a n-ary function symbol f ∈ F , and an assignment of a cL ∈ dom(L) to
each constant symbol c.

In the proposed approach, where structures of drawings have hypergraph-based
representations, the domain of the relational structure contains hypergraphs. The
relational structure assigns hypergraph nodes, object hyperedges and their labels
to constants and terms, their attributes to functions, and relational hyperedges to
predicates of formulas. The interpretation of each predicate is a relational hyperedge
coming from nodes of at least one object hyperedge and coming into nodes of other
object hyperedges.

In case of designing floor layouts, the relational structure assigns nodes repre-
senting walls, object hyperedges representing rooms and sensors to terms, and their
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attributes to functions. The relations considered in this case, acc, ad j and on, are
binary, the first two are undirected ones, while the third one is directed. Each of
these relations holds among design components if in the hypergraph there exists a
relational hyperedge er labelled by the name of relation pL (pL = lb(er)) which con-
nects nodes assigned to two different object hyperedges e1 and e2 corresponding to
the design components and labelled lab1, lab2, where lab1 = lb(e1), lab2 = lb(e2)
and lb is a hyperedge labelling function. In this case the formula p(lab1, lab2) is cre-
ated for the considered drawing. For each attribute f L assigned to a hypergraph node
v or hyperedge e a formula f (lab) = n is created, where lab = lb(v) or lab = lb(e),
and n is an admissible value of the attribute f L. The above two types of formulas
form a set Δ of atomic formulas describing the design drawing.

The computer system evaluates design drawings on the basis of a set Δ of atomic
first-order logic formulas extracted from hypergraph representations of these draw-
ings. These atomic formulas (facts) are related to topological properties of draw-
ings encoded in hypergraph structures, and both geometrical and non-geometrical
ones, which are stored in hypergraph attributes. The reasoning module automati-
cally checks if the facts concerning the generated drawing are consistent with the
axioms being first-order logic formulas expressing general design knowledge spe-
cific to a particular design task. The set of axioms Φ describes design standards like
architectural norms, fire regulations, etc. In the next step facts describing drawings
are compared with design constraints and requirements, which are also in the form
of logic formulas of a set Ψ . Moreover, there exists the possibility to specify de-
signer’s own requirements and restrictions, which are added to the set Ψ , using a
rule editor being a part of the design interface.

In order to check if a given formula is true in a structure L a specification of an
interpretation of variables is needed. A valuation ω on a structure L is a function
from variables to elements of dom(L). Given a structure L, a valuation ω on L is
inductively extended to functions that maps terms to elements of dom(L).

Let us assume that for a given design drawing d, dom(L) contains the hypergraph
representing d. A design drawing d satisfies a formula ϕ ∈ (Φ ∪Ψ) if there exists
a valuation ω from terms of ϕ to elements of dom(L) such that ϕ is true under this
valuation in L ((L,ω) |= ϕ). It means that ϕ corresponds to a formula δ build over
the set Δ of atomic formulas describing drawing d.

The reasoning module of the system in order to check if the design drawing
satisfies a given formula ϕ decomposes this formula for each valuation of its terms
into atomic parts which are compared with facts of Δ extracted from the hypergraph
representation of this drawing. After checking all formulas of Φ ∪Ψ the system
presents the report through the design interface.

Let us consider designing of the layout of a floor of an office building. Some of
the design requirements can be as follows:

• ψ1≡∃t1, t2, t3, t4 : ti = o f f icei, i.e., there should be at least four offices on a floor,
• ψ2 ≡ ∃t1, t2 : t1 = secretariat, t2 = o f f icei ∧ acc(t1, t2), i.e., at least one office

should be accessible from a secretariat,
• ψ3 ≡ ∀ti = o f f icei ∃t j ∈ sensor : observed(ti, t j), i.e., doors to all offices should

be monitored by sensors.
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Automatically obtained atomic formulas describing relations which hold among
layout elements of a designed floor (Fig. 2) concern adjacency and accessibility
between rooms, and fastening sensors on room walls. For example the relations
concerning the room labelled secretariat presented in Fig. 2 are described by the
following atomic formulas:

• δ1 ≡ acc(secretariat,corridor) - accessibility from the corridor,
• δ2 ≡ acc(secretariat,o f f ice1) - accessibility from the office number 1,
• δ3 ≡ ad j(secretariat,reception) - adjacency to the reception, and
• δ4 ≡ on(c1,secretariat) - fastening the sensor number 1 on a wall of the

secretariat.

The design solution presented in Fig. 2 satisfies requirements ψ1,ψ2,ψ3. Formula
ψ1 is satisfied as the reasoning module finds a valuation ω(t1) = e13, ω(t2) = e5,
ω(t3) = e6, ω(t4) = e15, ω(t5) = e16, with lb(e13) = o f f ice1, lb(e5) = o f f ice2,
lb(e6) = o f f ice3, lb(e15) = o f f ice4, lb(e16) = o f f ice5, where e5,e6,e13,e15 and
e16 are object hypereges and lb is a hyperedge labelling function. Formula ψ2 is
satisfied when ω(t1) = e7, ω(t2) = e13, as lb(e7) = secretariat, lb(e13) = o f f ice1
and we have the formula of Δ δ2 ≡ acc(secretariat,o f f ice1).

The predicate observed(ti, t j), is satisfied if the doors of the room correspond-
ing to term ti are in the spatial range of the sensor corresponding to term t j. In or-
der to test this condition the system first represents it as a formula composed of
atomic parts expressing the location of the sensor labelled t j on the wall of one
of the rooms (on(t j, tk)), the value of the attribute range defined for the sensor t j

(range(t j)) and the value of the attribute loc_door assigned to the wall number
w of the room ti (loc_door(ti.w)). In other words observed(ti, t j) ⇔ on(t j, tk) ∧
inrange(range(t j), loc_door(ti.w)), where the predicate inrange, is satisfied if the
door located in the wall ti.w are in the spatial range of sensor t j. Then the system
checks if the rectangle representing the door is inside the fragment of the circle rep-
resenting the range of the sensor. In Fig. 2 the doors of rooms o f f ice1, o f f ice2 and
o f f ice4 are observed by sensors c1,c2 and c4, respectively, while the doors of rooms
o f f ice3 and o f f ice5 are observed by sensor c3, and thus the formula ψ3 is satisfied.

The conformity of the floor layout from Fig. 2 with the Polish Fire Code regu-
lations is also checked. The regulations require that each evacuation route leading
to a staircase should be not longer than 30 meters. The axiom corresponding to
this condition for all corridor doors has the following form: φ ≡∀x ∈wall,blg(x) =
corridor,door_number(x)≥ 1 ∃x′ ∈wall,blg(x′) = staircase, door_number(x′)≥
1 : ∀i∈{1, ...,door_number(x)}∃ j∈{1, ...,door_number(x′)} : dist(loc_doori(x),
loc_door j(x′))≤ 30, where blg is the function specifying the room to which a given
wall belongs (i.e., it assigns an object hyperedge to one of its nodes), dist is a func-
tion computing the distance between two points, and the wall attribute loc_door
specifies the coordinates of the door located on the wall. The condition is not satis-
fied for the doors of the o f f ice3 and o f f ice5, thus the message about it is shown
in the bottom panel in Fig. 2. The situation can be easily corrected by moving the
doors or changing the location of the staircase.
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Fig. 4 A house floor layout with the unsecured living-room

After each design step the system checks which design constraints are not sat-
isfied and shows the appropriate messages on the monitor screen. Modifications
of drawings, automatically impose changes both in the hypergraph structures and
facts concerning drawings which are extracted from these structures. Thus the set
of atomic formulas describing designs forms dynamic knowledge about design
solutions.

Let the design task be creating a floor layout of a one-storey house with mon-
itoring which ensures the security. It means that all doors leading outside should
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Fig. 5 A house floor layout with different placement of sensors
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be observed by motion sensors. For the floor layout presented in Fig. 4 the system
shows the message saying that there exist rooms which are not secured properly.
The designer can find many alternative places for adding new sensors in order to
satisfy design constraints (Fig. 5a and Fig. 5b).

6 Conclusions

This paper deals with using design knowledge to support the conceptual phase of de-
sign. The conceptualization of the design domain and ontological commitment are
used to specify the method of automatic reasoning based on information stored in
hypergraph structures corresponding to design drawings. The proposed logic model
of reasoning uses atomic formulas extracted from attributed hypergraphs. Based on
these formulas the verification of logic formulas representing design requirements
specific to particular design tasks and defined by the designer is preformed. The
consistence of design solutions with axioms expressing general design knowledge
is also tested. The proposed inference method has been described on examples of
designing floor layouts with the use of the prototype visual design system. Its rea-
soning module uses ANTLR software to verify logic formulas by decomposing them
into atomic parts and comparing with formulas obtained from hypergraphs.

In the future the system will be extended by 3D visual languages allowing form-
oriented design. The externalization of design ideas could be also supported by
means of shape grammars. Generation methods used to create architectural forms
will require using 3-D shape grammars.
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8. Ślusarczyk, G.: Visual language and graph-based structures in conceptual design.
Advanced Engineering Informatics 26, 267–279 (2012)



Estimation of the Relations of: Equivalence,
Tolerance and Preference on the Basis of
Pairwise Comparisons

Leszek Klukowski

Abstract. The paper presents the estimators of three relations: equivalence, toler-
ance and preference in a finite set on the basis of multiple pairwise comparisons,
disturbed by random errors; they have been developed by the author. The estimators
can rest on: binary (qualitative), multivalent (quantitative) and combined compar-
isons. The estimates are obtained on the basis of discrete programming tasks. The
estimators require weak assumptions about distributions of comparisons errors, es-
pecially allow non-zero expected values. The estimators have good statistical prop-
erties, in particular consistency. The paper summarizes the results obtained by the
author; the broader view is presented in Klukowski 2011a.

1 Introduction

Estimation of the relations of equivalence, tolerance, or preference, on the basis of
multiple pairwise comparisons with random errors, is aimed at determination of an
actual structure of data. It also provides the properties of estimates: consistency,
distributions of errors, efficiency, etc.

The approach applied in the work rests on a statistical and optimisation
paradigms: to determine the relation form, which minimizes the inconsistencies (dif-
ferences) with a sample - in the form of multiple pairwise comparisons: statistical
tests, experts’ opinions or other procedures, prone to generating random errors. The
approach presented here is an original contribution of the author to the subject. The
comparisons are assumed in two forms: binary - expressing qualitative features, e.g.
the direction of preference, and multivalent - expressing quantitative features of a
pair, e.g. the difference of ranks of elements. The assumptions about distributions of
errors of comparisons are weaker than those commonly used in the literature (David,
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1988; Slater 1961). The estimators can be applied also in the case of unknown dis-
tributions of comparison errors.

The estimators have good statistical properties, obtained on the basis of: proper-
ties of random variables expressing differences between the relation form and com-
parisons, the probabilistic inequalities (Hoeffding 1963, Chebyshev), properties of
order statistics (David, 1970). The properties guarantee consistency of estimates for
the number of independent comparisons of each pair approaching infinity.

The literature on pairwise comparisons with random errors concerns mainly
ranking problems – classical results are presented in: David (1988), Bradley (1976,
1984), Davidson (1976) (bibliography), Brunk (1960). The authors mentioned
present and discuss a complete range of existing methods: assumptions, estimators
and their properties, tests for validation of results.

The literature concerning classification methods, based on pairs of elements is
extremely extensive (see e.g. Gordon 1999, Hand 1986, Kaufman, Rousseeuv 1990,
Hastie, Tibshirani, Friedman 2002, Kohonen 1995, Hartigan 1975). However, it
should be emphasized that existing approaches do not cover entirely the problems
presented in the work.

The paper consists with 5 sections. The second section presents main ideas of es-
timation, in particular the form of estimators. The next section – presents properties
of estimators obtained by the author. The forth section discusses briefly optimization
algorithms, which can be applied for determining of estimates. Last section summa-
rizes results of the author in the area under consideration and shows problems for
further researches.

2 Estimation of the Relations – Main Ideas

2.1 Definitions, Notations and Formulation of the Estimation
Problems

The problem of estimation of relation on the basis of pairwise comparisons can be
stated as follows.

We are given a finite set of elements X = {x1, ..., xm}(3 � m < ∞). There ex-
ists in the set X: the equivalence relation R(e) (reflexive, transitive, symmetric), or
the tolerance relation R(τ) (reflexive, symmetric), or the preference relation R(p)

(alternative of the equivalence relation and strict preference relation). Each relation

generates some family of subsets χ (�)∗
1 , ..., χ (�)∗

n (� ∈ {p,e,τ};n � 2).

The equivalence relation generates the family χ (e)∗
1 , ..., χ (e)∗

n having the follow-
ing properties:

n⋃
q=1

χ (e)∗
q = X, (1)
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χ (e)∗
r ∩ χ (e)∗

s = {0} (2)

where:
0 – the empty set,

xi,x j ∈ χ (e)∗
r ≡ xi,x j− equivalent elements, (3)

(xi ∈ χ (e)∗
r )∩ (x j ∈ χ (e)∗

s )≡ xi, x j - non-equivalent elements for i �= j, r �= s. (4)

The tolerance relation generates the family χ (τ)∗
1 , ..., χ (τ)∗

n with the property (1),

i.e.
n⋃

q=1
χ (τ)∗

q =X, and the properties:

∃r,s (r �= s) such that χ (τ)∗
r ∩ χ (τ)∗

s �= {0},

xi,x j ∈ χ (τ)∗
r ≡ xi,x j - equivalent elements, (5)

(xi ∈ χ (τ)∗
r )∩ (x j ∈ χ (τ)∗

s )≡ xi,x j - non-equivalent elements for

i �= j and (xi,x j) /∈ χ (τ)∗
r ∩ χ (τ)∗

s , (6)

each subset χ (τ)∗
r (1 � r � n) includes an element xi such that

xi /∈ χ (τ)∗
s (s �= r). (7)

The preference relation generates the family χ (p)∗
1 , ..., χ (p)∗

n with the properties (1),
(2) and the property:

(xi ∈ χ (p)∗
r )∩ (x j ∈ χ (p)∗

s )≡ xi is preferred to x j for r < s. (8)

The relations defined by the conditions (1) - (8) can be expressed, alternatively, by

the values (functions) T (�)
υ (xi,x j),((xi,x j) ∈ X×X; � ∈ {p, e, τ}, υ ∈ {b,μ};

symbols b, μ denote – respectively – the binary and multivalent comparisons), de-
fined as follows:

T (e)
b (xi,x j) =

{
0 i f exists r such that (xi,x j) ∈ χ (e)∗

r ,
1 otherwise;

(9)

• the function T (e)
b (xi,x j), describing the equivalence relation, assuming binary

values, expresses the fact if a pair (xi,x j) belongs to a common subset or not;
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T (τ)
b (xi,x j) =

⎧
⎨
⎩

0 i f exists r, s (r = s not excluded) such that

(xi,x j) ∈ χ (τ)∗
r ∩ χ (τ)∗

s ,
1 otherwise;

(10)

• the function T (τ)
b (xi,x j), describing the tolerance relation, assuming binary val-

ues, expresses the fact if a pair (xi,x j) belongs to any conjunction of subsets (also to
the same subset) or not; the condition (7) guarantees uniqueness of the description;

T (τ)
μ (xi,x j) = #(Ω ∗

i ∩Ω ∗
j ), (11)

where:
Ω ∗

l − the set of the form Ω ∗
l = {s | xl ∈ χ (τ)∗

s },
#(Ξ) − the number of elements of the set Ξ ;

• the function T (τ)
μ (xi,x j), describing the tolerance relation, assuming multivalent

values, expresses the number of subsets of conjunction including both elements;
condition (7) guarantees the uniqueness of the description;

T (p)
b (xi,x j) =

⎧
⎪⎨
⎪⎩

0 i f there exists r such that (xi,x j) ∈ χ (p)∗
r ,

−1 i f xi ∈ χ (p)∗
r , x j ∈ χ (p)∗

s and r < s;

1 i f xi ∈ χ (p)∗
r , x j ∈ χ (p)∗

s and r > s;

(12)

• the function T (p)
b (xi,x j), describing the preference relation, assuming binary

values, expresses the direction of preference in a pair or the equivalence of its ele-
ments;

T (p)
μ (xi,x j) = di j ⇔ xi ∈ χ (p)∗

r , x j ∈ χ (p)∗
s , di j = r− s; (13)

• the function T (p)
μ (xi,x j), describing the preference relation, assuming multiva-

lent values, expresses the difference of ranks of elements xi and x j.

2.2 Assumptions about Pairwise Comparisons

The relation χ (�)∗
1 , ..., χ (�)∗

n is to be estimated on the basis of N (N � 1) comparisons

of each pair (xi,x j) ∈ X×X; any comparison g(�)υk (xi,x j) evaluates the actual value

of T (�)
υ (xi,x j) and can be disturbed by a random error. The following assumptions

concerning the comparison errors are made:
A1. The relation type (equivalence or tolerance or preference) is known, the num-

ber of subsets n - unknown.
A2. Any comparison g(�)υk (xi,x j) (� ∈ {e, τ, p}; υ ∈ {b, μ}; k = 1, ..., N), is

the evaluation of the value T (�)
υ (xi,x j), disturbed by a random error. The probabilities

of errors g(�)υk (xi,x j)−T (�)
υ (xi,x j) have to satisfy the following assumptions:
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P(g(�)bk (xi,x j)−T (�)
b (xi,x j) = 0 | T (�)

b (xi,x j) = κ (�)
bi j )� 1− δ

(κ (�)
bi j ∈ {−1, 0, 1}, δ ∈ (0, 1/2)),

(14)

∑
r�0

P(g(�)μk(xi,x j)−T (�)
μ (xi,x j) = r | T (�)

μ (xi,x j) = κ (�)
μi j)> 1/2

(κ (�)
μi j ∈ {0, ..., ±m}, r– zero or an integer number),

(15)

∑
r�0

P(g(�)μk(xi,x j)−T (�)
μ (xi,x j) =−r | T (�)

μ (xi,x j) = κ (�)
μi j)> 1/2

(κ (�)
μi j ∈ {0, ..., ±m}, r– zero or an integer number),

(16)

P(g(�)μk(xi,x j)−T (�)
μ (xi,x j) = r)� P(g(�)μk(xi,x j)−T (�)

μ (xi,x j) =

r+ 1 |T (�)
μ (xi,x j) = κ (�)

μi j) (κ (�)
μi j ∈ {0, ..., m}, r > 0),

(17)

P(g(�)μk(xi,x j)−T (�)
μ (xi,x j) = r)� P(g(�)μk(xi,x j)−T (�)

μ (xi,x j) =

r− 1 |T (�)
μ (xi,x j) = κ (�)

μi j) (κ (�)
μi j ∈ {0, ..., m}, r < 0),

(18)

A3. The comparisons g(�)υk (xi,x j) (� ∈ {e, τ, p}; υ ∈ {b, μ}; (xi,x j) ∈ X × X;
k = 1, ..., N) are independent random variables.

The assumption A3 makes it possible to determine the distributions of estima-
tion errors of estimators. However, determination of the exact distributions of the
(multidimensional) errors, in an analytic way, is complicated and, in practice, un-
realizable. The main properties of the estimators, especially their consistency, are
valid without the assumption.

The assumption A3 can be relaxed in the following way: the comparisons

g(�)υk (xi,x j) and g(�)υl (xr,xs) (l �= k; r �= i, j; s �= i, j), have to be independent.
In the case of the preference relation including equivalent elements, the condition

(14) can be relaxed to the form (15) – (16).
The assumptions A2 – A3 reflect the following properties of distributions of com-

parisons errors: the probability of correct comparison is greater than of the incorrect
one - in the case of binary comparisons (inequality (14)); zero is the median of each
distribution of comparison error (inequalities (14) – (16)); zero is the mode of each
distribution of comparison error (inequalities (14) – (18)); the set of all comparisons
comprises the realizations of independent random variables; the expected value of
any comparison error can differ from zero.

2.3 The Form of Estimators

Two forms of estimators are examined. Their properties have been proven by the
author (see References) on the basis of the well-known probabilistic inequalities
(Hoeffding, 1963, Chebyshev), properties of order statistics (David, 1970), and con-
vergence of variances of relevant variables to zero.
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The estimate based on the total sum of differences, denoted χ̂ (�)
1 , ..., χ̂ (�)

n̂ (or

T̂ (�)
υ (xi,x j) < i, j >∈ Rm), results from the minimization problem:

min
χ(�)

1 ,...,χ(�)
r ∈F

(�)
X

{
∑

<i, j>∈Rm

N

∑
k=1

∣∣∣g(�)υk (xi,x j)− t(�)υ (xi,x j)
∣∣∣
}

(19)

where:
F(�)

X − the feasible set, i.e. the family of all relations χ (�)
1 , ..., χ (�)

r of �- th type
in the set X,

t(�)υ (xi,x j) - the function describing any relation {χ�)
1 , ..., χ (�)

r } of �-th type,
Rm − the set of the form Rm = {< i, j > | 1 � i, j � m; j > i}
(symbol g(�)υk(xi,x j) is used for both random variables and realizations).
In the case of the preference relation and binary comparisons the following trans-

formation is also applied:

θ (g(�)υk(xi,x j)− t(�)υ (xi,x j)) =

{
0 i f g(�)υk (xi,x j) = t(�)υ (xi,x j);

1 i f g(�)υk (xi,x j) �= t(�)υ (xi,x j).
(20)

The criterion function with the use of the transformation (20) is simpler from
the computational point of view. The properties of both approaches are similar
(Klukowski, 1990b).

The estimate based on medians, denoted
�χ
(�)

1 , ...,
�χ
(�)

r (or
�

T
(�)

υ (xi,x j)), is ob-
tained on the basis of the following minimization problem:

min
χ(�)

1 , ..., χ(�)
r ∈FX

{
∑

<i, j>∈Rm

∣∣∣g(�,me)
υ (xi,x j)− t(�)υ (xi,x j)

∣∣∣
}
, (21)

where:
g(�,me)

υ (xi,x j) - the sample median in the set {g(�)υ,1(xi,x j),

..., g(�)υN(xi,x j)}.
The estimate, resulting from the criterion (19) or (20) will be denoted with sym-

bols χ̂ (�)
1 , ..., χ̂ (�)

r or (equivalently) T̂ (�)
υ (xi,x j), while the estimate resulting from

the criterion (21) - with symbols
�χ
(�)

1 , ...,
�χ
(�)

r or
�

T
(�)

υ (xi,x j).
In the case of the preference relation and medians from comparisons, the same

transformation can be also applied.
The number of estimates, resulting from the criterion functions (19), (21) can

exceed one; the unique estimate can be determined in a random way or as a result
of validation. Multiple estimates can appear also in other methods (see David 1988,
Ch. 2).

The assumptions A1 – A3 allow for inference about distributions of errors of
estimates. Let us discuss first the estimator based on of the criterion (19). For each
relation type one can determine a finite set including all possible realizations of
comparisons
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g(�)υk (xi,x j),(� ∈ {e,τ, p}, υ ∈ {b,μ}, k = 1, ..., N;< i, j >∈ Rm)

and the probability of each realization. The use of the criterion (19) determines: the

estimate, its probability and estimation error. The error has the form: {T̂ (�)
υ (xi,x j)−

T (�)
υ (xi,x j); < i, j >∈ Rm}, i.e. it is a multidimensional random variable. The anal-

ysis of such error is, in fact, unrealizable and it is suggested to replace it with
one-dimension error:

Δ̂ (�)
υ = ∑

<i, j>∈Rm

|T̂ (�)
υ (xi,x j)−T (�)

υ (xi,x j)|. (22)

The estimate with the error Δ̂ (�)
υ = 0 is the errorless estimate. The probability of

such error can be determined in the analytic way – as a sum of probabilities of all
realizations of comparisons indicating the errorless estimate. It is clear that its value
(probability) depends on the number of comparisons N and the variance of com-
parison errors; increase of N decreases the probability of such error and decreases
the variance of the estimator. The probabilities of errors different from zero can be
determined in a similar way; all possible errors and their probabilities determine the
distribution function of the estimation error. Determination of the probability func-
tion in the analytic manner is complicated and involves huge computational cost -
even for moderate m. Therefore, simulation approach has to be used for this purpose.

Similar considerations apply for the criteria (20), (21).

3 Properties of Estimators

The analytical properties of the estimators, established by the author, are based on
properties of random variables expressing differences between pairwise compar-

isons and the relation form (expressed by T (�)
υ (xi,x j)). It has been proved by the

author that the variables corresponding to the actual relation form have different
properties than the variables corresponding to any other relation. The following
results have been obtained: (i) the expected values of the variables expressing dif-
ferences between comparisons and the relation form (see e.g. (26) below), corre-
sponding to actual relation form are lower than the expected values of variables
corresponding to any other relation (see e.g. (30); (ii) the variances of the variables
expressing differences between comparisons and the relation form, both - actual and
different than actual, divided by the number of comparisons N in the case of sum
of differences, converge to zero for N → ∞; (iii) the probability of the event that the
variable corresponding to actual relation assumes a value lower than the variable
corresponding to a relation other than actual converges to one for N →∞; the speed
of convergence guarantees good efficiency of the estimates.

Properties (i) - (iii) provide the basis for construction of the estimators; these
properties have been complemented with some additional features (Klukowski
1994) and a simulation experiment. An important result of the experiment consists
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in the fact that efficiency of the estimator based on the sum of inconsistencies is
higher than of the median estimator; the latter estimator is, though, simpler from
computational point of view and more robust.

Let us illustrate these considerations by the simplest case, i.e. equivalence rela-
tion and the estimator resulting from the criterion (19). The differences between any

comparison g(e)bk (xi,x j) and T (e)
b (xi,x j) assume the form:

U (e)∗
bk (xi,x j) =

{
0 i f g(e)bk (xi,x j) = T (e)

b (xi,x j); T (e)
b (xi,x j) = 0;

1 i f g(e)bk (xi,x j) �= T (e)
b (xi,x j); T (e)

b (xi,x j) = 0,
(23)

V (e)∗
bk (xi,x j) =

{
0 i f g(e)bk (xi,x j) = T (e)

b (xi,x j); T (e)
b (xi,x j) = 1;

1 i f g(e)bk (xi,x j) �= T (e)
b (xi,x j); T (e)

b (xi,x j) = 1.
(24)

The sum of differences assumes, for any k (1 � k � N), the form:

∑
<i, j>∈I(e)∗

U (e)∗
bk (xi,x j)+ ∑

<i, j>∈J(e)∗
V (e)∗

bk (xi,x j), (25)

where:
I(e)∗ − the set of pairs {< i, j > | T (e)∗

b (xi,x j) = 0},
J(e)∗ − the set of pairs {< i, j > | T (e)∗

b (xi,x j) = 1}.
The total sum of the differences between the relation form and the comparisons

is equal:

W (e)∗
bN =

N

∑
k=1

( ∑
<i. j>∈I(e)∗

U (e)∗
bk (xi,x j)+ ∑

<i, j>∈J(e)∗
V (e)∗

bk (xi,x j)). (26)

Under the assumptions A1, A2, A3, the expected values of the variablesU (e)∗
bk (xi,x j),

V (e)∗
bk (xi,x j) satisfy the inequalities: E(U (e)∗

bk (xi,x j))� δ , E(V (e)∗
bk (xi,x j))� δ . There-

fore, the expected value of the variable W (e)∗
bN satisfies the inequality E(W (e)∗

bN ) �
Nm(m− 1)

2 δ . Assumptions A1 – A3 allow for determining the variance Var(W (e)∗
bN );

its value is finite and satisfies the inequality Var(W (e)∗
bN ) � Nm(m− 1)

2 δ (1− δ ).
Obviously:

E(
1
N

W (e)∗
bN )� m(m− 1)

2
δ , (27)

lim
N→∞

Var(
1
N

W (e)∗
bN ) = 0. (28)

Let us consider any relation χ̃ (e)
1 , ..., χ̃ (e)

ñ different than χ (e)∗
1 , ..., χ (e)∗

n ; this

means that there exist pairs (xi,x j), such that T̃ (e)
b (xi,x j) �= T (e)

b (xi,x j). Define the
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random variables Ũ (e)
bk (xi,x j), Ṽ (e)

bk (xi,x j), W̃ (e)
b (xi,x j) corresponding to the such

values T̃ (e)
b (xi,x j):

Ũ (e)
bk (xi,x j) =

{
0 i f g(e)bk (xi,x j) = T̃ (e)

b (xi,x j); T̃ (e)
b (xi,x j) = 0;

1 i f g(e)bk (xi,x j) �= T̃ (e)
b (xi,x j); T̃ (e)

b (xi,x j) = 0,

Ṽ (e)
bk (xi,x j) =

{
0 i f g(e)bk (xi,x j) = T̃ (e)

b (xi,x j); T̃ (e)
b (xi,x j) = 1;

1 i f g(e)bk (xi,x j) �= T̃ (e)
b (xi,x j); T̃ (e)

b (xi,x j) = 1,
(29)

W̃ (e)
bN =

N

∑
k=1

(∑̃
I(e)

Ũ (e)
bk (xi,x j)+ ∑̃

J(e)
Ṽ (e)

bk (xi,x j)). (30)

where:
Ĩ(e) − the set of pairs {< i, j > | T̃ (e)

b (xi,x j) = 0},
J̃(e) − the set of pairs {< i, j > | T̃ (e)

b (xi,x j) = 1}.
The expected values E(Ũ (e)

bk (xi,x j)), E(Ṽ (e)
bk (xi,x j)) assume the form:

E(Ũ (e)
bk (xi,x j)) = 0 ∗P(g(e)bk (xi,x j) = 0 | T (e)

b (xi,x j) = 1)+

1 ∗P(g(e)bk (xi,x j) = 1 | T (e)
b (xi,x j) = 1)� 1− δ ,

(31)

E(Ṽ (e)
bk (xi,x j)) = 0×P(g(e)bk (xi,x j) = 0 | T (e)

b (xi,x j) = 0)+

1×P(g(e)bk (xi,x j) = 1 | T (e)
b (xi,x j) = 0)� 1− δ ,

(32)

and:

E(W̃ (e)
bN ) =

N

∑
k=1

(
E

∑̃
I(e)

(Ũ (e)
bk (xi,x j))+

E

∑̃
J(e)

(Ṽ (e)
bk (xi,x j)))>

m(m− 1)
2

δ . (33)

The formulae (27) – (33) indicate that the expected value E( 1
N W

(e)∗
bN

), corresponding

to the actual relation χ (e)∗
1 , ..., χ (e)∗

n , is lower than the expected value E( 1
N W̃ (e)

bN ),

corresponding to any other relation χ̃ (e)
1 , ..., χ̃ (e)

ñ . The variances of both variables

converge to zero for N → ∞. The variables U (e)∗
bk (xi,x j), V (e)∗

bk (xi,x j) assume values

equal to
∣∣∣g(e)bk (xi,x j)− T (e)

b (xi,x j)
∣∣∣, used in the criterion function (19). Moreover, it

can be also shown (see Klukowski, 1994), that:

P(W (e)∗
bN < W̃ (e)

bN )� 1− exp{−2N(
1
2
− δ )2}. (34)

The above facts indicate that the estimator χ̂ (e)
1 , ..., χ̂ (e)

n̂ , minimizing the number of
inconsistencies with comparisons, guarantees the errorless estimate for N →∞. The
inequality (34) shows that the errorless estimate can be obtained with the probability
close to one for finite N and indicates the influence of δ and N on the precision of
the estimator.
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The properties of the median estimator are similar, especially (see Klukowski,
1994):

P(W (p,me)∗
bN < W̃ (me,p)

bN )� 1− 2exp{−2N(
1
2
− δ )2}.

The case of multivalent comparisons, can be analyzed in a similar way the details
are presented in Klukowski 2011a, Chap. 6 and 8.

4 Solving of Optimization Problems

Minimization of the functions (19), (21) is, in general, not an easy problem, because
of the dimensions of the feasible set. Currently, the algorithms are available only for
ranking problems based on binary single comparisons (see David, 1988, Chapt. 2,
Hansen P., et al 1994); they refer to the dynamic programming or branch-and-bound
algorithms, some of them can be used for known n . The algorithms are efficient
for the moderate number of elements m. In the case of large m, the problems can be
also solved with the use of heuristic algorithms: genetic (Falkenauer, 1998), artificial
neural networks, random search (Ripley, 2006), etc.

In the case of multivalent comparisons the exact algorithms are not available now.
The problems with moderate number of elements m, i.e. 3 – 12, can be solved with
the use of complete enumeration. Problems with higher number of elements can be
solved using heuristic algorithms, mentioned above.

It is obvious that the estimators based on multivalent comparisons require more
computations than those based on binary comparisons.

5 Summary – Achievements of the Work and Further
Researches

The work presents the synthesis of main results, of the author (Klukowski 2011a),
concerning estimation of three relations – equivalence, tolerance, and preference
– on the basis of pairwise comparisons with random errors (see Klukowski in
References). The problems of that type occur often in applications and have been
investigated in literature.

The following new results, presented here, should be emphasized.
10. Two types of data have been taken into account: binary and multivalent.
20. The assumptions concerning the comparison errors are weaker than those

commonly used in the literature.
30. Two estimators have been examined; the first one is based on the sum of

differences between the relation form and the comparison data, the second is based
on differences between the relation form and the median from comparisons of each
pair. The estimators have analytical properties guaranteeing good efficiency.

40. The analytical properties of the estimators have been complemented with
the results of simulation study (Klukowski 2011a). This allows for determining of
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parameters, especially the number of comparisons N, guaranteeing the required pre-
cision of estimates; a definite value of N provides for the frequency of errorless
result close to one or equal one.

50. The properties of estimates can be thoroughly validated (Klukowski 2011a,
Chapt. 10); validation comprises the fact of existence of the relation and the assump-
tions as to the comparison errors.

60. The approach proposed allows for combining of comparisons obtained from
different sources, e.g. statistical tests, experts, neural networks. It is also possible
to combine binary and multivalent data and to apply two-stage estimators, based,
in the first stage, on binary comparisons, and in the second stage – on multivalent
comparisons, obtained in the first stage.

70. The approach presented will be developed in the following directions: sta-
tistical learning, estimation of more complex structures of data, e.g. hierarchical,
multiple criteria comparisons, etc. An important field is also constituted by applica-
tion of the estimators and tests developed.
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Generalized Constraint Design of Linear-Phase
FIR Digital Filters

Norbert Henzel and Jacek M. Leski

Abstract. We consider the design of digital finite-impulse response (FIR) filters
satisfying constraints on the amplitude response. Constrained FIR filter design with
frequency-domain linear constraints on the amplitude response usually uses the
least-squares or the Chebyshev error criterion, which can be generally reformulated
as quadratic programming (QP) problem. This paper presents an novel algorithm for
the design of constrained low-pass FIR filters according to a variously defined error.
This approach does not require the transition bands specification, is characterized
by rapid convergence and is suitable for high order filter design.

Keywords: Biomedical Signal Processing, Digital Filter Design, FIR Filters.

1 Introduction

Linear-phase finite impulse response (FIR) digital filters play a crucial role in a large
number of signal processing problems, for example, biomedical signal processing,
image processing, telecommunication application, etc. Therefore, linear-phase fil-
ters design methods have been widely explored [1].

The FIR filter design, in majority of cases, can be regarded as an optimization
problem, where a desired, ideal frequency response is approximated.

The FIR filter design process typically require several steps. First step consists
in defining a desired, ideal, frequency response. Second step demands selecting the
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desired filter length. Third, establishing a measure of error between desired and ob-
tained filter frequency responses (different optimality criteria result in different filter
behavior). Fourth step consist in applying (or developing) an optimization method
to find the filter coefficients. In scientific literature a vast number of different tech-
niques for designing digital FIR filters have been proposed and the majority of them
uses one (or a combination) of the following error criteria [2], [4]: least-squares
( [5], [15], [17]), Chebyshev (minimax) ( [10], [12]) and maximally flat ( [16]).

The constrained design of FIR filters using the least squares error function for the
first time was presented in [2]. This approach to FIR filter design has also been next
considered and further developed in a vast number of papers, e.g. [3], [6], [13], [14].

The goal of this paper is to present a new method of constrained FIR filter de-
sign and to investigate its performances for different design problems. Although
presented in the context of low-pass filter design it can be easily extended to other
FIR filter design problems.

2 Preliminaries

A digital filter is a linear time-invariant system, operating on an input sequence x(n)
to produce an output sequence y(n), where n denotes discrete time. This system can
be completely described by the impulse response sequence h(n). The input-output
relation for digital filter is given by [11], [8]

y(k) =
∞

∑
m=−∞

x(m)h(k−m) =
∞

∑
m=−∞

x(k−m)h(m). (1)

Typically, h(m) = 0 for 0 > m > N− 1, so we obtain

y(k) =
N−1

∑
m=0

x(k−m)h(m). (2)

The number of impulse response coefficients, N, is said to be the length of the filter,
and the quantity N− 1 is called the order of the filter [1].

The frequency response H
(
e jω) of an FIR filter is given by the discrete-time

Fourier transform of its impulse response h(n) [1]:

H
(
e jω)=

N−1

∑
n=0

h(n)e− jωn (3)

where the frequency ω ∈ [0,π ].
If the impulse response h(n) of the FIR filter has even symmetry, h(n) =

h(N− 1− n), or odd symmetry, h(n) = −h(N− 1− n), the phase response of the
designed filter is linear and the obtained design problem is real-valued. In this case,
the frequency response function H

(
e jω) can be written as [1]
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H
(
e jω)= e− j(N−1)/2ωe− jβ H0 (ω) (4)

where H0 (ω) is a real-valued function, called amplitude response and the constant
β satisfies β = 0 or β = π/2. In the first case, β = 0, the filter amplitude response
is given by [1]

H0 (ω) =

⎧
⎪⎪⎨
⎪⎪⎩

(N−1)/2

∑
n=0

bn cos(ωn) for N− 1 even,

N/2

∑
n=0

bn cos
(
ω
(
n− 1

2

))
for N− 1 odd.

(5)

where the coefficients bn are related to h(n) in as follows:

bn =

⎧
⎪⎨
⎪⎩

h
(

N−1
2

)
for N− 1 even, n = 0,

2h
(

N−1
2 − n

)
for N− 1 even, n �= 0,

2h
(

N
2 − n

)
for N− 1 odd.

(6)

Similar expressions can be developed for β = π/2 [1].
The linear phase response of a FIR filter is a very desirable property in many

applications, e.g. processing of an electrocardiographic (ECG) signals, acoustics
signals, etc.

Low-pass FIR digital filters are characterized by: the length of the impulse re-
sponse N, the passband edge frequency fp, the stopband edge frequency fs, the
maximum passband ripple (maximum passband gain) δp and minimum stopband
attenuation (maximum stopband gain) δs. The last two values are often expressed in
decibels:

Dp = 20log10 (δp) [dB], Ds = 20log10 (δs) [dB]. (7)

Figure 1 depicts the filter parameters and performance measures discussed so far.
The relation between the linear-phase FIR filter amplitude response H0(ω) for

β = 0 and N − 1 even, and the coefficients bn for a given set of frequency points
ωi, i= 1, · · · ,L, distributed over the frequency domain can be compactly represented
in matrix form. For example, the first case in (5) can be written as

H0 � [H0(ω1),H0(ω2), · · · ,H0(ωL)]
� = Tb, (8)

where
b = [b0, b1, · · · ,bM]� ; M = (N− 1)/2, (9)

H0(ωi) = b�t(ωi), (10)

t(ωi) = [cos(0ωi),cos(1ωi), · · · ,cos(Mωi)]
� , (11)
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Fig. 1 Filter parameters and performance measures

J (b) =
L

∑
i=1

[
b�t(ωi)−HD(ωi)

]2
(12)

and

T =

⎡
⎢⎢⎢⎣

cos(0 ·ω1) cos(ω1) · · · cos(M ·ω1)
cos(0 ·ω2) cos(ω2) · · · cos(M ·ω2)

...
...

. . .
...

cos(0 ·ωL) cos(ωL) · · · cos(M ·ωL)

⎤
⎥⎥⎥⎦=

⎡
⎢⎢⎢⎣

t(ω1)
�

t(ω2)
�

...
t(ωL)

�

⎤
⎥⎥⎥⎦ . (13)

Lets us define an error as

E (ωi) = H0 (ωi)−HD (ωi) (14)

where H0 (ωi) and HD (ωi), i = 1, · · · , L, are the actual and the desired frequency
response of the filter, respectively.

Now, the weighted square error criterion can be written as:

J (b) = ‖E‖2
2 = E�E = (Tb−HD)

� (Tb−HD) , (15)

where

HD = [HD (ω1) , HD (ω2) , · · · , HD (ωL)]
� (16)

is a real-valued desired amplitude response vector.
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3 New Method for Low-Pass FIR Filter Design

In the proposed method of FIR filter design various loss functions are used. We seek
vector b by the following minimization

min
b∈IRM+1

J (b)�
L

∑
i=1

gi L
(

b�t(ωi)−HD(ωi)
)
, (17)

where L (·) stands for a loss function used, and gi is a weight corresponding to the
ith frequency. If we choose the quadratic loss function then in matrix notation (17)
takes the form

min
b∈IRM+1

J (b)� (Tb−HD)
�G(Tb−HD) , (18)

where G = diag(g1,g2, · · · ,gL). The role of gis parameters may be twofold: (i) they
may correspond to our weight of the ith frequency (cgi ∈ [0,1]), (ii) through the
proper selection of the parameters values we may change various error functions to
the quadratic loss (lgi ∈ IR+ ∪{0}). In the last case, the values of the parameters
depend on the obtained residuals. In turn, the residuals depend on b. Thus, criterion
function (18) should only be minimized by iteratively reweighting scenario. Let us
denote b, G and E in the kth iteration as b(k), G(k) and E(k), respectively. Criterion
function (18) for the kth iteration takes the form

J(k)
(

b(k)
)
�
(

Tb(k)−HD

)�
G(k)
(

Tb(k)−HD

)
, (19)

where the elements on the main diagonal of G(k) = diag
(

g(k)1 ,g(k)2 , · · · ,g(k)N

)
depend

on the residuals from the previous iteration

E(k−1) = Tb(k−1)−HD. (20)

and take the form
g(k)i = cgi · lg(k)i . (21)

Parameter cgi, representing a priori confidence to the ith frequency does not depend

on the iteration index k. In contrast, parameter lg(k)i depends on the ith residual from

the previous iteration, (k− 1)th. The following form of lg(k)i is proposed

lg(k)i =

⎧
⎨
⎩

0, E(ωi)
(k−1) = 0,

L
(

E(ωi)
(k−1)
)/(

E(ωi)
(k−1)
)2

, E(ωi)
(k−1) �= 0.

(22)

Indeed, for the quadratic loss function, we obtain lg(k)i = 1, for all i = 1,2, · · · ,L;
k = 1,2,3, · · · . The absolute error function is easy to obtain by taking [7]
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lg(k)i =

{
0, E(ωi)

(k−1) = 0,

1
/∣∣∣E(ωi)

(k−1)
∣∣∣ , E(ωi)

(k−1) �= 0.
(23)

Many other loss functions easily may be obtained (see [7]).
To start this sequential optimization, we set the weights in the 0th iteration as

lg(0)i = 1 for all i.
The ε-insensitive loss function disregards errors below some ε > 0, chosen a

priori:

L (ζ ) =
{

0, |ζ | ≤ ε,
|ζ |− ε, |ζ |> ε. (24)

Various ε-insensitive loss functions may be considered, including ε-insensitive
quadratic, ε-insensitive Huber, and so on. Let us start our consideration from the
ε-insensitive quadratic loss

L (ζ ) =

⎧
⎨
⎩

0, |ζ |− ε ≤ 0,
(ε− ζ )2, ε− ζ < 0,
(ε + ζ )2, ε + ζ < 0.

(25)

Taking into account the above equation (17), assuming gi = 1 for all i = 1,2, · · · ,L,
may be written as

L

∑
i=1

L
(

b�t(ωi)−HD(ωi)
)
=

L

∑
i=1

g+i

(
−b�t(ωi)+HD(ωi)+ ε+(ωi)

)2

+
L

∑
i=1

g−i
(

b�t(ωi)−HD(ωi)+ ε−(ωi)
)2

, (26)

where g+i (g−i ) are equal to zero for −b�t(ωi)+HD(ωi)+ ε+(ωi) ≥ 0 (b�t(ωi)−
HD(ωi)+ ε−(ωi)≥ 0) and 1 otherwise. Thus, the ε-insensitive quadratic loss func-
tion may be decomposed into two asymmetric quadratic loss functions. Let Te be
the 2L× (M+ 1) matrix

T�e �
[
T�,−T�

]
(27)

and HDe be the 2L-dimensional vector H�
De =

[
H�

D− εεε+,−H�
D− εεε−

]
and εεε+ =

[ε+(ω1),ε+(ω2), · · · ,ε+(ωL), ]
�, εεε−= [ε−(ω1),ε−(ω2), · · · ,ε−(ωL), ]

�. Using the
above mentioned notation, criterion function (19) for kth iteration takes the form

J(k)
(

b(k)
)
�
(

Teb(k)−HDe

)�
G(k)
(

Teb(k)−HDe

)
, (28)

where the elements on the main diagonal of G(k) (now, (2L)× (2L) matrix) depend
on residuals from the previous iteration

E(k−1) = Teb(k−1)−HDe. (29)
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The fitting of the ith frequency is represented by the ith and the (i+L)th element
of E. If both E(ωi)

(k) and E(ωi+L)
(k) are greater than or equal to zero, then charac-

teristics for the ith frequency falls, for the kth iteration, into the insensibility zone,
i.e., HD− εεε− �H0 �HD + εεε+, where the symbol� stands for componentwise in-
equality. If E(ωi)

(k) (E(ωi+L)
(k)) is less than zero, then the ith frequency is below

(above) the insensibility zone in the kth iteration and should be penalized. For the
ε-insensitive quadratic (εSQ) loss we have

lg(k)i =

{
0, E(ωi)

(k−1) ≥ 0,
1, E(ωi)

(k−1) < 0.
(30)

Other ε-insensitive loss functions easily may be obtained, for example [7]:

• HUBer (εHUB) with parameter δ > 0

lg(k)i =

⎧
⎪⎪⎨
⎪⎪⎩

0, e(k−1)
i ≥ 0,

1/δ 2, 0 > e(k−1)
i ≥−δ ,

−1
/(

δ
∣∣∣e(k−1)

i

∣∣∣
)
, e(k−1)

i <−δ .
(31)

• SIGmoidal (εSIG) with parameters α,β > 0

lg(k)i =

⎧⎨
⎩

0, e(k−1)
i ≥ 0,

1

/((
e(k−1)

i

)2(
1+ exp

(
α
(

e(k−1)
i +β

))))
, e(k−1)

i < 0.
(32)

Our a priori confidence to the ith datum (cgi ∈ [0,1]) should be ’doubled’, i.e.,
cgi+L = cgi, for i = 1,2, · · · , L, because every frequency in criterion function (28) is
also doubled.

The optimality condition for the kth iteration is obtained by differentiating (19)
with respect to b and setting the result equals to zero

(
T�e G(k)Te

)
b(k) = T�e G(k)HDe. (33)

The procedure of Iteratively Reweighted least square error minimization for Con-
strained Filter Design (IRCFD) can be summarized in the following steps [7]:

4 Design Examples

The proposed method has been used to solve many filter design problems. The ob-
tained results show that the proposed method is competitive when compared with
results obtained by other methods. In this section, we only present the results ob-
tained for three examples. The computation was performed in MatLab� computing
environment. Two other methods were used to compare the results of the proposed
method: the method proposed by McClellan, Parks and Rabiner in [9] (MPR) and
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the method presented by Selesnick, Lang and Burrus in [13] (SLB). It should be
noted that the MPR method is not a constraint design method and the resulting pass-
band ripples and stopband attenuation depends on the inclination of the transition
band (part of the filter frequency characteristics between fp and fs, see Figure 1).

1: Fix τ > 0 and G(0) = I. Set the iteration index k = 0.
2: Obtain b(k) by using conjugate gradient method to (33).
3: E(k) = Teb(k)−HDe.

4: G(k+1) = diag
(

g(k+1)
1 ,g(k+1)

2 , · · · ,g(k+1)
N

)
, where each g(k+1)

i , for i = 1, 2, · · · ,L
is obtained by (21) and depends on the selected loss function.

5: if k > 1 and
∥∥∥b(k)−b(k−1)

∥∥∥
2
< 10−3 then

6: stop
7: else
8: k← k+ 1
9: goto 2.

10: end if

Example 1: We first consider the low-pass filter described in [13]: ωp = 0.2728π ,
ωs = 0.3270π , δp = δs = 0.02 and N = 61. Figure 2(a) shows the frequency re-
sponses of the obtained filter using the εSQ error function. A comparison with the
two selected methods is given in Table 1(a).

Table 1 Parameters of the frequency response for Example 1 (a) and Example 2 (b) low-pass
filters

(a) (b)

MPR SLB IRCFD(εSQ) MPR SLB IRCFD(εSQ)

Ep 0.0198 0.0039 0.0041 0.1142 0.1079 0.0136

δ max
p 0.0168 0.0143 0.0134 0.0770 0.0574 0.0287

Dmin
s [dB] −35.4 −28.0 −28.3 −22.2 −15.7 −14.5

The proposed method has the smallest maximum ripple (δ max
p ) and the second

smallest error in the pass band (Ep). The minimum attenuation in stopband (Dmin
s )

is comparable with the error of the SLB method; the best Dmin
s is obtained with the

MPR method.

Example 2: Next we consider the narrow low-pass filter described in [2]: ωp =
0.0625π , ωs = 0.0804π , δp = 0.0575, δs = 0.006 dB and N = 95. Figure 2(b) shows
the frequency responses of the obtained filter using the εSQ error function. A com-
parison with the two selected methods is given in Table 1(b).
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(a) (b)

Fig. 2 Frequency responses for Example 1 (a) and Example 2 (b) low-pass filters

In this case the proposed method has the smallest maximum ripple (δ max
p ) and the

smallest error in the passband (Ep). The minimum attenuation in stopband (Dmin
s ) is

comparable with this of the SLB method; the best Dmin
s is given once again by the

MPR method.

Example 3: In the last example we consider another narrow low-pass filter described
in [2]: ωp = 0.021π , ωs = 0.03125π , δp = 0.0575, δs = 0.0334 and N = 128. A
comparison with the two selected methods is given in Table 2.

Table 2 Parameters of the frequency response for Example 3 low-pass filter

MPR SLB IRCFD(εSIG) IRCFD(εHUB)

Ep 0.0751 0.0238 0.0091 0.0001

δ max
p 0.1172 0.0421 0.0460 0.0074

Dmin
s [dB] −18.6 −12.7 −7.8 −3.8

The smallest maximum ripple (δ max
p ) and the smallest error in the passband (Ep)

are obtained with the IRCFD(εHUB) method at the expense of (Dmin
s ). The (δ max

p )
of SLB and IRCFD(εSIG) methods are comparable but the Ep of IRCFD(εSIG)
is much better. The best Dmin

s is obtained for the MPR method. Once again it is
observed that the smaller Ep or (δ max

p ), the smaller Dmin
s .

5 Conclusion

In this paper we developed a FIR filter design method based on a discrete desired
filter frequency response and the procedure of Iteratively Reweighted least square
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error minimization for Constrained Filter Design (IRCFD). From our included ex-
amples it could be concluded that the proposed method is efficient and competitive
with respect to other well-known from scientific literature methods. Additionally,
the proposed method offers the possibility to select different error measures, appro-
priate for the design problem.
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Reduced Kernel Extreme Learning Machine

Wanyu Deng, Qinghua Zheng, and Kai Zhang

Abstract. We present a fast and accurate algorithm–reduced kernel extreme learning
machine (Reduced-KELM). It randomly selects a subset from given dataset, and
uses K (X , X̃) in place of K (X ,X). The large scale kernel matrix with size of n×n
is reduced to n× ñ, and the time-consuming computation for inversion of kernel
matrix is reduced to O(ñ3) from O(n3) where ñ� n. The experimental results show
that Reduced-KELM can perform at a similar level of accuracy as KELM and at the
same time being significantly faster than KELM.

1 Introduction

Kernel extreme learning machine (KELM) [1] generalize extreme learning ma-
chine [2] from explicit activation function to implicit mapping function. KELM can
produce better generalization than ELM in most applications. But like other kernel
machines such as support vector machine (SVM) [3], least square support vector
machine(LS-SVM) [4], kernel principle component analysis(KPCA) [5]. The entire
samples have to be stored in the memory. When the samples are large, the computer
may run out of memory. Additionally, it is very time-consuming for kernel matrix
operations such as inversion, multiplication and eigenvalue decomposition. In order
to accelerate the computation efficiency, many methods have been proposed such as
sequential minimal optimization (SMO) [6], Kronecker product decomposition [7],
random samples [8] [9], etc. SMO is an iterative algorithm for solving the optimiza-
tion problem described above. SMO breaks this problem into a series of smallest
possible sub-problems, which are then solved analytically. Kronecker decompo-
sition decomposes the large kernel matrix with size into two small matrices with
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small size, and then run eigenvalue decomposition or other corresponding operation
on these two small matrix. The main idea of random sample method is selecting
small subset from the entire dataset and finding one hyperspace in this subset. The
method was introduced into LS-SVM and produced good performance. Motivated
by this work, we will apply this method in KELM and desire to get one fast algo-
rithm Reduced-KELM. The paper is organized as follows. Section 2 gives a brief
review of the KELM. Section 3 presents the derivation of Reduced-KELM. Perfor-
mance evaluation of Reduced-KELM is shown in Section 4 based on the bench-
mark problems from UCI repository. Conclusions and future works are highlighted
in Section 5.

2 Kernel Extreme Learning Machine

Extreme learning machine (ELM) was originally proposed for the single hidden
layer feedforward neural networks (SLFNs) where the hidden nodes can be any
piecewise nonlinear function including additive/RBF hidden nodes, multiplicative
nodes, and non-neural alike nodes [10] [11]. The output function of ELM is

fL(x) =
L

∑
i=1

βihi(x) = h(x)β (1)

where β = [β1, ...,βL]
T is the vector of the output weights between the hidden layer

and the output layer, and h(x) = [h1(x), ...,hL(x)] is the outputs of the hidden nodes
with respect to the input x. h(x) actually maps the data from the -dimensional input
space to the L-dimensional feature space. The minimal norm least square method
was used in the original implementation of ELM[2]:

β = H†T (2)

where H† is the Moore-Penrose generalized inverse of matrix H while H is the
hidden layer output matrix:

H =

⎛
⎜⎝

h(x1)
...

h(xn)

⎞
⎟⎠ (3)

one of the methods to calculate Moore-Penrose generalized inverse of a matrix is
the orthogonal projection method [12]:

H† = HT (HHT )† (4)

According to the ridge regression theory [13], one can add a positive value C to the
diagonal of HHT such that the solution is more stable and tends to produce better
generalization performance:
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f (x) = hβ = h(x)HT (
I
C
+HHT )−1T (5)

Different from SVM, feature mapping h(x) is usually known to users in ELM. How-
ever, if a feature mapping h(x) is unknown a kernel matrix for ELM can be defined:

K (X ,X) = HHT (6)

Thus, the output function of kernel extreme learning machine (KELM) can be writ-
ten as

f (x) = h(x)HT (
I
C
+HHT )−1T =

⎛
⎜⎝

K (x,x1)
...

K (x,xn)

⎞
⎟⎠

T (
I
C
+K (X ,X)

)−1

T (7)

Interestingly, KELM solution (7) is consistent to LS-SVM solution when the bias
b is not used in the constraint conditions. Different from other learning algorithms
[14], ELM is to minimize the training error as well as the norm of the output weights.
Minimize:||Hβ −T ||2and ||β ||

3 Reduced Kernel Extreme Learning Machine

The motivation for reduced kernel extreme learning machine (Reduced-KELM)
comes from the practical objective of generating a non-linear separating surface for
a large dataset which requires a small portion of the dataset for its characterization.
The reasons lead to the difficulty in using nonlinear kernels on large datasets lies
in twofold: 1) the kernel matrix K (X ,X) of the entire data may be prohibitively
expensive in storage and typically leads to the computer running out of memory; 2)
the computing time increase dramatically with the size of samples so that it is im-
practical in real applications. To tackle all these difficulties, we adapt the method of
random sample [2, 13] to select a small random subset X̃ = {xi}ñ

i=1 from the original
ndata points X = {xi}n

i=1 with ñ� n, and use K (X , X̃) in place of K (X ,X) to cut
problem size and computing time. This method has been applied in LS-SVM and
produce good performance. Thus it is desired to be able to be applied in KELM.

Removing the regulator from the formula (7), we can get the kernel representa-
tion without regulator:

f (x) =

⎛
⎜⎝

K (x,x1)
...

K (x,xN)

⎞
⎟⎠

T

(K (X ,X))−1 T (8)
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Modifying this formulation for the reduced dataset X̃ ∈ Rñ×m with corresponding
rectangular kernel matrix ,

f (x) =

⎛
⎜⎝

K (x,x1)
...

K (x,xñ)

⎞
⎟⎠

T

(
K (X̃ ,X)

)−1
T (9)

Since K (X , X̃) ∈ Rn×ñ is a thin matrix, we can calculate Moore-Penrose general-

ized inverse by the formula K (X , X̃)−1 =
(
K (X , X̃)T K (X , X̃)

)−1
K (X , X̃)T to

accelerate efficiency:

f (x) =

⎛
⎜⎝

K (x,x1)
...

K (x,xñ)

⎞
⎟⎠

T

(
K (X , X̃)T K (X , X̃)

)−1
K (X , X̃)T T (10)

According to the ridge regression theory [15], one can add a positive value to the
diagonal of K (X , X̃)T K (X , X̃) such that the solution is more stable and tends to
have better generalization performance:

f (x) =

⎛
⎜⎝

K (x,x1)
...

K (x,xñ)

⎞
⎟⎠

T (
I
C
+K (X , X̃)T K (X , X̃)

)−1

K (X , X̃)T T (11)

The Reduced-KELM algorithm can be summarized as following:

Algorithm Reduced-KELM Algorithm
Given a training set ℵ = {(xk, tk)|xk ∈ Rm, tk ∈ R�}n

k=1 , an kernel function,
(1) Choose a random subset matrix X̃ ∈ Rñ×m; Typically ñ� n.
(2) Construct rectangular kernel matrix K (X , X̃) ∈ Rn×ñ ;
(3) Get the prediction for one new data x

f (x) =

⎛
⎜⎝

K (x,x1)
...

K (x,xñ)

⎞
⎟⎠

T (
I
C
+K (X , X̃)T K (X , X̃)

)−1

K (X , X̃)T T

4 Experimental Results

We evaluate and compare the performance of the proposed Reduced-KELM with
ELM and KELM on six classification problems described in Table 1. For each prob-
lem, the results are averaged over 50 trials. The average training time, testing time,
training accuracy and testing accuracy are reported.

All the simulations have been conducted in MATLAB 12 environment running
on an ordinary PC with 2.6 GHZ CPU. The Gaussian RBF activation function has
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Table 1 Specification of Classification Benchmark Datasets

Dataset #Training samples #Testing samples #Attributes #Classes

Segment 1500 810 18 7
Satimage 4435 2000 36 7
Shuttle 43500 14500 9 7
SkinSeg 145057 100000 4 2
Waveform 3000 2000 40 3
Madelon 1000 1600 500 2

Table 2 Parameters of Reduced-KELM, ELM, and KELM

Dataset Reduced-KELM(ñ,C,σ) ELM(#Nodes) KELM(C,σ)

Segment (400,25,2−1) 200 (26,2−1)
Satimage (700,29,21) 500 (24,2−2)
Shuttle (50,210,2−1) 50 –
SkinSeg (300,210,2−3) 300 –
Waveform (300,20,20) 400 (26,2−1)
Madelon (400,22,21) 400 (22,21)

Table 3 The Training Time and Testing Time of Reduced-KELM, ELM, and KELM

Dataset Reduced-KELM ELM KELM
(Training,Testing) (Training, Testing) (Training, Testing)

Segment 0.065 0.011 0.2390 0.012 0.4673 0.043
Satimage 0.386 0.287 3.1044 0.115 17.4850 0.046
Shuttle 0.096 0.020 0.4867 0.0338 — —
SkinSeg 2.963 0.825 27.9034 1.674 — —
Waveform 0.082 0.023 4.676 0.0988 1.289 0.199
Madelon 0.079 0.053 0.665 0.2080 0.189 0.130

been used in the simulations of Reduced-KELM and KELM, while sigmoid func-
tion is used in ELM. The input attributes are normalized into the range [-1, 1].
Table 2 summarizes the parameter settings, while Table 3 and 4 report the results
for the classification problems for each algorithm. As observed from Table 3 and
4, the training time taken by Reduced-KELM is much less than ELM and KELM
while testing accuracy is better than ELM and slightly less than KELM. Take Satim-
age dataset as example, the training time for Reduced-KELM is 0.3867s, ELM is
3.1044s while KELM is 17.485s. Reduced-KELM is 9 times faster than ELM while
50 times faster than KELM. For the dataset Shuttle and Skin Segmentation, since
the training samples are too large, the KELM will run out of memory. This shows
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Table 4 The Training Accuracy and Testing Accuracy of Reduced-KELM, ELM, and KELM
for Classification Problems

Dataset Reduced-KELM ELM KELM
(Training,Testing) (Training, Testing) (Training, Testing)

Segment 0.974 0.959 0.975 0.939 0.998
Satimage 0.935 0.911 0.925 0.896 1.0000
Shuttle 0.988 0.988 0.979 0.979 — —
SkinSeg 0.998 0.9981 0.997 0.997 — —
Waveform 0.867 0.85 0.895 0.838 1.00 0.85
Madelon 0.742 0.57 0.806 0.531 1.00 0.596

that Although KELM can produce the best generalization ability, it is unsuitable for
large size problems.

5 Conclusion and Future Work

In this paper, a fast and accurate reduced kernel extreme learning machine (Reduced-
KELM) has been developed. It uses a randomly selected subset of the data (typically
much less than the original dataset) to obtain a nonlinear separating surface. Al-
though Reduced-KELMąŕs testing accuracy is slightly less than KELM that uses
the entire data, it is tens of times faster than KELM. This is very important for mas-
sive datasets such as those in the millions scale. Reduced-KELM appears to be a
very promising method for handling large problems. Additionally, Reduced-KELM
is suitable to implement online sequential learning for data stream. There are some
open problems for the current work such as 1) does random selection affect the
prediction performance, 2) how to select the optimized subset and 3) what size the
subset should be. These are our next work in the future.
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Using Positional Information in Modeling
Inflorescence Discs

Malgorzata Prolejko

Abstract. The aim of this paper is the introduction to the concept of positioners. It
is the new way to use the positional information while modeling compound models
of plants or their parts. A specific way of compound fruit growth requires to search
new solutions and further develop techniques already known. The result was ob-
tained from decomposition of the module and applying positional information to its
featured parts.

First, there is presented a mathematical description of compound objects, called
geometrical method. Next, positioners are described as an extension of geometrical
method. Furthermore some examples are demonstrated.

Keywords: positioner, L-system, plant growth, sunflower.

1 Introduction

Most plants have a modular structure, which allows distinction of fragments of the
plant that develops in a similar way. With this observation, methods characteristic
for modular objects can be used. The most popular method is L-systems [4]. There
are many papers describing, expanding or modifying algorithms based on L-systems
[2] [3] [5]. Most of them assume, that modules are identical and similarly develop
in time. The modules in one compound can be distinguishes only by their positional
information.

The aim of this article is to present a new method of using positional information
during modeling modular objects. The new concept called positioners is introduced.
Its main task is to manage multiple semi-similar modules in continuous time, which
is difficult in L-system methods.
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2 Geometrical Method of Modeling Modular Objects

A mathematical method of modular modeling based on L-systems is presented
in [2]. The main change is that it operates in continuous time domain rather than
discrete steps. Furthermore, graphic representation of modules is combined with hi-
erarchy structure in one equation (3). Its main advantage for plant modelers is that
it allows to avoid searching differential growth functions of plant parts [3]. Never-
theless, the method is limited. It uses only one kind of module, which is equivalent
of L-system with one letter.

Mathematical background

Geometrical method is a mathematical notation of evolution model in time and
space. It is used to describe three-dimensional shape of modules depending on time
as well as their hierarchical structure. The general assumption is that the object con-
sists of modules of the same kind, developing identically in time and space, only
with delay dependent on a hierarchy level.

The set V (t) consists of points belonging to a single module. It describes a space-
time development in its local coordinate system. The hierarchical structure is build
based on characteristic vertices. These are points to which child modules are as-
sembled (Fig. 1). Characteristic vertices can move freely and their movement is
described by movement matrix D(t) [2]. There is exactly one child module as-
sociated with each characteristic vertex. Child modules are placed according to
the coordinate system of their characteristic vertices and move along with them.
The number of characteristic vertices of one module is denoted by q and called
branching degree.

Fig. 1 Local coordinate systems of the characteristic vertices P1, P2 and the module O
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Let p(t) be the position of a vertex P in local coordinate system of the module.
Position of vertex P in a parental coordinate system p′(t) can be calculated with the
equation p′(t) = D(t)p(t). Generalizing it on all vertices, a description of the child
module is obtained [2]:

V ′(t) = D(t)V (t). (1)

Not all modules develop simultaneously. For a given plant species a constant delay
T (modulus) can be defined. It determines the time delay after which child modules
start to develop. Then the child module can be described as follows (2):

V ′(t) = D(t)V (t−T ) (2)

Putting all modules in hierarchy together description of the whole object Z(t) is
obtained:

Z(t) =V (t)∪
k⋃

i=1

⋃

ĝi∈Gi

Dĝi(t)V (t− iT ). (3)

The equation (3) is the union of root module V (t) and unions of the all child modules
in hierarchy structure. i stands for level of the hierarchy and Gi is the set of all
possible combination of ancestors indexes in level i.

In the basic approach (3), there is no time limit, which means that the plant
develops infinitely. The maximum level number k can be given, so that none module
with that hierarchy level produce children. The development of a single module is
finished in time Td .

ts = k ∗T +Td (4)

Limiting the number of levels to a preset value determines static state after ts, when
all modules do not develop (4) [2].

Possible extensions

The primary assumption of the identity of the modules not always suits for model-
ing process. We can distinguish a group of cases in which the development of the
older modules differs from the others. Geometric method allows to use positional
information [5] to formulate a set Vi(t). Modification of the coordinate systems can
also take place.

Assumptions and definitions necessary to be declared before start to produce
compound objects are shown below.

• V (t) – single module space-time development,
• q – branching degree,
• Dp(t) – set of movement matrices for every characteristic vertex,
• T – time delay,
• k – hierarchy levels number,
• Td – maturation time of the module V (T ).
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3 The Concept of Positioners

The concept of positioners is an extension of the geometrical method, which was
introduced as a mean of constructing flower models with spiral phyllotaxis. It allows
to differentiate parts of module (e.g. single flower) based on its hierarchy index
number [2].

Modeling a sunflower inflorescence disc with basic graphical method provides
the unrealistic results. The reason for that is the identical module development being
one of the bases of the aforementioned method. It strictly associates the position of
flower module on a disc ray with its development stage. As a result, all flower-
modules are mature only on a disc edge.

One can exclude the movement on the disc from the development process. Then
flower-module only ripens and inflorescence arrangement must be done separately.
Moreover, information about hierarchy is contained in the arrangement structure, so
its impossible to delay growth of the flowers in the center of the disc. Positioners al-
low to differentiate rather than exclude the movement from the development process
in order to keep positional information for entire module.

There are two examples to use positioners described in this paper. The first one
shows how positioner determines position of flower on inflorescence disc. The sec-
ond one shows how multiple plant spices can be modeled with one basic module.

3.1 The Positioner Characteristic

Separation of movement from module development motivates creation of separator
fundamental to decomposition. In basic geometrical method, positional information
was applied with function Fi [2] (5).

Vi(t) = Fi(V (t)) (5)

This function is applied to all points from the set V (t). When the decomposition (6)
is conducted, new local coordinate systems must be selected. The ones that will be
modified, are separated into category of positioner.

V (t) =
n⋃

j=1

v j(t) (6)

Decomposition of the set V (t) into n sub-modules v j(t) ( j = 1, . . . ,n) is shown in
Fig. 2. A single module consists of a set of points, dedicated local coordinate sys-
tem and characteristic vertices with their own coordinate systems (Fig. 2a). After
decomposition module is divided into new sets of points (Fig. 2b). The coordinate
system of the Sphere SXYZ is positioner. Consequently, element Sphere has posi-
tioner status.
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Inner hierarchy of a single module introduced in Fig. 2b. Rectangle indicates
coordinate system of a single element. The element which is highlighted (Sphere) is
a positioner with its coordinate system singled out.

(a) (b)

Fig. 2 Objects in module: a) basic method, b) with positioner

Part of the module which gains positioner status is denoted by ṽ j(t) and its index
j ∈ {1, ...,n} is added to the positioner index set P. Fragments with indexes in a
complementary set P′= {1, ...,n}−P are not modified by the function Fi. The whole
module is described by equation (7).

Vi(t) =
⋃

j∈P′
v j(t) ∪

⋃
j∈P

Fi(ṽ j(t)) (7)

Positioner movement in coordinate system of the module is described by a displace-
ment matrix H(t) (8).

H(t) =

⎡
⎢⎢⎣

r1x(t) r2x(t) r3x(t) dx(t)
r1y(t) r2y(t) r3y(t) dy(t)
r1z(t) r2z(t) r3z(t) dz(t)

0 0 0 1

⎤
⎥⎥⎦ (8)

Each positioner has its own matrix H(t). Therefore for the purpose of the whole
module a set of matrices is designed {H j(t)}, where j ∈ P. These matrices must be
taken into account while defining sets ṽ j(t) (9).

ṽ j(t) = H j(t)ṽ
′
j(t) (9)

Function Fi refers to whichever transforming function. For the purposes of this pa-
per, a composition of two scaling functions are taken into account. The first one (Ψ )
scales the size and second (Φ) scales position of positioner and its children. Both
are index dependent and time independent. Scaling matrices S(i) (10) [1] are used
to define functions Ψ and Φ .
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S(i) =

⎡
⎢⎢⎣

sx(i) 0 0 0
0 sy(i) 0 0
0 0 sz(i) 0
0 0 0 1

⎤
⎥⎥⎦ (10)

Function Φ , which scales the size of the object is typical (11).

Ψ (i) = SΨ (i) (11)

Function Φ(i) is defined by the scaling matrix SΦ (i), which is applied to the dis-
placement matrix H j(t) (12).

Φ(i) = SΦ(i)H j(t)S−1
Φ (i) (12)

Function Fi assemblies scalings (12) and (11).

Fi(ṽ j(t)) = SΦ (i)H(t)S−1
Φ (i)SΨ (i)ṽ′j(t) (13)

After decomposition of the module (7) with inclusion of the modifying function Fi,
the entire object Z(t) (3) can be described by equation (14).

Z(t) =V (t)∪
k⋃

i=1

⋃

ĝi∈Gi

Dĝi(t)
( ⋃

j∈P′
v j(t− iT ) ∪

⋃
j∈P

Fi(ṽ j(t− iT ))
)

(14)

Overall, the space-time development of the entire object can be easly described with
the notation obtained from geometrical method. Every element of the equation (14)
has simple representation in any 3d design program, thus implementation of the
objects is intuitive.

3.2 The Use of Positioners to Model a Inflorescence Disc

Various stages of the single disc flower development are position independent.
Defining positioners helps to separate a single ray flower development from inflo-
rescence modeling (Fig. 3) during modeling process. The use of the positioners to
create inflorescence disc are described in this subsection.

Various configurations of positioner scaling based on one module structure is
shown in Fig. 4. A module is composed with animated sphere Sphere, cylinder
Cylinder and three Dummy objects: Parent, Child and Positioner. Maturation time
of the module is Td = 500 frames. Animated texture allows to determine the state
of development in current frame - from light gray in early stages to dark gray when
module is mature. The Cylinder has variable length and is positioned along OY axis
in the coordinate system of the module. The Positioner is strictly connected with the
center of the sphere, in order to be observed the movement of the whole module.
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(a) (b)

Fig. 3 Separation animation of the module from its movement on the disc: a) module devel-
opment; b) movement of the module along disc ray

(a) (b)

Fig. 4 Module prepared to simulation: a) elemets, b) hierarchy

There were six simulations performed on the module (Fig. 4). All of them had the
same hierarchy levels number k = 100. Simulation parameters with visualizations
of 100th and 700th frame are presented in Table 1. All three scaling functions Φ
depend only on the index of the module. There were no Ψ functions included.

Two different modulus T apportion columns of the Table 1. In rows, different
scaling functions Φ are applied. In every table cell, there are two figures. The left
ones are obtained from frame 100th and the right ones from frames 700th.

n = min(� f rame/T�+ 1,k) (15)

Different modulus T affects the time the object maturates and the number of pro-
duced modules n (15). Discs in the left column have 21 modules in 100th frame and
in all other figures there are all 100 modules. The state is constant when t > ts (4) and
all the modules in right column are mature (frame t = 700). Color of a single mod-
ule determines its development stage. The bigger the modulus, the more contrast of
the modules color are in the object.
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Table 1 Table of disc views with different simulation parameters. Left images are acquired
for frame 100 and the right ones are for 700.

T = 5 T = 0,5

t = 100 t = 700 t = 100 t = 700

F
=

1
F
∼

i
F
∼

i2

The scaling function has an effect in arrangement of modules in the disc. While
the divergence angle is constant and equal 34/89 (137◦31’) [6], scaling applies only
to the distance from center of the disc. In the case when scaling does not take place
(row 1 of Table 1), similarly to the basic geometrical method, development stage of a
single module depends on its position on the disc ray. When all modules are mature,
they all are placed on the disc edge. After linear scaling, dense group of modules
appears in the center of the disc (row 2 of Table 1). Quadratic scaling causes the
arrangement of modules to be quite uniform. This is a more satisfying and awaited
effect.

3.3 The Use of Positioners to Differentiate Parts of the Module

Any object in the module hierarchy can be picked as a positioner during modeling
process. This positioner, with its children, will be differentiated with scale factor
from other elements in the module. This can be observed on the example of the ear.
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(a) (b)

Fig. 5 Seed of the ear prepared for simulation: a) elements of the module, b) hierarchical
structure

(a) (b) (c) (d)

Fig. 6 Examples of mature ears (frame 150) created with geometrical method: a) without
positional information, b) with scaling according to positional information, c) and d) with
use of positioners

Fig. 5 presents the module structure, which was used as a study example. The
module consists of the stem portion Stem which is the root of the hierarchy tree.
The characteristic vertex is defined by object Point. Elements Seed and Awn are
attached to Attachement. This kind of structure allows to pick positioners in several
ways. Fig. 6 shows final state of four kinds of ears. Each of them consists of 16
modules.
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First ear (Fig. 6a) was the result of the basic geometrical method where every
module has the same size. It resembles rye. Fig. 6b shows effect of linear scaling
module according to its positional information. The higher the level, the smaller the
module is.

Fig. 6c and 6d show ears with positioners scaled. Attachement is a positioner in
the ear on figure 6c and positional information determines the scale of Seed and
Awn. In the last example 6d, there is Awn selected as positioner. It was possible to
fit scale factor so that all awns end equally as in ear of barley. All seeds of that ear
have the same size like there was no scaling 6a.

4 Conclusion

To sum up, the use of L-systems is problematic in view of separation between
graphical representation and structure notation [4]. Additionally, it is difficult to
find proper differential growth function when one wants to use continuous time
space [3]. In the contrary, geometrical method allows to operate freely in contin-
uous time space and it is simple to implement in graphical programs. Positional
information can be applied with minimum effort, achieving satisfying effects.
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A New Method for Random Initialization of the
EM Algorithm for Multivariate Gaussian
Mixture Learning

Wojciech Kwedlo

Abstract. In the paper a new method for random initialization of the EM algorithm
for multivariate Gaussian mixture models is proposed. In the method booth mean
vector and covariance matrix of a mixture component are initialized randomly. The
mean vector of the component is initialized by the feature vector, selected from
a randomly chosen set of candidate feature vectors, located farthest from already
initialized mixture components as measured by the Mahalanobis distance. In the ex-
periments the EM algorithm was applied to the clustering problem. Our approach
was compared to three well known EM initialization methods. The results of the
experiments, performed on synthetic datasets, generated from the Gaussian mix-
tures with the varying degree of overlap between clusters, indicate that our method
outperforms three others.

1 Introduction

Mixture models [10] are very useful tool, widely applied in pattern recognition to
model complex probability distributions. A finite mixture model p(x,Θ) can be
expressed by a weighted sum of K > 1 components:

p(x|Θ) =
K

∑
m=1

αm pm(x|θm), (1)

where αm is m-th mixing proportion and pm is the probability density function of the
kth component. In (1) θm is the set of parameters defining the mth component and
Θ = {θ1,θ2, . . . ,θK ,α1,α2, . . . ,αK} is the complete set of the parameters needed
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to define the mixture. The functional form of pm is assumed to be known; Θ is
unknown and has to be estimated. The mixing proportions satisfy the following
conditions: αm > 0, m = 1, . . . ,K and ∑K

m=1 αm = 1. The number of components K
is either known a priori or has to be determined during the mixture learning process.
In the paper we assume, that K is known.

In the paper we consider the most widely used class of mixture models called
Gaussian mixture models (GMM), in which the probability density function of the
mth component is given by:

pm(x|θm) =
1

(2π)d/2|Σm|1/2
exp(−1

2
(x− μm)

T Σ−1
m (x− μm)), (2)

where μm and Σm denote the mean vector and covariance matrix, respectively, | · |
denotes a determinant of a matrix and d is the dimension of the feature space. The
set parameters of the mth component is θm = {μm,Σm}. Thus, for the GMM Θ is
defined by: Θ = {μ1,Σ1, . . . ,μK ,ΣK ,α1, . . . ,αK}.

Estimation of the parameters of the GMM can be performed using the maximum
likelihood approach. Given a set of independent and identically distributed feature
vectors X = {x1,x2, . . . ,xN}, called the training set, the loglikelihood corresponding
to the K-component GMM is given by:

log p(X |Θ) = log
N

∏
i=1

p(xi|Θ) =
N

∑
i=1

log
K

∑
m=1

αm pm(xi|θm). (3)

The maximum likelihood estimate of the parameters is given by: ΘML =
argmaxΘ{log p(X |Θ)}. It is well known that the solution of this maximization prob-
lem cannot be obtained in closed form (e.g. [1]). Thus, a numerical optimization
method has to be employed to find it.

Because of simple implementation, the EM algorithm [3] is the most popular
tool for maximum likelihood estimation of the parameters of the GMM. However,
this procedure is highly sensitive to initialization and easily gets trapped in local
optimum of (1). Therefore, the quality of the final solution is strongly dependent on
the initial guess of the model parameters. This problem can be somehow alleviated
by performing multiple runs of the algorithm, each run started from different random
initial conditions, and returning the result with the highest log p(X |Θ). In an another
approach to the initialization issue the EM algorithm is combined with some global
optimization method e.g. genetic algorithm [12] or a particle swarm optimizer [2].
However global optimizers have high computational demands and this approach is
limited to moderately sized datasets.

Clustering [4,15] is the most important application of GMMs. In this application
each feature vector is assumed to be generated from one K mixture components.
The goal of clustering is to identify, for each feature vector, the mixture component
from which it was generated. If we know the mixture parameters Θ , we can achieve
this by allocating a feature vector xi to a cluster (mixture component) with the



A New Method for Random Initialization of the EM Algorithm 83

highest posterior probability. Using Bayes formula this probability for the mixture
component m can be expressed as:

hm(xi) =
αm pm(xi|θm)

p(xi|Θ)
. (4)

Maximization of (4) is equivalent to finding the mixture index m with the highest
value αm pm(x|θm).

The standard method for random initialization of the EM algorithm for GMMs
[10] initializes a mean vector μm with a randomly chosen feature vector. After
initialization of the mean vectors, the feature vectors are clustered by assigning a
feature vector to the group represented by the closest mean vector. Next, the covari-
ance matrix and the mixing proportion of each group are used as initial estimates
of parameters of a mixture component. A variant of this method uses the K-means
algorithm [11] to initialize component means.

In the paper we propose a new method for initialization of the EM algorithm for
GMMs. Our method, while retaining the probabilistic nature of random initializa-
tion, tries to initialize component means by feature vectors located far away from
already initialized components.

The remainder of the paper is organized as follows. In the next section the EM
algorithm for GMMs is described. Section 4 presents our approach to initialization.
Section 5, shows the results of computational experiments in which our approach
was compared to three other initialization methods. The last section concludes the
paper.

2 EM Algorithm for Gaussian Mixture Models

The most popular approach for maximizing (3) is the EM algorithm. It is an it-
erative algorithm, which, starting from initial guess of a parameters Θ (0), gener-
ates a sequence of estimations Θ (1),Θ (2), . . . ,Θ ( j), . . ., with increasing loglikelihood
(i.e., log p(X |Θ ( j))> log p(X |Θ ( j−1)). Each iteration j of the algorithm consists of
two steps called expectation step (E-step) and maximization step (M-step). For the
GMM these steps are defined as follows [13]:

• E-Step: Given the set of mixture parameters Θ ( j−1) from the previous iteration,
the posterior probability that a sample xi was generated from m-th component is
computed as:

h( j)
m (xi) =

αm pm(xi|θ ( j−1)
m )

∑K
k=1 αk pk(xi|θ ( j−1)

k )
, (5)

where θ ( j−1)
m and θ ( j−1)

k denote parameters of components m and k, in the itera-
tion j− 1, respectively.

• M-Step: Given the posterior probabilities h( j)
m (xi) the set of parameters Θ ( j) is

calculated as:
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α( j)
m =

1
N

N

∑
i=1

h( j)
m (xi) (6)

μ ( j)
m =

∑N
i=1 h( j)

m (xi)∗ xi

∑N
i=1 h( j)

m (xi)
(7)

Σ ( j)
m =

∑N
i=1 h( j)

m (xi)(xi− μ ( j)
m )(xi− μ ( j)

m )T

∑N
i=1 h( j)

m (xi)
(8)

The E-Steps and M-Steps alternate until some convergence criterion is met.

3 Description of Our Method

3.1 Random Generation of Component Means

The aim of our approach to initialization of the EM algorithm for GMM was to
correct the shortcoming of pure random initialization illustrated on Figure 1. This
Figure shows the stage of initialization algorithm for three-component mixture at
which two component (labeled as ‘1st component’ and ’2nd component’) means
were correctly initialized by one of feature vectors marked �. To increase chances
for discovering the optimal solution it would be beneficial to initialize the mean
of the third component by one of the feature vectors labeled �. However, in pure
random initialization method all the feature vectors, including the vectors labeled �,
have the same probability of being selected as the means of the third component.
In that situation the selection of one of vectors marked by � may lead to suboptimal
solution.

1st component

2nd component

3rd component

Fig. 1 An example three-component mixture ilustrating the motivation for our method
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To correct this shortcoming our method initializes component means and covari-
ances incrementally. When selecting new feature vectors as component means it
tries to disregard the vectors located closely to already initialized components. Our
method has a probabilistic nature, which allows it to benefit from multiple runs of
the EM algorithm. The initialization procedure can be described by the following
steps:

1. Choose the mean of the first component μ (0)
1 as a random feature vector.

Generate randomly a covariance matrix Σ (0)
1 . Set m = 2.

2. Choose t random unique feature vectors from the remaining (not yet selected
as component means) elements of X . Denote by Xr = {x1,x2, . . . ,xt} the set of
the chosen vectors. For each xi ∈ Xr compute the minimal squared Mahalanobis

distance to the already chosen component means μ (0)
1 , . . . ,μ (0)

m−1:

dmin2(xi) = min
j=1,...,m−1

d2
M(μ (0)

j ,Σ (0)
j ,xi), (9)

where d2
M(μ (0)

j ,Σ (0)
j ,xi) is given by:

d2
M(μ (0)

j ,Σ (0)
j ,xi) = (μ (0)

j − xi)
(

Σ (0)
j

)−1
(μ (0)

j − xi)
T (10)

3. Select as the m− th component mean:

μ (0)
m = argmax

xi∈Xr

dmin2(xi) (11)

4. Generate randomly a covariance matrix Σ (0)
m

5. m = m+ 1 if m < K then goto Step 2. Otherwise terminate the algorithm.

3.2 Random Generation of Component Covariances

To generate randomly a covariance matrix Σ (0)
m , we used the eigenvalue decomposi-

tion. Since a covariance matrix of a non-degenerate multivariate normal distribution
is positive definite, it can be expressed as:

Σ (0)
m = QmΛmQT

m, (12)

where Λm is a diagonal matrix of eigenvalues with all diagonal entries positive and
Qm is an orthogonal matrix of eigenvectors. In our method we first generate eigen-
values. The eigenvalues are generated randomly with the following two restrictions:
a) the relation of the largest eigenvalue to the smallest eigenvalue cannot be greater
then 10, b) sum of all eigenvalues should be equal 1

10dK tr(Σ), where tr is the trace
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of a matrix and Σ is the covariance matrix of the training set X . Next the orthogonal
matrix Qm is obtained by generating randomly a square d×d matrix and performing

its QR decomposition [5]. The covariance matrix Σ (0)
m is then obtained using (12).

4 Experimental Results

In this section the results of the initial computational experiments, in which the
EM algorithm was applied to the clustering problem, are presented. We compared
our method to two other initialization methods: random initialization and initializa-
tion by the K-means algorithm. In addition, a greedy initialization method proposed
in [14] was used in comparison. When using the initialization by the K-means algo-
rithm, the centroids were initialized by randomly chosen feature vectors.

In the experiments we used a generator recently proposed by [9], which generates
randomly Gaussian mixtures according to the user-defined overlap characteristic.
The overlap ωi j between two clusters i and j is defined as the sum of two misclassi-
fication probabilities ω j|i and ωi| j, where:
ω j|i = Pr[αi p(x|μi,Σi) < α j p(x|μ j,Σ j)|x ∼ N (μi,Σi)], and similarly ωi| j =
Pr[α j p(x|μ j,Σ j)< αi p(x|μi,Σi)|x∼N (μ j,Σ j)], where Pr denotes the probability
of an event.

The input of the generator [9] was the parameter ω̄ expressing the average pair-
wise overlap between clusters. In our experiments the number of components K was
fixed at 20. We generated mixtures with dimension d ∈ {2,5,10}. For each dimen-
sion we used ω̄ ∈ {0.0001,0.0002,0.0005,0.001,0.0025,0.005,
0.01,0.0250,0.05,0.1}. Figure 2 shows example training sets simulated from mix-
tures obtained from the generator for different values of ω̄ .

We used the adjusted Rand index (ARI) [7] to compare partitions of data discov-
ered by the clustering algorithms with the original partitions (we knew them because
we used synthetic datasets drawn by a random generator, which allowed us to track
the source (i.e, mixture component) of each feature vector). The ARI takes the value
between -1 and 1. The expected value of ARI in case of randomly generated parti-
tions is 0. A higher value of ARI indicates a higher similarity between partitions; a
maximum value of 1 means, that two partitions are identical.

The feature vectors were clustered according to the maximum posterior proba-
bility, as described in Section 1 Since in this experiment the true mixture parameters
were available, we also performed clustering using them.

The experimental protocol was as follows. For every combination of d and ω̄ 50
different random mixtures was generated. For each mixture a single dataset consist-
ing of 6000 feature vectors was realized. To assure a fair comparison, each of three
random initialization methods was allocated equal CPU time. The fourth, greedy
method is a deterministic one and was run only once.

In the allocated time, each of three random methods was used to initialize mul-
tiple EM runs, and the result of the best run (with the highest log p(X |Θ)) was
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Fig. 2 Two-dimensional training sets simulated from 20–component mixtures with (a) ω̄ =
0.0001, (b) ω̄ = 0.001, (c) ω̄ = 0.01, (d) ω̄ = 0.1

considered as the result of the method. The EM algorithm was terminated when
the relative improvement in loglikelihood between two consecutive iterations was
smaller than 1e-5.

Figure 3a shows the obtained values of ARI, (averaged over 50 different mix-
tures) when clustering was performed on the basis of ’true’ parameters. As expected,
whereas for clusters with very small overlap ARI close to 1 could be obtained, an
increase of overlap between clusters led to lower values of ARI.

The average ARI values obtained for the true mixture parameters were used as the
baseline for comparison of four estimation methods. The results concerning these
methods are shown on Figures 3b, 3c, 3d. The result of each method is shown as a %
error relative true mixture parameters. The % error of the method A is computed as
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Fig. 3 (a) The average ARI values obtained for clustering using true mixture parameters. %
Error in ARI relative true mixture parameters for (b) d = 2, (c) d = 5, (d) d = 10.

(ARIT −ARIA)/ARIT∗100, where ARIT is the average (over 50 different mixtures)
ARI obtained using true mixture parameters and ARIA is average ARI obtained
using mixture parameters estimated by the method A.

The results from Figures 3b – 3d are summarized in Table 1, which shows the
results averaged over 10 different values of ω̄ separately for each dimension d. The
last row of the table shows the total average result for each of compared methods.

The results indicate, that our method outperforms random and K-means initial-
ization, especially for well separated clusters. The results of greedy method are on
par with our method for well separated clusters; however the greedy method does
not work well, when the overlap between clusters is high.
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Table 1 The average error in ARI relative known mixture parameters

d our method K-means random greedy
2 4.39 10.89 8.30 8.02
5 4.69 9.77 7.02 7.74
10 5.36 10.19 8.37 10.65
Total 4.81 10.28 7.89 8.80

5 Conclusions and Future Work

The initial experimental results allow us to conclude, that our approach achieves
better results than the other three EM initialization methods. Several directions of
future work exist. Although the comparison on synthetic data allowed us to compare
the ARI achieved by the different variants of the EM algorithm with theoretical max-
imum obtained using true (not estimated) mixture parameters, we are going to test
our method on real-life datasets. We also plan to apply our method to classification
problems and use it to model class-conditional densities in discriminant analysis.
This approach is known as Mixture Discriminant Analysis [6]. We also plan to
combine our version of the EM algorithm, with a global optimization method, e.g.
differential evolution, similarly as we had done with the K-means algorithm in [8].
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versity of Technology.
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Heuristic Optimization Algorithms for a
Tree-Based Image Dissimilarity Measure

Bartłomiej Zieliński and Marcin Iwanowski

Abstract. In this paper, we present an application of three heuristic optimization
algorithms to computing tree-based image dissimilarity. Genetic algorithm, particle
swarm optimization and simulated annealing have been applied to optimize a black-
box function which aims to determine a difference between two trees, constructed
upon binary images. Presented results show that the particle swarm optimization
achieved the best results. Both PSO and the simulated annealing outperformed the
genetic algorithm. We also draw conclusions on parameter adjustment for the con-
sidered methods.

1 Introduction

Heuristic optimization methods have constituted an important share in optimiza-
tion studies recently. The interest in this area has been intensified by successful
research, which has yielded many efficient algorithms. These, often biologically in-
spired, solutions cope with problems, which standard approaches fail to—or simply
cannot—handle. Namely, heuristic methods effectively deal with nonlinear, multi-
ple optima functions, with no derivative information, for both continuous and dis-
crete domains. Usually, black-box functions are challenging, as they come within
mentioned classes. There is a constant drive for deeper comprehension and fur-
ther improvement of this type of methods. Both external, computational needs and
bottom-up algorithm examination appoint directions of advancement in the field of
optimization. In this paper, we evaluate three heuristic optimization algorithms on a
black-box function, which calculates dissimilarity of images. Measuring the dissim-
ilarity is based on tree representation of binary images, where difference between
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images is determined by comparing the trees constructed upon the images. In the
current study, genetic algorithm, particle swarm optimization and simulated anneal-
ing are taken into consideration.

The paper is organized as follows. The next section describes a tree-based im-
age dissimilarity measure which underlies the experiments. In Section 3 we briefly
present examined optimization algorithms. Experimental results are shown and dis-
cussed in Section 4. Conclusions are drawn in Section 5.

2 Tree-Based Image Dissimilarity

Heuristic optimization is applied in the current study to find best match of two trees
created upon binary images. This matching is necessary to compute the dissimilarity
between the trees in view of evaluating the dissimilarity of two underlying images.

We take advantage of dissimilarity measures introduced in [15], [16]. In this pa-
per, we apply tree matching optimization for trees constructed upon binary images.
The parameters of the tree depend on pixel position in an image.

A binary image is usually perceived as a rectangular matrix of two-valued scalars.
Let S = {p : I(p) = u}, where p stands for pixel coordinates of an image I and u
is a value of foreground pixels. In order to compute the tree for a given binary
image the following algorithm is applied. In successive steps, subsets of the in-
put set of foreground pixels are created. Until the desired tree level is not reached,
sets are recursively determined. For all the sets, characteristic elements are calcu-
lated. The tree is constructed by connecting the characteristic elements. As they
are bound with sets of pixels, the elements remain in parent–child relationship as
well and a tree arises by linking the elements which fulfil the relation. In order to
apply the algorithm, one has to provide the input set S, a function f which deter-
mines the characteristic element, a criterion c which allows constructing subsets
upon a set and the height of the output tree. To determine the characteristic ele-
ment of a set, function f computes the arithmetic mean of all p ∈ S. In other words,
f calculates coordinates of the centroid of all pixels in S. Each tree node is thus
characterized by appropriate centroid. A criterion c allowing to create two subsets
of S is defined as follows. Let ρ(o1,o2) be Euclidean distance between points o1

and o2. Let m = median
({ρ(p, f (S)) : p ∈ S}). Put another way, m stands for a

median distance between pixels in S and its centroid. Then, c(S) = (S1,S2), where
S1 = {p ∈ S : ρ(p, f (S)) ≤ m} and S2 = {p ∈ S : ρ(p, f (S)) ≥ m}. In this way, S1

contains pixels closer to the centroid (or equally distant) than m and S2 contains pix-
els farther from the centroid (or equally distant) than m. Taking advantage of median
ensures similar cardinality of subsets. As there are two subsets created in a step of
our procedure, output tree T is a perfect binary one. The algorithm successively ap-
plies function f to determine characteristic elements for consecutive sets extracted
with use of criterion c.

The tree created using the above algorithm describes the content of the images
in such a way that for unlike images it produces unlike trees while trees of similar
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Fig. 1 Different binary images imply different trees. Test images of MPEG7 database [1]:
(a) camel, (b) chicken, (c) horse and (d) rat exemplify the statement. The trees are of height
h = 4.

images are also similar one to another. Examples of trees created upon four various
binary shapes are shown in Fig. 1.

Following the main idea of the proposed approach, in order to find the dissimilar-
ity of two binary images one computes the dissimilarity of trees obtained for images
being compared. Since the way of creating the tree effects strict structure of the tree,
while investigating differences between two trees, nodes can be compared pairwise.
This is due to the fact that every node has its corresponding one in another tree.
Difference between the trees is computed as a sum of differences between pairs of
nodes. This way, the tree dissimilarity is expressed as a single scalar value.

Let T1 and T2 be trees of height h1 and h2, respectively. The difference between
the trees can be computed as:

D =
l

∑
i=1

δi (1)

where δi stands for the difference of vertex pair i, l = 2h+1− 1 with h ∈ N+ and
h ≤ min(h1,h2). The difference δi can be viewed as a “work” needed to translate a
centroid of a node i to the position of centroid of corresponding node of another tree
and vice versa. Term “work” is an analogy to the physical quantity, which is directly
proportional to the force and the Euclidean distance between the centroids of a pair
of corresponding vertices. The force is proportional to the number of pixels zei upon
which the centroid for a vertex i in tree Te is calculated.

Moreover, we take advantage of information about pixel distribution. For the
centroid i, the information comprises average pixel distance âei from the centroid
i and standard deviation ŝei of pixel distance from âei. This reasoning leads to the
formula:

δi =
(z1i

Z1
+

z2i

Z2

)(
di + âi + ŝi

)
(2)

where Ze = ∑l
i=1 zei, d stands for the distance, âi = |â1i− â2i| and ŝi = |ŝ1i− ŝ2i|.
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The above approach may be used directly only if the trees represent images of
the same orientation and size. In case of images transformed with use of an affine
transformation, like rotation or scaling, the trees must be matched prior to the com-
putation of dissimilarity. In order to do this, first of all, trees are aligned, so that their
roots are positioned in the origin of the coordinate system. It is achieved by trans-
lating all the vertices of a tree by the same vector applied to translate the root of the
tree to the origin of the coordinate system. This ensures translation invariance of the
trees. Then, tree T1 is rotated and scaled. This is achieved by transforming coordi-
nates of all vertices of the tree to the polar coordinate system, in which each point
is determined by an angle from a fixed direction and a distance from the pole. For
every vertex of the tree, the angle is increased by α and the distance is multiplied
by s. This way, a new tree T1 arises. Next, the difference D between T1 and T2 is
calculated. It can be proven that invariance to scaling can be achieved by modifying
the formula 2 so it takes the following form:

δi =
( z1i

Z1.5
1

1
s
+

z2i

Z1.5
2

)(
di + âi + ŝi

)
. (3)

The goal is to find such an angle α and a scale s, that the difference D is minimal.
Then, D specifies the dissimilarity of trees, thus the dissimilarity of images. When
comparing trees created upon the same images (even if rotated or scaled), D equals
0 (or almost 0 due to rotation and scaling approximation). The difference between
the trees increases along with the growth of the difference between the images and
is—theoretically—unlimited. Therefore, D ∈ 〈0,∞).

3 Optimization Algorithms

Determining angle α and scale s in (3) is an optimization problem, that is the actual
issue discussed in this paper. The optimized function is nonlinear, can have multiple
minima, and does not possess derivatives. For such functions, heuristic optimiza-
tion algorithms are usually the best choice. In this research, we take advantage of
three heuristic optimization algorithms. Namely, genetic algorithm, particle swarm
optimization, and simulated annealing.

Genetic algorithm (GA) [6], [5], [11] is a classic heuristic optimization approach.
It follows the concept of population advancement based on natural evolution. A pop-
ulation composed of individuals (called also chromosomes) evolves to find the best
argument value of the objective function. Individuals undergo mechanisms derived
from evolution, in order to lead the population to better results. The algorithm works
as follows. At first, population is randomly initiated in the search space. Then, in
each iteration, chromosomes, every of which encodes a solution, are subjected to
selection, gene recombination and mutation. These imitate evolution of a real, bi-
ological species. In effect, next generation replaces the previous one. Selection de-
termines pairs of parent chromosomes, upon which children arise by means of gene
crossover. Generally, the better is the value of the fitness function for a particular
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individual, the greater are chances for it to become a parent. Crossover operator de-
fines how genes of parent individuals are recombined. Mutation decreases the risk of
the population getting stuck in a local minimum. The main parameters are popula-
tion size P, maximal number of generations G and fraction of the population which
undergoes crossover f1 and mutation f2.

Particle swarm optimization (PSO) [8], [13] is a well-known optimization algo-
rithm. It is an evolutionary computation method, which imitates social behaviour of
a swarm of creatures. The idea benefits from advancement of a population of parti-
cles, which rove in the search space. Position of each particle represents a solution.
Particles adjust their movement parameters according to their own experience as
well as the experience of other particles of the swarm. A basic variant of PSO works
as follows. First of all, population of particles is initiated. Particles, denoted below
as x, are randomly positioned over a search space and are assigned random veloci-
ties. At iteration k+ 1 position of a particle i is updated according to the formula:

xi
k+1 = xi

k + vi
k+1 (4)

with the velocity vi
k+1 calculated as follows:

vi
k+1 = wk vi

k + c1k r1(pi
k− xi

k)+ c2k r2 (pg
k− xi

k) (5)

where wk stands for inertia weight, c1k and c2k stand for cognitive attraction and
social attraction parameter, respectively. pi

k is the best solution particle i ever found,
pg

k is the best solution ever found by any particle of the swarm, r1 and r2 are random
numbers uniformly distributed on the interval (0,1). Inertia weight wk as well as
attraction parameters c1k and c2k can be constant or may be changed in the course
of the run. The algorithm works and improves the solution until stopping criterion
is met e.g. satisfactory solution achieved, inconsiderable solution improvement or
number of iterations performed. PSO has gained an exceptional interest. There are
many works introducing modifications to increase the performance of PSO and pro-
viding analysis of the algorithm and e.g. [4], [3]. Most of them relate to updating
particle velocity.

Simulated annealing (SA) [9], [2] is another, heuristic global optimization ap-
proach. It is inspired by the process of annealing in metallurgy, where heating and
cooling down the alloy is performed, in order to achieve the best structure of the
material, therefore minimizing its energy. Heating shoves the molecules from their
initial positions. This prevents getting stuck in a local minimum. On the other hand,
cooling let them go into the state of lower energy then before, which means they
head towards optimal solution. In each step of the algorithm, a new point is ran-
domly generated. Its distance to the current point is based on a probability distribu-
tion which scale is proportional to the temperature. The current solution is replaced
by a new one, when the latter lowers the objective (cooling down the material).
However, with a certain probability, a new point may be accepted, even if it raises
the objective (heating). The temperature is decreased in the run of the algorithm.
This way, the extent of search is reduced in the final stages. The main parameters



96 B. Zieliński and M. Iwanowski

are the initial temperature and the cooling function, which determines the way of
decreasing the temperature.

4 Experimental Results

We performed experiments to juxtapose the three optimization approaches, for dif-
ferent parameter adjustments. We created a dataset of binary images1, basing on
MPEG7 shape database [1]. Our dataset is composed of 50 classes of images. Every
class contains an original object as well as its variants, obtained by binary morpho-
logical operators of opening and closing [12]. Therefore, there are 150 images in
the dataset. Every morphologically modified image has been scaled by a random
factor in range 〈0.5,2〉 and rotated by a random factor in range 〈0,2π〉. Upon the
images, trees of height h = 3 were created. Evaluation procedure ran as follows. For
a given optimization algorithm, for its certain configuration, every possible pair of
trees was compared. As a result, we obtained square matrix of dissimilarity values.
If an effective optimization method was used, then the values calculated for objects
of the same class were small, whereas those calculated for objects from among dif-
ferent classes were greater. To reason about the efficiency of considered algorithm,
we subjected the matrix of dissimilarity values to cluster analysis. The experiments
were performed in Matlab environment.

Clustering was performed with use of k-medoids algorithm [7]. The method—on
the basis of dissimilarity matrix—partitions the set of observations into predefined
number of clusters. It is similar to k-means algorithm [14], [10]. However, in con-
trast to k-means, k-medoids selects cluster centers from among the observations
rather than calculates centroids. The chosen centers (called medoids) define clusters
in such a way that each observation is assigned to the least dissimilar medoid. The
objective of the algorithm is to find such a configuration of medoids for which the
sum of dissimilarities between the observations and their centers is minimal.

We express the reliability as the percentage of correctly clustered images. It may
be difficult, however, to determine the percentage. Clustering algorithms deliver data
grouped into clusters, but without labels. With different observations within a single
cluster, it is tricky to assign the labels. For every case, we aimed to find such a label
arrangement, that the percentage was highest.

The comparative study of the algorithms follows the reasoning, that the better
an optimization method performed, the higher was the outcome percentage result.
The successive tables present results obtained for considered algorithms, for differ-
ent parameter configuration. Parameters were arranged in such a way, that maximal
number of function evaluation was fixed. In effect, results of comparable computa-
tional effort for every method were achieved.

In case of genetic algorithm, each chromosome encodes a scale s and an angle α .
The population evolves in search for the optimal values of these parameters. GA has

1 Available at http://www.isep.pw.edu.pl/˜zielinsb/binary.zip
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been applied with different values of population size P, maximal number of gener-
ations G and crossover fraction f1. Mutation fraction f2 equalled 0.01. Crossover
was done by calculating weighted average of parents. Mutation was realized in an
adaptive way. Table 1 presents the results.

Table 1 Percentage Results of GA for Different Parameters—Population Size, Generations,
Crossover Fraction f1 and Mutation Fraction f2 = 0.01

Population

Generations

10 15 20

f1 f1 f1

0.7 0.8 0.9 0.7 0.8 0.9 0.7 0.8 0.9

5 55.33 58.00 43.33 63.33 61.33 42.00 61.33 63.33 46.67

10 71.33 71.33 60.00 76.00 75.33 66.00 76.00 78.67 74.00

15 82.67 78.67 62.67 84.00 84.00 65.33 87.33 84.67 68.00

In the particle swarm optimization case we assumed that each particle’s po-
sition represents a scale s and an angle α . Swarm proceeds to find the optimal
configuration of the two parameters. We have applied the PSO algorithm with
different values of population size P, maximal number of generations K, cogni-
tive attraction c1k and social attraction c2k. Initial inertia weight w1 = 0.9 and
wk = w1− 0.4(k− 1)/(K− 1), which means that wk decreased linearly from 0.9
at the first iteration to 0.5 at iteration K. PSO was made to stop if there was no im-
provement in the objective function for 5 consecutive generations. Tables 2, 3 and 4
present the results.

Table 2 Percentage Results of PSO for Different Parameters—Population Size, Generations,
Cognitive Attraction c1k and Social Attraction c2k = 0.75

Population

Generations

10 15 20

c1k c1k c1k

0.25 0.50 0.75 0.25 0.50 0.75 0.25 0.50 0.75

5 90.67 86.67 94.67 86.00 87.33 92.00 92.00 94.67 90.00

10 94.00 91.33 94.00 96.00 98.00 94.00 99.33 94.67 96.67

15 96.67 96.67 97.33 94.67 100.00 98.67 96.67 97.33 100.00
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Table 3 Percentage Results of PSO for Different Parameters—Population Size, Generations,
Cognitive Attraction c1k and Social Attraction c2k = 1.25

Population

Generations

10 15 20

c1k c1k c1k

0.25 0.50 0.75 0.25 0.50 0.75 0.25 0.50 0.75

5 88.00 90.00 88.67 91.33 94.67 95.33 95.33 94.67 93.33

10 95.33 96.67 96.67 99.33 94.67 97.33 96.00 99.33 100.00

15 94.67 96.00 96.67 100.00 96.67 100.00 97.33 99.33 100.00

Table 4 Percentage Results of PSO for Different Parameters—Population Size, Generations,
Cognitive Attraction c1k and Social Attraction c2k = 1.75

Population

Generations

10 15 20

c1k c1k c1k

0.25 0.50 0.75 0.25 0.50 0.75 0.25 0.50 0.75

5 87.33 86.00 90.67 89.33 92.00 90.00 92.67 94.00 90.00

10 92.00 98.00 95.33 94.67 97.33 98.67 100.00 100.00 99.33

15 97.33 98.67 96.67 94.67 100.00 96.67 100.00 96.67 100.00

As far as simulated annealing is concerned, we optimized our black-box function
with respect to scale s and angle α . The maximal number of objective function
evaluations in a single run was fixed. This way, the algorithm was able to calculate
the value of the function as many times as the tested population based methods. The
initial temperature was set to either t1 = 50 or t1 = 100 and its value at iteration k
was calculated as tk = 0.95k ∗ t1. Table 5 shows the results for both t1 values and
different numbers of objective function evaluations.

Experiments have been performed for small population sizes and numbers of
generations, for both population based methods. This limited the number of pos-
sible evaluations of the objective function. For the simulated annealing approach,
the number of the objective function evaluations was also limited. In effect, ev-
ery approach was able to calculate the objective function at most the same number
of times. This way, results are comparable. The experiments show, that the particle
swarm optimization achieved the best results, which were satisfactory for small pop-
ulation sizes and numbers of generations. Simulated annealing was slightly worse.
Both methods significantly outperformed the genetic algorithm.
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Table 5 Percentage Results of SA Approach for Different Initial Temperature Values and
Numbers of Objective Function Evaluations N

Initial Temperature
N

50 75 100 150 200 225 300

50 82.67 83.33 90.67 91.33 92.00 89.33 97.33

100 78.00 88.00 86.67 86.67 94.00 94.67 97.33

It is clearly visible, that the genetic algorithm achieved better results for greater
population size and number of generations. Crossover fraction also played a signifi-
cant role in the performance of the method. As for values f1 = 0.7 and f1 = 0.8 the
results have been similar, increasing it to f1 = 0.9 has led to the degradation of the
results.

In the PSO evaluation, the size of the population has had a positive impact on
the outcome. On the other hand, for the number of generations, social and cognitive
attraction, we have observed no obvious influence of the parameters on the final
outcome.

As one might expected, for the simulated annealing approach, generally, greater
number of possible objective function evaluations has yielded better optimization
results.

5 Conclusions

The aim of this research was to find out how heuristic optimization algorithms per-
form on a black-box function, for comparing binary images, with use of tree-based
binary dissimilarity measure. We have evaluated the genetic algorithm, the parti-
cle swarm optimization and the simulated annealing approach on a function which
allows determining a difference between trees. The tests have been applied for a
different parameter values of considered methods. The results show the advantage
of the particle swarm optimization and the simulated annealing algorithms over the
genetic algorithm. Nevertheless, the best results have been obtained for the PSO
approach.
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Model of Syntactic Recognition of Distorted
String Patterns with the Help
of GDPLL(k)-Based Automata

Janusz Jurek and Tomasz Peszek

Abstract. The process of syntactic pattern recognition consists of two main phases.
In the first one the symbolic representation of a pattern is created (so called primi-
tives are identified). In the second phase the representation is analyzed by a formal
automaton on the base of a previously defined formal grammar (i.e. syntax analysis
/ parsing is performed). One of the main problems of syntactic pattern recognition
is the analysis of distorted (fuzzy) patterns. If a pattern is distorted and the results
of the first phase are wrong, then the second phase usually will not bring satis-
factory results either. In this paper we present a model that could allow to solve
the problem by involving an uncertainty factor (fuzziness/distortion) into the whole
process of syntactic pattern recognition. The model is a hybrid one (based on arti-
ficial neural networks and GDPLL(k)-based automata) and it covers both phases of
the recognition process (primitives’ identification and syntax analysis). We discuss
the application area of this model, as well as the goals of further research.

1 Introduction

Methods of pattern recognition and analysis could be divided into two classes [7,
18]:

1. Classical decision-theoretic methods. A pattern is treated in whole. The partic-
ular features of a pattern are extracted and analyzed. The recognition is based
on formerly collected knowledge about the features.

2. Structural/syntatic methods. A pattern is treated as a structure consisting of so-
called primitives. The recognition is based on knowledge about the possible
structures.
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In a classical approach, a pattern is usually represented as a feature vector, which
is subsequently analyzed (with regards to distinguished features) by means of var-
ious mathematical methods. In the structural/syntactic approach, pattern recogni-
tion consists of two main phases. In the first one the symbolic representation of a
pattern is created: the basic components of the pattern (primitives) and relations
between them are detected (in a classical way). In the second phase the struc-
tural representation is analyzed and recognized. Syntactic approach assumes the
use of formal grammars and automata (parsers) in this phase. The applications of
structural/syntatic methods include: chromosome analysis, bubble chamber tracks
recognition, analysis of contours in 2D pictures, ECG and EEG analysis, speech
recognition and many others [2, 7, 12, 13, 19].

One of the main practical problems with the applications of the syntactic pat-
tern recognition methods concerns distortions (noise) in the analyzed patterns. If a
pattern is distorted and the results of the first phase are wrong or inaccurate, then
the second phase usually will not bring satisfactory results either. Let us stress, that
even one misrecognized primitive could lead to the failure of the syntax analysis of
the whole pattern. There are several methods of solving the problem known in the
literature (e.g. [7]), but none of them satisfies all the following conditions:

• the discriminative (generating) power of the proposed grammars is bigger than
context-free grammars,

• the syntax analyzer (parser) for the grammars is efficient computationally,
• the uncertainty factor (fuzziness/distortion) is taken into account in the whole

process of recognition, i.e. both in the phase of primitives identification and the
phase of the syntax analysis.

First two conditions are really important if we consider practical applications [6].
On the other hand, they are very difficult to fulfil since they are contradictory (i.e.
the bigger descriptive power of a grammar the bigger computational complexity of
a corresponding syntax analyzer is expected). Our approach to this problem is based
on our previous research in the field of quasi-context sensitive string grammars [4,9].

As far as the third condition is concerned, we present a hybrid model that is based
on artificial neural networks [17] and GDPLL(k) automata [5]. In the first phase of
recognition we use probabilistic neural networks [16]. This tool can provide not
only the identification of the primitives but also the probability distribution that a
primitive belongs to a certain class. In the second phase we use a extended version
of GDPLL(k) automaton that allow to analyze the whole pattern taking advantage
of the information on the uncertainty of identified primitives (delivered by a prob-
abilistic neural network). We equip a GDPLL(k) automaton with new, additional
element, objective function, which could direct the extended analysis process.

Let us notice that our research into construction a described above model has
been caused by the difficult constraints of the application of syntactic pattern recog-
nition methods for the short-term electrical load forecasting (STLF) [11, 14]. The
research into providing tools for such an application has been led by the authors for
several years. However, it worth to point out that the application area of the model
could be possibly very wide.
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Basic definitions are presented in section 2. Section 3 contains the description of
the architecture of the proposed model. Possible application areas are discussed in
section 4. Final remarks are included in section 5.

2 Basic Definitions

In this section we briefly describe the context of the research and basic definition
needed to present results achieved.

2.1 Probabilistic Neural Networks

The concept of probabilistic neural networks (PNN) was introduced by Specht in
[16] in the beginning of 1990. Apart from classification, the networks could deliver
some additional information on how far the presented pattern is related to all classes
(not only to the winner one). This type of network consist of following layers.

1. Input layer where the pattern is sent in order to present it to the network.
2. Hidden neurons layer representing the population of patterns that have been

already presented to the network (it counts the distances between currently pre-
sented pattern and the former ones. Each neuron in this layer connected to
exactly one node in the subsequent layer (this implements the assignment of
pattern to the class).

3. Classification layer which is built of neurons corresponding to the classes (cre-
ated on base of patterns assigned to the subsequent nodes in this layer). The
activation of neurons in this layer is counted on the base of the number and the
activation power of nodes from the previous layer connected to the current node.
The neurons that have the greatest power of activation determine the classes, to
which the presented pattern with highest probability belongs. We can see the ac-
tivation of the network as the probability distribution of random variable, which
describes the class to which the presented patterns belongs.

4. Optional decision rule layer (node), by means of which the decision rule is
implemented. It receives the information on the activation of the previous layer.

Typical applications of PNN are described in [3] or in [8] (where a similar archi-
tecture is presented). The application area is very wide and it includes: voice identi-
fication, face recognition, signal processing, tissue diagnostics in medicine, texture
classification, cloud classification and many others.

The main advantages of PNN (when comparing to classical NN) are exactness
and rapid answer, relative small sensitivity to outliers, tendency to become the opti-
mal Bayes classifier (with growth of learning set). As main weaknesses of PNN one
can indicate slower classification of new patterns and higher storage requirements
(the number of neurons comparable with the quantity of presented patterns).
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2.2 GDPLL(k) Grammars and Automata

Let us introduce two basic definitions corresponding to GDPLL(k) grammars [4,9].

Definition 1. A generalized dynamically programmed context-free grammar is a
six-tuple G = (V,Σ ,O,P,S,M), where: V is a finite, nonempty alphabet; Σ ⊂ V
is a finite, nonempty set of terminal symbols (let N = V \Σ ); O is a set of basic
operations on the values stored in the memory; S ∈ N is the starting symbol; M is
the memory; P is a finite set of productions of the form: pi = (μi,Li,Ri,Ai) in which
μi : M −→ {TRUE,FALSE} is the predicate of applicability of the production pi

defined with the use of operations (∈ O) performed over M; Li ∈ N and Ri ∈V ∗ are
left- and right-hand sides of pi respectively; Ai is the sequence of operations (∈ O)
over M, which should be performed if the production is to be applied. �

Definition 2. Let G = (V,Σ ,O,P,S,M) be a dynamically programmed context-free
grammar. The grammar G is called a GDPLL(k) grammar, if the following two
conditions are fulfilled.
1. Stearns’s condition of LL(k) grammars. (The top-down left-hand side derivation

is deterministic if it is allowed to look at k input symbols to the right of the
current position of the input head in the string).

2. There exists a a certain number ξ such that after the application of ξ productions
in a left-hand side derivation we get at the "left-hand side" of a sentence at least
one new terminal symbol. �

A derivation in GDPLL(k) grammars is defined in the following way. Before ap-
plication of a production pi we test whether Li occurs in a sentential form derived.
Then we check the predicate of applicability of the production. The predicate is de-
fined as an expression based on variables stored in the memory. If the predicate is
true, we replace Li with Ri and then we perform the sequence of operations over the
memory. The execution of the operations changes the contents of the memory. It is
done with the help of arithmetical and assignment instructions.

The automaton for GDPLL(k) grammars (GDPLL(k) parser) has been described
in [9]. Its algorithm reflects the way how the derivation in the grammars is performed
(top-down approach is used).

GDPLL(k) grammars are characterized by three main features: they are of very
good discriminative properties (they are able to generate a large class of context-
sensitive languages) [4], languages generated by them can be efficiently analyzed
i.e. it is possible to construct an automaton of the linear computational complexity
[9], and there is a grammatical inference algorithm for GDPLL(k) grammars [10]
(a feature also very important in practical applications [6]). Finally, let us point out
that a GDPLL(k) grammar could be designed as stochastic one [5].
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3 Hybrid Model of Syntactic Recognition of Distorted Patterns

In this section we present a pattern recognition model that could be a solution to
the problem described in the introduction, i.e. the problem of distortions (fuzzi-
ness/noise) in analyzed patterns. The model is a hybrid one: it is based on proba-
bilistic neural networks and GDPLL(k)-based automata with an additional objective
function. The model covers two phases of the recognition process: primitives’ iden-
tification and syntax analysis.

3.1 Primitive Identification

A probabilistic neural network (PNN) should deliver the symbolic representation
of a pattern. In a classical syntactic recognition approach this representation is in
the form of a word (string) built of the symbols from a given alphabet. A PNN in
our model delivers additionally the distribution describing the probability that the
recognized symbol belongs to given classes.

So instead of a word of alphabet letters, the word of vectors is generated. The
vectors are of the form: ((a1, p1), .,(an, pn)), where ai is the possible symbolic value
of the primitive, and pi the probability that the primitive is equal ai.

The syntax analyzer gets as an input:

• a whole word consisting of such vectors (in case of an off-line system designed
for recognizing whole patterns) or

• a group of vectors determining a fragment of the word (in case of an online
system, where the immediate recognition of a fragment of a pattern is needed).

3.2 Syntax Analysis

A word of vectors delivered by PNN can be resolved by many different strings, so
potentially large number of strings will require syntax analysis. The problem is how
to analyze such a big set, considering a subset large enough not to skip important
information and not to lose analysis efficiency.

An analysis should be conducted by specially designed parser. Its idea is based
on a GDPLL(k) parser described in [4]. The parser architecture is depicted in figure
1. It consists of the following main parts:

• The input tape containing a word of vectors. Every cell contains a single vector
recognized by PNN.

• The head reading the current cell of the input tape (or k-subsequent cells) and
forwarding the information to the control module.

• The collection of GDPLL(k) parsers performing syntax analysis on base of
theirs (the same) control table.
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Fig. 1 The architecture of the parser

• The objective function computer: a subautomaton computing the objective
function value for the current GDPLL(k) parser, and the current input vector.
The output of the subautomaton is of the following form:
(a1, p1,val1, prod1,action1), ...,(an, pn,valn, prodn,actionn), where: (ai, pi) is a
component of an input vector, vali is the objective function value, prodi is the
production to be used in the derivation process, and actioni is one of the control
actions:

– ACC: ai is successfully derived and the whole input word is recognized
(accepted),

– REJ: it is impossible to derive ai, so the derivation path should be rejected,
– T ERM: it is possible to derive ai, but the derivation path should be terminated

because the objective function value is not high enough,
– CONT : it is possible to derive ai, starting with the application of the produc-

tion prodi, add the derivation along the path should be continued (the objective
function value is high).

• The memory of the objective function computer which is needed for auxiliary
data collected while computing function values.

• The control module managing the whole analysis process. As the automaton
conducts several derivations parallel, the control module has to manage the col-
lection of GDPLL(k) parsers.
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• The output of the control module delivering a user information on symbol (or
symbols) read and production (or productions) applied to derive these symbols.

The control module works in the following iterations:

1 It reads the subsequent vector (or vectors) from the input tape to the memory,
2 For each active GDPLL(k) parser in the collection (ordered by computed anal-

ysis priority) it verifies the possible paths of further analysis:
2a For each symbol from the input vector (ordered by recognition probability)

it finds the productions that can lead to derive this symbol (with the use of a
GDPLL(k) parser). The pair: (current symbol, production deriving this symbol)
uniquely determines the possible path of further analysis.

2b The value of objective function is computed and stored for the pair (with the
use of the objective function computer). Each pair is supplied by an additional
information: an objective function value, a production (or production list) needed
to derive particular symbol and a further action (i.e. ACC,REJ,CONT,TERM).

3 For determined possible paths of further analysis the control module performs:

a) If the action is CONT it changes status of the GDPLL(k) parsers or —
if needed — creates new instances of GDPLL(k) parser. Newly created
GDPLL(k) parsers are inserted into the parser collection. The collection is
subsequently reordered on the base of computed objective function value. Let
us notice, that the possible paths of further derivation may fork as a result of
ambiguity in primitive recognition.

b) If the action is ACC, REJ or TERM, then the GDPLL(k) parser is terminated.

4 If all parsers in the collection are terminated or there is no more vectors to be
read the parsing process is finished.

The objective function is the element that can direct the analysis process according
to a desired strategy. Let us consider some examples of such strategies:

RecProb: We accept only the symbols with the highest recognition probability
(from each vector delivered by PNN). It means that the value of objective func-
tion is positive only for such symbols.

LimCost: This strategy allows the analysis of the symbols with the lower recogni-
tion probabilities. In such case, the higher recognition probability of the symbol,
means the higher value of the objective function. However, we have to ensure
that the parsing remains efficient even if we allow many paths of the deriva-
tion. One of the solutions to this problem is the following method. The control
module maintains the maximal number of active GDPLL(k) parsers. Periodi-
cally (according to an established parameter) the parsers collection is reviewed
by the control module and the most promising parser (derivation path) is chosen
(according to the cumulative value of the objective function). The other parsers
(derivation paths) are terminated and the analysis is carried on only by the one
chosen parser.
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AddFact: In some applications it could be useful if we consider additional (expert)
knowledge concerning the application during the derivation process. In this situ-
ation appropriate implementation of an objective function should help to include
the extra information in the process of the analysis.

Let us notice that the first two strategies: RecProb and LimCost could guarantee
that the good efficiency of the parsing process (resulting from the GDPLL(k) parser
usage) will be preserved. As far as AddFact is concerned, the efficiency strictly
depends on an application’s constraints and the model of including the additional
information into analysis.

The effect of the parser analysis is the recognition (acceptation or rejection) of
the input word (in case of offline systems) or the information about its fragments (in
case of online systems).

4 Possible Application Areas

As we mentioned in the introduction the model presented has been developed to
satisfy difficult constraints of the application for the short-term electrical load fore-
casting (STLF) [1,11,14,20]. STLF is very important for the effective management
of power utilities. Exact prediction on expected load for the next hour, shift, day
ahead allow flexible and effective allocation of resources needed for energy produc-
tion (fuels, water, etc.). The application of syntactic pattern recognition methods to
the analysis of the electrical load functions could be done in an analogical way, like
in case of ECG or EEG analysis [7, 15]. We "translate" the functions to the sym-
bolic form, and then we analyze the string of symbols obtained. An example of load
functions are shown in Figure 2.

Fig. 2 Daily electrical load distribution

If the syntactic pattern recognition system for STLF is to be practically useful
(especially in case of "non-typical" days like a day between holidays), it should
have to deal with an uncertainty factor. Model presented could be a possible solution
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to the problem, although implementation details and its practical verification still
require further studies.

Although STLF has been the main inspiration for our research, the model could
be applied in wide area of applications. If patterns to be recognized are distorted or
noisy, then the model could be especially suitable as a base for building a syntactic
pattern recognition system. What’s more it could be adapted for the applications
where on-line analysis is needed (thanks to the top-down analysis of an input word,
generating "partial" recognitions).

It is also worth to notice that additionally the model delivers solutions for other
main problems concerning the syntactic approach in pattern recognition, i.e. the
problems of assuring big discriminative power and low computational complexity,
which is very important from a practical point of view [6].

5 Concluding Remarks

In the paper we have presented a hybrid model of syntactic recognition of distorted
string patterns. The advantages of the model are following: the grammars used are
of big discriminative power, the syntax analyzer (parser) for the grammars is effi-
cient computationally, and the uncertainty factor (caused by a possible distortion /
fuzziness of a pattern) is taken into account both in the phase of primitives identifi-
cation (done with the use of the probabilistic neural networks) and in the phase of
the syntax analysis.

The syntax analyzer could be configured according to three different strategies:
RecProb, LimCost, AddFact. The strategies can also be used for the online analysis
of an "infinite" word. This makes it useful in the applications where we should
recognize fragments of a pattern in a real time.

Further steps of our research are aimed at two goals. The first one is a defini-
tion of the algorithm of automatical inferencing stochastic GDPLL(k) grammars for
distorted pattern analysis. The algorithm will be based on the model for GDPLL(k)
grammars [10], but it will be enhanced to cover aspects of uncertainty. The sec-
ond one is practical verification of the model in a short term electrical load forecast
application. The results of the research will be the subject of further publications.
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5. Flasiński, M., Jurek, J.: On the analysis of fuzzy string patterns with the help of extended
and stochastic GDPLL(k) grammars. Fundamenta Informaticae 71, 1–14 (2006)
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Decision Rules in Simple Decision Systems
over Ontological Graphs

Krzysztof Pancerz

Abstract. In the paper, we consider decision rules in simple decision systems over
ontological graphs. We assign ontological graphs extending the knowledge about at-
tribute values (i.e., adding some semantic meanings of attribute values) to condition
attributes in such systems. Semantics changes the view on properties of decision
rules, especially, on the validity of rules in decision systems. Decision rules and re-
lated notions are defined analogously to those defined for classic decision systems
in rough set theory.

1 Introduction

In the paper, we consider information systems (decision systems), from the Pawlak’s
perspective, as the knowledge representation systems (cf. [11]). In the classic ap-
proach, attribute values in information systems (decision systems) can be both cat-
egorical and continuous. Classic rough set theory is based on an indiscernibility
relation defined over a set of objects, described by attribute value vectors, in a given
information (decision) system (cf. [11]). Two objects are indiscernible if and only
if for each attribute its value is the same for both objects. "The same" means that
attribute values are expressed by the same symbol. Indiscernibility reflects a total
impossibility of distinguishing between objects. In this case, we are interested in
exact (literal, symbol-precise) meaning of attribute values. Such a look at attribute
values can lead to some problems, especially, in case of categorical values on ac-
count of loss of their semantic meanings. To avoid nuisances in interpretation of
meanings of attribute values, we propose to put attribute values into the ontologi-
cal (semantic) space. Such extensions (improvements) have been considered in the
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literature, e.g., DAG-Decision Systems [5], Dominance-Based Rough Set Approach
(DRSA) [2], Rough Ontology [3], etc. In our approach, we replace, in a classic def-
inition of information (decision) systems, simple sets of attribute values by onto-
logical graphs which deliver us some new knowledge about meanings of attribute
values. For this case, decision rules in decision systems can be seen from different
perspectives, for example, taking into consideration synonymy, generality or some
more sophisticated properties determining meanings of attribute values. Replacing
attribute value sets by ontological graphs leads to generalization of different notions
defined in classic rough set theory. Therefore, notions defined in the presented paper
are based on the classic ones.

2 Decision Systems over Ontological Graphs

We propose to consider attribute values in the ontological (semantic) space. Our
approach is based on the definitions of ontology given by Neches et al. [7] and
Kohler [4]. That is, ontology is constructed on the basis of a controlled vocabulary
and the relationships of the concepts in the controlled vocabulary. Formally, the
ontology can be represented by means of graph structures. In our approach, the
graph representing the ontology O is called the ontological graph. In such a graph,
each node represents one concept from O , whereas each edge represents a relation
between two concepts from O .

Definition 1. Let O be a given ontology. An ontological graph is a quadruple OG =
(C ,E,R,ρ), where C is a nonempty, finite set of nodes representing concepts in
the ontology O , E ⊆ C ×C is a finite set of edges representing relations between
concepts from C , R is a family of semantic descriptions (in natural language) of
types of relations (represented by edges) between concepts, and ρ : E → R is a
function assigning a semantic description of the relation to each edge.

Relations are very important components in ontology modeling as they describe the
relationships that can be established between concepts. We touch the problem of
semantic relations (meaning relations) considered in linguistics. In general, three
basic kinds (families) of relations can be distinguished (cf. [6]): equivalence re-
lations, hierarchical relations, associative relations. For example, synonymy is a
kind of an equivalence relation. The genus-species ("is-a") relation is the traditional
example of hierarchical relations. An associative relation is any non-hierarchical
and non-equivalence relation. In the proposed approach, we take into considera-
tion the following family of semantic descriptions of relations between concepts
(cf. [9]): R = {”is synonymous with”,”is generalized by”,”is specified by”}. Some
other relations are considered in [9]. We will use the following notation: R∼ - "is
synonymous with", R	 - "is generalized by", R
 - "is specified by". Therefore, for
simplicity R = {R∼,R	,R
}.

According to categorization of relations between the concepts given above, we
have that R∼ belongs to the family of equivalence relations whereas R	 and R
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belong to the family of hierarchical relations. Moreover, relations have the follow-
ing properties: R∼ is reflexive, symmetric and transitive, R	 is reflexive and transi-
tive, R
 is reflexive and transitive. In the graphical representation of the ontological
graph, for readability, we will omit reflexivity of relations. However, the above re-
lations are reflexive, i.e., a given concept is synonymous with itself, a given concept
is generalized by itself, a given concept is specified by itself.

We can create decision systems over the ontological graphs. It can be done in
different ways. In our investigation, condition attribute values of a given decision
system are concepts from ontologies assigned to attributes. Such a system is called
a simple decision system over ontological graphs (cf. [9]). Below, we remind its
definition.

Definition 2. A simple decision system SDSOG over ontological graphs is a tuple
SDSOG = (U,C,D,{OGa}a∈C,Vd ,c,d), where U is a nonempty, finite set of ob-
jects, C is a nonempty, finite set of condition attributes, D is a nonempty, finite set
of decision attributes, {OGa}a∈C is a family of ontological graphs associated with
condition attributes from C, Vd =

⋃
a∈D

Va, Va is a set of values of the decision attribute

a ∈D, c : C×U → C , C =
⋃

a∈C
Ca, is an information function such that c(a,u) ∈ Ca

for each a∈C and u∈U , Ca is a set of concepts from the graph OGa, d : D×U→Vd

is a decision function such that d(a,u) ∈Vd for each a ∈ D and u ∈U .

Remark 1. It is not necessary for an information function to be a total function, i.e.,
c : U×C→ C ∗ ⊆ C .

Example 1. Let SDSOG = (U,C,D,{OGa}a∈C,Vd,c,d) be a simple decision system,
represented by a decision table (see Table 1), over ontological graphs shown in Fig-
ures 1 and 2. In this system, U = {u1,u2, ...,u8} is a set of eight persons described
with respect to their material status, C = {Vehicle,Dwelling,Job} is a set of con-
dition attributes describing selected possessions of persons, D = {Material Status}
is a set of decision attributes, D consists of one attribute evaluating material status
of persons, OGVehicle = (CV ,EV ,R,ρV ) is an ontological graph associated with the
attribute Vehicle, where

CV = {Automobile,Bicycle,Car,Lorry,Minivan,SUV,Vehicle}

and the rest of elements can be obtained from Figure 1 (a), OGDwelling =
(CD,ED,R,ρD) is an ontological graph associated with the attribute Dwelling,
where

CD = {Apartment,Bungalow,Condominium,Cottage,Dwelling,House,
Flat,Logging}

and the rest of elements can be obtained from Figure 1 (b), OGJob = (CJ ,EJ,R,ρJ)
is an ontological graph associated with the attribute Job, where

CJ = {Academic,Clark,Mental worker,O f f ice worker,
Physical worker,Research worker,Worker}
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and the rest of elements can be obtained from Figure 2, R = {R∼,R	,R
}, Vd =
{Low,Medium,High}, c is an information function and d is a decision function,
both defined in the tabular form in Table 1.

Table 1 A simple decision system over ontological graphs

U/C∪D Vehicle Dwelling Job Material Status

u1 Car Lodging Physical worker Medium
u2 Minivan House Clerk High
u3 Car Flat O f f ice worker Medium
u4 Bicycle Lodging Worker Low
u5 SUV Bungalow Academic High
u6 Car Lodging Physical worker Low
u7 Car Condominium Mental worker Medium
u8 Automobile Cottage Research worker Medium

Obviously, ontological graphs used in this example have been simplified in com-
parison to ontological graphs expressing real-world relations between concepts.

a) b)

Fig. 1 (a) an ontological graph OGVehicle associated with the attribute Vehicle, (b) an onto-
logical graph OGDwelling associated with the attribute Dwelling

Fig. 2 An ontological graph OGJob associated with the attribute Job
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3 Relations over Sets of Attribute Values

In our approach, we propose to consider some relations defined over sets of attribute
values in simple decision systems over ontological graphs. In defined relations, we
use some additional knowledge about relationships between attribute values which
is included in ontological graphs.

Definition 3. Let OGa = (Ca,Ea,R,ρa) be an ontological graph associated with the
attribute a in a simple decision system, where R = {R∼,R	,R
}. An exact (literal,
symbol-precision) meaning relation between c1,c2 ∈ Ca is defined as EMR(a) =
{(c1,c2) ∈ Ca×Ca : c1 = c2}.
The exact meaning relation EMR is reflexive, symmetric and transitive (it is an
equivalence relation).

Definition 4. Let OGa = (Ca,Ea,R,ρa) be an ontological graph associated with the
attribute a in a simple decision system, where R = {R∼,R	,R
}. A synonymous
meaning relation between c1,c2 ∈ Ca is defined as SMR(a) = {(c1,c2) ∈ Ca×Ca :
(c1,c2) ∈ Ea∧ρ((c1,c2)) = R∼}.
The synonymous meaning relation SMR is reflexive, symmetric and transitive (it is
an equivalence relation).

Let OG = (C ,E,R,ρ) be an ontological graph. In the next definitions, we will
use the following notation: [ci,c j] is a simple path in OG between ci,c j ∈ C ,
E ([ci,c j]) is a set of all edges from E belonging to the simple path [ci,c j], and
P(OG) - is a set of all simple paths in OG.

Remark 2. In the literature, there are different definitions for a simple path in the
graph. In this paper, we follow the definition in which a path is simple if no node
or edge is repeated, with the possible exception that the first node is the same as the
last. Therefore, the path [ci,c j], where ci,c j ∈ C and ci = c j can also be a simple
path in OG.

Definition 5. Let OGa = (Ca,Ea,R,ρa) be an ontological graph associated with
the attribute a in a simple decision system, where R = {R∼,R	,R
}. A general
meaning relation GMRk(a) of at most k-th order is a set of all pairs (c1,c2) ∈ Ca×
Ca satisfying the following condition. There exists c3 ∈ Ca such that the following
holds:

∃
[c1,c3]∈P(OGa)

(
∀

e∈E ([c1,c3])
ρ(e) ∈ {R∼,R	}

)

and (card({e′ ∈ E ([c1,c3]) : ρ(e′) = R	})≤ k) ,

and

∃
[c2,c3]∈P(OGa)

(
∀

e∈E ([c2,c3])
ρ(e) ∈ {R∼,R	}

)

and (card({e′ ∈ E ([c2,c3]) : ρ(e′) = R	})≤ k) .
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The general meaning relation of at most k-th order is reflexive, symmetric and tran-
sitive (it is an equivalence relation). If c1 is GMRk-related to c2, then there exists
c3 ∈ C such that c1 is generalized by c3 and c2 is generalized by c3, both through
at most k concepts. In the generalization path, we also take into consideration syn-
onyms, but they do not affect the order of generalization.

Example 2. Let SDSOG = (U,C,D,{OGa}a∈C,Vd ,c,d) be a simple decision sys-
tem given in Example 1. Let us consider the attribute Vehicle. In our exam-
ple, the following holds: (Minivan,Car) ∈ GMR1(Vehicle), because there exists
[Minivan,Car] ∈ P(OGVehicle) consisting of only one edge (Minivan,Car) such
that ρ((Minivan,Car)) = R	 and there exists [Car,Car] ∈P(OGVehicle) consisting
of only one edge (Car,Car) such that ρ((Car,Car)) = R	 in view of reflexivity
of R	.

Definition 6. Let SDSOG = (U,C,D,{OGa}a∈C,Vd ,c,d) be a simple decision sys-
tem over ontological graphs, a ∈ C, Ra be a relation over Ca, where Ca is a set of
concepts from the graph OGa associated with a, and c1,c2 ∈ Ca. A meaning equiv-
alence MRa of c1 and c2 with respect to Ra holds if and only if (c1,c2) ∈ Ra. This
fact will be denoted by |= MRa(c1,c2).

We can distinguish the following meanings of condition attribute values:

• M= - exact (literal, symbol-precise) meaning of attribute values. In the M=

meaning, attribute values are considered with respect to the exact meaning re-
lation EMR (see Definition 3).

• M∼ - synonymous meaning of attribute values. In the M∼ meaning, attribute
values are considered with respect to the synonymous meaning relation SMR
(see Definition 4).

• M k
	 - general meaning of at most k-th order. In the M k

	 meaning, attribute values
are considered with respect to the general meaning relation GMRk of at most k-th
order (see Definition 5).

Each meaning M is associated with the corresponding relation R defined over the
attribute value set. It will be denoted by MR.

Example 3. Let SDSOG = (U,C,D,{OGa}a∈C,Vd ,c,d) be a simple decision system
given in Example 1. Let us consider the attribute Vehicle. A meaning equivalence
M 1

	 of Minivan and Car holds because (Minivan,Car) ∈ GMR1(Vehicle), i.e., |=
M 1

	(Minivan,Car).

4 Decision Rules

In this section, we extend notions related to decision rules in classic decision sys-
tems, given in [11], to analogous notions for simple decision systems over ontologi-
cal graphs. Another look, this time based on Dominance-Based Rough Set Approach
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(DRSA) [2], at decision rules for simple decision systems over ontological graphs
has been presented in [8].

Let SDSOG = (U,C,D,{OGa}a∈C,Vd ,c,d) be a simple decision system over on-
tological graphs. Let C =

⋃
a∈C

Ca, where Ca is a set of concepts from the graph OGa

associated with a given a ∈ C. For the decision system SDSOG, we define condi-
tion descriptors which are expressions (a,v) over C and C , where a ∈C and v ∈ C
as well as decision descriptors which are expressions (a,v) over D and Vd , where
a∈D and v∈Vd . The set F (C,C ) of formulae over C and C is the least set contain-
ing all atomic formulae over C and C and closed with respect to the propositional
connectives ∧ (conjunction),∨ (disjunction) and ¬ (negation). Analogously, the set
F (D,Vd) of formulae over D and Vd is the least set containing all atomic formulae
over D and Vd and closed with respect to the propositional connectives ∧, ∨ and
¬. The formulae from F (C,C ) and F (D,Vd) are called condition formulae and
decision formulae of SDSOG, respectively.

Definition 7. Let SDSOG = (U,C,D,{OGa}a∈C,Vd ,c,d) be a simple decision sys-
tem over ontological graphs. A condition attribute value meaning map associated
with the set C of condition attributes from SDSOG is an ordered tuple M (C) =
(MR1 ,MR2 , . . . ,MRl ), where l = card(C), describing assignment of meaning re-
lations to condition attributes from SDSOG, i.e., MRi is assigned to ai ∈ C, where
i = 1,2, . . . , l.

Definition 8. Let SDSOG = (U,C,D,{OGa}a∈C,Vd ,c,d) be a simple decision sys-
tem over ontological graphs, F (C,C ) be the set of condition formulae of SDSOG,
φ ∈ F (C,C ), and M (C) = (MR1 ,MR2 , . . . ,MRl ) be a condition attribute value

meaning map associated with C from SDSOG. The meaning ||φ ||M (C)
SDS of φ in SDSOG

with respect to M (C) is the set of all objects in U with the property φ defined in-
ductively as follows:

• ||(a,v)||M (C)
SDS = {u∈U :|= MRa(a(u),v)}, where MRa is a meaning of condition

attribute values assigned to the attribute a in M (C),

• ||φ ∧φ ′||M (C)
SDS = ||φ ||M (C)

SDS ∩||φ ′||M (C)
SDS ,

• ||φ ∨φ ′||M (C)
SDS = ||φ ||M (C)

SDS ∪||φ ′||M (C)
SDS ,

• ||¬φ ||M (C)
SDS =U−||φ ||M (C)

SDS .

We define the meaning of decision formulae in simple decision systems over onto-
logical graphs in the standard way, i.e., as in the classic decision systems (cf. [11]).

Definition 9. Let SDSOG = (U,C,D,{OGa}a∈C,Vd ,c,d) be a simple decision sys-
tem over ontological graphs, F (D,Vd) be the set of decision formulae of SDSOG,
ψ ∈F (D,Vd). The meaning ||ψ ||SDS of ψ in SDSOG is the set of all objects in U
with the property ψ defined inductively as follows:

• ||(a,v)||SDS = {u ∈U : a(u) = v},
• ||φ ∧φ ′||SDS = ||φ ||SDS ∩||φ ′||SDS,
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• ||φ ∨φ ′||SDS = ||φ ||SDS ∪||φ ′||SDS,
• ||¬φ ||SDS =U−||φ ||SDS.

Definition 10. Let SDSOG = (U,C,D,{OGa}a∈C,Vd ,c,d) be a simple decision sys-
tem over ontological graphs, F (C,C ) and F (D,Vd) be the sets of condition formu-
lae and decision formulae of SDSOG, respectively, and M (C)=(MR1 ,MR2 , . . . ,MRl )
be a condition attribute value meaning map associated with C from SDSOG. A de-
cision rule in SDSOG with respect to M (C) is any expression of the form φ ⇒ ψ ,

where φ ∈F (C,C ), ψ ∈F (D,Vd), and ||φ ||M (C)
SDS �= /0.

A decision rule is true (valid, certain) in SDSOG with respect to the condition at-
tribute value meaning map M (C) associated with C from SDSOG if and only if

||φ ||M (C)
SDS ⊆ ||ψ ||SDS.

Example 4. Let SDSOG = (U,C,D,{OGa}a∈C,Vd ,c,d) be a simple decision system
given in Example 1. In this example, we will examine exemplary rules in SDSOG

with respect to different condition attribute value meaning maps associated with C
from SDSOG. Our task will be to determine whether a given decision rule is true
(valid) in SDSOG with respect to a selected condition attribute value meaning map.

1. Let us consider the condition attribute value meaning map in the form M (C) =
(M=,M=,M=), i.e., all condition attributes are considered in their exact mean-
ings. The following rule is true (valid) in SDSOG:

(Dwelling,Cottage)∧ (Job,Research worker)⇒
(Material Status,Medium),

because:

• ||(Dwelling,Cottage)∧ (Job,Research worker)||M (C)
SDS = {u8},

• ||(Material Status,Medium)||M (C)
SDS = {u1,u3,u7,u8}.

2. Let us consider attribute values for Dwelling at the more general (abstract) level
and let us take into consideration also synonyms for Job, i.e., the condition at-
tribute value meaning map has the form M (C) = (M=,M 1

	,M∼). The follow-
ing rule in SDSOG:

(Dwelling,Cottage)∧ (Job,Research worker)⇒
(Material Status,Medium),

is not true (not valid) because:

• ||(Dwelling,Cottage)∧ (Job,Research worker)||M (C)
SDS = {u5,u8} in view of

– (Cottage,Bungalow) ∈ GMR1(Dwelling) (Cottage and Bungalow are
generalized by House at the first level in the ontological graph OGDwelling

associated with the attribute Dwelling),
– (Research worker,Academic) ∈ SMR(Job) (Research worker and

Academic are synonyms with respect to the ontological graph OGJob as-
sociated with the attribute Job),
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• ||(Material Status,Medium)||M (C)
SDS = {u1,u3,u7,u8}.

3. Let us consider the following rule in SDSOG:

(Vehicle,Car)∧ (Dwelling,Flat)⇒ (Material Status,Medium).

Let us answer a question whether this rule is true (valid) in SDSOG. The answer
is not unique. In the presented approach, it depends on the assumed condition
attribute value meaning map M (C). Assuming M (C) = (M=,M=,M=), a
rule is true (valid) because:

• ||(Vehicle,Car)∧ (Dwelling,Flat)||M (C)
SDS = {u3},

• ||(Material Status,Medium)||M (C)
SDS = {u1,u3,u7,u8}.

A rule becomes not true (not valid) if we assume more general meaning of
attribute values, i.e., M (C) = (M 1

	,M
1
	,M

1
	), because:

• ||(Vehicle,Car)∧ (Dwelling,Flat)||M (C)
SDS = {u1,u3,u6,u7} in view of:

– (Lodging,House) ∈ GMR1(Dwelling),
– (Condominium,House)∈ GMR1(Dwelling),

• ||(Material Status,Medium)||M (C)
SDS = {u1,u3,u7,u8}.

Example 4 shows that, in simple decision systems over ontological graphs, the va-
lidity of a rule depends on the viewpoint from which attribute values (their mean-
ings) are seen. For example, synonymy or generality of meanings of attribute values
change a view on a decision system, and, among others, a view on the validity of
rules in decision systems. This is a very important problem in data mining and data
analysis. If we consider literally attribute values, then our solutions are sensitive to
different meaning mistakes, uncertainties, vagueness, or ambiguities of data.

5 Conclusions and Further Works

The approach presented in this paper generalizes a look at decision rules in decision
systems if some new knowledge describing semantic meanings of attribute values is
available. We can distinguish several directions for further work. The first problem
is validity of rules in simple decision systems over ontological graphs with respect
to more sophisticated semantic relations between attribute values (concepts). There
are a lot of different semantic relations between concepts defined in the literature
(cf. [13]). Another task is to elaborate rule generation algorithms in simple decision
systems over ontological graphs. The first thing to do is to consider the algorithm
for generation of minimal decision rules true in simple decision systems over on-
tological graphs based on well known discernibility matrices in rough set theory
(cf. [12]).
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Słowiński, R., Greco, S., Li, H., Mitra, S., Polkowski, L. (eds.) RSCTC 2012. LNCS
(LNAI), vol. 7413, pp. 243–248. Springer, Heidelberg (2012)

10. Pancerz, K., Grochowalski, P.: Matching ontological subgraphs to concepts: a prelimi-
nary rough set approach. In: Hassanien, A., et al. (eds.) Proceedings of the ISDA 2010,
Cairo, Egypt, pp. 1394–1399 (2010)

11. Pawlak, Z.: Theoretical Aspects of Reasoning about Data. Kluwer Academic Publishers,
Dordrecht (1991)

12. Skowron, A., Rauszer, C.M.: The discernibility matrices and functions in information
systems. In: Slowinski, R.W. (ed.) Intelligent Decision Support, Handbook of Applica-
tions and Advances of the Rough Sets Theory, pp. 331–362. Kluwer Academic Publish-
ers, Dordrecht (1992)

13. Storey, V.C.: Understanding semantic relationships. The VLDB Journal 2, 455–488
(1993)



Nonlinear Extension of the IRLS Classifier
Using Clustering with Pairs of Prototypes

Michal Jezewski and Jacek M. Leski

Abstract. Classification is the primal problem in pattern recognition. The quadratic
loss function is not good approximation of the misclassification error. In the pre-
sented paper a nonlinear extension of the IRLS classifier, which uses different loss
functions, is proposed. The extension is done by means of fuzzy if-then rules. The
fuzzy clustering with pairs of prototypes is applied to establish rules parameters val-
ues. Classification quality and computing time obtained for six benchmark databases
is compared with the Lagrangian SVM method.

Keywords: Fuzzy Clustering, Rule-Base Classifiers, IRLS.

1 Introduction

Classification is the primal problem in pattern recognition. There are many clas-
sifiers: statistical, linear discriminant, k-nearest neighbor, kernel, neural network,
classification tree and many more [1], [7], [8], [10]. The Support Vector Machine
(SVM) method [9] is regarded as a one of the best. However, it is characterized by
high computational cost. Therefore, an alternative methods like Lagrangian SVM
[6] were proposed. Real data are characterized by noise and outliers. As a result
classifier should be robust. Quadratic loss function is not good approximation of the
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misclassification error - it does not lead to a robust method. A new linear classifier
design method based on regularized Iteratively Reweighted Least Squares (IRLS)
criterion function was proposed [4]. It uses different loss functions. In [5], fuzzy
clustering algorithm dedicated to classification methods is described. The goal of
the presented paper is to apply it to nonlinear extension of the IRLS classifier.

2 Classifier Design Method

2.1 Fuzzy Clustering with Pairs of Prototypes

A fuzzy clustering algorithm dedicated to classification methods was proposed [5].
Its goal is to find pairs of prototypes from both classes of objects. In a given class
prototypes should be located close to boundary with the second class. Final pro-
totypes, which should be located near boundary between classes, are determined
basing on obtained pairs. The algorithm is based on minimization of the following
criterion function

J(U(1),U(2),V(1),V(2)) =
c

∑
i=1

∑
k∈Ω1

(
u(1)ik

)m
d2

ik + (1)

c

∑
i=1

∑
k∈Ω2

(
u(2)ik

)m
d2

ik +η
c

∑
i=1

∥∥∥v(1)i − v(2)i

∥∥∥ ,

with the constraints

∀
k∈Ω1

c

∑
i=1

u(1)ik = 1, ∀
k∈Ω2

c

∑
i=1

u(2)ik = 1, (2)

where Ω1 = {k |xk ∈ ω1 } and Ω2 = {k |xk ∈ ω2 }. The U (V) denote partition (pro-
totype) matrix, c denotes number of clusters, xk represents kth object, m influences
a fuzziness of clusters (usually m = 2 is chosen and such value was assumed), dik

denotes the Euclidean distance between the ith prototype and the kth object. Two
first components of the criterion represent classic fuzzy c-means algorithm and are
responsible for clustering in both classes - upper indexes (1) and (2) denote the first
(ω1) and second (ω2) class. The third component ensures minimization of Euclidean
distances between prototypes in pairs - prototypes making pairs should move closer
to each other and should be located near boundaries. The parameter η determines
the proportion between clustering and minimizing distances between prototypes.
The necessary conditions for minimization of the criterion are as follows:

∀
1≤s≤c

∀
k∈Ω1

u(1)sk =
(dsk)

2
1−m

c
∑
j=1

(
d jk
) 2

1−m

; ∀
k∈Ω2

u(2)sk =
(dsk)

2
1−m

c
∑
j=1

(
d jk
) 2

1−m

, (3)
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∀
1≤s≤c

v(1)s =

η ∑
k∈Ω1∪Ω2

(usk)
m xk + ∑

k∈Ω2

(
u(2)sk

)m
∑

k∈Ω1

(
u(1)sk

)m
xk

η ∑
k∈Ω1∪Ω2

(usk)
m + ∑

k∈Ω2

(
u(2)sk

)m
∑

k∈Ω1

(
u(1)sk

)m , (4)

∀
1≤s≤c

v(2)s =

η ∑
k∈Ω1∪Ω2

(usk)
m xk + ∑

k∈Ω1

(
u(1)sk

)m
∑

k∈Ω2

(
u(2)sk

)m
xk

η ∑
k∈Ω1∪Ω2

(usk)
m + ∑

k∈Ω1

(
u(1)sk

)m
∑

k∈Ω2

(
u(2)sk

)m . (5)

The criterion minimization procedure may be found in [5]. Final prototypes are
determined basing on the following formula

∀
1≤s≤c

vs =

∑
k∈Ω1

(
u(1)sk

)m
xk + ∑

k∈Ω2

(
u(2)sk

)m
xk

∑
k∈Ω1

(
u(1)sk

)m
+ ∑

k∈Ω2

(
u(2)sk

)m . (6)

In both classes the clustering was started from prototypes evenly located on the
diagonal determined by 95% of minimum and 95% of maximum values of features.
In experiments iterations (maximum number equals to 500) were stopped as soon as
the absolute value of the difference between successive values of the criterion was
less than 10−6.

2.2 Linear Classifier

The criterion function of the linear IRLS classifier for kth iteration has the following
form [4]

min
w(k)∈IRt+1

J(k)
(

w(k)
)
� 1

2

(
Xw(k)− 1

)�
H(k)
(

Xw(k)− 1
)

+
τ
2

(
w̃(k)
)�

w̃(k), (7)

where w =
[
w̃�,w0

]� ∈ IRt+1 is the weight vector of linear discriminant function

d (xi)� w�x′i = w̃�xi +w0, xi ∈ IRt denotes ith object from the N element training

subset, x′i =
[
x�i ,1
]�

, 1 is the vector with all entries equal to 1. The X matrix is
defined as follows

X� �
[
ϕ1x′1,ϕ2x′2, · · · ,ϕNx′N

]
, (8)

where ϕi (equals to +1 or −1) is the class label indicating an assignment of ith ob-

ject to one of two classes. The matrix with weights H(k) = diag
(

h(k)1 ,h(k)2 , · · · ,h(k)N

)

is used for both asymmetrization (relaxation) and changing the loss function (ap-
proximation of the misclassification error). If we have
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h(k)i =

{
0, e(k−1)

i ≥ 0,

1, e(k−1)
i < 0,

(9)

where
e(k−1) = Xw(k−1)− 1, (10)

then obtained loss function may be called Asymmetric SQuaRe (ASQR). Chang-

ing the h(k)i different loss functions may be obtained. Beside the ASQR, Asymmet-
ric LINear (ALIN), Asymmetric HUBer (AHUB), SIGmoidal (SIG), Asymmetric
SIGmoidal-Linear (ASIGL), Asymmetric LOGarithmic (ALOG) and Asymmetric
LOG-Linear (ALOGL) were proposed in [4]. All of them were applied in the pre-
sented work. In case of SIG and ASIGL α = 2.0 was assumed. The second com-
ponent of the criterion (7) is related to the statistical learning theory and ensures
maximization of the margin of separation between both classes, parameter τ con-
trols the proportion between both components.

2.3 Nonlinear Extension

An extension of the linear IRLS classifier to nonlinear classifier may be done by
designing c linear classifiers, which are represented by c fuzzy if-then rules in the
Takagi-Sugeno-Kang form [2], [3]. The rule base of the Takagi-Sugeno-Kang fuzzy
system with linear functions in consequences consists of the following fuzzy if-then
rules

R =

{
if

t∧
n=1

xkn is A(i)
n , then y = y(i) (xk) = w(i)�x′k

}c

i=1

, (11)

where xkn denotes input singleton, xk = [xk1,xk2, · · · ,xkt ]
�, c is number of rules, A(i)

n

is the linguistic value of antecedent for the nth feature and the ith rule. The overall
output for xk datum is obtained by the weighted average

y0 (xk) =

c
∑

i=1
F (i) (xk) y(i) (xk)

c
∑
j=1

F ( j) (xk)
, (12)

where F (i) (xk) is the firing strength of the ith rule for the xk object. Gaussian mem-
berships functions in the antecedents of if-then rules and the algebraic product as
t-norm were applied. Then the firing strength may be written in the form

F (i) (xk) = exp

[
−1

2

t

∑
n=1

(xkn− vin)
2

(sin)
2

]
. (13)
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where sin is a dispersion for the nth feature in antecedent of the ith rule. The fi-
nal prototypes (6) were used as centers of Gaussian functions. The dispersions are
calculated with the following formula

(sin)
2 =

∑
k∈Ω1

(
u(1)ik

)m
(xkn− vin)

2 + ∑
k∈Ω2

(
u(2)ik

)m
(xkn− vin)

2

∑
k∈Ω1

(
u(1)ik

)m
+ ∑

k∈Ω2

(
u(2)ik

)m . (14)

The normalized firing strength is determined by the formula

F (i) (xk) =
F (i) (xk)

c
∑
j=1

F ( j) (xk)
. (15)

Defining XG matrix

XG =

⎡
⎢⎢⎢⎢⎣

ϕ1F (1) (x1)x′�1 · · · ϕ1F (c) (x1)x′�1
ϕ2F (1) (x2)x′�2 · · · ϕ2F (c) (x2)x′�2
...

. . .
...

ϕNF(1) (xN)x′�N · · · ϕNF (c) (xN)x′�N

⎤
⎥⎥⎥⎥⎦
, (16)

and vectors W̃ =
[
w̃(1)�, w̃(2)�, · · · , w̃(c)�

]�
, W = [w(1)�,w(2)�, · · · , w(c)�]�, cri-

terion equivalent to (7) may be defined:

min
W(k)∈IRc(t+1)

J(k)
(

W(k)
)
� 1

2

(
XGW(k)− 1

)�
H(k)
(

XGW(k)− 1
)

+
τ
2

(
W̃

(k)
)�

W̃
(k)
. (17)

The criterion minimization procedure using the conjugate gradient algorithm is pre-
sented in [4] and was applied in the work. The procedure consists of two nested
loops, 500 was assumed as a maximum number of iterations for each of them. Inner
(outer) iterations were stopped as soon as the Euclidean norm in a successive pair
of W vectors was less than 10−6 (10−2).

3 Results

Classification quality was examined using benchmark databases: ’Banana’ (Ban),
’Breast Cancer’ (BreC), ’Diabetis’ (Diab), ’Heart’ (Hea), ’Thyroid’ (Thy).
They were obtained from http://ida.first.fraunhofer.de/projects/bench (obtained
02.08.2008), where each of them was represented by 100 pairs of training and
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testing subsets. Another database was Ripley synthetic two-class problem (Syn) -
http://www.stats.ox.ac.uk/pub/PRNN (obtained 14.06.1997). In that case, the union
of original training and testing subsets was randomly divided into 100 pairs of train-
ing (250 objects) and testing (1000 objects) subsets [4]. Results were compared
with the Lagrangian SVM method obtained from http://www.cs.wisc.edu/dmi/lsvm/
(obtained 26.06.2004).

Ten first pairs of subsets were used to determine values of the clustering (η)
and classification (c,τ) parameters. In the first step, for each number of rules (c =
2,3, · · · ,8 was assumed) values of η and τ ensuring the lowest mean misclassifica-
tion error and its standard deviation was chosen. Both η and τ were chosen from
the set {0.1,1.0,2.0, · · · ,10.0}. The number of rules (with corresponding values of
η and τ) was chosen in the second step (also basing on the mean misclassification
error and its standard deviation). For established values of c, η and τ , final result
was calculated using all 100 pairs of subsets. Such procedure was performed for all
applied loss functions.

In case of Ban, the best result was achieved using AHUB loss function and c= 8,
η = 0.1, τ = 0.1 (see Table 1). Figure 1 presents results of the clustering into eight
clusters (η = 0.1) of 68th training subset of Ban (for 68th testing subset the low-
est misclassification error was achieved). Black and white squares represent both
classes of objects. Prototypes in both classes, connected in pairs by dotted lines, are
represented by black and gray circles. Black triangles denote final prototypes. Pre-
sented clustering was not performed as it was expected because of the low value of
the η . However, such value led to the highest classification quality. Figure 2 presents
results of the clustering of the same dataset and also into eight clusters, but with
higher values of the η , equals to 5.0. In that case pairs of prototypes changed their
location, prototypes (especially these represented by black circles) moved closer
to boundaries, distances between prototypes making pairs are smaller. In opposite
to Figure 1, all final prototypes (except one) are located near boundary between
classes, one of them in the top of figure is covered with pair of prototypes.

Table 1 presents results of the first step of the procedure determining parameters
values for Ban and AHUB loss function. With the increase of the number of rules,
the decrease of misclassification error is observed. For each number of rules, τ = 0.1
led to best result. The lowest value is for eight rules, therefore c= 8, η = 0.1, τ = 0.1
were chosen to calculate final result.

Table 2 summarizes final results obtained for different loss functions in com-
parison with the LSVM method. Each cell contains: mean misclassification er-
ror (top), standard deviation (middle), computing time normalized to the LSVM
computing time. In case of the LSVM, the Gaussian kernel (K) was applied,

K (x,xi) = exp
(
−χ ‖x− xi‖2

)
; χ ∈ IR+. Values of the LSVM parameters were

also determined using ten first pairs of subsets, but standard deviation of the mean
misclassification error was not took into consideration. The LSVM ν parameter was
searched within the range from 0.01 to 1 with a step 0.01, χ was chosen from the
set {0.01,0.1,0.2,0.5,1,2,5,10,20,50}. All experiments were run on Intel Core2
Duo E8400 3GHz (only one core used) with 3.25GB RAM, running Windows XP
(Service Pack 3) and MATLAB environment.
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Fig. 1 An example of clustering results for Ban database; pairs of prototypes and final proto-
types; η = 0.1

Table 1 Determination of parameters values, results of the first step (Ban, AHUB)

c Misclassification error η τ
Mean (St.Dev)

2 28.443 (1.945) 2.0 0.1
3 13.459 (2.525) 4.0 0.1
4 12.426 (0.947) 0.1 0.1
5 11.806 (0.693) 1.0 0.1
6 11.312 (0.701) 0.1 0.1
7 10.951 (0.898) 1.0 0.1
8 10.829 (0.735) 0.1 0.1

In case of three databases (Ban, BreC, Diab) the better result in relation to the
LSVM was not achieved. For other three databases proposed classifier leads to lower
mean misclassification error and its standard deviation - values which are the best
and better in relation to the LSVM are written in bold in Table 2. Different loss
functions lead to the lowest mean misclassification error - ASQR and AHUB for
Ban, ALOGL for BreC and Thy, ALIN for Diab, ASIGL for Hea and Syn. In
case of synthetic data (Ban, Syn), computing time was always (for all loss func-
tions) lower with respect to the LSVM, especially in case of Ban (up to 33 times).
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Table 2 Final results obtained for different loss functions and for the LSVM. Each cell con-
tains: mean (top), standard deviation (middle) of misclassification error and normalized com-
puting time (bottom). The best results for each database are in boldface.

LSVM ASQR ALIN SIG ASIGL AHUB ALOG ALOGL

Ban

10.340
0.425
1.00

10.880
0.589
0.03

10.972
0.580
0.09

11.338
0.907
0.05

11.041
0.670
0.06

10.880
0.544
0.06

10.883
0.550
0.06

10.888
0.587
0.08

BreC

25.195
3.963
1.00

26.805
4.508
0.89

26.831
4.779
4.56

26.844
4.641
1.16

26.896
4.642
1.59

27.013
4.529
1.51

26.857
4.517
1.61

26.740
4.559
3.15

Diab

23.143
1.687
1.00

23.423
1.701
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Fig. 2 An example of clustering results for Ban database; pairs of prototypes and final proto-
types; η = 5.0
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For the rest of databases, computing time was always (with the exception of three
cases) higher, especially for Thy, up to 42 times. Taking into consideration different
loss functions, ASQR has the lowest computing time in case of two databases, SIG
in case of four. Among different loss functions, only in case of Ban and BreC
number of rules ensuring the best results are similar (8 for Ban, 2 for BreC). Also
only in case of these databases similar values of the η were chosen (0.1 for Ban,
1.0 for BreC). In case of the τ , only for synthetic data (Ban, Syn) any relation may
be noticed - τ = 0.1 was chosen.

Figure 3 presents 68th training subset of Ban and obtained discrimination curve
and linear functions of eight if-then rules consequences (gray lines). Function of
one consequence was located farther than Ban objects, so only seven lines are in
the figure.
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Fig. 3 Classification results for Ban database; discrimination curve and linear functions from
consequences of rules

4 Conclusions

In the presented work it was shown, that the fuzzy clustering may be applied to
establish fuzzy if-then rules parameters values to obtain nonlinear extension of the
IRLS classifier. Seven different loss functions (approximations of the misclassifi-
cation error) were used. Classification quality and computing time was examined
using six benchmark databases and compared with the Lagrangian SVM method -
modified version of the SVM, which is regarded as a one of the best classifiers. For
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three databases lower mean misclassification error and its standard deviation were
achieved. In case of two databases, for all loss functions computational time was
lower. It is not possible to indicate the best loss function - different loss functions
lead to the lowest mean misclassification error, depending on database.
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Separable Linearization of Learning Sets
by Ranked Layer of Radial Binary Classifiers

Leon Bobrowski and Magdalena Topczewska

Abstract. Layers of binary classifiers can be used in transformation of data sets
composed of multivariate feature vectors. A new representation of data sets is ob-
tained this way that depends on parameters of the classifiers in the layer. By a spe-
cial, data driven choice of these parameters the ranked layer can be designed. The
ranked layer has a important property of data sets linearization. It means that the
data sets become linearly separable after transformation by ranked layer. The ranked
layer can be built, inter alia, from radial or nearest neighbors binary classifiers.

1 Introduction

Classifiers are designed on the basis in a form of learning data sets according to
variety of pattern recognition methods [1,2]. Learning sets contain examples of ob-
jects assigned to selected categories (classes). Objects are typically represented in
a standardized manner by a multivariate feature vectors. A binary classifier trans-
forms multivariate feature vectors into a binary numbers equal to one or zero. A
layer of binary classifiers transforms feature vectors into output vectors with binary
components. A layer of binary classifiers aggregates input data sets if many feature
vectors are transformed into the same output vector with binary components. The
aggregation is separable if only feature vectors belonging to the same category may
be merged into a single output vector. A layer aggregates leaning sets in linearly
separable manner if each of the transformed sets can be separated from the others
by a hyperplane in the transformed feature space. Linearly separable aggregation
plays a special role in pattern recognition methods based on neural networks mod-
els [3]. In particular, the Perceptron model based on formal neurons is important in
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this context [4]. The linear separability of learning sets is an important issue also
in the support vetor machines (SVM) approach, one of the most popular methods in
data mining, [5,6]. An essential part of the SVM algorithms is the linear separability
induction through kernel functions. The selection of the appropriate kernel functions
is still an open and difficult problem in many practical applications of the support
vector machines method. A family of K disjoined learning sets can be transformed
into K linearly separable sets as a result of the transformation by ranked layer of
formal neurons as it has been proved in the paper [7]. This result has been extended
to the ranked layers of arbitrary binary classifiers in the work [8]. Designing ranked
layers from radial binary classifiers is considered in the current work. In particularly,
the computational procedure of ranked layer designing based on nearest neighbors
is proposed.

2 Separable Learning Sets

Let us assume that each of m objects O j ( j = 1, . . . ,m) is represented in a stan-
dardized manner by feature vectors x j[n] = [x j1, . . . ,x jn]

T belonging to a given n-
dimensional feature space F[n] (x j[n] ∈ F [n]). Each vector x j[n] can be treated as a
point of the n-dimensional feature space F [n]. Components x ji of the feature vector
x j[n] can be a numerical results of n standardized examinations related to particular
features xi (i = 1, . . . ,n) of a given object O j (x ji ∈ {0,1} or x ji ∈ R). In practice,
we can assume freely that the feature space F[n] is equal to the n-dimensional real
space Rn (F[n] = Rn). Let us assume that each object O j may belong to one category
(class) ωk (k = 1, . . . ,K). All the feature vectors x j[n] that represent the objects O j

from one class ωk can be collected as the k-th learning set Ck:

Ck = {x j[n] : j ∈ Jk} (1)

where Jk is the set of indices j of objects O j assigned to the k-th the class ωk. The
learning set Ck contains mk feature vectors x j[n] assigned to the k-th category ωk.
Assignment feature vectors x j[n] to individual categories ωk can be seen as a an
additional knowledge about classification problem [1].

Definition 1. The learning sets Ck (1) are separable in the feature space F [n], if they
are disjoined in this space (Ck∩Ck′ =, if k �= k′). This means that the feature vectors
x j[n] and x j′ [n] belonging to different learning sets Ck and Ck′ cannot be equal:

(k �= k′)⇒ (∀ j ∈ Jk) and (∀ j ∈ Jk′)x j[n] �= x j′ [n] (2)

We also take into consideration the separation of the learning sets Ck (1) sets by the
hyperplanes H(wk[n],θk) in the feature space F [n]:

H(wk[n],θk) = {x[n] : wk[n]
T x[n] = θk}. (3)
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where wk[n] = [wk1, . . . ,wkn]
T ∈ Rn is the weight vector, θk ∈ R1 is the threshold,

and wk[n]T x[n] is the inner product.

Definition 2. The feature vector x j[n] is situated on the positive side of the hyper-
plane H(wk[n],θk) (3) if and only if wk[n]T x j[n]> θk. Similarly, the vector x j[n] is
situated on the negative side of H(wk[n],θk) if and only if wk[n]T x j[n]< θk.

Definition 3. The learning sets (1) are linearly separable in the n-dimensional fea-
ture space F [n] if each of the sets Ck can be fully separated from the sum of the
remaining sets Ci by some hyperplane H(wk[n],θk) (3):

(∀k ∈ {1, . . . ,K}) (∃wk[n],θk) (∀x j[n] ∈Ck) wk[n]T x j[n]> θk

and (∀x j[n] ∈Ci, i �= k) wk[n]T x j[n]< θk
(4)

In accordance with the inequalities (4), all the vectors x j[n] from the learning set
Ck are situated on the positive side of the hyperplane H(wk[n],θk) (3) and all the
vectors x j[n] from the remaining sets Ci are situated on the negative side of this
hyperplane.

3 Radial Binary Classifiers

The binary classifiers BCi(vi[N]) operates on input (feature) vectors x[n] (x[n] ∈
F [n]) and are characterized by such a decision rule ri(vi[N];x[n]) which depends on
the parameter vector vi[N] = [vi1, . . . ,viN ]

T in the parameter space RN (vi[N] ∈ RN)
[1]. The vector vi[N] is composed of N parameters vik (vik ∈ R). Each classifier
BCi(v)i[N]) has the binary output ri = ri(vi[N];x[n]) (ri ∈ {0,1}, i = 1, . . . ,L).

Definition 4. The activation field Ai(vi[N]) of the i-th binary classifier BCi(vi[N])
with the decision rule ri(vi[N];x[n]) is the set of such input vectors x[n] which acti-
vate this classifier.

Ai(vi[N]) = {x[n] : ri(vi[N];x[n]) = 1} (5)

The radial binary classifier RC(wi[n],ρi) has the activation field Ai(wi[n],ρi) (5) in a
form of a sphere with the center wi[n] = [wi1, . . . ,win]

T and the radius ρi (ρi > 0) [1].
The radial binary classifiers RC(wi[n],ρi) can be characterized by the below decision
rule rRC(wi[n],ρi;x[n]) which is based on the distances δ (wi[n],x[n]) between the
point x[n] and the center wi[n]:

rRC(wi[n],ρi;x[n]) =
{

1 if (wi[n],x[n])≤ ρi

0 if (wi[n],x[n])> ρi
(6)

In accordance with the above decision rule, the radial classifier RC(wi[n],ρi) is ac-
tivated by the input vector x[n] (rRC(wi[n],ρi;x[n]) = 1) if and only if the distance
(wi[n],x[n]) between the vector x[n] and the center wi[n] is no greater than the ra-
dius ρi. The decision rule rRC(wi[n],ρi;x[n]) (6) of the radial classifier RC(wi[n],ρi)
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depends on the n + 1 parameters wi[n] and ρi. The shape of the activation field
ARC(wi[n],ρi) (5) depends of the choice of the distance function δ (wi[n],x[n]). A
few examples of distance functions δ (wi[n],x[n]) are given below [9]:

δE(wi[n],x[n]) = ((x[n]−wi[n])T (x[n]−wi[n]))
1
2 the Euclidean dist.

δL1(wi[n],x[n]) = ∑
l=1,...,N

|wil − xl| the L1 distance

δM(wi[n],x[n]) = ((x[n]−wi[n])T ΣΣΣ−1(x[n]−wi[n]))
1
2 the Mahalanobis dist.

(7)

where ΣΣΣ is the covariance matrix n× n designed on the base of m feature vectors
x j[n]. The shapes of the activation fields ARC(wi[n],ρi) (5) with these distance func-
tions δ (wi[n],x[n]) are sketch on the Fig. 1.

(a) (b) (c)

Fig. 1 The shapes of the activation fields ARC(wi[n],ρi) (5) with different distance functions
δ (wi[n],x[n]) (7)

4 Separable Layers of Binary Classifiers

The layer composed of L radial binary classifiers RC(wi[n],ρi) with the decision
rules r(wi[n],ρi;x[n]) (6) produces the output vectors r[L] with L binary components
ri (ri ∈ {0,1}:

r[L] = [r1, . . . ,rL]
T = [r(w1[n],ρ1;x[n]), . . . ,r(wL[n],ρL;x[n])]T (8)

The layer of L binary classifiers RC(wi[n],ρi) transforms feature vectors x j[n] from
the learning sets Ck (1) into the sets Rk of the binary output vectors r j[L]:

Rk = {r j[L] : j ∈ Ik} (9)

where

(∀ j ∈ {1, . . . ,m}) r j[L] = [r(w1[n],ρ1;x j[n]), . . . ,r(wL[n],ρL;x j[n])]
T (10)
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Definition 5. The layer of L binary classifiers RC(wi[n],ρi) (6) is separable, if it
preserves separability (2) of the learning sets Ck once they are transformed into the
sets Rk (9). It means that the below implication is preserved after the transformation
(10) by the layer:

(k �= k′)⇒ (∀ j ∈ Jk) and ( j′ ∈ Jk′)r j[L] �= r j′ [L] (11)

Definition 6. The layer of L binary classifiers RC(wi[n],ρi) (6) is linearly separable,
if the separable learning sets Ck (2) become linearly separable sets Rk (9) after the
transformation (10) by this layer:

(∀k ∈ {1, . . . ,K}) (∃wk[L],θk) (∀r j[L] ∈ Rk) wk[L]T r j[L]> θk

and (∀r j[L] ∈ Ri, i �= k) wk[L]T r j[L]< θk
(12)

Let us remark that each linearly separable layer of binary classifiers RC(wi[n],ρi) (6)
is also a separable layer. It has been proved that the ranked layer of binary classifiers
RC(wi[n],ρi) (6) is linearly separable [8].

5 Designing Ranked Layers of Radial Binary Classifiers

Designing ranked layers can be based on a search for homogeneous active fields
Ai(wi[n],ρi) (5) of radial classifiers RC(wi[n],ρi) with the binary decision rules
rRC(wi[n],ρi;x[n]) (6):

Ai(wi[n],ρi) = {x j[n] : rRC(wi[n],ρi;x j[n]) = 1} (13)

Definition 7. The active field Ai(wi[n],ρi) (13) is homogeneous in respect to the
learning sets Ck (2) if it contains feature vectors x j[n] belonging to only one of the
sets Ck.

The active field Ai(wi[n],ρi) (13) is not inhomogeneous if it contains feature vec-
tors x j[n] belonging to more than one learning sets Ck (2). In order to achieve a
high generalization power of the layer the below designing postulate concerning
the homogeneous active field Ai(wi[n],ρi) (13) was introduced [8]:

Designing postulate I: The homogeneous active field Ai(wi[n],ρi) (13)
should contain a lot of feature vectors x j[n] belonging
to only one learning set Ck (2).

(14)
In order to meet the postulate (14) the maximal homogeneous sphere S j is computed
for each of m feature vectors x j[n]. The sphere S j is defined as the homogeneous
active field A j(x j[n],ρ j) (14) centered in the point x j[n]:

S j = max
ρ

A j(x j[n],ρ j) (15)
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where the above symbol maxρ A j(x j[n],ρ j) means such homogeneous active field
A j(x j[n],ρ j) (14) which has the largest radius ρ j. The homogeneous sphere S j (15)
should be characterized by the maximal number Mj of feature vectors x j[n] from
one learning set Ck (2) (x j[n] ∈Ck) contained in S j. The optimal sphere S j∗ (15) is
selected on the basis of the numbers Mj of feature vectors x j[n] from one learning
set Ck (2) (x j[n] ∈ Ck) in particular areas S j (15). The optimal sphere S j∗ (15), is
characterized by the highest number Mj∗ of feature vectors x j[n]:

(∀ j ∈ {1, . . . ,m}) Mj∗ ≥Mj (16)

Let us describe the multistage procedure of the ranked layer designing from radial
classifiers RC(wi[n],ρi) with the binary decision rules rRC(wi[n],ρi;x[n]) (6):

Ranked layer designing procedure (17)

Stage i. (Start)
- put l=1 and define the sets Ck(l) : (∃k ∈ {1, . . . ,K}) Ck(l) =Ck (1)
Stage ii. (Optimal homogeneous sphere S j∗ (15))
- find parameters j∗, k∗, x j∗[n] and ρ j of the optimal homogeneous sphere S j∗ (15)
and the reduced set Ck (1)
Stage iii. (Reduction of the set Ck (1))
- delay such feature vectors x j[n] which are contained within the optimal sphere S j

(15)

Ck∗(l + 1) =Ck∗(l)−{x j[n] : x j[n] ∈ S j∗ (15)}
and (∀k ∈ {1, . . . ,K}wherek �= k∗) Ck(l + 1) =Ck(l) (18)

Stage iv. (Stop criterion)
if all the sets Ck(l + 1) are empty then stop
else increase the index l by one (l → l + 1) and go to the Stage ii.

It can be seen that each radial binary classifier RC(wi[n],ρi) (6) added to the layer
reduces (18) the set Ck∗(l) by at least one feature vector x j∗[n]. Based on this prop-
erty, it can be proved that if the learning sets Ck (1) are separable (2), then after finite
number L of steps the procedure will be stopped. The following Lemma results [8]:

Lemma 1. The number L of radial binary classifiers RC(wi[n],ρi) (6) in the ranked
layer is no less than the number K of the learning sets Ck (1) and no greater than
the number m of the feature vectors x j[n] in these sets.

K ≤ L≤m (19)

The minimal number L = K of radial binary classifiers RC(wi[n],ρi) (6) appears in
the ranked layer when whole learning sets Ck (1) are reduced (13) during successive
steps l. The maximal number L = m of elements appears in the ranked layer when
only single elements x j[n] are reduced during successive steps l.
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Theorem 1. The sets Rk (9) obtained in result of transformation (10) of separa-
ble learning sets Ck (2) by the ranked layer (17) of L radial binary classifiers
RC(wi[n],ρi) (6) are linearly separable (4).

The proof of the above theorem can be given by repeating the argumentation from
the analysis given in the works [7] and [8]. The ranked layer design procedure (17)
involves the generation of a sequence of the optimal homogeneous spheres S j (15).
The procedure (17) is stopped if each feature vector x j[n] is located in one sphere S j

(15). The postulate (14) can be treated as an element of the greedy strategy aimed
at the ranked layer designing with a great power of generalization. A more general
designing postulate can be formulated as:

Designing postulate II: The ranked layer should include the minimal number
L (19) of radial binary classifiers RC(wi[n],ρi) (6)

(20)
We can remark also, that the assumptions of the procedure (17) may be less restric-
tive in other points. First of all, demand that all spheres S j (15) should be homo-
geneous, can be relaxed in some limits. Also, not every feature vector x j[n] must
be placed in certain sphere S j (15). A limited number of vectors x j[n] may remain
beyond the spheres S j (15). After this kind of the procedure (17) relaxation, the
linear separability (12) of the sets Rk (9) is no longer guaranteed. The sets Rk (9)
may become almost linearly separable [10]. A greater generalization power of the
designed layer of binary classifiers RC(wi[n],ρi) (6) may be achieved by taking into
account the sets Rk (9) which are not necessary linearly separable (14) but only
almost linearly separable [8].

6 Experimental Results

To demonstrate the individual steps of the ranked layers’ designing two experiments
are presented. The first is a toy example with small amount of objects and the second
is the well-known and well-understood problem of flowers classification.

6.1 Toy Example

In the experiment data set containing collection of objects presented in the Figure
2(a) was chosen. The objects belong to two classes - the label for ω1 class is 1
and the circle is a marker specifier. Analogically, the label for ω2 class is 2 and the
cross is a marker specifier. The objects are not linearly separable. Application of the
ranked layers of binary classifiers allowed to separate objects from examined two
classes completely in three steps. The results are presented in the Table 1.
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Fig. 2 Toy example data set: (a) a scatter plot; (b) final Si circles; (c)-(e) steps of the classifi-
cation procedure

Table 1 Results for the Toy example

index j feature vector x j transformed vector r j category

1 [1,4] [0,1,0] cross
2 [2,4] [0,1,0] cross
3 [3,4] [1,1,0] circle
4 [1,3] [0,1,0] cross
5 [2,3] [1,1,0] circle
6 [3,3] [1,1,0] circle
7 [1,2] [0,0,1] circle
8 [2,2] [0,1,0] cross
9 [3,2] [1,0,0] circle

10 [1,1] [0,0,1] circle
11 [2,1] [0,0,1] circle

The S1 sphere is centered at the [3,3] point and the radius is equaled ρ1 = 1.000,
the S2 sphere is centered at the [2,4] point and the radius is ρ2 = 2.000, and finally
the S3 sphere is centered at the [1,1] point and the radius is ρ3 = 1.000.

The weight vectors of the hyperplanes separating the two transformed sets of
objects have the forms: v1 = [ 1

2 ,− 1
4 ,

1
8 ]

T and v2 = [− 1
2 ,

1
4 ,− 1

8 ]
T respectively.
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6.2 Experiment 2

In the second experiment the Iris data set was chosen. It is the well-known and
well-understood problem of three species of irises, where each of 150 flowers is
described by four attributes and belongs to one of three classes.

Table 2 Results for the Iris data set (xC - the center of the Si sphere, ρi - the radius of the Si
sphere, mi - number of classified objects by the Si sphere)

step i sphere center xCi radius ρi mi category

1 [5.1,3.5,1.4,0.2] 2.0905 50 Iris-setosa
2 [5.7,2.6,3.5,1.0] 1.4629 39 Iris-versicolor
3 [7.2,3.6,6.1,2.5] 1.5684 35 Iris-virginica
4 [5.8,2.8,5.1,2.4] 0.7874 10 Iris-virginica
5 [6.6,2.9,4.6,1.3] 0.6245 9 Iris-versicolor
6 [5.9,3.2,4.8,1.8] 0.6481 2 Iris-versicolor
7 [4.9,2.5,4.5,1.7] 1.6583 5 Iris-virginica

The results are presented in the Table 2. In seven steps the classification of ob-
jects belonging to three classes was performed. In the first step the whole category
Iris-setosa was perfectly classified by the S1 sphere with the xC1 = [5.1,3.5,1.4,0.2]
center and the ρ1 = 2.0905 radius. In the second step 39 objects belonging
to the Iris-versicolor category were classified by the S2 sphere with the
xC2 = [5.7,2.6,3.5,1.0] center and the ρ2 = 1.4626 radius. In the next two steps,
35 and 10 objects belonging to the Iris-virginica category were classified by the S3

and S4 spheres (xC3 = [7.2,3.6,6.1,2.5], ρ3 = 1.5684 and xC4 = [5.8,2.8,5.1,2.4],
ρ4 = 0.7874). The steps 5 and 6 concerned classification of 11 objects belonging to
the Iris-versicolor category. Two spheres were built with the centers and radiuses:
xC5 = [6.6,2.9,4.6,1.3], ρ5 = 0.6245 and xC6 = [5.9,3.2,4.8,1.8], ρ6 = 0.6481. Fi-
nally the S7 sphere (xC7 = [6.6,2.9,4.6,1.3], ρ7 = 0.6245) classified 5 objects be-
longing to the Iris-virginica category.

The weight vectors of the hyperplanes hk = H(vk[7],0) = {r[7] : vk[7]T r[7] = 0}
(k = 1,2,3) separating the transformed sets of objects have the forms: v1[7] =
[ 1

2 ,− 1
4 ,− 1

8 ,− 1
16 ,− 1

32 ,− 1
64 ,− 1

128 ]
T , v2[7] = [− 1

2 ,
1
4 ,− 1

8 ,− 1
16 ,

1
32 ,

1
64 ,− 1

128 ]
T and

v3[7] = [− 1
2 ,− 1

4 ,
1
8 ,

1
16 ,− 1

32 ,− 1
64 ,

1
128 ]

T .

7 Conclusions

The ranked layer of radial binary classifiers RC(wi[n],ρi) (6) allows to transform
separable learning sets Ck (2) into linearly separable (4) sets Rk (9). The linearization
of learning sets Ck (1) is particularly important in the context of the support vector
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machines (SVM) [5]. The linearization (4) of the learning sets Ck (1) in the SVM
approach is achieved, not always successfully, by introducing kernel functions.

The data driven procedure (17) of the ranked layer designing from radial binary
classifiers RC(wi[n],ρi) (6) has been proposed in this paper. Implementation of the
proposed procedure (17) can be relatively easy. Sophisticated computational tech-
niques are not necessarily needed for an implementation of the basic form of the
designing procedure (17). The basic procedure (17) can be modified in many ways.

The problem of designing ranked layers with a high generalization power still
has a lot of unresolved issues. One of these issues is the optimization of the ranked
layer built with different types of classifiers. For example, the designed layer may
include both radial binary classifiers RC(wi[n],ρi) (6) as well as formal neurons [8].
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Hidden Markov Models For Two-Dimensional
Data

Janusz Bobulski

Abstract. Hidden Markov models are well-known methods for image processing.
They are used in many areas where 1D data are processed. In the case of 2D data,
there appear some problems with application HMM. There are some solutions, but
they convert input observation from 2D to 1D, or create parallel pseudo 2D HMM,
which is set of 1D HMMs in fact. This paper describes authentic 2D HMM with
two-dimensional input data, and its application for pattern recognition in image
processing.

1 Introduction

Hidden Markov models (HMM) are widely apply in data classification. They are
used in speech recognition, character recognition, biological sequence analysis, fi-
nancial data processing, texture analysis, face recognition, etc. This widely appli-
cation of HMM is result of its effectiveness. An extension of the HMM to work on
two-dimensional data is 2D HMM. A 2D HMM can be regarded as a combination
of one state matrix and one observation matrix, where transition between states take
place according to a 2D Markovian probability and each observation is generated
independently by the corresponding state at the same matrix position. It was noted
that the complexity of estimating the parameters of a 2D HMMs or using them to
perform maximum a posteriori classification is exponential in the size of data. Sim-
ilar to 1D HMM, the most important thing for 2D HMMs is also to solve the three
basic problems, namely, probability evolution, optimal state matrix and parameters
estimation.

When we process one-dimensional data, we have good tools and solution for
this. Unfortunately, this is unpractical in image processing, because the images are
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two-dimensional. When you convert an image from 2D to 1D , you lose some infor-
mation. So, if we process two-dimensional data, we should apply two-dimensional
HMM, and this 2D HMM should work with 2D data. One of solutions is pseudo 2D
HMM [2,6,10]. This model is extension of classic 1D HMM. There are super-states,
which mask one-dimensional hidden Markov models (Fig. 1). Linear model is the
topology of superstates, where only self transition and transition to the following
superstate are possible. Inside the superstates there are linear 1D HMM. The state
sequences in the rows are independent of the state sequences of neighboring rows.
Additional, input data are divided to the vector. So, we have 1D model with 1D data
in practise.

Fig. 1 Pseudo 2D HMM [1]

Other approach to image processing use two-dimensional data present in works
[4] and [7]. The solutions base on Markov Random Fields (MRF) and give good
results for classification and segmentation, but not in pattern recognition. Interesting
results showed in paper [11]. This article presents analytic solution and evidence of
correctness two-dimensional HMM. But this 2D HMM is similar to MRF, works
with one-dimensional data and can be apply only for left-right type of HMM. This
article presents real solution for 2D problem in HMM. There is show true 2D HMM
which processes 2D data.

2 Classic 1D HMM

HMM is a double stochastic process with underlying stochastic process that is not
observable (hidden), but can be observed through another set of stochastic processes
that produce a sequence of observation [8]. Let O = {O1, ..,OT } be the sequence of
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observation of feature vectors, where T is the total number of feature vectors in the
sequence. The statistical parameters of the model may be defined as follows [5, 9]:

• The number of states of the model, N
• The number of symbols M
• The transition probabilities of the underlying Markov chain, A = {ai j},1≤ i, j≤

N, where ai j is the probability of transition from state i to state j
• The observation probabilities, B = {b jm)} 1≤ j ≤ N,1≤m≤M which repre-

sents the probability of gnerate the mth symbol in the jth state.
• The initial probability vector, Π = {πi} 1≤ i≤ N.

Fig. 2 One-dimensional HMM

Hence, the HMM requires three probability measures to be defined,A,B,Π and
the notation λ = (A,B,Π) is often used to indicate the set of parameters of the
model. In the proposed method, one model is made for each part of the face. The
parameters of the model are generated at random at the beginning. Then they are
estimated with Baum-Welch algorithm, which is based on the forward-backward
algorithm. The forward algorithm calculates the coefficient αt(i) (probability of ob-
serving the partial sequence (o1, ,ot) such that state qt is i). The backward algo-
rithm calculates the coefficient βt(i) (probability of observing the partial sequence
(ot+1, ,oT ) such that state qt is i). The Baum-Welch algorithm, which computes the
λ , can be described as follows [5]:

1. Let initial model be λ0

2. Compute new λ based on λ0 and observation O
3. If log(P(O|λ )− log(P(O)|λ0)< DELTA stop
4. Else set λ → λ0 and go to step 2.

The parameters of new model λ , based on λ0 and observation O, are estimated from
equation of Baum-Welch algorithm [9], and then are recorded to the database.

3 Three Basic Problems

There are three fundamental problems of interest that must be solved for HMM to
be useful in some applications. These problems are the following:

1. Given observation O = (o1,o2, ,oT ) and model λ = (A,B,Π), efficiently com-
pute P(O|λ )
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2. Given observation O=(o1,o2, ,oT ) and model λ find the optimal state sequence
q = (q1,q2, ,qT )

3. Given observation O = (o1,o2, ,oT ), estimate model parameters λ = (A,B,Π)
that maximize P(O|λ )

3.1 Solution to Problem 1

Forward Algorithm [5]:

• Define forward variable αt (i) as:

αt(i) = P(o1,o2, ,ot ,qt = i|λ ) (1)

• αt(i) is the probability of observing the partial sequence (o1,o2, ,ot) such that
the the state qt is i

• Induction

1. Initialization:
α1(i) = πibi(o1) (2)

2. Induction:

αt+1(i) =

[ N

∑
i=1

αt(i)ai j

]
b j(ot+1) (3)

3. Termination:

P(O|λ ) =
N

∑
i=1

αT (i) (4)

Backward Algorithm [5]:

• Define backward variable βt(i) as:

βt(i) = P(ot+1,ot+2, ,oT ,qt = i|λ ) (5)

• βt(i) is the probability of observing the partial sequence (o1,o2, ,ot) such that the
the state qt is i

• Induction

1. Initialization:
βT (i) = 1 (6)

2. Induction:

βt(i) =
N

∑
i=1

ai jb j(ot+1βt+1( j)), (7)

1≤ i≤ N, t = T − 1, ...,1
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3. Termination:

P(O|λ ) =
N

∑
i=1

β1(i) (8)

3.2 Solution to Problem 2

Viterbi Algorithm [5]:

• Initialization:
δ1(i) = πibi(o1),1≤ i≤ N (9)

1≤ i≤ N

ψ1 = 0 (10)

• Recursion:
δt( j) = max

1≤i≤N
[δt−1(i)ai j]b j(ot) (11)

ψt( j) = arg max
1≤i≤N

[δt−1(i)ai j ]b j(ot) (12)

1≤ j ≤ N,2≤ t ≤ T

• Termination:
P∗ = max

1≤i≤N
[δt(i)] (13)

q∗t = arg max
1≤i≤N

[δt(i)] (14)

• Backtracking:
q∗t = ψt(q

∗
t+1) (15)

t = T − 1,T − 2, ...,1

3.3 Solution to Problem 3

Baum-Welch Algorithm [5]:

• Define ξ (i, j) as the probability of being in state i at time t and in state j at time
t + 1

ξ (i, j) =
αt (i)ai jb j(ot+1)βt+1( j)

P(O|λ ) =
αt (i)ai jb j(ot+1)βt+1( j)

∑N
i=1 ∑N

j=1 αt(i)ai jb j(ot+1)βt+1( j)
(16)
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• Define γ(i) as the probability of being in state i at time t, given observation
sequence.

γt(i) =
N

∑
j=1

ξt(i, j) (17)

• ∑T
t=1 γt(i) is the expected number of times state i is visited

• ∑T−1
t=1 ξt(i, j) is the expected number of transition from state i to j

Update rules:

• π̄i = expected frequency in state i at time (t = 1) = γ1(i)
• āi j = (expected number of transition from state i to state j)/(expected number of

transitions from state i:

āi j =
∑t ξt(i, j)

∑t γt(i)
(18)

• b̄ j(k) = (expected number of times in state j and oserving symbol k)/(expected
number of times in state j:

b̄ j(k) =
∑t,ot=k γt( j)

∑t γt( j)
(19)

4 2D HMM

In paper [11], Yujian proposed definitions and proofs of 2D HMM. He has pre-
sented several analytic formulae for solving the three basic problems of 2-D HMM.
Solution to Problem 2 is usefull, and Viterbi algorithm can be easily adopted to im-
age recognition with two dimensional input data. Unfortunetly, solution to problem
1 and 3 may be use only with one dimensional data -observation vector. Besides
presented solutions are for Markov model type "left-right", and not ergodic. So, I
present solution to problems 1 and 3 for two dimensional data. The statistical pa-
rameters of the 2D model (Fig. 3):

• The number of states of the model N2

• The number of data streams k1 x k2 = K
• The number of symbols M
• The transition probabilities of the underlying Markov chain, A= {ai jl},1≤ i, j≤

N,1≤ l ≤ N2, where ai j is the probability of transition from state i j to state l
• The observation probabilities, B = {bi jm)},1 ≤ i, j ≤ N,1 ≤ m ≤M which rep-

resents the probability of gnerate the mth symbol in the i jth state.
• The initial probability, Π = {πi jk},1≤ i, j ≤ N,1 ≤ k ≤ K.
• Oservation sequance O = {ot},1≤ t ≤ T,ot is square matrix simply observation

with size k1 x k2 = K
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Fig. 3 Two-dimensional ergodic HMM

4.1 Solution to 2D Problem 1

Forward Algorithm

• Define forward variable αt (i, j,k) as:

αt(i, j,k) = P(o1,o2, ,ot ,qt = i j|λ ) (20)

• αt(i, j,k) is the probability of observing the partial sequence (o1,o2, ,ot) such
that the the state qt is i, j for each kth strem of data

• Induction

1. Initialization:
α1(i, j,k) = πi jkbi j(o1) (21)

2. Induction:

αt+1(i, j,k) =

[ N

∑
l=1

αt(i, j,k)ai jl

]
bi j(ot+1) (22)

3. Termination:

P(O|λ ) =
T

∑
t=1

K

∑
k=1

αT (i, j,k) (23)
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4.2 Solution to 2D Problem 3

Parameters reestimation Algorithm:

• Define ξ (i, j, l) as the probability of being in state i j at time t and in state l at
time t + 1 for each kth strem of data

ξt(i, j, l) =
αt (i, j,k)ai jlbi j(ot+1)βt+1(i, j,k)

P(O|λ ) =

=
αt (i, j,k)ai jbi j(ot+1)βt+1(i, j,k)

∑K
k=1 ∑N2

l=1 αt (i, j,k)ai jl bi j(ot+1)βt+1(i, j,k)

(24)

• Define γ(i, j) as the probability of being in state i, j at time t, given observation
sequence.

γt(i, j) =
N2

∑
l=1

ξt(i, j, l) (25)

• ∑T
t=1 γt(i, j) is the expected number of times state i j is visited

• ∑T−1
t=1 ξt(i, j, l) is the expected number of transition from state i j to l

Update rules:

• ¯πi jk = expected frequency in state i, j at time (t = 1) = γ1(i, j)
• āi j = (expected number of transition from state i, j to state l)/(expected number

of transitions from state i, j:

āi jl =
∑t ξt(i, j, l)

∑t γt(i, j)
(26)

• b̄i j(k) = (expected number of times in state j and oserving symbol k)/(expected
number of times in state j:

b̄i j(k) =
∑t,ot=k γt(i, j)

∑t γt(i, j)
(27)

5 Experimenting

The image database Amsterdam Library of Object Images was used in experiment-
ing. It is a color image collection of one-thousand small objects, recorded for sci-
entific purposes. In order to capture the sensory variation in object recordings, they
systematically varied viewing angle, illumination angle, and illumination color for
each object, and additionally captured wide-baseline stereo images. They recorded
over a hundred images of each object, yielding a total of 110,250 images for the
collection [1, 3].

In order to verify the method has been selected fifty objects. Three images for
learning and three for testing has been chosen. The 2D HMM has been implemented
with parameters N = 5,N2 = 25,K = 25,M = 50. Wavelet transform has been cho-
sen as features extraction technigue. Table 1 presents results of experiments.
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Table 1 Comparison of recognition rate

Method Recognition rate [%]
Eigenvector 86
1D HMM 90
2D HMM 92

6 Conclusion

Article presents a new conception about two-dimensional hidden Markov models.
We show solutions of principle problems for ergodic 2D HMM, which may be ap-
plied for 2D data. Recognition rate of the method is 92%, which is better than 1D
HMM. Furthermore, the advantage of this approach is that there is no need to con-
vert the input two-dimensional image on a one-dimensional data, what simplifies
pattern recognition system.
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Methods of Learning Classifier Competence
Applied to the Dynamic Ensemble Selection

Maciej Krysmann and Marek Kurzynski

Abstract. In the design of dynamic ensemble selection system (DES) based on com-
petence measure of base classifiers, two steps can be distinguished. The first step
consists in calculating the set of competences of a classifier at all points of valida-
tion set. In the second step this set is generalized to the whole feature space or - in
other words - the procedure of learning competence function using the competence
set is performed. In the paper different methods of learning competence function are
developed using the concept of randomized reference classifier as a basis for deter-
mining the competence set. The methods developed are: potential function method,
linear regression, neural network, radial basis neural network, generalized regres-
sion neural network and 1-Nearest Neighbor method. Performance of DES systems
for different learning methods were experimentally investigated using 9 benchmark
data sets from the UCI Machine Repository and results of comparative analysis are
presented.

1 Introduction

One of the most important tasks in optimizing a multiclassifier system (MCS) is the
choice of a group of competent (adequate) classifiers from a pool of base classifiers
[2, 7]. There are two main approaches to this problem: static selection scheme in
which classifier (ensemble of classifiers) is selected for all test patterns, and dynamic
selection method which explores the use of different classifiers for different test
patterns.

For the calculation of the competence in the most dynamic ensemble selection
(DES) systems, various performance (local accuracy) estimates are used, such as the
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local accuracy estimation [4,9,12], Bayes confidence measure [6], multiple classifier
behaviour [5], methods based on relating the response of the classifier with the re-
sponse obtained by a random guessing [13] or randomized classification model [14],
among others.

Regardless of the interpretation of the competence measure, the whole proce-
dure of calculating the classifier competence can be divided into the following two
steps [14]. In the first step, the set of competences at all points of validation set is
calculated. In the second step, the competence measure (function) of the classifier
is constructed. This construction is based on extending (generalizing) the compe-
tence set to the entire feature space. In other words, this step can be considered as a
problem of learning competence function using the competence set.

In this study the second step of the above procedure is addressed by developing
the different methods of learning competence functions with the probabilistic model
and randomized reference classifier (RRC) [14] as a basis for determining the com-
petence set. In the paper the following methods of learning competence functions
are developed: potential function method, linear regression model, artificial neural
network, radial basis neural network, generalized regression neural network and 1-
Nearest Neighbor method.

The DES system based on the competence measure classifies a test object in
the following manner. First, the competences are determined for each base classi-
fier in the pool. Then a subset of the classifiers with the competences greater than
the probability of random classification is selected from the pool for a test object.
The selected classifiers are combined using the weighted majority voting rule with
continuous-valued outputs, where the weights are equal to the competences. Finally,
the DES system classifies x using the maximum rule. Performance of DES systems
for different learning methods were experimentally investigated using 9 benchmark
data sets from the UCI Machine Repository.

The paper is organized as follows. In section 3 the randomized reference classifier
(RRC) is presented. Sections 3 describes the proposed methods of learning compe-
tence. Section 4 presents the DES system that was constructed using the competence
model. The experiments conducted and results with discussion are presented in sec-
tion 5. Section 6 concludes the paper.

2 Multiple Classifier System Based on Measure of Competence

In the multiclassifier (MC) system we assume that a set of trained classifiers Ψ =
{ψ1,ψ2, . . . ,ψL} called base classifiers is given. A classifier ψl is a function ψl :
X → M from a feature space to a set of class labels M = {1,2, . . . ,M}. Classifi-
cation is made according to the maximum rule

ψl(x) = i⇔ dli(x) = max
j∈M

dl j(x), (1)
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where [dl1(x),dl2(x), . . . , dlM(x)] is a vector of class supports (classifying func-
tion) produced by ψl . Without loss of generality we assume, that dl j(x) ≥ 0 and
∑ j dl j(x) = 1.

The ensemble Ψ is used for classification through a combination function which,
for example, can select a single classifier or a subset of classifiers from the ensem-
ble, it can be independent or dependent on the feature vector x (in the latter case
the function is said to be dynamic), and it can be non-trainable or trainable [7].
The proposed multiclassifier system uses dynamic ensemble selection (DES) strat-
egy with trainable selection/fusion algorithm. The basis for dynamic selection of
classifiers from the pool is a competence measure c(ψl |x) of each base classifier
(l = 1,2, . . . ,L), which evaluates the competence of classifier ψl i.e. its capability to
correct activity (correct classification) at a point x ∈X . For the training of compe-
tence it is assumed that a validation set

V = {(x1, j1),(x2, j2), . . . ,(xN , jN)}; xk ∈X , jk ∈M (2)

containing pairs of feature vectors and their corresponding class labels is available.
The construction of the competence measure consists of the two following steps.

In the first step, a hypothetical classifier called a randomized reference classifier
(RRC) is constructed. The RRC can be considered as equivalent to the classifier ψl

and its probability of correct classification Pc(RRC)(xk) can be used as the compe-
tence C(ψl |xk) of that classifier. In the second step, the competences C(ψl |xk), xk ∈
V are used to construct the competence function c(ψl |x). The construction is based
on extending (generalizing) the competences C(ψl |xk) to the entire feature space
X . The next two sections describe the steps of the method in detail.

3 Randomized Reference Classifier (RRC)

The RRC is a stochastic classifier and therefore it is defined using a probability
distribution over the set of class labels M or, assuming the canonical model of clas-
sification, over the product of class supports [0,1]M. In other words, the RRC uses
the maximum rule and a vector of class supports [δ1(x),δ2(x), . . . ,δM(x)] for the
classification of the feature vector x, where the j-th support is a realization of a ran-
dom variable (rv) Δ j(x). The probability distributions of the rvs Δ j(x) are chosen in
such a way that the following conditions are satisfied (throughout this description,
the index l of the classifier ψl and its class supports is dropped for clarity):

(1) Δ j(x) ∈ [0,1];
(2) E[Δ j(x)] = d j(x), j = 1,2, . . . ,M;
(3) ∑ j=1,2,...,M Δ j(x) = 1,

where E is the expected value operator. From the above definition it follows that the
RRC can be considered as equivalent to the classifier ψ for the feature vector x since
it produces, on average, the same vector of class supports as the modeled classifier.
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Since the RRC performs classification in a stochastic manner, it is possible to
calculate the probability of classification an object x to the i-th class:

P(RRC)(i|x) = Pr[∀k=1,...,M, k �=i Δi(x)> Δk(x)]. (3)

In particular, if the object x belongs to the i-th class, from (5) we simply get the
conditional probability of correct classification Pc(RRC)(x).

The key element in the modeling presented above is the choice of probability
distributions for the rvs Δ j(x), j ∈M so that the conditions 1-3 are satisfied. In this
paper beta probability distributions are used with the parameters α j(x) and β j(x)
( j ∈M ). The justification of the choice of the beta distribution, resulting from the
theory of order statistics can be found in [14].

Applying the RRC to a validation point xk and putting in (5) i = jk, we get the
probability of correct classification of RRC at a point xk ∈V :

Pc(RRC)(xk) =

∫ 1

0
b(u,α1(xk),β1(xk))

[
M

∏
j=2

B(u,α j(xk),β j(xk))]du, (4)

where B(.) is a beta cumulative distribution function. The MATLAB code for cal-
culating probabilities (4) was developed and it is freely available for download

Since the RRC can be considered equivalent to the modeled base classifier ψl ∈
Ψ , it is justified to use the probability (4) as the competence of the classifier ψl at
the validation point xk ∈ V , i.e.

C(ψl |xk) = Pc(RRC)(xk). (5)

4 Learning Classifier Competence

4.1 Preliminaries

After the first step of the method the competence set is given for each base classifier
ψl (l = 1,2, ...,L) of an ensemble Ψ :

Cl = {(x1,C(ψl |x1)),(x2,C(ψl |x2)), . . . ,(xN ,C(ψl |xN))}. (6)

In the second step, based on the competence set (6), the competence function cl

is determined. In other words, information contained in the set Cl , i.e. values of
competence for validation points xk ∈ V , is generalized to the whole feature space
X . This means that we are dealing with the problem of learning the competence
function, to solve which different methods of machine learning can be applied. In the
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next part a set of such methods is presented, which differ in properties, calculation
procedure and interpretation of the set (6).

RRC

Learning 
procedure

Base 
classifier

Validation
set

Class 

Competence 
set

Competence

function

supports

Fig. 1 Flowchart of calculating the competence function of a base classifier

4.2 Methods of Learning Classifier Competence

4.2.1 Potential Function

Method approximates competence at a point xm from potential function, which for
each calculation use all validation points xk ∈ V . It can be easily seen (7) that
method is based on distances from point xm to each point from V . That approxi-
mation method doesn’t require learning phase so it is instantly ready to work (after
the V set is created). Disadvantage of potential function is requirement of storing in
memory whole V set.

C(xm) =
∑N

k=1 Ck ∗K(xm,xk)

max(Ck)
. (7)

where
K(xm,xk) = e−d(xm,xk). (8)

In this method an improvement can be achieved by bootstrapping used on set Cl .
Bootstrapping procedure generates new 2-times bigger set using max function from
Cl . Test presented gain of quality form 0.16% - 3%.

4.2.2 Regression Method

Method assumes multidimensional linear dependency between features vector and
value of competence. Let object x be described as follows: x = [x1,x2, . . . ,xg], where
g is amount of features in particular classification task (index m is dropped for
clarity).

C(x) = Ax+ a0. (9)

where
AT = [a1, . . . ,ag]. (10)

Higher degree regression methods were rejected because of computational complex-
ity and limited size of the validation set - for most cases (even for second degree)



156 M. Krysmann and M. Kurzynski

there are too much parameters to estimate from the validation set, which results in
random work of algorithm.

4.2.3 Neural Network Method

Several configurations of neural networks (different numbers of neurons in hidden
layers, sigmoid transfer function) were tested to choose best parameters configura-
tion. Those parameters were used in further discussed comparison tests. As input of
network was used features vector, which allowed network to approximate value of
competence on output. Finally used network was back propagation trained network
with 10 neurons in each of 2 hidden layers and one sigmoid neuron in output layer.

4.2.4 Radial Basis Neural Network

Specialized type of a neural network which have a radial transfer function [1] (11) -
argument (n) is value of adder in each of neurons of radial basis layer. That layer is
one of two in network - the second one is typical linear layer.

rad(n) = e−n2
(11)

Network input vectors consist of distances between new object (xm) and objects
from learning set. Output is a single value calculated in linear layer, which weights
are trained assuming linear dependence between target vector and simulated inputs
for this layer. Learning process, which also creates structure of network, is limited
by achieving desired mean square error (0.05).

4.2.5 Generalized Regression Neural Network

Generalized regression neural network [10] is a special type of the radial basis net-
work. First layer is exactly the same as in the radial basis network (with the same
transfer function 11), only difference is in linear layer - weights are set to target
vectors, without having linear relation "target - linear layer inputs". As in the radial
basis neural network, learning (and building network structure) process ends when
mean square error reaches 0.05.

4.2.6 1-Nearest Neighbor Method

Method based on idea of nearest neighbor classifier. Competence for the new point
xm is weighted value of competence from point (xk ∈ V ) which have the a smallest
distance to xm. As weight was assumed the distance xk to xm in order to account
precision level of this approximation.

C(xm) =
C(xk : min(d(xm,xk)))

d(xm,xk)
(12)
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5 Dynamic Ensemble Selection Systems

The probabilistic model of classifier competence is a basis for construction of dy-
namic ensemble selection (DES) system. This system classifies the test object x ∈
X in the following manner. First, the subset of classifiers Ψ(x) from the pool of
base classifiers is selected, which competence values are greater than the probability
of random classification. Next, the selected classifiers are combined on continuous–
valued level, i.e. for a jth class the support is calculated as a weighted sum of sup-
ports where the weights are equal to the competence values, viz.

d j(x) = ∑
ψt∈Ψ (x)

C(ψt |x)dt j(x) (13)

and the final classification is made according to the maximum rule. In the case when
subset Ψ (x) is empty, the test object is classified by random guessing.

6 Experiments

6.1 Experiment Setup

Several Experiments were made, in order to evaluate a performance of methods of
learning classifier competence. Experiments were performed in MATLAB with own
procedures and PRTools toolbox [8] for base classifiers implementation. Benchmark
databases (Table 1) used in tests were acquired from UCI Machine Learning repos-
itory [11].

Table 1 Databases used in tests

Database Objects Features Classes Database Objects Features Classes

Dermathology 366 34 6 Iris 150 4 3
Ecoli 336 7 8 Pima Diabetes 768 8 2
Glass 214 9 6 Wine 178 13 3

Haberman 306 3 2 Yeast 1484 8 10
Ionosphere 351 34 2

To obtain results two-fold cross-validation methodology was used. There were
tested 6 methods, using 9 databases. Pool used in experiments was builded from
following base classifiers (the same as in previous work [14]):

• k-nearest neighbors classifiers (k=1,5,15)
• nearest mean classifier
• Parzen density classifier (Gaussian kernel with hopt and hopt

2 )
• decision tree with Gini splitting criterion
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• neural network classifier (two hidden layers with 5 neurons each and one hidden
layer with 10 neurons, both maximum 80 epochs of training).

6.2 Results and Discussion

Table 2 presents results of experiments. Values are percent of correctly classified
objects for each database and method of learning competence. Last row presents
average rank for each method. Last column presents results from bootstrapped po-
tential function for 2-class cases. Average rank for this column is calculated using
bootstrapped (only 2-class problems) and “classical" potential function results (for
the rest). Because bootstrapped modification improves results only in 2-class cases
there is no statistical difference comparing it to non-bootstrapped method in general.

To compare general quality (percent of correct answers) and measure differences
between methods, there were used statistical tests [3]. Firstly the Friedman test (with
Iman-Davenport correction) was performed to determine if all the methods have
equal quality on statistically significant level. This test indicated that there are dif-
ferences between the methods and in order to reveal those differences there was
performed post-hoc Holm step-down procedure. Results from this statistical test
are presented in a Table 3, as follows: H0 means that two methods are similar in

Table 2 Experimental results

Database RB NN GR NN 1-NN NN lin. reg Pot. func. Bstr. P.f.

EColi 75.59 84.83 74.23 83.81 84.73 84.61 –
Ionosphere 84.57 85.06 68.42 84.20 86.37 84.12 84.28

Iris 95.78 95.71 80.47 94.90 95.77 95.57 –
Wine 71.07 44.07 33.43 72.43 76.44 74.80 –
Pima 67.63 41.77 34.56 70.89 67.71 68.37 72.28
Glass 79.39 84.48 53.85 82.01 83.24 82.56 –

Haberman 73.74 72.53 73.07 74.56 74.16 74.37 –
Derma 96.49 96.59 61.45 96.45 96.73 96.87 97.36

Yeast 46.98 56.31 46.12 55.77 56.45 55.37 –

Avg. rank 3.89 3.11 5.89 3.33 2.00 2.89 (2.67)

Table 3 Accepted hypothesis table

RB NN GR NN 1-NN NN lin. reg Pot. func.
RB NN X H0 H1 H0 H1 H0

GR NN H0 X H1 H0 H0 H0

1-NN H1 H1 X H1 H1 H1

NN H0 H0 H1 X H0 H0

lin. reg H1 H0 H1 H0 X !H0

Pot. func. H0 H0 H1 H0 !H0 X
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statistical way (hypothesis H0 is accepted), H1 means that they are different and !H0

- test couldn’t reject H0 hypothesis. It can be easily seen that the 1-NN method is
worse than the others, because of really naive assumption of working. However for
other methods Holm’s procedure accepts null-hypothesis H0 on significance level
p = 0.05, what means that those ways of learning classifier competence are similar
in general (except radial basis neural network, which is worse than linear regression,
but similar to others). However linear regression have lowest standard deviation in
ranks - that indicates the best stability, which combined with the lowest rank (best
results) implies that the linear regression is a safest (but not always best) choice.

7 Final Remarks

Paper describes research into methods of learning (approximation) classifier compe-
tence from competence set. Several methods were tested on well known benchmark
databases. Results have proven that in general there are no statistical differences
in quality (measured for all cases) between methods. However linear regression and
potential function, considering particular databases (not general performance), were
slightly better than the others. These two methods also are the less expensive in im-
plementation and learning time. Therefore linear regression and potential function
should be checked at first while searching for optimum method for a real-life prob-
lem. Other methods however can not be rejected and should also be considered in a
real task.

General results presented in paper proven that choice of the learning classifier
competence method, does not have influence on this version of DES system. How-
ever more sophisticated methods such as neural networks could be not fully uti-
lized and that justifies further development of the Dynamic Ensemble Selection with
RRC systems taking into account presented different methods of learning classifier
competence.
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The Method of Improving the Structure
of the Decision Tree Given by the Experts

Robert Burduk

Abstract. This paper presents the problem of sequential decision making in the pat-
tern recognition task. This task can be presented using a decision tree. In this case,
it is assumed that the structure of the decision tree is determined by experts. The
classification process is made in each node of the tree. This paper proposes a way to
change the structure of the decision tree to improve the quality of classification. The
split criterion is based on the confusion matrix. The obtained results were verified
on the basis of the example of the computer-aided medical diagnosis.

1 Introduction

There are many alternatives to represent the classification task. One of them is a
multistage (sequential) approach that allows to break up a complex decision into a
collection of several simpler decisions [9], [13]. The multistage pattern recognition
has two approaches: a decision tree classifier and a hierarchical classifier [10]. The
decision tree approach built the classification model and their tree structure is con-
struct in the learning process [11], [12]. Each nonleaf node of the decision tree is
associated with a decision function.

The synthesis of the hierarchical classifier is a complex problem. It involves a
specification of the following components [5], [13]:

• design of a decision tree structure,
• selection of features used at each non-terminal node of the decision tree,
• the choice of decision rules for performing the classification.

In many approaches the decision tree structure is fixed before the learning pro-
cess [8]. In this work, this case will be the basis for further discussion. In particular,
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this paper proposes a way to change the structure of the decision tree to improve the
quality of classification. The split criterion is based on the confusion matrix.

The content of the work is as follows. Section 2 introduces the idea of the hi-
erarchical classifier. In the next section we describe a split criterion based on the
confusion matrix. In Section 3 we present the results of experimental research on
the medical diagnosis. The last section concludes the paper.

2 Hierarchical Classifier

The hierarchical classifier contains a sequence of actions [2], [7]. These actions
are simple classification tasks executed in the individual nodes of the decision tree.
Some specific features are measured on every nonleaf node of the decision tree. At
the first nonleaf node features x0 are measured, at the second features x1 are consid-
ered and so on. Every set of features comes from the whole vector of features. In
every node of the decision tree the classification is executed according to the spe-
cific rule. The decisions i0, i1, ..., iN are the results of recognition in the suitable node
of the tree. The logic of making the decision is represented using the decision tree.
The design of a decision tree structure in our approach to the hierarchical classi-
fier is based on human expert knowledge. In our task of classification the number of
classes is equal to NC. The terminal nodes are labeled with the number of the classes
from the M = 1,2, ...,NC, where M is the set of labels classes. The non-terminal
nodes are labeled by numbers of 0, NC+1, NC+2 reserving 0 for the root-node. Let
us introduce the notation for the received model of multistage recognition [5]:

• M – the set of internal (nonleaf) nodes,
• Mi – the set of class labels attainable from the i-th node (i ∈M ),
• M i – the set of nodes of immediate descendant node i (i ∈M ),
• mi – node of direct predecessor of the i-th node (i �= 0).

In each interior node the decision rule (recognition algorithm) is used. It maps ob-
servation subspace to the set of the immediate descendant nodes of i-th node [1], [4]:

Ψi : Xi →M i, i ∈M . (1)

This approach minimizes the misclassification rate for the particular nodes of a tree.
The decision rules at each node are mutually independent. There are no relation-
ships between the nodes.

3 Split Criteria

Now we propose the split criterion. The division of the internal node will be made
on the basis of the multidimensional confusion matrix. Specifically, we propose the
division associated with an incorrect classification. This division is binary, which
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means that the node that will meet the criterion of the split will have two child
nodes. One of them represents a new internal decision tree node. The second one
represents the label of a class that met the appropriate condition. The internal node
of the decision tree is analysed in detail via the multidimensional confusion matrix.
The columns of the confusion matrix correspond to the predicted labels (decisions
made by the classifier in the internal node). The rows correspond to the true class
labels. In this matrix diagonal elements represent the overall performance of each
label. The off-diagonal elements represent the errors related to each label.

Now we present the split criterion. For every successor of the internal node i∈M
we create the L×L, L= card(M i) dimensional confusion matrix. Now we calculate
the set of factors W (ki

l), where l = 1,2, ...,L is the number of successors of node i,
according to the formula:

W (ki
l) =

L

∑
m=1,m�=l

wi
l,m +

L

∑
m=1,m�=l

wi
m,l . (2)

The example of the confusion matrix is presented in Tab. 1.

Table 1 The confusion matrix for the nonleaf node i

estimated
ki

1 ki
2 . . . ki

L
ki

1 wi
1,1 wi

1,2 . . . wi
1,L

true ki
2 wi

2,1 wi
2,2 . . . wi

2,L
...

...
...

...
ki

L wi
L,1 wi

L,2 . . . wi
L,L

Then we are looking for the lowest and highest values among all W (ki
l) for fixed

i. If the absolute value of the difference exceeds 0.5, we split node i. If this condition
is not fulfilled we do not split node i. The structure of the decision tree is therefore
unchanged.

4 Experiments

The first mathematical model of acute abdominal pain (APP) with the decision tree
was given in [6]. This model has sixteen classes and four stages of recognition. The
expert physicians (from the Surgical Clinic Wroclaw Medical Academy) provided
the decision tree presented in Fig.1. It has eight classes and two stages. The labels
present the following disease units of the AAP:

1. cholecystitis,
2. pancreatitis,
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3. non-specific abdominal pain,
4. rare disorders of acute abdominal,
5. appendicitis,
6. divercitulitis,
7. small-bowel obstruction,
8. perforated peptic ulcer.

Numbers of leaves are the number of the diagnosis and the numbers in the nodes
correspond to the following diagnoses:

1. acute enteropathy,
2. acute disorders of the digestive system,
3. others.

The dataset used in the experiment consists of 476 clinical histories. This set is
represented by 31 features. The selection of features has been made in accordance
with the suggestions of another work on this topic [3], [6].

0

10

321 4 5 6

9

7 8

11

Fig. 1 Decision tree given by the experts

In our experiment, we used the k-NN rule and neutral networks (NN) in each
internal node of the decision tree. K-NN classifier was tested for k = 3,5,7 . In case
with the neutral networks we used multilayer perceptron which has one hidden layer,
with a linear combination functions in the hidden and output layers and a sigmoid
activation functions in the hidden layers. The experiments were carried out for the
number of neurons n = 9,12. The experiments were carried out in SAS Enterprise
Miner 6.1 environment [14]. The Tab. 2 presents the results of the classification
for all internal nodes. The classification error was calculated according to 10-fold
cross-validation method.

Table 2 The error in each internal nodes - decision tree given by the experts

Classifier
Node 3-NN 5-NN 7-NN NN-9 NN-12

0 0.161 0.193 0.173 0.115 0.065
9 0.35 0.5 0.35 0.25 0.2

10 0.173 0.239 0.282 0.195 0.152
11 0.0 0.048 0.048 0.0 0.0
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After the experiments W (ki
l) factors were calculated for each internal node. Their

values are shown in Tab. 3–5. The line with the adopted rule split changed the struc-
ture of the decision tree. The proposed structures are shown in Fig. 2, and the change
relates to the nodes labeled as 10 and 9 from the original decision tree. For node 9
two possible divisions were tested. One of them is the result of the k-NN classi-
fier used in this node (version 1). The second one was proposed by neural network
classifiers (version 2).

0

109

7 8

11

4

5 6

10'2

1 3

9'

(a) version 1

0

109

7 8

11

4

5 6

10'3

1 2

9''

(b) version 2

Fig. 2 The proposed changes in the structure of the decision tree

After changing the structure of the decision tree we repeated the experiments,
and the results are shown in Tab. 6 and 7.

Table 3 The factors for the split criteria in node 0

Factor for node
Classifier W(9) W(10) W(11)

3-NN 0.805 0.532 0.662
5-NN 0.717 0.565 0.717
7-NN 0.821 0.523 0.683
NN-9 0.909 0.473 0.618

NN-12 0.774 0.548 0.677

The results presented in this work suggest that you can still improve the quality
of classification of a medical diagnosis for this problem. Improving the quality of
the classification is related to the change in the original structure of the decision tree
proposed by experts. This change is made on the basis of the split criterion proposed
in this work. The error in this case is measured as the quality of the classification
in each internal node. When the structure is changed, the error is the sum of errors
from the respective nodes. The better quality of classification after the division of
the node is marked as bold in Tab. 6 and 7.
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Table 4 The factors for the split criteria in node 9

Factor for node
Classifier W(1) W(2) W(3)

3-NN 1 0.273 0.727
5-NN 1 0.333 0.667
7-NN 1 0.417 0.583
NN-9 1 0.8 0.2
NN-12 1 0.833 0.167

Table 5 The factors for the split criteria in node 10

Factor for node
Classifier W(4) W(5) W(6)

3-NN 0.2 0.8 1
5-NN 0.4 0.6 1
7-NN 1 0.417 0.583
NN-9 0 1 1
NN-12 0 1 1

Table 6 The error in each internal nodes - changed the structure of the tree - version 1

Classifier
Node 3-NN 5-NN 7-NN NN-9 NN-12

9 0.111 0.066 0.066 0.155 0.088
9’ 0.142 0.166 0.119 0.095 0.047

9+9’ 0.253 0.232 0.185 0.25 0.135
10 0.0 0.0 0.105 0.105 0.052
10’ 0.266 0.266 0.266 0.133 0.2

10+10’ 0.266 0.266 0.371 0.238 0.252

Table 7 The error in each internal nodes - changed the structure of the tree - version 2

Classifier
Node 3-NN 5-NN 7-NN NN-9 NN-12

9 0.066 0.088 0.066 0.044 0.044
9” 0.135 0.081 0.081 0.162 0.135

9+9” 0.201 0.169 0.147 0.206 0.179
10 0.0 0.0 0.105 0.105 0.052
10’ 0.266 0.266 0.266 0.133 0.2

10+10’ 0.266 0.266 0.371 0.238 0.252
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5 Conclusions

The paper proposes a split criterion for the internal node of the decision tree which
structure is given by experts. The criteria is related to the quality of the classification
in an internal node. In order to calculate W (ki

l) coefficients the confusion matrix is
used. The values of these coefficients are based on the incorrect classification of the
analyzed internal node of the decision tree. With a fulfilled criteria a binary split of
analyzed decision node is carried out. The new structure of the tree is proposed to
improve the quality of classification. Experiments done in the work show that we
obtain improved quality of the classification.

In the work before and after the change of the structure in all internal nodes the
same classifier was used. Therefore, further research may relate to the use of an en-
semble of a classifier in each internal node of the decision tree. Future work may also
apply to the selection of classifiers for specific internal nodes of the decision tree.
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Face Detection and Recognition
under Heterogeneous Database Based on Fusion
of Catadioptric and PTZ Vision Sensors

Aditya Raj, Redouane Khemmar, Jean Yves Eratud, and Xavier Savatier

Abstract. Large field of view with high resolution has always been sought-after for
Mobile Robotic Authentication. So the vision system proposed here is composed of
a catadioptric sensor for full range monitoring and a Pan Tilt Zoom (PTZ) camera
together forming an innovative sensor, able to detect and track any moving objects
at a higher zoom level. In our application, the catadioptric sensor is calibrated and
used to detect and track Regions Of Interest (ROIs) within its 360 degree Field Of
View (FOV), especially face regions. Using a joint calibration strategy, the PTZ
camera parameters are automatically adjusted by the system in order to detect and
track the face ROI within a higher resolution and project the same in facespace
for recognition via Eigenface algorithm. The whole development has been partially
validated by application for the Face recognition using our own database.

1 Introduction

Ample amount of development has been released with multiple-camera sensor sys-
tems to meet the rapidly growing demands in monitoring mobile robot applications.
One of the recent examples is Nomad Biometric Authentication (NOBA1) system
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that considers the field of biometrics and mobile robotics which are currently disso-
ciated despite being based on common technological foundations (perception, detec-
tion and classification). A unique example is the use of an omnidirectional camera
in combination with PTZ camera, referred to as a dual camera system (as shown
in Fig.1). Omnidirectional cameras are able to exploit a wide Field Of View (FOV)
within its 360 degrees for full range monitoring. However, low and non-uniform res-
olution of these catadioptric sensors make close observations of particular targets,
especially in biometric authentication applications difficult. PTZ cameras with high
mobility and zoom ability, compensates the deficiencies of omnidirectional cam-
eras. Based on a unified model projection introduced by Geyer [6], the catadioptric
sensor is calibrated, in order to generate correct perspective images. By using Vi-
ola and Jones algorithm [12] in the resulting images, the program detects the face
ROI, and then applies the tracking algorithm based on a correlation approach. Then
a joint calibration method is performed to localize the face ROI in order to generate
a zoomed in face image with high resolution. Finally, the extracted zoomed face
is projected into face space for face recognition using Eigenface algorithm. This
paper is organized as follows. Section 2 describes the system architecture and pro-
cessing, modeling and the calibration of catadioptric sensor. Section 3 focuses on
the proposed face detection and tracking algorithms. The fusion procedure of the
omnidirectional and PTZ cameras is described in section 4. Section 5 allows to de-
scribe the implementation of Eigenface algorithm on our small database. Section 6
illustrates our experiment results, and section 7 concludes this paper.

Fig. 1 Prototype of Vision System

2 System Architecture and Processing

In the presented work, we focus on the issues related to face detection, extrac-
tion and recognition in a two camera serial architecture. The developed system is
characterized by unbalanced sensors functionalities : A data exchange program from
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the processing unit is designed to detect the domain of interest through the wide-
field catadioptric sensor. The main program is performed to manage the process-
ing and the pointing of the PTZ camera into the corresponding region of interest.
Commanding and controlling position of the PTZ camera is established by using
a network connection through http sockets (virtual channels), where messages and
control information are sent and received.

2.1 The Catadioptric Sensor

Fixed View Point Constraint

The architecture of catadioptric sensor adheres to the Single-View-Point theory [1].
The SVP constraint enables to generate correct perspective images. In fact, the op-
tical center of the camera has to coincide with the second focus F of the hyperbola
located at distance 2e from the mirror focus as illustrated in Fig.2. The eccentricity
"e" is a parameter of the mirror given by the manufacturer. To carry out this task,
we first calibrate our camera with a standard calibration tool to determine the cen-
tral point and the focal length. Knowing the parameters of both the mirror and the
camera, the image of the mirror on the image plane can be easily predicted if the
SVP constraint is taken into consideration, as shown in Fig.2. The expected mir-
ror boundaries are superposed on the image and the mirror has then to be moved
manually to fit this estimation as shown in Fig.3.

Fig. 2 Image Formation with an Hyperbolic Mirror
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2.2 Sensor Calibration

Sensor calibration is the process to determine the optical and geometrical features
which are generally addressed as intrinsic and extrinsic parameters and they allow to
estimate the correspondence between 3D points of the scene and their projection into
the image plane (pixel coordinates). The camera calibration we use, is based on a
generic model introduced by [6] and [2], and then, modified by [9], who generalized
the projection matrix and to take distortions into consideration. Further calibration
details can be found in [4] and [10]. Figure 5 shows the projection process.

As described in [2] and [9] as well as mentioned in [7], the projection of a 3D
point can be done by projecting the 3D point X[w y z] onto the unit sphere centered
on Cm : then Points Xs = [xs ys zs]

T are, then, projected onto the new frame with the
origin Cp = [0 0 ξ ]T , the obtained point (Xs)Cp onto a normalized plane and finally
the last step enables us to find the camera projection matrix K expressed according
to γu and γv, which are respectively, the generalized horizontal and vertical focal
length, and (u0,v0) the coordinates of the principal point on the image point and the
skew α:

p = K.m =

⎛
⎝

γu γu.α u0

0 γv v0

0 0 1

⎞
⎠ .m (1)

In our model, we consider that the impact of the parameter α , often null, is irrele-
vant. Parameters to be estimated in that model are: ξ ,γu,γv,u0 and v0.

With the tool developed by [3], calibration is achieved by observing a planar pat-
tern at different positions. The pattern can be freely moved (the motion does not
need to be known) and the user needs to select the four points corners pattern. This
calibration process is similar to that of Mei [9]. It consists of a minimization over
all the model parameters of an error function between the estimated projections of
the pattern corners and the measured projection using Levenberg-Marquardt algo-
rithm [8]. This minimization process enables to find the parameters combination
that reduces the error of pattern retro projection.

3 Face Detection and Tracking-Based on Merger of
Catadioptric Sensor and PTZ Camera

Most of image processing techniques are performed on conventional images, i.e.
perspective images. Actually, deformations caused by the catadioptric system does
not give us the opportunity to perform the existing face detection algorithms on
raw images (Fig 4.). As a consequence, geometrical transformations should be per-
formed to obtain a panoramic image close to perspective images, where the face
detection algorithm will be performed.
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Fig. 3 Unified Projection Model

3.1 Panoramic Images Unwrapping

The existence of the model of the unit sphere, simplifies the unwrapping problem.
Under the fixed view point constraint and by performing a retro projection, we are
able to project the pixels of the panoramic pictures onto the unit sphere used in
the unified model. Then, these pixels are projected onto the image plane. Thereby,
we obtain the mapping between the pixels on the panoramic image and their cor-
responding on the camera retinal plane. Figure 5 shows the result of the spherical
transformation of the considered catadioptric image. Face detection algorithm is ap-
plied to these unwrapped images.

Fig. 4 Original catadioptric image
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Fig. 5 Unwrapped image obtained by spherical transformation

3.2 Face Detection and Tracking Algorithms

Face detection techniques have been researched for years and much progress has
been proposed in literature. However, in 2001, Paul Viola and Michael Jones [12]
achieved a robust real time method for face detection, which was fifteen times
quicker than the methods existing at that time. The technique relies on the use of
simple Haar-like features that are evaluated quickly through the use of a new image
representation called “integral image” that allows fast feature evaluation. Figure 6
shows two of the 60000 Haar-like features available.

To select the best filtering feature, Adaboost, the machine learning introduced in
[5], is used. In fact, given a set of weak classifiers, not much better than random,
if we iteratively combine their output, the training error will quickly converge to
zero. Figure 7.(a) & Figure 7.(b) shows the detected and zoomed face image. As
explained in [7] the face ROI so obtained is zoomed in with a high resolution which
further can be processed for face recognition.

Fig. 6 Haar Like Features
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4 Merger of Omnidirectional and PTZ Cameras

4.1 Joint Calibration Strategy

The joint calibration method is based on defining a reference position (x0,y0) for
the PTZ camera on the catadioptric 360◦ image. This position has to coincide with
the default orientation of the PTZ camera and is chosen as the starting point for
pan angle evaluation (Fig 7). In fact, given a point p(x,y) and the catadioptric image
center C(x0,y0), we can compute the pan angle θp in the omnidirectional referential:

θp = arctan

(
y− y0

x− x0

)
(2)

tan(αpan) =
vy

vx
(3)

The detailed explanation and formulae is inspired from paper [7].

4.2 Face Detection with PTZ Camera

As explained in the previous sections, the catadioptric sensor is able to detect and
track face ROIs. By using the ROI data localization from the catadioptric images, the
PTZ camera can detect and also make a zoom in the face ROI. Brief descriptions of
the different steps for the face ROI localization are as follow: Firstly, perform Viola
and Jones face detection algorithm on the unwrapped catadioptric image to identify
and localize the face ROI. Secondly, using the pan angle of the ROI center, calculate
the pan angle to be directed to the PTZ camera. We use a constant tilt angle and a
minimum zoom value. This enables us to point the PTZ camera on a large area where
the face is probably located. Thirdly, perform again, Viola and Jones face detection
algorithm to detect the face ROI in the obtained PTZ image. Finally, command the
PTZ camera in order to center the face ROI detected in the PTZ image (pan and tilt
calculation) and then apply the zoom factor computed according to both image and
ROI widths and heights, as expressed below:

Zoom = Min

(
Imagewidth

ROIwidth
,

Imageheight

ROIheight

)
(4)

This last step enables us to obtain a zoomed in face image with high resolution
which is useful for face recognition processing.



178 A. Raj et al.

(a) (b)

Fig. 7 (a). Detected face Image. (b). Zoomed Image.

5 Face Recognition Based on Fusion of Catadioptric and PTZ
Vision Sensors

Face recognition is a very active area of research in computer vision and biomet-
ric fields since late 1980s. Among the plethora of techniques available, Eigenfaces
technique is one of the earliest appearance-based face recognition methods, which
was developed by M. Turk and A. Pentland in [11]. The study and evaluation of
the performances of this method for the fusion based system may be interesting to
implement in Real Time face recognition.

5.1 The Eigenface Algorithm

The eigenfaces technique for face recognition [11], consists of two main phases:

• Learning: This phase uses the idea of the Principal Component Analysis (PCA)
and decomposes face images into set of characteristic feature images called eigen-
faces.

• Recognition: This phase is then performed by projecting a new face into a low
dimensional linear space defined by the generated eigenfaces in order to analyze
and then to recognize it.

5.1.1 Learning Phase

The learning phase for face recognition technique involves the following steps:

• The first step is to obtain a set S with M training face images. Let a face image
be a two-dimensional N by N array of intensity values. After obtaining our set of
face images, we calculate the mean image Ψ .

• The next step consists in calculating the difference faces by subtracting the aver-
age face from each input image.
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• This set of very large vectors is then subject to the principal component analysis
method, which seeks a set of M orthonormal vectors μn, which best describes
the distribution of the data. The kth vector μk is chosen such that : We note that
the vectors and scalars are the eigenvectors and eigenvalues, respectively, of the
covariance matrix.

λk =
1
M

M

∑
n−1

(μT
k φn)

2 (5)

μT
l μk =

{
1, l = k

0, otherwise
where Φn represents the difference faces by subtracing the average face from
each input image : φn = Γn−Ψ and Ψ represents the mean image :

Ψ = 1
M ∑M

n−1 Γn

The covariance matrix C is defined as follows:

C =
1
M

M

∑
n−1

ΦnΦT
n = AAT (6)

With A = [Φ1Φ2Φ3.......ΦM]

Following this equation set, we construct the M by M matrix L = AT A , where
Lmn = ΦT

mΦn and find the M eigenvectors vn of L. These vectors determine linear
combinations of the M training set face images to form the eigenfaces μn :

μn =
M

∑
k=1

vnkΦk = Avn,n = 1.......M (7)

With this method, the calculations are greatly reduced from the number of pixels in
the images (N2) to the other number of images in the training set (M).

Fig. 8 Average Images
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Fig. 9 Output of Eigenfaces

5.1.2 Recognition Phase

The usefulness of the eigenvectors varies according to the associated eigenvalues. In
fact, we choose only the most meaningful eigenvectors corresponding to the highest
eigenvalues and we ignore the rest. As a consequence, the number of basis functions
is reduced from M to M’ (M’ less than M) and the computation is reduced. The
recognition procedure is summarized as follows [11] :

1. A new face, to be identified, is transformed to its eigenface components. Firstly,
we compare our input image with the mean image and then multiply their differ-
ence with each eigenvector of the obtained L matrix. Each value would represent
a weight and would be saved on a vector Ω :

ωk = μk(Γ −Φ) (8)

where Ω T = [ω1,ω2,ω3..........ωM]
2. We determine which face class provides the best description for the input im-

age. This is done by minimizing the Euclidean distance and also the distance
between the image and the face space :

ξk = ‖Ω −ΩK‖2 ξ =
∥∥Φ−Φ f

∥∥2
(9)

3. We choose a threshold θε that defines the maximum allowable distance from
any face class, and a threshold θε that defines the maximum allowable distance
from face space. For each new image to be identified, calculate its pattern vector
Ω , the distance εi to each known class, and the distance ε to face space. If the



Face Detection and Recognition under Heterogeneous Database 181

minimum distance εk < θε and the distance ε < θε , classify the input face as
the individual associated with class vector Ωk. If the minimum distance εk > θε
but distance ε < θε , then the image may be classified as "unknown".

4. If the new face is classified as known individual, this image may be added to
the original set of familiar set images, and the eigenfaces may be recalculated.
This gives the opportunity to modify the face space as the system encounters
more instances of known faces.

The entire eigenface program is implemented in C language by using OpenCV li-
brary and the main functions developed to learn and recognize faces with OpenCV
eigenface methods.

5.2 NOBA Database

In NOBA Face DataBase, we have 10 subjects (or persons). The face data are cap-
tured from 2 sensors : Pan Tilt Zoom (PTZ) camera & Camera with infrared light
(2D digitizer). During building the Face database, we take into account variations
of Poses of head and eyes direction (various poses), Facial expressions (various
expressions), Illuminations conditions (various illuminations). The combination of
expressions under illumination and poses under expressions, 4 classes are defined :

• C1 : Facial expressions descriptors,
• C2 : Mouth movements descriptors,
• C3 : Pose of head and eye direction descriptors,
• C4 : Various Illuminations.

16 face images for each subject with 4 frontal images, 8 images for different tilts, 2
facial expressions images, 2 images with various illuminations. Image features are
mentioned in Table 1. Our idea is to test and verify the results of Eigenface on our
own database and see the efficiency and accuracy in terms of implementation.

5.3 Results Obtained under the Heterogeneous Database

To test performances of the developed application, we used a free publicly avail-
able face database, the Olivetti Research Laboratories (ORL). This face database
provides 10 sample images of each of 40 subjects. For some of the subjects, the
images were taken at different times, varying lighting slightly, facial expressions
(open/closed eyes, smiling/non-smiling) and facial details (glasses/no-glasses). All
the images are taken in front of a dark homogeneous background and the subjects
are in up-right, frontal position (with tolerance for some side movement). And we
merged our subjects (under the same conditions) with this database to obtain a Het-
erogeneous database. The experimental results are performed with 12 subjects (10
ORL subjects + 2 NOBA database subjects) for the time being. Better results and
testing have to be done on extended number of subjects in the near future.
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Table 1 Noba Data Base

Image Features

Image 1: Emotional Expression of Smiling
Image 2: Laughter

Image 3: Anger
Image 4: Surprise

Image 5: Eyes Closed
Image 6: Fcae with high illumination

Image 7: Tilt UP 30◦
Image 8: Tilt Right 30◦

Image 9: Tilt Left 90◦

Image 10: Tilt Left 60◦

Image 11: Tilt Left 30◦

Image 12: Tilt Right 60◦

Image 13: Tilt Right 90◦

Image 14: Tilt Down 30◦

Image 15: Frontal View Neutral Face
Image 16: Face with Low illumination

Various Scenarios

Results obtained show that the developed eigenface program recognizes correctly
the considered people belonging already to the face database (training data). The
index of the nearest face image corresponds to the ground truth and the confidence
level is at 100%. The confidence level is calculated based on the Euclidean distance,
so that similar images should give a confidence between 0.5 to 1.0, and very different
images should give a confidence between 0.0 to 0.5. The confidence level has to be
higher than 0.6 because face images of this person are included to the database
but they are not acquired in the same conditions. Excluded images outside of the
training database with a confidence level varying from 0.87 until 0.95. Sometimes,
this level confidence can be higher until 0.99 and lower until 0.6.

Although the testing images don’t correspond to any person, the algorithm pro-
vides a confidence level very high (greater than 0.8) in both cases. With results
obtained in this test and several tests performed, we conclude that the confidence
level is not a good criterion on which we have to rely, in order to recognize people.
The algorithm works only when the index of the nearest training face image corre-
sponds exactly to the one of the testing one. The results for the test images (which
are mentioned in Table 2 and 3) of two subjects which are trained but does not have
the exact match. So confidence level is not 1.
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Table 2 Results of test subjects s45 and s50 with non-trained faces

Nearest Truth Wrong/Right Confidence
50 50 correct 0.925854
45 45 correct 0.938389
50 50 correct 0.882469
50 50 correct 0.945845

Training Subjects s20 to s30 and two of our s45 & s50 are trained except s23/6,
s23/7, s50/8, s50/9, s45/2, s50/2 & s26/1. The results obtained shows the difference
in confidence level depending on whether that face was present in the training data
or not. Better the match, higher the confidence level approaching 1.

Table 3 Results of different trained and non-trained faces

Nearest Truth Wrong/orrect Confidence

50 50 Correct 0.924261
45 45 Correct 1.000000
23 23 Correct 0.971391
26 23 Correct 0.936796

Accuracy can be seen to be almost closing 100% as the trained data is able to
recognize the test image if the subject is trained previously, and this, no matter if the
image do not match exactly.

6 Results

The preliminary results of the actual implementation of the initial prototype of the
system is discussed in this section. In order to test the proposed system, the om-
nidirectional camera has been placed at 20 cm under the dome Axis PTZ camera
[7].Viola Jones [12] algorithm can detect only frontal and semi-profile faces. Once
the face ROI localization is determined from the unwrapped image, the program
sends the corresponding pan angle via http sockets. Then, a separated process is
created to detect the face in the current PTZ image (Fig.7a) by applying Viola and
Jones algorithm. Figure 7(a) illustrates the resulting image after performing this face
detection algorithm. Finally, the program controls automatically the camera in order
to center and zoom in the detected face localization. As a consequence, we obtain
a high resolution face picture (Fig.7 b). The localized PTZ image is then downsam-
pled and converted to grayscale image of 92x112 (low-dimensional linear subspace
defined by eigenfaces) and saved into the test database for recognition and eigenface
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algorithm is implemented to check for the authenticity or match of the given subject
with that of the training or registered database or subject. A new face is compared
to known face classes by computing the distance between their projections onto the
face subspace.

Test results obtained demonstrates that the algorithm provides good results when
the testing images correspond to known people belonging to the training face
database. Further one system limitation is represented by the poor resolution of the
unwrapped images. This can affect performances of the face detection algorithm.
Actually, at relatively high distances from the optical axis of the omnidirectional
camera (more than 2 meters), Viola and Jones detector is not able to detect face lo-
cation in these unwrapped images. We can notice that the Viola and Jones algorithm
performs more efficiently when the target face is closer to the catadioptric sensor
and also when assuming adequate illumination conditions. The current system is
also limited by the large number of threads, the program runs. This affects the pro-
cessing time of the application and the frame rate of the video stream. Therefore,
to further optimize these parameters, improvements in the system architecture and
improvements related to the decision criteria should be implemented during the last
phase of recognition are objectives of fast upcoming studies.

7 Conclusion

In this paper, we proposed a unique vision system, efficient to automatically de-
tect and track ROI at a higher zoom level. Experimental results using robust cal-
ibration methods and real-time detection and tracking algorithms demonstrates a
significantly improved accuracy in providing a closer look of the target for recogni-
tion purposes. A panoramic FOV eliminates the need for more cameras or mechani-
cally turnable camera. The integration of authentication processes like face detction,
tracking and recognition makes the system self sustained for biometric authentica-
tion. The advantages of omnidirectional sensing are obvious for application like
survelliance and immersive telepresence. Our future work focus on the improve-
ment of the current system architecture in order to make the detection and tracking
algorithms more robust and faster. Better and efficient methods for object detection
in the unwrapped pictures and recogntion of face with higher and faster recognition
rate are the heart of forthcoming studies. Moreover, our upcoming work will be ori-
ented toward merging more biometric analysis like iris and gait to have a robust and
mobile multimodal biometric system.
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Eigenfaces, Fisherfaces, Laplacianfaces,
Marginfaces – How to Face the Face Verification
Task

Maciej Smiatacz

Abstract. This paper describes the exhaustive tests of four known methods of linear
transformations (Eigenfaces, Fisherfaces, Laplacianfaces and Marginfaces) in the
context of face verification task. Additionally, we introduce a new variant of the
transformation (Laplacianface + LDA), and the specific interval-based decision rule.
Both of them improve the performance of face verification, in general, however, our
experiments show that the linear transformations are of marginal importance in this
field.

1 Introduction

Automatic face recognition has been a hot research topic for the last 25 years. Dur-
ing this period countless scientific publications appeared on the subject and the
early, often quite naive, concepts have been replaced by highly efficient and so-
phisticated commercial systems. Although there is still a room for improvements in
this area (in terms of speed, reliability and security for example), face recognition
companies are not very much interested in sharing their experiences and, on the
other hand, the scientists, driven by the need to be original rather than useful, have
thrown so many ideas into this field, and applied so many, sometimes exotic, mathe-
matical mechanisms, that it is probably going to take years until the well-established
knowledge about face recognition technology is available.

In this work we take a closer look at selected appearance-based methods of face
recognition. Their common denominator is that they operate on the original face
images, treating individual pixel intensities as features. They do not rely on any
texture or shape descriptors, but use the image data directly. In the typical case,
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the first step of the algorithm concatenates the rows (or columns) of the source
bitmap, thus converting the n by m array of pixels into the feature vector containing
N = n×m elements. Then the goal is to find the transformation (usually linear)
from this extremely high-dimensional space to the new one, in which the number of
coordinates is much smaller, and the important information is not only preserved,
but also represented in such a way that the efficient classification is possible. The
new space is most often spanned by the eigenvectors of some matrix; the way the
matrix is constructed is what distinguishes one method from the others.

Everything began with the famous Eigenface approach [8] from 1990, which
was simply based on Principal Component Analysis. At the time of publication the
results that it provided were very promising, and the method itself is so well-known
and straightforward, that it serves as a reference solution even today. The original
publication indicated that the eigenvectors can be visualized as two-dimensional
images showing ghost-like faces. This allowed researchers to “look inside” the PCA
method. Additionally, the paper contained the algorithm that was able to construct
the eigenvectors of N×N matrix from the eigenvectors of much smaller matrix with
dimensions M×M (where M is the number of training images).

PCA creates a feature space in which the representation of samples is as com-
pact as possible - the higher dimensions can be dropped at the minimal cost (with
the minimal loss of information). It does not, however, take the class labels into
account. Therefore, from the classification point of view, it is more favorable to em-
ploy the Linear Discriminant Analysis (LDA), which uses the between-class scatter
matrix as well as the within-class scatter matrices. In the context of appearance-
based method, however, the necessary matrix inversion is practically unfeasible.
As a solution to this problem the authors of the Fisherface method [1] proposed to
reduce the dimensionality of the samples by using PCA before applying the discrim-
inant analysis. Interestingly, it was hardly an original concept - the same operation
was mentioned by Sammon in his paper [4] from 1970. Nevertheless, Fisherfaces
gained a lot of interest and later on PCA became a standard preprocessing algorithm
for many other methods.

While the goal of the Fisherface approach is to create the space that emphasizes
the differences between classes, the Laplacianface method [2] tries to learn a local-
ity preserving face subspace which is insensitive to outlier and noise. Finally, the
criterion used in Marginface algorithm [10] favors the solutions that keep the pat-
terns from the same class as close as possible, while pushing the patterns from other
classes away - therefore the margin between classes is maximized.

Although many works on face recognition discuss the problem of face classifi-
cation, in practice we very rarely construct biometric systems that classify persons.
If the task of an application is to grant a person the access to some resource, the
application needs to verify the identity of the person. In other words, we do not want
the algorithm to pick one of the known class labels. The class label (e.g. the name
of the person) is given, and the algorithm has to check whether the presented bio-
metric pattern is similar enough to the stored template. This is a serious change of
perspective. At first it might seem that we need the data describing one class only
- after all, when we want to train a biometric system on a new laptop, for example,
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we enroll only our own images or fingerprints. However, the abovementioned space
transformation methods are generally useless in the case like that - they also need
some information about “the rest of the world” to distinguish between us and other
people. Thus, in addition to the positive set (the images showing the face of the le-
gitimate user) we also need the set of negative examples (pictures of other persons).
Still, it is not clear how to construct the negative set, i.e. how big it should be or what
images should be used. After that two scenarios are possible: we can either treat the
verification task as a binary classification problem, or we can use the negative set
only to define the transformation, and then ignore the information about the other
class, applying some arbitrarily set similarity threshold.

While working on our SART-2 project [5] we tested, among others, the Eigen-
face, Fisherface, Laplacianface and Marginface methods using our CF framework
[7]. The evaluation was fully unbiased as we did not want to promote any new
approach; our goal was just to check the usefulness of the methods for the face ver-
ification task. In our opinion such a comparison may be of interest, especially for
practitioners working in the field of biometrics.

2 Compared Methods

In this section the four appearance-based methods are briefly presented. In each case
we assume that the training set contains M column vectors x1,x2, ...,xM; MP of them
represent the positive training images (P class), and MN describe the negative sam-
ples (N class). Each method creates some transformation matrix U that is employed
to convert the xi training vectors into the output vectors yi, which in turn can be
passed to the decision-making module.

2.1 Eigenfaces

Every input vector xi of the Eigenface method [8] is constructed directly from the
original image by concatenating the subsequent columns of the training bitmap. As
a consequence, at the beginning of the process source images are usually scaled
down to the size of about 50× 50 pixels (N = 2500), to prevent the xi vectors from
being too large. Having calculated the global mean of all training samples, μT , we
are able to create the following covariance matrix:

C =
1
M

M

∑
i=1

(xi− μT ) (xi− μT )
T =

1
M

M

∑
i=1

φiφT
i = AAT (1)

where φi = xi− μT , and A = [φ1 φ2 ... φM]. The transformation matrix UE is com-
posed from the K first eigenvectors u j of matrix C, i.e. UE = [u1 u2 ... uK ]. The
dimensions of C, however, are usually large (N×N), and the maximal number of
meaningful eigenvectors (with associated eigenvalues greater than 0) is equal to M,
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where, in most of the cases, M << N. Thus, it is much more effective to compute
the eigenvectors v j of the smaller M×M matrix ATA, and then calculate the eigen-
vectors u j of matrix C by using the formula

u j =
M

∑
s=1

v js (x j− μT ) (2)

where v js denotes the s-th element of vector v j.
The dimensionality of the new feature space, K, is rarely set to the maximal pos-

sible value. Instead, K is calculated on the basis of eigenvalues of C so that the
transformation preserves certain amount (e.g. 98%) of the most important informa-
tion. Finally, we obtain the output vectors:

yi = UT
E (xi− μT ) (3)

As a result, the representation of the data is much more compact and yi vectors have
zero mean. It is important to remember, however, that the axes of the new space
correspond to the directions of maximal variance observed within the training set.

2.2 Fisherfaces

Although it is theoretically possible to apply the Linear Discriminant Analysis (based
on the Fisher criterion) to the original, N-element input vectors, in practice the within-
class scatter matrix, which must be inverted, is always singular in such a case (due
to the small sample size problem). Therefore, the dimensionality of the vectors is re-
duced by using PCA first; in other words, the output vectors of Eigenface method are
treated as input vectors xi of the LDA. This is the main concept behind the so-called
Fisherface method [1].

First we calculate the mean μl of each of the L classes (for the verification task
L = 2), and then the between-class scatter matrix

B =
L

∑
l=1

Ml (μl− μT )(μl− μT ) (4)

and the within-class scatter matrix

ΣΣΣ =
L

∑
l=1

∑
xi∈Cl

(xi− μl)(xi− μl)
T (5)

where Cl denotes the l-th class and Ml is the number of images in this class. If PCA
was applied as a preprocessing method, then μT = 0.

The columns of the transformation matrix UF are the eigenvectors u j of the ma-
trix ΣΣΣ−1B, corresponding to its K largest eigenvalues. The transformation is then
very simple (the input samples have zero mean already):
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yi = UT
Fxi (6)

The resultant feature space maximizes the ratio of between-class scatter to the av-
eraged within-class scatter. We have to bear in mind, however, that this is a linear
transformation that implicitly treats all classes as having the same covariance ma-
trix Σ . Moreover, the overall concept makes little sense for the classes with non-
Gaussian distributions. Additionally, there are at most L−1 nonzero eigenvalues of
ΣΣΣ−1B, thus the verification (with L = 2) becomes a one-dimensional problem. This
means an enormous information reduction that may significantly affect the method’s
performance.

2.3 Laplacianfaces

This method also uses the output of the Eigenface algorithm as the source dataset.
The goal of the Laplacianface approach [2] is to find the transformation that pre-
serves the local information - in contrast to PCA that protects the overall structure
of the image space. First of all, the global M×M similarity matrix S is created. If
xi is among the k nearest neighbors of x j, then the Si j and S ji entries of the matrix
are defined as follows:

Si j = S ji = exp
(−∥∥xi− x j

∥∥/t) (7)

where t determines the rate of decay of the similarity function and ‖·‖ denotes the L2

norm; otherwise Si j = 0. Then we construct the diagonal matrix D whose entries are
the row sums of S, i.e. Dii = ∑ j S ji. The matrix L = D−S is the so-called Laplacian
matrix. If we treat each input vector xi as a column of the N×M matrix X then we
can create the following matrices

Λ = XLXT Δ = XDXT (8)

and then use the eigenvectors of ΛΔ−1 as columns of the transformation matrix UL.
The output vectors yi are calculated with the formula analogous to (6). It is worth
noticing that the method ignores the class labels of the training samples, thus in
the case of multi-modal distributions there is a danger that the transformation will
emphasize the similarities between the corresponding modes of different classes
(representing, for example the same pose or illumination conditions), rather than
the similarities of patterns coming from the same class.

2.4 Marginfaces

Marginface [10] is a method that uses the average neighborhood margin maximiza-
tion (ANMM) and exists in two versions: the linear (considered here) and the ker-
nelized one. The authors of the original paper do not mention any preprocessing
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with PCA, they simply resize the input images to the size of 32×32 pixels and then
convert them to the xi vectors. For each of them we have to find the “homogeneous
neighborhood” No

i (the set of the p nearest neighbors from the same class) and the
“heterogeneous neighborhood” Ne

i (the set of the r nearest neighbors from other
classes). The similarity of the neighbors is measured with the help of L2 norm. Next
we construct the “scaterness matrix”

S = ∑
i,k:
xk∈Ne

i

1
r
(xi− xk)(xi− xk)

T (9)

and the “compactness matrix”

C = ∑
i, j:
x j∈No

i

1
p
(xi− x j) (xi− x j)

T (10)

The columns of the transformation matrix UM are the eigenvectors of A = S−C.
However, only those of them which correspond to the non-negative eigenvalues are
taken into account. The operation similar to (6) is applied to obtain the output yi

vectors.

3 Decision Making

The appearance-based methods described in the previous section use global image
information (pixel intensities) to construct a new feature space, trying to extract
some intrinsic knowledge from the limited number of training samples. They do
not, however, include any decision rules. The goal of this work is not to create
the fully functional biometric system, but to compare the four methods of linear
transformations. Therefore, we resort to the simplest decision-making algorithms,
and the use of the Euclidean distance to the class mean as the similarity measure
seems to be the first natural choice. In the case of the verification we have two
options, related to the two questions we may ask: 1) is the test image x similar
enough to the P class or not, 2) is the test image more similar to the class P than to
the class N. The first question translates into the following decision rule:

x ∈ P if ‖x− μP‖< α ·w (11)

where μP is the mean of the positive class, α is the maximal distance from μP,
observed in the training set of P class, and w is a parameter. This operation reduces to
the simple thresholding. Although we do not use the information about the negative
class in the decision rule, we have to remember that this knowledge might have been
used for the construction of the linear transformation. We should note, however,
that the decision surface defined by (11) is a hypersphere, i.e. we have the same
threshold α for all directions, while some of the methods, e.g. PCA, will try to
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maximally differentiate the variances along the axes of the new space. Obviously,
the use of Mahalanobis metrics might help, but this would lead us once again to
the small sample size problem in P class. Therefore, to make use of the information
about the within-class scatter of P without the need to invert the covariance matrix,
the following interval-based decision rule is proposed:

x ∈ P if ∀s −αs ·w+ xsmin < xs < xsmax +αs ·w s = 1..K (12)

where xs is the s-th element of input vector x (s-th feature value), xsmin and xsmax

are the minimum and maximum values of s-th feature observed in the training set,
αs = |xsmin− xsmax|, and w is a parameter.

Asking the second question leads to the binary classification problem:

x ∈ P if ‖x− μP‖< ‖x− μN‖ (13)

where μN is the mean of the negative class. In practice, however, the decision rule
(13) is useless, as the within-class scatter of N is usually huge in comparison with
P, which results in extremely high false acceptance rates.

4 Experiments

The experiments were performed with the help of our CF framework [7] that facili-
tates the training and testing of complex pattern recognition systems. It is a modular
system, into which the independently developed C++ units (such as normalizers,
transformers or classifiers) can be plugged easily. One of the advantages of CF is
that it supports batch operations (e.g. creating and evaluating the verification sys-
tems for subsequent classes) on large datasets.

It is a well-known fact that appearance change of face images due to pose and
illumination changes is usually larger than that caused by different identities. Differ-
ent poses and lighting directions make class distributions multimodal; the
corresponding modes from different classes are situated closer to each other than
different modes of the same class. In our opinion (despite the numerous experi-
ments described in the literature) application of linear transformations in such a
case makes no sense at all. Thus, in our tests we used approximately frontal images
captured under constant illumination conditions. The photographs came from the
CMU-PIE database [6]. For each of the 68 persons the images taken from two al-
most frontal viewpoints (cameras no 7 and 27) during the expression session (show-
ing the subjects with a neutral expression, smiling, and blinking) were selected as
the P set. The number of positive training images per class ranged from 4 to 8. The
negative set was constant for all classes and contained 90 frontal images of different
persons, taken from another database (FERET [3]). Finally, the testing set included
4693 nearly frontal images (cameras 7, 9, 27) from CMU-PIE database (around 70
“positive” and 4600 “negative” samples). The training and testing procedure was
repeated 68 times for every verification method, i.e. the combination of a linear
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transformation and a decision rule. The faces were cropped by the Viola & Jones
algorithm [9]. Then the histogram equalization was applied and the input images
were scaled down to the resolution of 32× 32 for Marginface and 50× 50 for other
methods.

At first we applied decision rule (11) with w = 1.1. The parameters of the Lapla-
cianface were set to k = 4, t = 100. We also introduced a new transformation com-
prised of Laplacianface followed by LDA. Three settings of Marginface were tested,
as shown in Table 1 that contains the results of the first experiment.

Table 1 Average and extreme false rejection and false acceptance rates, achieved after the
whole test (68 classes × 4693 images) for different verification methods that used decision
rule (11); p and r values are given for Marginface method

Eigen Fisher Laplacian Laplacian Margin Margin Margin Euclidean
+ LDA (1,1) (4,5) (4,10)

FAR (%) 8.03 1.28 8.03 1.17 4.79 11.70 12.25 0.49
FRR (%) 14.22 30.30 14.22 28.53 20.87 12.19 14.34 19.32
max FAR 46.07 11.24 46.07 13.05 58.59 69.02 78.83 8.52
min FAR 0 0 0 0 0 0 0 0
max FRR 91.43 92.54 91.43 92.54 92.42 91.30 92.42 92.42
min FRR 0 0 0 1.52 0 0 0 0

As we can see, Marginface is ineffective, Laplacianface and Eigenface perform
identically but their false acceptance rates are much too high, and our combination
of Laplacianface and LDA provides the lowest average FAR with acceptable FRR.
However, if we take look at the last column, showing the results of the most naive
algorithm (no linear transformation, just pixel by pixel comparison with the mean),
we realize that all the methods are uniformly useless. This could be partially caused
by the fact that the decision rule (11) is incompatible with some of the transforma-
tions. Thus, we repeated our experiments using (12) with w = 0.5. Table 2 shows
the results.

Indeed, if we treat FAR as a more important parameter than FRR, then the in-
troduction of (12) is an significant improvement, particularly in the case of the
Laplacianfaces (for most of the classes FAR = 0). The FRR became much higher,
however, so it is not clear, whether this method is truly better than the most naive
solution based entirely on (11).

Analyzing the average FAR and FRR coefficients one could think that there is
some potential at last in some of the linear transformations. Unfortunately, if we take
a look at the extreme values, it is obvious that despite the class-specific adjustments
of decision rules (expressed by α or αs parameters), the performance hugely varies
from person to person, sometimes reaching totally unacceptable levels (e.g. FRR≈
93% - remember that pose and illumination variations are minimal).
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Table 2 Average and extreme false rejection and false acceptance rates, achieved after the
whole test (68 classes × 4693 images) for different verification methods that used decision
rule (12)

Eigen Laplacian Margin Euclidean
(p = 4,r = 5)

FAR (%) 0.29 0.04 0.66 0
FRR (%) 48.96 55.42 48.06 90.48
max FAR 10.27 0.76 10.81 0
min FAR 0 0 0 0
max FRR 93.85 92.42 93.85 93.85
min FRR 1.52 4.35 2.94 88.24

5 Conclusions

We independently tested four well-known methods of linear transformations in the
context of the face verification task. We also proposed a new decision rule and the
new variant of the transformation that combines the Laplacianface method with the
Linear Discriminant Analysis. The tests were exhaustive and we tried to avoid non-
sense challenges, like the evaluation of the linear transformation performance in the
presence of pose and illumination changes. Unfortunately, we cannot confirm that
the linear transformations are useful when it comes to appearance-based face verifi-
cation. In fact their importance is marginal, if any. The practitioners willing to create
the real-life face verification software should concentrate on much more significant
factors, such as the precise face localization and cropping, illumination normaliza-
tion, pose estimation, or invariant local texture features. Our experiments show that
the “magical” power of the eigenvectors of yet another matrix is not able to solve
any practical problem in the face verification field.
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A Content Based Feature Combination Method
for Face Recognition

Madeena Sultana and Marina Gavrilova

Abstract. In the last few years, Content Based Image Retrieval (CBIR) system,
where images are searched based on their visual contents instead of annotated texts,
has drawn enormous attention of researchers because of its growing demand from
real world applications. According to many, face recognition is one of the most po-
tential applications of CBIR. In this paper, a content based face recognition process,
where color, texture, and shape features are combined to enhance the retrieval accu-
racy of the system, is proposed.

Keywords: Face Recognition, Content Based Image Retrieval (CBIR), Color His-
togram, Gabor Filter, Histogram Intersection.

1 Background and Motivation

With the advancement and the availability of image capturing and storage devices,
the collection of digital images is growing rapidly, day by day. To meet the in-
creasing demand of searching, browsing, and recognizing images from the large
collection of databases, a number of image retrieval systems have been developed
over the past two decades. The retrieval systems can be broadly classified into two
categories [16]: text based [2] and content based [9]. In text based approach, textual
features such as filenames, captions, and keywords are used to annotate and retrieve
images. However, researchers explored a number of disadvantages relating to text
based query such as human intervention, manual annotation, domain expertise, lan-
guage barrier etc. To overcome the aforementioned disadvantages of traditional text
based retrieval system, Content Based Image Retrieval (CBIR) [9] system was intro-
duced in 1992. In CBIR, images are searched based on the visual contents e.g. color,
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texture, and shapes. Therefore, it produces more relevant result than text based im-
age retrieval systems. Moreover, CBIR is also efficient in terms of computation time
since color, shape, and textures are low level image features and can be extracted by
using simple and fast algorithms.

At present, biometric systems such as, face recognition [12], iris recognition [21],
fingerprint recognition [20], body motion recognition [14] have also an increasing
demand for various applications ranging from entertainment to law enforcement.
Among all, face detection and recognition from databases has received significant
attention from both the academic and industrial communities because of its avail-
ability and non-contact acquisition process. Nevertheless, an efficient and robust
face recognition system is still an unsolved problem. Many researchers mentioned
that CBIR can be an efficient technique for face recognition. However, very few
papers have been published on CBIR based face recognition. This instigated us to
explore the challenges/obstacles of CBIR based face recognition system and to de-
velop an efficient content based system to recognize face images.

2 Literurture Review

Because of the escalating demand of browsing and recognising digital images in
different applications, CBIR remains as a hot topic of research since its origins. As
a result, a good number of commercial products for image retrieval from databases
based on CBIR are available on the market. QBIC [4], Virage [6], SIMPLIcity [19]
are some examples of such systems. However, content based systems are compara-
tively new approach and therefore, are under investigation. We classified the trend
of current research works on CBIR into two major categories: 1. general purpose
CBIR and 2. specialized or domain specific CBIR. The latter is the most recent and
more challenging area of research.

For general purpose CBIR, researchers are mainly investigating various tech-
niques to improve the performance of the retrieval systems. It is known that per-
formance of the approaches using single features sometimes degrades significantly
when large variety of input images is used. Therefore, current research shows a
predilection for fusion of different features to boost up the retrieval accuracy. Yue
et al. [22] combined color and texture features to enhance the retrieval accuracy of
their system. Through experimentation, they proved that integration of color and
texture feature improves the recognition performance. Singha and Hemchandra [15]
showed that integrated color histogram and wavelet based texture features not only
enhances the retrieval accuracy, but also offers ease of computation. However, due
to the lack of considering shape features, their method is not invariant to rotation and
affine transformation. Based on the above, we integrated color, texture, and shape
features to make our system robust, efficient, and invariant to variability in image
type, orientation and quality.

Applications intended for general purpose retrieval of images do not produce
good results for specific domains. For example, general purpose retrieval system
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can distinguish a flower image from a building image, but might be unable to recog-
nize identical twins. Therefore, many researchers are now devoted to develop CBIR
systems for very specialized domains [16], where the main challenges are the iden-
tification and selection of appropriate feature and feature extraction methods for that
specific environment.

Despite the significant demand, content based face recognition system is an un-
derstudied problem compared to other applications. Research works mainly done
on content based face detection rather than recognition. Very few works are pub-
lished till date. Nandwal et al. [13] used content based feature matching method,
but face features were extracted by traditional Linear Discriminate Analysis (LDA).
Another very recent content based approach is proposed by Iqbal et al. [7]. They
integrated three content based feature extraction methods by fuzzy heuristic rules.
However, none of the aforementioned works are evaluated using any standard face
or biometric database.

3 Proposed Method

Face database may contain large varieties of face images having different expres-
sion, pose, rotation, scale, facial detail etc. For this reason, use of a single feature
is not sufficient to recognize faces accurately. Therefore, in the proposed method,
color, texture, and shape attributes are integrated by their weighted combination,
in order to improve the performance of recognition system. Also, to reduce com-
putation overhead of multiple features, we have chosen simple and fast extraction
techniques of these three features. First of all, because of the simplicity, trivial com-
putation, and robustness against small changes in camera viewpoint and noise, color
histogram [17] is chosen to extract color attributes of face images. However, it is
known that apparently different images may produce the similar color histogram
even if their contents are different. This problem is overcome by fusing image
texture and shape features along with color. Secondly, the most widely used tex-
ture analysis method Gabor wavelet filter [3] is utilized to extract texture features.
Thirdly, we exploited affine moment invariants [5] to make our system invariant
to affine transform e.g. any combination of rotation, translation and scaling. In a
comparative study, Vadivel et al. [18] proved that histogram intersection performs
better than Euclidean distance for color feature matching. So, in our method, the
similarity of color features between query and database image is measured by his-
togram intersection [8]. Another popular and simple method: Euclidean distance, is
applied to measure the similarity of texture and shape features. Finally, a ranked list
of matched images is retrieved by combining the weighted color, texture, and shape
similarity values.

A block diagram of the proposed method is depicted in Fig.1. The shaded blocks
indicate the novel components of our proposed method. Each of these components
contributes to improve the overall performance of our system. Use of affine moment
invariant makes our system tolerant to affine transform and histogram intersection
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improves the accuracy of color feature matching. The most significant advantage
of weighted combination method is its tuneable weight parameters âĂŞ weights
can be adjusted according to the performance of each feature regardless of defining
any threshold value for matching. Thus, our method can be applied to any database
by adjusting the weights only. Moreover, weighted fusion of features ensures fast
computation due to its simplicity.
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Fig. 1 Block diagram of proposed method

The main two components of the proposed method are Feature Extraction and
Feature Matching. Each component is described below:

3.1 Feature Extraction

Color Features: Normalized color histograms H(i) [17] is computed as color fea-
ture of query and database images, respectively, as follows:

H(i) =
I(i)

∑256
i=1 I(i)

, (1)

where I(i) is the intensity value of grayscale image or the value of color components
red (R), green (G), or blue (B) of color image. Index i represents a histogram bin or
gray level.



A Content Based Feature Combination Method for Face Recognition 201

Texture Features: We used Gabor wavelet filter to extract texture features from
query and database images. The 2D Gabor filter for spatial domain is defined by the
following equation [3]:

g,λ ,θ ,Ψ,σ ,γ(x,y) = exp

(
−x′2 + y2y′2

2σ2

)
cos

(
2π

x′

y
+ψ
)
, (2)

where
x′ = xcos (θ )+ ysin(θ ) (3)

y′ = ycos(θ )− xsin(θ ) (4)

λ is the wavelength of sinusoidal factor, θ is the orientation of the normal to parallel
stripes of a Gabor function, ψ represents the phase offset, σ is the standard devia-
tion of the 2D Gaussian envelope, and γ represents the spatial aspect ratio which
specifies the ellipticity of the support of the Gabor function. The database image
T (x,y) and query images Q(x,y) are convoluted (*) by the Gabor filter g(x,y) as
follows [3]:

Qg(x,y) = Q(x,y)∗ g(x,y) (5)

T g(x,y) = T (x,y)∗ g(x,y), (6)

where Qg and Tg are the outputs of Gabor filter. The energy content can be computed
from the magnitude of Qg and Tg using following equations [3]:

EQ = ∑
x
∑
y
|Qg(x,y)| (7)

ET = ∑
x
∑
y
|T g(x,y)|, (8)

where EQ is the energy component of query image and ET is the energy compo-
nent of database image. The mean and standard deviation of energy components of
images at different scale and orientation are considered as texture features in the
proposed method.

Shape Features: We propose to exploit the affine moment invariants to achieve in-
variance of affine transformation of images. Affine transform is linear 2D geometric
transformations which maps spatial coordinates (x,y) of an image into new coor-
dinate (u,v) by applying a linear combination of translation, rotation, scaling [5].
Higher order moments are sensitive to noise; therefore, in our proposed method we
computed affine moment invariants up to third order. As a result, normalized affine
moments are invariant to translation, rotation, and scale changes.

3.2 Feature Matching

We propose to measure the similarity by Jain and VailayasâĂŹ histogram matching
algorithm.If TR, TG, and TB are the normalized color histograms of database image
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T (an image in the database), and QR, QG, QB are the normalized color histograms
of the query image Q, then the similarity between Q and T is measured by the
following equation [8]:

SH(T,Q) =
∑min(TR(r),QR(r))+∑min(TG(g),QG(g))+∑min(TB(b),QB(b))

min(|T |, |Q|)× 3
,

(9)
where SH(T,Q) denotes the similarity value of color feature and lies in the interval
[0, 1]. If the histograms T and Q are identical, then SH(T,Q) = 1. Euclidean distance
is applied to calculate the similarity of texture and shape features as follows:

ST (T,Q) =
√

∑
i

(ET −EQ)2 (10)

SM(T,Q) =
√

∑
i
(MT −MQ)2 (11)

The value of ST denotes the similarity of texture feature between database image
(ET ) and query image (EQ). Similarly, SM represents the similarity of shape feature
between database image (MT ) and query image (MQ). The similarity values are then
normalized and subtracted from 1. Therefore, if the query image and database image
are identical, the value of similarity indices will be equal to 1.

Finally, contributions of the three distinct features are integrated by calculating
the weighted sum (S) of SH , ST , and SM as follows:

S =
wh× SH +wt× ST +wm× SM

wh +wt +wm
, (12)

where wh, wt , wm are the weights assigned to the similarity indices of the color,
texture, and shape, respectively. This novel proposed feature combination technique
enhances the probability of the correct image recognition consequently reduces the
chance of false recognition.

4 Experimental Result and Discussion

All experiments are carried out on Windows 7 operating system, Intel Core i3
2310M processor with 4GB RAM. Matlab version R2010a is used for implementa-
tion and experimentation of the proposed method.

To evaluate the performance of our method we used the following two standard
and publicly available datasets:

AT&T Dataset [1]: It contains 400 grayscale images of size 92×112 pixels, with
256 gray levels per pixel, in PGM format. There are 10 different images for each
of the 40 distinct subjects. Images were taken at different times, illumination, facial
expressions, side movements, and facial details.



A Content Based Feature Combination Method for Face Recognition 203

AR Dataset [10]: It contains color images of 70 males and 56 females. Each
subject has 26 different images in two sessions. Both sessions contain 13 images
including different conditions such as natural expression (I1), smile (I2), anger (I3),
scream (I4), different illumination (I5−I7), wearing sunglasses in different lightning
conditions (I8− I10), and wearing scarves in varying illumination (I11− I13).

From the above two datasets we created following three databases (DB) for our
experimentation:

1. Grayscale database: Among the 40 subjects of AT&T dataset, 20 subjects were
chosen randomly for this database. Therefore, it contains 200 images in total
with 10 images per person with variation of pose, expression, rotation, and time.

2. Color database: From the cropped images of AR dataset [11], we have cho-
sen 20 subjects randomly from both sessions having varying pose and expres-
sions. Therefore our database contains total 160 images, composed by a subset
Dcolor = {Ii1, Ii2, Ii3, Ii4, Ii14, Ii15, Ii16, Ii17} of AR dataset, where i=1, 2, 3, . . . , 20.

3. Critical query database: This database was created to evaluate our system in
critical conditions such as persons wearing sunglasses under different illumina-
tion and time. For this purpose, we have created a query database containing
total 120 images, Qcritical = {Ii8, Ii9, Ii10, Ii21, Ii22, Ii23} from AR dataset where
i=1, 2, 3, âĂę.., 20. The query images from this database are matched to our
color database (Dcolor).

Through experimentation we found that color histogram produced better result in
grayscale database and texture feature performed best in color and critical query
database. So, in proposed method, the highest weight is applied to color for grayscale
database and to texture for color and critical query databases. The weights wh,wt ,wm

are determined through experimentation. At first, we evaluated the performance of
each individual method. Similarly to [16], initial weights are set as wh= 45, wt = 15,
wm= 40. The weights are then fine tuned to produce the best recognition rate for each
individual database. Finally the weights are set to wh= 47.5, wt= 12.5, wm= 40 for
grayscale and wh= 40, wt= 12.5, wm= 47.5 for the two other databases, respectively.

In content based image retrieval system, precision and recall are the standard
methods to verify the effectiveness of any technique. The precision and recall are
defined as follows:

Precision =
IN

R
=

TruePositives
TruePositive+FalsePositives

(13)

Precision =
IN

T
=

TruePositives
TruePositive+FalseNegatives

, (14)

where IN is the number of images retrieved that are most relevant to query, T is
the total number of similar images in the database, and R is the total number of
retrieved images. Different researchers use different values for R and T . We con-
sidered T = 10 for grayscale database and T = 8 for color database, since former
database contains 10 different images per person and latter database contains 8 im-
ages per person, respectively. The 5 topmost images retrieved from database are
considered as the search result of any query image, so R = 5. Table 1 and Table
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2 summarize the recognition performance in terms of average precision and recall
value of different methods in different databases.

Table 1 Comparison of average precision of different methods for different databases

Average Precision
Method Grayscale

Database
Color
Database

Critical Query
Database

Color histogram method [17] 0.95 0.95 0.65
Affine moment invariant method [5] 0.49 0.72 0.48

Gabor filter method [3] 0.94 0.97 0.93
Proposed method 0.98 0.99 0.94

Table 2 Comparison of average recall of different methods for different databases

Average Recall
Method Grayscale

Database
Color
Database

Critical Query
Database

Color histogram method [17] 0.48 0.59 0.41
Affine moment invariant method [5] 0.24 0.45 0.30

Gabor filter method [3] 0.47 0.60 0.58
Proposed method 0.49 0.62 0.59

From Table 1 and Table 2 we can see that the performance of the proposed
method by using the weighted combination of color, texture, and shape is better
than that of using any of the three methods individually. For critical query database
the performance of color histogram significantly degraded because of illumina-
tion change and occlusion. However, this does not deteriorate the performance of
our proposed method since we assigned higher weights to texture feature for this
database. Fig.2 - Fig.4 illustrate some sample retrieval results (ranked) of the pro-
posed method from the different databases.

Fig. 2 Person having different pose and rotation is recognized by proposed method from
grayscale database

From Fig.2 - Fig.4, we can see that proposed method can recognize person from
both grayscale and color images having different pose, expression, sessions, align-
ment, facial details, illumination variation, and some occlusions.
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Fig. 3 Person having different expressions at different times is recognized by proposed
method from color database

Fig. 4 Critical query image (sunglass, varying illumination and time) is matched in color
database by proposed method

5 Conclusion

In this paper, a new content based face recognition method by using integrated
color, texture, and shape features has been proposed. Fusion of the three distinct
parameters reduces the number of false retrievals as it is highly unlikely that three
perceptually different images are assigned high similarity values by corresponding
feature. Experimental results show that this method can efficiently recognize face
images from standard face databases. Comparative analysis confirms that proposed
method has better performance than single feature based methods. Moreover, the
performance of our method does not depend on the training dataset since no train-
ing session is required to apply this method. We believe our method can be applied
to any database effectively because of its high recognition rate, ease of computa-
tion, and easy weight adjustment features. Our future works include development
of a learning system for auto weight adjustment in different databases, as well as
increasing running time investigation by GPU based approaches.
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Face Recognition Based on Sequence of Images

Jacek Komorowski and Przemyslaw Rokita

Abstract. This paper presents a face recognition method based on a sequence of
images. Face shape is reconstructed from images using a combination of structure-
from-motion and multi-view stereo methods. The reconstructed 3D face model is
compared against models held in a gallery. The novel element in the presented ap-
proach is the fact, that the reconstruction is based only on input images and doesn’t
require a generic, deformable face model. Experimental verification of the proposed
method is also included.

1 Introduction

Three dimensional face recognition is an active and growing field of research [1] [2].
Using spatial information allows to mitigate some of the problems faced by methods
based solely on visual information. 3D face recognition methods are less dependent
on face pose and lighting variations. One of the barriers to a mass deployment of
this technology is a difficulty with a face shape acqusition. Active vision techniques,
such as laser scanning, are not appropriate for practical usage. Laser scanners are
rather large, expensive and may be damaging to human eyes. Alternative, passive
techniques, such as stereovision, multi-view stereo or structure-form-motion, are not
very well suited for human face shape reconstruction. These methods are based on
finding corresponding points on multiple images, that is points which are projections
of the same scene point. Human skin has a relatively homogeneous texture which
makes an automatic matching a difficult task.

Majority of methods which use passive vision techniques for face shape recon-
struction, either uses complex image acquision setup (e.g. set of 5 cameras [11])
or utilises a generic, deformable face models (e.g. [3]). Complex camera setups
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complicate practical deployment. Model-based approach is criticized [4], that it
doesn’t allow to model subtle details important for accurate face recognition, as
reconstruction result are limited by a model parameter space.

The method presented in this paper uses a sequence of images from a single
camera. Therefore it’s easy to use as there’s no need for a complicated equipment.
Additionally it’s based solely on input images and doesn’t require a generic face
model. Multi-view stereo algorithms can be used to reconstruct a 3D object model
from a set or sequence of images taken from multiple viewpoint. Over the last years
a significant progress was made in this area and a number of high-quality algorithms
were developed. Best methods reviewed in [10] can deal with very demanding sce-
narios, where input images depict objects with little texture, containing few points
which can be automatically matched across multiple images. For very demanding
DinoRing1 test set, containing images of a plaster dinosaur taken from multiple
viewpoints, the best algorithms surveyed in [10] were able to reconstruct over 90%
of the object surface with error below 0.4 mm. Unfortunately multi-view stereo al-
gorithms assume that all images are fully calibrated, that is both intrinsic (camera
focal length, distortion coefficients) and extrinsic (camera pose) parameters for each
image are known. Such algorithms cannot be used when a sequence contains images
of an object moving freely in front of the camera. Intrinsic camera parameters are
fixed, and can be estimated with a prior calibration. But extrinsic parameters are
different for each image and cannot be easily estimated. To use some high-quality
multiview-stereo algorithm for face shape reconstruction from a sequence of im-
ages, extrinsic parameters for each image in the sequence must be estimated.

2 Details of the Method

This section describes details of our face recognition method. The method is based
on a sequence of images from a monocular camera. It’s assumed that a person sits
in front of the camera and is asked to rotate his head left and right. An exemplary
input sequence is depicted on Fig. 1.

Fig. 1 Exemplary input sequence (5 from 80 images)

1 http://vision.middlebury.edu/mview/data

http://vision.middlebury.edu/mview/data
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Main steps of the presented method are depicted on Fig. 2.

Fig. 2 Recognition system concept

Step 1

Extrinsic camera parameters (rotation matrix R and translation vector T) are esti-
mated for each image in the sequence. This is done using a method developed by
authors and described in [7] and [8]. The method is designed to work well with
demanding scenarios, where input images contain little texture. It doesn’t use a
generic, deformable face model and is based solely on input data. Results of this
step are depicted on Fig. 3.

Step 2

Once camera extrinsic parameters are estimated, any multi-view stereo algorithm
can be used to reconstruct a 3D face shape. In our implementation a patch-based
multi-view stereo method PMVS [5]2 was used. An input to the PMVS algorithm
is a sequence of images and estimated camera extrinsic parameters. The output is a
cloud of oriented points (see Fig. 4).

Step 3

Face model reconstructed from an image sequence is compared with models in a
gallery. Distance between point clouds is used as a similarity measure between two
face models. Distance between two point clouds is defined as an average Euclidean
distance between each point from the first model to the closest point in the second
model. Two face models usually do not fully overlap. Due to differences in input

2 http://grail.cs.washington.edu/software/pmvs/

http://grail.cs.washington.edu/software/pmvs/
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Fig. 3 Estimated camera poses (pyramids) and a sparse face model (point cloud) based on a
sequence of images from Fig. 1

Fig. 4 Face reconstruction results based on a sequence from Fig. 1

sequences3 one cloud may contain regions from a reconstructed object surface, not
presented in the second model. To deal with this problem a relatively simple heuris-
tic is used. A median distance between each point from the first model and the
closest point in the second model is calculated, and points further away than some
small multiple of the median are discarded. Formal definition of the distance metric
used to compare 2 point clouds is as follows:

Let C1 ⊂R
3 and C2 ⊂R

3 denote two clouds consisting of points in 3D Cartesian
space. d (p,C ) denotes a distance of a point d ∈R

3 from the cloud C ⊂R
3, defined

as:

3 E.g. different maximum face rotation angle.
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d (p,C ) = min
p′∈C

∥∥p′ − p
∥∥ , (1)

where ‖p′ − p‖ is an Euclidean distance between points p i p′. Distance between
point cloud C1 and C2 with a threshold k is defined as:

dk (C1,C2) =
1

|C1 \Ok| ∑
p∈C1\Ok

d (p,C2) , (2)

where Ok is a set of points in a cloud C1 not having close neighbours in a cloud C2,
defined as:

Ok = {p ∈ C1 | d (p,C2)> km} , (3)

where m is a median distance between each point from the first cloud and the clos-
est point from the second cloud. In the implementation of the presented method
threshold k = 4 was chosen.

Two face models being compared may have a different scale and orientation.
Scale difference is caused by the fact, that extrinsic parameters can be estimated
for a sequence of images only up to an unknown scale factor. Thus a metric recon-
struction is also possible up to a scale factor. Orientation may be different because
reconstructed head pose is aligned with the head pose on the first image. In order to
calculate a distance between two point clouds, they must be aligned first. We use a
variant of the popular ICP4 [9] algorithm, which can find a rigid body transformation
aligning two point clouds.

Let Cs denotes a source point cloud and Cd a destination point cloud. Our modi-
fied version of ICP method has the following steps:

1. Compute centroids of a source and destination cloud

a. c̄s =
(
∑p∈Cs p

)
/|Cs|

b. c̄d =
(
∑q∈Cd

q
)
/|Cd |

2. Scale a source point cloud to match a destination cloud scale using a formula
from [6]:

a. Compute scaling factor: scale =

√
∑q∈Cd

‖qi−c̄d‖2

∑p∈Cs‖pi−c̄s‖2

b. Multiply coordinates of points in Cs by scale

3. Align centroid of a source point cloud with a centroid of a destination cloud

a. Translate all point in Cs by a vector c̄d - c̄s.

4. Choose a random sample S = {pi} of s points from a source cloud Cs

5. Match each point from a sample S with the closest point in a destination cloud
Cd . Let M = {(pi,qi)} denotes a set of corresponding point.

4 ang. Iterative Closest Point.
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6. Remove outliers from M , that is remove pairs (pi,qi) for which |di−qi|> km,
where m is a median distance between pairs of corresponding points in M , and
k is a small integer5.

7. Find a rigid body transformation (rotation matrix R and translation vector T)
minimizing error metric E (R,T) and apply the transformation on a source point
cloud Cs

8. If number of iterations < N, go to point 4 else terminate the algorithm

Algorithm parametrization and error metric E were chosen experimentally to achieve
good convergence and a reasonable running time. Sample size M is set to 500 (out
of app. 40’000 points in clouds) and number of iterations N = 15, as it was verified
that larger values increase running time but do not improve convergence. As an error
metric E , a point-to-plane error metric is chosen as it gives much faster convergence
than a classic point-to-point error metric. Point-to-plane error metric is given by the
formula [9]:

Epoint−to−plane (R,T) = ∑
i

((Rpi +T− qi) ·ni)
2 , (4)

where ni is a normal to the destination cloud surface at point qi.

3 Experiments

This section presents results of an experimental verification of accuracy of the face
recognition method presented in this paper. Test database built by authors contains
81 image sequences of 27 individuals, 3 sequences per one person. Images were
acquired with Point Grey Chameleon camera6 with 800x600 pixels resolution. In
each sequence a persons sitting in front of a camera is asked to rotate his head right
and left. Exemplary sequences are depicted on Fig. 5. The database was split into 2
parts: 27 image sequences (1 per each individual) were used to build a gallery, 54
sequences (2 per each individual) were used to build a test set.

Error metrics

Face recognition system can be used to perform 2 tasks: verification and identifica-
tion. Verification is a task where the biometric system attempts to confirm an indi-
vidual’s claimed identity. 2 error metrics are used to assess accuracy of an identity
verification task: FAR7 and FRR8. FAR is defined as a ratio of a number of attempts
when an identity was falsely positively verified to a number of all attempts. FRR is

5 In implementation k = 4 was chosen.
6 http://www.ptgrey.com/products/chameleon/
chameleon_usb_camera.asp

7 False Acceptance Ratio.
8 False Rejection Ratio.
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Fig. 5 Exemplery sequences from a test database

defined as a ratio of a number of attempts when an identity was falsely negatively
verified to a number of all attempts.

Identification is a task where biometric system searches a gallery for a reference
matching submitted biometric sample, and if found, returns a corresponding iden-
tity. Accuracy of identification tasks is measured with a CMC9 curve. CMC is a
function of a recognition rate as a number of best n-maches considered. For a given
n, recognition rate is a ratio of attempts when a chosen individual from a test set was
among n closest matches in the gallery to number of all attempts. Clearly, when n
equals to the number of individuals in the gallery, recognition rate is equal to one.

Experiment 1

In this experiment accuracy of identity verification scenario was tested. Each se-
quence from a test set was used to reconstruct a 3D face model which was matched
against each face model in the gallery. If the distance between face model from a
test set and a face model from a gallery was below a threshold Θ the identity was
positively verified. Otherwise identity was negatively verified.

Both FAR and FRR are dependent on threshold Θ . When it’s increased, more
distant faces are identified as belonging to the same individual thus leading to FAR

9 Cummulative Match Characteristics.
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increase and FRR decrease. Fig. 6 depicts values of FAR as a function of a threshold
Θ . Fig. 7 shows values of FRR as a function of a threshold Θ .
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Fig. 6 FAR as a function of a threshold Θ
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Fig. 7 FRR as a function of a threshold Θ

The trade-off between FAR and FRR rates is expressed using ROC10 curve and is
shown on Fig. 8. ERR11, that is a rate at which FAR = FRR is equal to 0.025 and is
a rather low value. It means that in 2.5% of attempts identity was falsely positively
verified and in 2.5% of attempts identify was falsely negatively verified.

Experiment 2

In this experiment identification in a closed-set scenario was tested, as each individ-
ual from a test set was present in the gallery. Each sequence from a test set was used
to reconstruct a 3D face model which was matched against each face model in the
gallery. Models with the closest distance were declared as a match.

10 Receiver Operating Characteristic.
11 Equal Error Rate.
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Fig. 8 ROC curve and ERR point

Fig. 9 shows resultant CMC curve. When finding a single, best match in the
gallery (n = 1) for each individual from a test set, the method achieved almost 75%
accuracy. If considering 5 best matches in the gallery (n = 5), over 90% accuracy
was achieved.
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Fig. 9 CMC curve

4 Conclusions and Future Work

The presented method allows to achieve a reasonably good face recognition accu-
racy. Although the results should be taken with care, as they were obtained using
a relative small test database. To ensure validity of the proposed approach, exper-
iments using much larger test database should be done. For face recognition a rel-
atively simple approach is used, based on direct comparison of two point clouds.
It’s worth to investigate more advanced approaches, e.g. based on comparison of
a local characteristics such as nose profile, or a relative position of eyes, nose and
lips. It must be noted that recognition is based only on spatial information and 2D
information (texture) is not used. Combining 2 modalities (shape and texture) may
allow to achieve better recognition rates.
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Face reconstruction method presented in this paper consists of two separate and
distinct steps. Sparse point cloud build during the process of estimating extrinsic
parameters is discarded, and only extrinsic paratmers are passed to the second step
(multi view stereo reconstruction). Potentially 3D points from a sparse point cloud
created in the first step can be used to initialise multi-view stereo reconstruction
process.
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Statistical Analysis in Signature Recognition
System Based on Levenshtein Distance

Malgorzata Palys, Rafal Doroz, and Piotr Porwik

Abstract. In this paper we develop our previously presented studies, where adap-
tation of the Levenshtein method in a signature recognition process is proposed.
Three methods based on the normalized Levenshtein measure were taken into con-
sideration. The studies included an analysis and selection of appropriate signature
features, on the basis of which the authenticity of a signature was verified later. A
statistical apparatus was used to perform a comprehensive analysis. Results obrained
were tested by means of χ2 independence test. It allowed determining the relation-
ship between signature features and the errors of classifier.

1 Introduction

In the modern world security problems are increasingly very important, because
safety of goods, resources and data should be procected. In order to protect them,
common methods based on human knowledge are used, for example: passwords and
PIN codes, as well as methods based on identifiers, e.g. identity cards and credit
cards. These methods may not be able to serve their purpose for various reasons,
such as forgetting a password or a PIN code, giving it to another person, or identi-
fier loss, theft or forgery. In the era of computerization and automation, the gap in
the problems related to protections is filled by biometric techniques. One of the most
popular biometric techniques is a handwritten signature. Signature verification from
biometric features point of view presents some advantages, such as: non invasive,
intuitive and fast, well accepted socially and legally. Additionally, signature verifi-
cation generally has a low storage requirements. The effectiveness of the use of an
analysis of handwritten signatures as a biometric technique is very high. The main
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factor affecting the effectiveness is selection of an appropriate signature recognition
method. Currently a lot of different approaches have been proposed for signature
verification in the literature [2], [3], [6], [7]. It should be noted that verification and
identification of objects is also proposed in other scientific problems [4], [8].

This study presents a method of comparing signatures with the use of the normal-
ized Levenshtein metrics [9], [13]. The effectiveness of these metrics in the process
of signature recognition has been examined. A large number of results was obtained,
which made an analysis more difficult. Therefore, the presented method includes a
detailed statistical analysis, which allows approach to selects features of the signa-
tures being adequately compared.

2 Feature Preparation

Biometrics signature is one of the longest-known security techniques invented by
humans. Signature has for many years adopted a form of determining the credibility
(such as during operations related to running a bank account). Data collection pro-
cess within a signature recognition process can be divided into two categories: static
and dynamic. The static system collects data using off-line devices. A signature is
put on paper and then is converted into a digital form with the use of a scanner or
a digital camera. In this case, the shape of the signature is the only data source,
without the possibility of using dynamic data. Signature recognition on the basis
of photos does not protect against fraud. On the other hand, dynamic systems use
on-line devices, which register, apart from the image of the signature, also dynamic
data connected with it. The most popular on-line devices are graphics tablets. By us-
ing tablet, a signature can be recorded in the form of an n-point set. Fig 1. presents
an example of signature Si, captured by tablet.

Fig. 1 An example of signature Si
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Signature Si can be represented by the vector of points:

Si =

⎡
⎢⎢⎢⎣

si (1)
si (2)

...
si (n)

⎤
⎥⎥⎥⎦ , (1)

where:

si ( j) – the j-th point of signature Si.

The tablet, during signing, is capable to measure many dynamics parameters, such
as a pressure pen on tablet surface, position of pen, the angles at which the person
holds a pen. This implies that there is a dynamic feature vector ci (u) associated with
each point si (u) of signature Si:

si (u)→ ci (u) . (2)

The local position (xi,yi) of the pen is given directly by a graphics tablet, while
speed and acceleration can be obtained from this device or can be calculated on
the basis of the position parameter. In presented work, following signature features
were used:

X = {x1,x2, ...,xn}, Y = {y1,y2, ...,yn} - sets of coordinates of n signature points,
P = {p1, p2, ..., pn} - set of pressure in particular points of signature,

Having the sets of mentioned features it is possible to determine, basing on them,
additional features like as:

V = {v1,v2, ...,vn} - set of the speed of the pen in successive signature points [3],
Vup =

{
vup1 ,vup2 , ...,vupn

}
- set of the positive velocity values of the pen in succes-

sive signature points [5],
Vdown =

{
vdown1 ,vdown2 , ...,vdownn

}
- set of the negative velocity values of the pen

in successive signature points [5],
Vx = {vx1 ,vx2 , ...,vxn} - set of the horizontal speed of the pen in successive signature
points [3],
Vy =

{
vy1 ,vy2 , ...,vyn

}
- set of the vertical speed of the pen in successive signature

points [3],
Pch =

{
pch1 , pch2 , ..., pchn

}
- ses of the change in the pen pressure in successive sig-

nature points [5],
K = {k1,k2, ...,kn} - set of the inverse of the radius of the curve in successive signa-
ture points [12].

Because in proposed approach 10 signature features have been selected the extracted
features form the vector:

ci (u) =
[
c1

i (u) ,c
2
i (u) , ...,c

10
i (u)

]
, (3)
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namely:
ci (u) = [xi (u) ,yi (u) , ...,ki (u)] . (4)

Finally, the signature can be described by the matrix Si:

Si =

⎡
⎢⎢⎢⎣

xi (1) yi (1) · · · ki (1)
xi (2) yi (2) · · · ki (2)

...
...

. . .
...

xi (n) yi (n) · · · ki (n)

⎤
⎥⎥⎥⎦ . (5)

3 Normalization of the Levenshtein Distance

The Levenshtein distance is the number of certain operations, called elementary
operations, which must be performed to transform one character string into another
one [2], [13].
Let ∑ define an alphabet of characters and a set containing all character sub-strings
from this alphabet ∑

′
. Then, let’s define two character strings and belonging to ∑

′
,

where n and m are the lengths of these strings. Let TA,B = T1,T2, ...,Tl stand for
the transformation of A character string into B character string with the use of the
finite number l of elementary operations. Elementary operations are performed on
the pair of characters (a,b), where a,b �= λ described more often as (a→ b). The
sign λ represents an empty character, which does not belong to the alphabet. Three
elementary operations can be distinguished:

• D – deleting a character (a→ λ ), (b→ λ ),
• I – inserting a character (λ → a), (λ → b),
• R – replacing a character (a→ b), (b→ a).

Each elementary operation has a specific cost of its performance, which is called a
weight of a given elementary operation. The weighting function δ assigns a non-
negative real number to the i-th elementary operation (a→ b):

δ (Ti) = δ (a→ b) . (6)

The weight of the TA,B transformation can be calculated using the following formula:

δ (TA,B) =
l

∑
i=1

δ (Ti) . (7)

The TA,B transformation can be defined for a specific path of transition from the

A character string into the B character string. Let the PA,B =
{

P1
A,B,P

2
A,B, ...,P

h
A,B

}

set contain all possible paths of transitions from the A character string into the B
character string, where h is the number of all possible transition paths.
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Let W (PA,B) be a function calculating weights of individual paths from the PA,B

set:
W (PA,B) = δ (TA,B) . (8)

The General Levenshtein Distance (GLD) for the two character strings A,B being
compared can be defined as follows:

GLD(A,B) = min{δ (TA,B)}= min{W (PA,B)} . (9)

As the final value of the Levenshtein distance calculated for two character strings
is included in the [0,∞) interval, it is not possible on this basis to determine the
percentage similarity of the strings being compared. This considerably hinders the
evaluation of similarity of the strings being compared. Ned1 metric is defined by
the formula:

Ned1(A,B) = min

{
W (PA,B)

|PA,B|
}
, (10)

where:
|PA,B| – the number of elementary operations in an individual path. Another pro-
posed measure is the Ned2 metric described by the following formula:

Ned2(A,B) = min

{
W (PA,B)

|A|+ |B|
}
=

GLD(A,B)
|A|+ |B| , (11)

where:
|A|+ |B| – is the sum of lengths of the A and B strings.

Third modification of the Levenshtein distance, used in this study, is the dN−GLD

distance. This distance is expressed by the formula:

dN−GLD (A,B) =
2 ·GLD(A,B)

max(D, I) · (|A|+ |B|)+GLD(A,B)
, (12)

where:
D – the cost of deleting a character,
I – the cost of inserting a character.

All presented metrics: Ned1, Ned2, dN−GLD return results from the [0,1] interval. If
two strings being compared are the same, the metrics return the 0 value. For further
assessment of their effectiveness with the use of EER coefficient, the metrics (13),
(14) and (15) were adequately modified, so that the result of the comparison of two
identical strings was the value 1:

NED1(A,B) = 1−Ned1(A,B) , (13)

NED2(A,B) = 1−Ned2(A,B) , (14)

NGLD(A,B) = 1− dN−GLD (A,B) . (15)



222 M. Palys, R. Doroz, and P. Porwik

4 The Use of Normalized Levenshtein Metrics in the Process of
Recognition of Handwritten Signatures

Levenshtein distance calculates the distances between two strings. In the presented
method the values of individual feature of signatures Si and S j are compared. In
order to use of normalized Levenshtein metrics in the process of recognition of
handwritten signatures, new signature similarity measure LMt

i j has been introduced.
This measure is based on similarity metrics between two features t signature being
compared. It will be described on the example of the NED1 metric:

LMt
i j = NED1(Si (t) ,S j (t)) , (16)

where:
Si (t) –t-th column (feature) of signature matrix Si.

At the beginning the values of signature features were normalized to the [0,1] range,
so they can take indefinitely many values from this range [1], [10]. Therefore, the
probability of occurrence of two identical feature values in two compared strings is
near zero. In order to eliminate this situation, the additional parameter ϑ was in-
troduced. It determines, to what maximum extent the two values being compared
can differ from each other in order to be treated as equal. The features values
cr

i (u) = cr
j (u), if it fulfils the following condition:

∣∣cr
i (u)− cr

j (u)
∣∣< ϑ , (17)

where:
ϑ – the maximum difference between the values of the features that allows recog-
nizing them as equal,
cr

i (u) – the u-th element of r-th feature of the signature Si,
cr

j (u) – the u-th element of r-th feature of the signature S j.

The evaluation of the similarity of individual signatures was performed on the ba-
sis of an analysis of ten signature features and their combination. In order to specify
the influence of a given feature on the result of the comparison, the weights w1,
w2, w3 of the features were introduced. Thus, 35 different values were obtained as
the result of the comparison, and each of them described the similarity of a differ-
ent combination of signature feature. The formula for determining the WLM (Si,S j)
similarity value of the two signatures Si and S j, taking into account combination of
signature feature, is as follows:

WLM (Si,S j) =

{
LMi j (w1,w2,w3) : w1,w2,w3 ∈ N ∧

3

∑
i=1

wi = 1

}
, (18)
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where:

∀
k, l,m ∈ F
k �= l �= m

LMi j (w1,w2,w3) = LMk
i j ·w1 +LMl

i j ·w2 +LMm
i j ·w3 (19)

N - weight of the signature feature, N = {0,0.2,0.4,0.6,0.8,1},
F - number of feature, F = {1,2, ...,10}.
The individual element of the set F correspond to the number of columns of matrix
Si. For example, F = 1 means the feature X .

5 The Course and Results of the Studies

The studies were conducted for 50 signatures coming from different persons. The
set of test signatures used in the studies comes from the SVC2004 database. The
signatures were divided into 10 groups. Each group contained 4 original signatures
of one person and 1 forged signature. In order to assess, which combination of
signature feature has the greatest impact on EER values, the χ2 test was applied.
It allows determining whether there is a relationship between feature combinations
and EER values.
In order to perform the χ2 test, two hypotheses should be made: H0 and H1. The null
hypothesis H0 assumes that selection of features does not affect the effectiveness of
signature comparison using the Levenshtein method:

H0 : P(Z = zk ·U = um) = P(Z = zk) ·P(U = um) . (20)

The alternative hypothesis H1 shows a relationship between the Z and U :

H1 : P(Z = zk ·U = um) �= P(Z = zk) ·P(U = um) , (21)

where the variable Z is a combination of the signature features:

Z = {X ,Y,P,V,Vup,Vdown,Vx,Vy,Pch,K,XY,XP,XV,XVup,XVdown,

XVy,XVx,XPch,XK,YP,YV,YVup,YVdown,YVy,YVx,Y Pch,YK,

XYP,XYV,XYVup,XYVdown,XYVy,XYVx,XYPch,XYK}.

The variable U is a range of EER values. As the number of results for each of the
three analysed measures was very high (1736733), the analysed data were divided
into 7 subsets. Each subset was assigned to a different EER range. Boundaries of
division are determined by dividing the range between the highest and lowest value
into 7 equal parts. Each range was named depending on the value of the errors it
contained. For example, for the NED1 measure (in which the lowest value of EER
= 1.161%, and the highest value of EER = 54.918%), the determined ranges are
presented in Table 1 .
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Table 1 Table of ranges of EER values determined for the NED1 measure

Name of range Range EER [ % ]

Excellent [1.161-8.841)
Very good [8.841-16.521)
Good [16.521-24.201)
Average [24.201-31.881)
Poor [31.881-39.561)
Bad [39.561-47.241)
Very bad [47.241-54.921)

Basing on the assumptions presented in Table 1 , the quantity table was prepared,
which contains the quantity of EER values obtained for different combinations of
signature features. Then the expected quantities was calculated [11]. The seven fea-
ture combinations of the largest differences calculated between actual quantities and
expected quantities were presented in Table 2 .

Table 2 Table showing the difference between the actual quantities and expected quantities
of EER values for the NED1 measure

XY XV XPch XYP XYVup XYVy XYVx

Excellent 1366.90 -1033.10 -1038.83 3611.10 1265.38 1008.65 1931.93
Very good 64.54 -139.46 -501.12 80.22 342.56 -5.10 82.25
Good -642.35 440.65 93.87 -1530.14 -619.92 -618.69 -770.47
Average -488.51 534.49 596.59 -1227.37 -529.27 -338.17 -720.07
Poor -228.56 170.44 634.48 -691.33 -331.29 -90.24 -413.20
Bad -69.06 28.94 210.95 -232.12 -126.11 36.90 -107.08
Very bad -2.95 -1.95 4.05 -10.36 -1.36 6.65 -3.35

For the NED1 measure, the calculated statistic is χ2 = 32356.1. The critical value
χ2

α =238.32 was taken from the distribution tables χ2 for the adopted level of signifi-
cance α = 0.05. The quantity table has 7 rows and 35 columns, so s=(7−1)(35−1)
= 204 degrees of freedom. The calculated statistic belongs to the critical area ( χ2

> χ2
α ). Therefore the null hypothesis should be rejected in favour of the alternative

hypothesis that assumes that these combinations affect the range of EER values. In
addition, basing on Table 2 , it can be stated that the greatest impact on the EER
value in the Levenshtein method has a combination of XY P features, and there-
fore the use of this combination will allow increasing the effectiveness of signature
comparison by this method.
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A similar analysis was carried out for the NED2 and NGLD measures. Table 3
showing the difference between the actual quantities and expected quantities of EER
values for the NED2 measure whereas Table 4 for the NGLD measure.

Table 3 Table showing the difference between the actual quantities and expected quantities
of EER values for the NED2 measure

XY XVdown XVy XK XYP XYVup XYVx

Excellent 1749.63 -1199.49 -1218.34 -1199.14 4622.21 1619.68 2472.87
Very good 86.48 168.22 -67.16 168.68 97.86 417.92 100.34
Good -610.23 546.87 249.73 547.08 -1912.67 -774.90 -963.09
Average -561.78 172.60 242.39 171.87 -1595.58 -688.05 -936.09
Poor -205.71 53.44 442.82 53.52 -394.06 -188.83 -235.52
Bad -110.50 -8.10 205.78 24.87 -336.58 -182.86 -155.27
Very bad -2.39 -0.77 10.57 -0.80 -8.70 -1.14 -2.82

Table 4 Table showing the difference between the actual quantities and expected quantities
of EER values for the NGLD measure

XY XVup XPch Y Pch XYP XYVup XYVx

Excellent 2152.04 -1333.68 -1595.64 -1335.05 5546.65 1943.62 2967.44
Very good 76.97 116.32 -765.51 -810.91 111.56 476.43 114.39
Good -488.19 213.29 71.34 32.92 -1472.76 -960.87 -1194.23
Average -449.43 202.96 425.61 796.12 -1818.96 -784.38 -1067.14
Poor -242.73 275.70 1272.77 434.33 -464.99 -171.84 -214.33
Bad -114.92 68.12 571.41 607.07 -400.53 -217.60 -184.77
Very bad -2.49 5.09 3.41 2.38 -6.09 -1.31 -3.24

Statistics for the NED2 and NGLD measures are respectively χ2 = 96432.7 and
χ2 = 78784.6. Thus, they belong to the same critical area as the NED1 measure.
Similarly as the NED1 measure, it has been found that the XYP feature had the
greatest impact on the EER value in signature recognition with the use of the Lev-
enshtein method.

6 Conclusions

In this paper the method of feature selection with statistical significance testing was
proposed. The study focused on determinating a combination of dynamic features
of signatures which allows obtaining the lowest error in signature recognition. The
analysis proves that there is a statistical relationship between signature features and
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the error returned by the classifier based on the normalized Levenshtein method.
From obtained results follow that the best features selection is given by combination
of feature XYP. For these parameters the EER coefficient achieves the lowest values.
In the future the result obtained by means of the test χ2 will be compared with other
tests known from the literature. Also other features of signatures will be taken into
account.
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A Computational Assessment of a Blood Vessel’s
Roughness

Tomasz Wesolowski and Krzysztof Wrobel

Abstract. High risk of heart attack due to the accumulation of atherosclerotic
plaque in coronary arteries is currently a serious social problem. Therefore, it is
obvious that current preventive measures include early detection of atherosclerosis
process. Dedicated tests that allow to diagnose this disease are not commonly per-
formed so specialists are trying to detect it in other ways. One of them is the manual
analysis of computed tomography (CT) images in order to determine roughness
of the coronary arteries. The paper presents a computer aided method for measuring
the roughness of coronary vessels based on the analysis of digital CT images.

1 Introduction

Heart diseases all over the world are reasons of cardiovascular mortality. This kind
of disease is announced by World Health Organization (WHO) as a serious civilisa-
tion problem. The most common reason of heart attack or stroke is atherosclerosis.
The course of this disease depends on many factors which can be observed during
medical examinations.

If the process of atherosclerosis is located within coronary arteries then a disease
known as coronary artery disease (CAD) develops. Heart muscle is a braided net-
work of vessels arising from the left and right coronary artery surrounding the heart.
The network of vessels supplies blood, oxygen and nutrients. Normally, a balance
is ensured between the blood flow to the heart and its needs, which increase signifi-
cantly when we exercise. The balance is disrupted by disturbances in the transport.
They are most often caused by the atherosclerosis leads to reduction in a cross-
section of one of the coronary arteries. Some hearth vessels changes can be observed
by means of medical imaging techniques. Imaging technique permits for a simple
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visual assessment. From a medical point of view it is insufficient - if it is possible,
all subjective assessments should be replaced by reliable and repeatable measure-
ments. These measures are difficult to estimate because vessels’ shape and topology
are substantially different for patients examined.

Recent advances in non-invasive imaging of coronary arteries using multi-detector
computed tomography (MDCT) allow for early detection of athero-sclerotic plaques
and other health complication, either by means of coronary artery calcium scoring
(CACS) or by means of CT coronary angiography (CTCA). These techniques are
widely reported in both medical and technical papers [1], [4], [11]. Coronary artery
anomalies that entail a risk of sudden death are frequently associated with artery ves-
sels malformations. In medical practice both dynamic and static vessel’s parameters
can be captured during computed tomography examination.

Proposed topics are closely related to the classical biometrics domain, which is
noticeably presented in the scientific investigations [10]. In our approach we propose
another understanding of this term as the analysis of data from human clinical trials
evaluating the relative effectiveness of therapies for disease.

2 Source Data Description

Data acquisition process starts with a non-invasive CT examination of the patient.
As a result of the CT procedures raw-data in DICOM format is obtained. The raw-
data is appropriately analysed and after that displayed on a graphic workstation. By
means of specialized programs, the raw-data is also reconstructed and displayed as
various images by a qualified radiologist. Images are built from this data and dis-
played on the monitors in a range of scales, in different views, three-dimensional
projections and reconstructions. These projections produce the "tomogram": a two-
dimensional image of a section, or slice, through a three-dimensional object, con-
taining the cross-sections of the artery.

The cardiac CT scans present images similar to Fig. 1. The radiologist indicates
the areas and sections of blood vessels where measurement should be conducted.
Fig. 1 presents a CT image upon which a blood vessel examination has been per-
formed. In this picture, different cross-sections along the vessel can be studied. Each
cross-section is surrounded by a frame, which has been automatically added by
the work-station software. Inside the frame, the shape of the cross-section is then es-
timated. This examination was performed by a Toshiba Aquilion 64 CT scanner and
by the Vitrea2 (Vital Images Inc.) application at the Unit of the Non-invasive Car-
diovascular Diagnostic at the Medical University of Silesia. If the reference points
for the measurements have been chosen by the physician, then evaluations will be
automatically conducted at these points and at points adjacent to each point, both
in front of the point and behind it. Here seven locations before and seven loca-
tions after the reference point are studied: fifteen blood vessel cross-sections will be
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Fig. 1 The source CT image presenting 15 sub-images containing cross sections of a given
vessel

investigated. The cross-sections can be separated by a constant distance; here the step
size is 0.5 mm.

As was mentioned, inside every individual image I, fifteen sub-images are in-
cluded: I⊃{I1, I2, ..., I15}; each sub-image I j, j = 1, ...,15 includes one cross-section
of the analyzed vessel [9]. For this paper, due to technical restrictions, the images
and the places on these images at which measurements are conducted are too small
to be properly displayed. Therefore, in Fig. 2a and Fig. 3a, the examples of mag-
nified cross-sections have been shown. Fig. 2a presents an example of a healthy
patient’s cross-section. It may be noted that the shape of the cross-section resembles
an ellipse. In Fig. 3a the cross-section of a patient with the pathological changes has
been shown.

Fig. 2 Exemplary cross-section of a healthy patient’s blood vessel (a), cross-section after
binarization process (b) and the inner outline of the cross-section’s contour (c)
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Fig. 3 An example of the cross-section with visible pathological changes (a), cross-section
after binarization process (b) and the inner outline of the cross-section’s contour (c)

3 Image Analysis Method

CT examination cannot display many smallest details, so in some cases it is impos-
sible to anticipate further therapy or monitoring. Digital image produced by the CT
device allows visualising and identifying the cross-sections’ areas where roughness
should be measured. Unfortunately it has to be measured manually what makes this
analysis very time consuming. In this paper a computer aided method for measuring
the static parameters (roughness) has been presented.

The purpose of data acquisition process is to obtain the CT images that can be
analyzed to measure the roughness of the vessel’s wall. Input images include cross-
sections of an artery in the section indicated by the diagnostician, in the same scale,
numbered from +7 to -7 (Fig. 1).

Contrary to the methods of measuring the vascular contractility [9] method pre-
sented in this article does not require a series of images triggered by electrocardio-
gram signal, and can be conducted on a single image, containing the cross-sections
of the coronary artery.

Initial stages of image processing are identical to those described in the work [9].
First, the binary representation of the source CT image is established (as shown in
Fig. 2b and Fig. 3b). Binarization is the stage of image processing used for vari-
ous applications (such as in medicine [3], biometrics [7], [10]) in order to prepare
the image for further analysis. Next, the coordinates of the four vertexes of every
frame are designated. As a result of these operations the coordinates of the upper
left corner and dimensions of the sides of each frame are obtained. This data allow
to determine the coordinates of frames’ centers which are the input data to the algo-
rithm of filling the cross-sections.

In the subsequent step, for a given cross-sections pointed out by radiologist, their
centre of gravity (xc,yc) is automatically determined:

xc =
1
m

m

∑
j=1

x j, yc =
1
m

m

∑
j=1

y j (1)

where:
x j,y j − current coordinate of the cross-section area’s point,
m − number of points in the cross-section’s area.
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In the next stage the inner outline of the cross-section of the vessel wall is estab-
lished. In practice, digital image of the vessel’s contour consists of separated points
(pixels). These pixels have to be correctly selected from the set of all points, which
create vessel’s cross-section. The vessel’s contour is made up of pixels which form
a line of non-uniform thickness (light gray and dark gray pixels in Fig. 4a). If all
these pixels will be taken into account then the internal shape of the contour (dark
gray pixels in Fig. 4a) will be incorrectly designated. Described disadvantage can be
eliminated by means of the algorithm that creates a chain of appropriate pixels [12].
This algorithm is used to construct a chain of pixels constituting the inner outline
of the vessel (light gray pixels in Fig. 4a) and is described in more detail in the next
part of this work.

Fig. 4 The order of designating the points of vessel’s inner outline (a),(c), the order of finding
the next pixel in the neighbourhood of the pixel that was qualified as last (b)

An ordered sequence of pixels can be presented as a chain P= (p0, ..., pn−1)
of pixels. The number n is the number of the chain elements, and each pixel pi =
(xi,yi) is determined by the following parameters:
i − current number of the pixel, i = 0,1, ...,n− 1,
xi,yi − coordinates of i-th pixel.
The pixels with the coordinates (xi,yi) and (xi+1,yi+1) form a sequence when the fol-
lowing dependence is fulfilled:

∀
pi∈P

(|xi− xi+1| ≤ 1∧|yi− yi+1| ≤ 1) (2)

A sample chain of pixels is shown in Fig. 5. The process of creating pixel sequences
within analyzed image is initiated by finding the first black pixel lying on the ves-
sel’s cross-section. The search begins with a pixel located in the centre of the cross
section and ends when a pixel positioned to the right of the cross-section centre is
found. The process of finding the first pixel is illustrated in Fig. 4a.
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Fig. 5 Segment of pixels chain

After finding the first pixel of the sequence, its coordinates are stored for later
use. The searching process of next pixels to join the sequence continues in the neigh-
bourhood of the pixel that was qualified for the chain as last, according to the search
order presented in Fig. 4b. The algorithm stops when coordinates of the two last
qualified pixels are the same as the coordinates of the two first qualified pixels.

The algorithm returns the set of pixels which form the one-pixel thick inner out-
line of the vessel’s wall (see Fig. 2c and Fig. 3c). For a given set of pixels which
form a regular internal vessels’ contour, the distance di between these points and
the cross-section’s centre of gravity is calculated:

di =
√
(xc− xi)2 +(yc− yi)2 (3)

where:
xc,yc − coordinates of the cross-section’s centre of gravity,
xi,yi − coordinates of the current point of the outline, i = 1, ...,n,
n − number of the pixels which form the cross-section’s inner outline.

In the next stage, for all computed distances di, their arithmetic mean davg is
calculated.

4 Roughness Estimation

The concept of roughness occurs in mechanics and materials sciences. In this paper,
the principle of determining the roughness of the surface was transferred to medical
image processing. Roughness is a characteristic of solid surfaces characterized by
its mechanical inequality [2]. In this paper, the following methods of determining
the surface roughness were used and compared:

• Standard Deviation σ :

σ =

√
1
n

n

∑
i=1

(di− davg)2 (4)
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• Roughness height according to the 10 points of the profile Rz:

Rz =
1
5

5

∑
k=1

Wk− 1
5

5

∑
k=1

Dk (5)

where:
Wk − five maximum values (peak heights) of (davg− di),
Dk − five minimum values (valley depths) of (davg− di).

• Arithmetic average deviation of the profile from the average line Ra:

Ra =
1
l

l∫

0

| f (x)|dx≈1
n

n

∑
i=1

∣∣davg− di
∣∣ (6)

where:
l − the length of the analyzed elementary section of the cross-sectional area.

All the methods of determining surface roughness have been used with the test data.
The results and their discussion can be found in the next section of this work.

5 The Course and Results of the Studies

The determination of the roughness of coronary vessels’ cross sections has been
practically demonstrated for 149 images derived from different patients. Each im-
age consisted of a set of 15 sub-images, as shown in Fig. 1, presenting cross sections
for one patient. These images were processed by the image processing procedures
described in the previous paragraphs. The parameters of the two outermost cross-
sections (sub-images number +7, +6 and -7, -6) were not analyzed. Due to their
close proximity to vessel branching points they may introduce serious distortions
to the results. Hence, only eleven of the vessel cross-sections have been exam-
ined. The vessel cross-section roughness have been listed (see Table 1). Table 1
includes the complete results from the measurements made on one image (patient).
The vessel’s roughness was calculated using the methods described in the previ-
ous paragraphs. Additionally, the last row of Table 1 lists the variance of roughness
values for each method separate. This measure allows to determine the dynamics
of the cross-section’s roughness along the whole section length of the examined
vessel in the analyzed image. In case of significant changes in roughness values
within a single image, the radiologist may suspect vessel calcification by depo-
sition of atherosclerotic plaque. Observing the roughness and its variance, it can
be seen that the roughness of the vessel in all tested areas is of the same order
of magnitude and shows no significant differences. From the data presented in Ta-
ble 1 it can be noticed that the variance of roughness calculated for the vessel has
low value, especially in case of methods σ (4) and Rz(5), so, with high degree of
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Table 1 Vessel cross-section roughness for a healthy patient

Cross-section No σ Rz Ra
5 0,89 2,46 5,16
4 0,63 1,75 3,99
3 0,81 2,12 4,09
2 0,86 2,42 4,68
1 0,95 2,67 4,62
0 0,63 1,74 4,85
-1 0,59 1,72 4,20
-2 0,75 2,09 4,93
-3 0,71 1,98 4,67
-4 0,75 2,01 4,07
-5 0,71 1,86 3,46

Var 0,02 0,17 0,71

Table 2 Vessel cross-section roughness for patient with atherosclerotic plaque

Cross-section No σ Rz Ra
5 1,97 5,94 9,84
4 2,32 6,01 7,56
3 2,53 7,72 7,53
2 1,68 4,41 9,70
1 0,71 2,50 10,04
0 0,77 2,71 9,23
-1 0,75 2,37 9,25
-2 0,81 2,58 9,35
-3 0,74 2,68 9,60
-4 0,74 2,48 8,64
-5 0,61 2,05 7,98

Var 0,41 2,92 1,89

probability, atherosclerosis disease is not present in the vessel examined. For com-
parison, in Table 2, data is presented from a patient that has been diagnosed as
having atherosclerotic plaque. From Table 2 it can be clearly seen that for cross-
sections number two, three, four and five the surface roughness calculated as σ (4)
and Rz (5) has much higher values than the roughness of the other cross-sections,
indicating a risk of disease. With high probability the higher values of roughness are
caused by accumulation of plaque on the inner walls of the vessel in the examined
areas. Also the variance is much higher than in the first case for the first method σ
(4), the variance is more than twenty times higher. Location, described in Table 2 as
cross-sections No 2, 3, 4 and 5 are, probably, already calcified as the vessel wall has
become stiffened. If inner layer of the artery is calcified, but pathological changes
are still small, then these pathologies cannot be imaged by normal CT procedures.
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However, pathologies of this type can be observed by the method described in this
paper. This approach can also be used for automatic cross-sectional area computa-
tion in cases when pathological changes inside vessel are already well visible on CT
images.

In the case of roughness Ra (6) changes of the values are difficult to assess. This
method does not seem to be adequate for the applications presented in this study.

6 Conclusions

The method proposed in this paper allows data to be automatically read from CT
images generated on the basis of information received from the CT scanner. Some
additional information can also be extracted from CT images. This additional in-
formation has been credibly and correctly interpreted, and the interpretation given
matched the diagnosis made by a physician during the patient’s examination. The pre-
sented method, unlike the method of analysis of dynamic parameters (contractibility)
of coronary vessels [9], eliminates the need to prepare a series of images related to
electrocardiogram, and thus to diagnose the disease after a single tomography image
analysis. Due to the automatic measurements it is possible to analyze the roughness
in real time. Previously, due to lack of appropriate tools, it was not possible.

Combining the methods of analysis for dynamic (contractibility) and static
(roughness) parameters of the coronary arteries will create a decision support system
that will provide data supporting the diagnosis of coronary disease by the physician.
With a sufficiently large data set the prediction system for heart disease can be con-
structed [8]. The described methods can also be the basis for further studies, such as
in [5] or [6]. Rapid method for obtaining additional information allows for the de-
velopment of new prevention therapy methods.

The CT images dataset derive from the Medical University of Silesia archives
and from current medical examinations. All these images are owned by the Med-
ical Center. During investigations 149 CT images have been transformed and then
processed, according to the methods presented in this paper. This procedure and
our software is used by physicians during CT image analysis. The procedure de-
tailed herein was accomplished with a graphical C# program tool that runs on all
tomography workstations. Thus, using this new technique, CT images can be also
studied at medical centres at which computed tomography is not present. This is
possible as, after their examination, the patients can obtain their data and medical
documentation on CD media. It should be emphasized here that this method permits
the identification of pathological changes when these changes are not yet visible on
CT images.
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Performance Benchmarking of Different
Binarization Techniques for Fingerprint-Based
Biometric Authentication

Soharab Hossain Shaikh1, Khalid Saeed2, and Nabendu Chaki3

Abstract. Fingerprint analysis is a well-known biometrics for person identification
and authentication. Computer vision based fingerprint recognition systems follow
different preprocessing steps among which binarization is one of the most important
steps. In an attempt towards benchmarking different global and local binarization
techniques, it has been found that for a set of sample images two or more tech-
niques show identical performance in terms of successful authentication. However,
the accuracy of a fingerprint recognition system varies with different binarization
techniques used in the preprocessing step and the same cannot be enumerated in
the objective measure of success or failure. This paper proposes a quantitative eval-
uation measure namely confidence score to be used for benchmarking of different
binarization techniques in a more effective manner.

1 Introduction

Binarization is an important step in image processing and pattern recognition ap-
plications. Binarization is also an important image segmentation technique as it
reduces the dimension of the image resulting in less computational overhead and
lower memory requirement compared to processing the original color or gray-scale
image. The recognition accuracy of a system highly depends on the performance of
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underlying image segmentation method, like binarization. In the view of this, the
present paper reports the finding of the authors on the performance benchmarking
of different binarization techniques for fingerprint recognition systems. A number
of metrics are available in the literature [9] [10] [11] like false rejection rate (FRR),
false acceptance rate (FAR), equal error rate (EER) for analyzing the performance
of a fingerprint recognition system. In this paper, the authors propose a new coeffi-
cient of measure for evaluating six different binarization methods in the context of
the biometric application - fingerprint recognition. In the proposed approach the nu-
meric estimation of performance for the new measure is done only after observing
the impact of the binarization technique on producing the final objective of correct
fingerprint recognition. Two global binarization methods namely Otsu [3] and Ka-
pur [4] and four local methods - Bernsen [5], Niblack [6], Sauvola [7], and Iterative
partitioning [1] have been used for the experimentation purpose. In the current sce-
nario, it is often found that even if an algorithm identifies the correct solution, the
second best result for a wrong sample is actually quite close. On the other side,
often an algorithm fails to identify the correct solution by a very narrow margin.
Thus, a numeric count of success percentage does not quite reflect how good or bad
had been the algorithm. While using some binarization method leads to the identi-
fication of the correct sample, usage of some other method may lead to a situation
where one or more rejected sample is found to be in close proximity with the correct
sample. The present paper addresses this concern and proposes a new coefficient of
measure for evaluation of the goodness of a binarization algorithm in the context of
a fingerprint-based biometric authentication application. This coefficient reflects the
level of confidence of a binarization algorithm in identifying the correct sample. The
objective of this paper is not to check for the superiority of a particular binarization
algorithm to others. Rather, this paper aims at finding the binarization method that
best suits a typical application (fingerprint recognition at the present work) based on
a new coefficient of measure, confidence score.

2 Previous Works

This section briefly presents a very short introduction of binarization techniques and
fingerprint evaluation metrics.

2.1 Binarization Techniques

Binarization is the process of converting an image from color or gray-scale to bi-
level representation. In a binary image only two bits are used for representing the
image. Generally an object is represented with zero and the background with one
or vice versa. There are basically two types of techniques for binarization: global
and local depending on how the threshold value is selected from grouping the pixel
intensities into two groups (foreground and background). In the present paper the
authors have considered two global binarization methods (Otsu and Kapur) and four
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local binarization methods (Bernsen, Niblack, Sauvola and Iterative Partitioning).
More detailed description of binarization can be found in [1] [2].An innovative
method for finger vein image binarization is presented in [8]. The paper presents
an innovative approach to solve the problem of vein extraction from the inside part
of hand fingers. The algorithm is easy to implement. However, the process in [8]
involves multiple binarization phases using static pre-specified threshold value.

2.2 Fingerprint Evaluation Metrics

Human authentication using fingerprints is a well-established biometrics as found
in the literature [10] [13] [14] [15] [16]. In most of the fingerprint recognition sys-
tems, performance evaluation is done using two well known metrics namely False
Rejection Rate (FRR) and False Acceptance Rate (FAR). For a fingerprint image
database, each sample is matched against the remaining samples of the same finger
to compute the False Rejection Rate. All the scores for such matches are composed
into a series of correct scores. Also the first sample of each finger in the database
is matched against the first sample of the remaining fingers to compute the False
Acceptance Rate. All the scores from such matches are composed into a series of in-
correct scores. At some point in time, these two error rates become identical (equiv-
alent), the error rate at that point is referred to as the Equal Error Rate (EER). These
errors mainly occur in the verification application context and so, they are referred
to as verification errors. In the context of an identification application, two errors can
occur: (i) the matching module can produce an empty candidate list even when there
is at least a template of finger whose feature set is being matched. This is known as
the false negative identification error. (ii) is the false positive identification error,
where the matching module returns a non-empty candidate list even when there is
no single template of a finger whose feature set is being matched. False-Negative
Identification-error Rate (FNIR) and False Positive Identification-error Rate (FPIR)
are the commonly used terms with respect to the above mentioned errors. FNIR is
the probability of a false negative identification while FPIR is the probability of the
false positive identification error. Different metrics for fingerprint evaluation can be
found in [9] [10] [11] [12] [13].

3 Methodology for the Proposed Work

This section briefly presents the techniques used by the fingerprint recognition sys-
tem. The approach presented in [11] has been adopted in this text. However, the
pre-processing step of sample image binarization in [11] has been replaced by six
different binarization methods one after another towards evaluating their compara-
tive performance in terms of the proposed new coefficient of measure, confidence
score.
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3.1 Fingerprint Recognition System

Minutia-based fingerprint recognition [15] represents the fingerprint by its local fea-
tures like terminations and bifurcations. This approach is the backbone of many
available fingerprint recognition products. There are two basic steps of minutia
based fingerprint recognition systems - minutia extraction and minutia matching.

3.1.1 Minutia Extraction

In this step a series of tasks have been performed namely preprocessing, minutia
extraction and post-processing. The preprocessing step consists of image enhance-
ment followed by binarization and subsequent image segmentation. The sample
images are enhanced by histogram equalization and subsequently Fourier trans-
form is done. In the original work [11], an adaptive binarization technique [12]
has been used. In the present work the authors adhere to the adaptive binarization
technique in the training phase. This subtask (binarization) has been replaced by
different well-known methods (Otsu, Kapur, Bernsen, Niblack, Sauvola and Iter-
ative partitioning) for evaluating their performance during testing phase. During
image segmentation, block direction estimation is done with a block size of 16x16
and extraction of region of interest using morphological operations. Minutia ex-
traction consists of thinning of the preprocessed samples and subsequent minu-
tia marking. The post-processing is useful for removing the detection of false
minutia.

3.1.2 Minutia Matching

Given two sets of minutia of two fingerprint images, the minutia match algorithm
[11] [16] determines whether the two minutia sets are from the same finger or not.
This step consists of two consecutive stages: the alignment stage and the match
stage [11]. In case of any two minutia from different images, if they are in a box with
small length and their direction has large consistence, they are matched minutia.
Match score is calculated by finding the number of matched minutia and dividing it
by the maximum of number of minutia of the two images [11].

4 Proposed Evaluation Method

The proposed coefficient of measure is named as confidence score. The confidence
score is measured based on a pre-computed numeric score which is another measure
depending on the particular application being considered. As for example, in this pa-
per a minutia-based matching score has been calculated for the fingerprint matching
(described in section 3.1.2). This score is further used to compute the confidence
score. The confidence score for successful match is formulated as shown in equa-
tion 1 and that for the unsuccessful match is presented in equation 2. In equations
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1 and 2, the best score is the largest value of the matching score obtained when a
test sample is compared with three different impressions of the same finger from the
training set. The second best score is the second largest value of the matching score.
In case of a successful match, the best score and the correct score are the same and
this is the value that identifies the correct sample. The confidence score is defined
with equation 1 and equation 2 for the cases of successful (αsuc) and unsuccessful
(α f ail) recognitions respectively. The best score, second best score and correct score
are represented by β , ζ and τ respectively, while α stands for the confidence score.

αsuc =
β − ζ

β
× 100% (1)

α f ail =
τ−β

τ
× 100% (2)

The second best score ζ obviously correspond to the closest wrong sample. Thus
the confidence score would be a non-negative value signifying the distance between
the best and the second best cases. However, in case of a recognition failure, the best
score β corresponds to a wrong sample. The correct score τ on the other hand is the
value found against the correct sample. Obviously, in this case the correct score τ
cannot be greater than the best score β . Thus the confidence score α f ail would be
non-positive for failure while the confidence score αsuc would be positive for the
successful authentications. The proposed confidence score finds out if a test-sample
is correctly identified, how convincing the underlying classifier is in finding the re-
sult. In addition to that, the confidence score also reflects that if any testing sample
is incorrectly identified, how far the matching score does lie from the second best
score. A close proximity of the best score and the second best scores reflects that
a small change in the input image may significantly affect the final result by cor-
rectly (or incorrectly) classifying the test-sample. On the other hand if the best and
the second best scores vary significantly, it suggests that the classifier is performing
confidently and a subtle change in the input test image will not affect the end result
of classification. In the context of the present paper, the authors used this coefficient
of measure for evaluating the performances of six binarization algorithms in the
view of a minutia-based fingerprint recognition system. There are a number of pro-
cessing steps of the fingerprint recognition system as explained in section 3. Among
all these steps, during experimentation, the binarization step has been changed with
six different binarization algorithms one-by-one. Thus, the change in the confidence
score is due to the change incorporated by the results of the binarization algorithms.
Hence, the confidence scores indirectly measures the performances of the binariza-
tion algorithms. The matching score used in computing the confidence score is a
numeric measure which is application dependent. In the present work, the authors
have used a minutia-based matching score for this purpose. This metric is described
in section 3.1.2.
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Fig. 1 Sample fingerprint images from the experimental dataset

5 Experimental Verification

The system consists of two phases - training and testing. In the training phase a
database has been created. The experiments have been done on FVC2000 dataset
[17]. Finger impression of each finger is collected for three times.

An adaptive thresholding method is used during training phase. The image is
logically partitioned into 16x16 blocks and that particular block has been binarized
using mean of the intensities of the pixels in the 16x16 block. In the testing phase,
the binarization step has been replaced by the candidate six binarization techniques,
Otsu [3], Kapur [4], Bernsen [5], Niblack [6], Sauvola [7] and Iterative partition-
ing [1]. The fingerprint identification process is continued with the output from each
of these methods separately for each sample. The fingerprint features are extracted
from the samples based on minutia based approach. A matching scores are calcu-
lated comparing the training samples with the testing samples.

5.1 Experimental Results

Fingerprint samples from FVC2000 dataset have been used for experimental work
in the present paper. Three different images for each sample have been taken. The
experimental results are tabulated in Tables 1 and 2. Figure 2 shows a graphical
representation of the average performance of different binarization techniques.

Table 1 shows partial results when Iterative partitioning method is used for the
binarization purpose. There are three impressions of each finger in the training set.
During testing, when the third impression of sample 102 is given (this sample is
preprocessed by Iterative partitioning algorithm) it gives a value of 61.11 as the
matching score (this is the best score obtained; it is also the correct score as this
is a correct classification). The second best score is 19.51. Consequently the corre-
sponding value of the confidence-score is 68.07. This large positive value denotes
that the best matching score is far from the second best one signifying that a sub-
tle change in the input image (due to noise incorporated during sample collection
or other noises like slight illumination change) less likely to affect the final clas-
sification result. This ensures better noise immunity of the underlying technology
(here the effectiveness of the binarization algorithm). A large value (double digit
positive number) of confidence score is also obtained for sample 109 as shown in
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Table 1 Performance Evaluation of Iterative Partitioning (partial results)

Training Impression Test Impression Matching Confidence
Sample No. Sample No. Score Score

1 19.51
102 2 102 3 19.30 68.07

3 61.11
1 69.67

109 2 109 1 53.13 11.67
3 61.54
1 15.00

106 2 106 3 16.67 -5.56
3 15.79
1 38.10

107 2 107 1 39.29 -3.13
3 37.50

Table 1. It is worth mentioning that for sample 106 the best and the second best
scores are 16.67 and 15.79 respectively which are very close to each other. The
negative confidence score signifies a misclassification (the test sample is actually
the third impression which is incorrectly classified as the second impression by the
largest matching score). The close proximity of best and the second best matching
scores denotes less noise immunity. A small negative value of the confidence score
suggests that the system (here the binarization algorithm) fails to detect the correct
sample by a very narrow margin which is also shown for sample 107.

Table 2 summarises the results of computing the confidence score using selected
fifteen candidate test samples from the FVC2000 dataset [17]. The numeric value
represents the value for the confidence score obtained when a test sample is com-
pared with a training sample. The values in the last row are the average scores.
Larger value of the metric represents better score. As shown by the results, the Itera-
tive partitioning algorithm outperforms the other binarization methods. Method pro-
posed by Sauvola gives the second best result. The average performance of Otsu’s
method is very close to that of Sauvola’s method. The Niblack’s method stands
fourth. The other two methods proposed by Bernsen and by Kapur fail miserably
giving a negative confidence-score. The average confidence-score became negative
for these two methods for the reason that in most of the cases, these two methods in-
correctly identified the wrong sample as the correct one, giving negative values for
the confidence score which collectively contributed in the negative average score.
For the experimental dataset presented in Table 2, Otsu’s method fails to correctly
classify for three samples. Kapur’s method and Bernsen’s method fail for ten and
eleven samples respectively. While the number of misclassifications for Niblack’s
method, Sauvola’s method and that of Iterative partitioning is three. Figure 2 shows
a plot of the performance of the six binarization algorithms based on the average
confidence scores.
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Table 2 Performance Evaluation of Different Binarization Techniques

Otsu Kapur Bernsen Niblack Sauvola Iterative Partitioning

Image1 42.86 -50 40 55 59.18 35.92
Image2 56.22 -11.89 -12.2 11.42 31.5 30.68
Image3 18.5 -13.1 -10.83 5.46 11.18 18.5
Image4 68.42 -47.37 -2.44 -5.26 40.35 68.07
Image5 20.3 7.69 28.57 23.79 25.48 29.07
Image6 17.78 -10.12 -2.11 10.14 16.69 17.78
Image7 30.29 -47.62 -24.55 29.4 32.9 30.29
Image8 15.32 25 -12.5 8.06 20.97 15.32
Image9 28.57 -21.21 -14.29 38.1 43.55 28.57
Image10 25.93 55.56 38.27 44.44 16.67 25.93
Image11 -5.56 -42.5 5 5.26 -5.56 -5.56
Image12 -3.13 27.08 -118.61 34.38 -5 -3.13
Image13 5 -128.57 -42.86 -23.08 5.41 18.66
Image14 -36.48 -54.69 -7.14 -33.33 -28.91 -1.85
Image15 7.69 37.69 -33.28 65.38 30.77 11.67

Average 19.45 -18.27 -11.26 17.94 19.68 21.33

Fig. 2 Evaluation of Average Performances of Different Binarization Techniques

In the present paper, the proposed coefficient of measure is used for finding
the desirability of a binarization method for biometric fingerprint recognition. The
method (Iterative partitioning binarization method) producing the largest positive
average confidence score is found to be the best candidate for the purpose.

In general, the proposed coefficient of measure can be used for deciding which
among a number of alternative techniques work best for a particular system. A nu-
meric measure for evaluating the performance of the concerned system is required.
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The confidence scores can be computed using equation 1 and equation 2. The sys-
tem can be tested with different techniques. The most suitable technique is the one
which gives the largest value of the confidence score for the average performance.
A large positive average confidence score is desirable.

6 Conclusion

This paper is primarily aimed to benchmark different binarization techniques to be
used as a pre-processing step in a fingerprint recognition system. In the process, a
new coefficient of measure has been proposed for quantitative evaluation of the ex-
isting binarization techniques by observing the end-result of person authentication.
This new coefficient of measure is being termed as confidence score. This paper
proposes the formula to compute the confidence score and has demonstrated its im-
pact on several existing binarization techniques e.g. Otsu, Kapur, Niblack, Bernsen,
Sauvola and Iterative-partitioning methods. The relative performances have been
studied, documented and the experimental results are illustrated. However, the main
emphasis of the paper is to establish the effectiveness of the proposed new coeffi-
cient of measure. Further experimental evidences for performance benchmarking of
binarization techniques using the proposed coefficient on a larger sample size would
supplement the primary objective of this paper.

Acknowledgements. The authors kindly acknowledge Mr. Wu Zhili for the code for com-
puting the matching scores.
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8. Waluś, M., Kosmala, J., Saeed, K.: Finger Vein Pattern Extraction Algorithm. In: Cor-
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Biometric Features Selection with k-Nearest
Neighbours Technique and Hotelling Adaptation
Method

Piotr Porwik and Rafal Doroz

Abstract. The presented work focuses on the method of handwritten signature
recognition. For those objects recognition process can be difficult because repeata-
bility of signature features is low. The most important advantage of the proposed
solution is individual adjustment of features and analysis methods which distin-
guish each single signature inside the dataset of signatures’ features. In presented
approach different features and similarity measures can be freely selected. Addi-
tionally, selected features and similarity measures can be different for every person.

1 Introduction

The specification of human signatures is one of the greatest problems in the design-
ing the credibly classifiers which work in the biometric identification or verification
systems [1], [2], [6], [11] . Repeatability of signatures even the same person char-
acterizes a large discrepancy. Some additional difficulties can be observed when
someone is trying to imitate signature and steal own identity. Signature belongs to
behavioral biometrics and modernly is widely acceptable and collectable charac-
teristic [3]. It should be noticed that another different knowledge acquisition and
representation techniques can be also applied [12], [13].

The algorithm, presented in this work, not only performs the selection of the sig-
nature features but also indicates the best similarity measures (from the set of all
available measures). It allows minimizing signature verification error. The most im-
portant advantage of the proposed approach is possibility of a choice different signa-
ture features and different similarity measures for every individual. In the proposed
method of signature classification, the two stages can be distinguished: training and
verification mode. The aim of a training stage is to create training sets. Thanks to

Piotr Porwik · Rafal Doroz
Institute of Computer Science, University of Silesia, ul. Bedzinska 39, 41-200 Sosnowiec
e-mail: {piotr.porwik,rafal.doroz}@us.edu.pl

R. Burduk et al. (Eds.): CORES 2013, AISC 226, pp. 247–256.
DOI: 10.1007/978-3-319-00969-8_24 © Springer International Publishing Switzerland 2013

{piotr.porwik, rafal.doroz}@us.edu.pl


248 P. Porwik and R. Doroz

these sets it is possible to evaluating which features and methods of their analysis the
best distinguish the original signature of a given person from the forged signatures.
The best measures, distinguishing signature from others are then collected and con-
nected with a given person. This information will be then used in the classification
attempts.

2 The Hotelling’s Statistic

The accuracy of the system depends mainly on the quality and number of the ob-
ject’s features. For this reason only selected number of features should be retrieved,
then recognition level of objects will be acceptable. Additionally, majority of recog-
nition algorithms have data dimensionality limitation, hence only restricted data can
be practically processed. In this paper that idea is also applied [4], [6].
In proposed in this paper solution the dimensionality data reduction was performed
by means of the Hotelling’s T 2 statistic. In many statistical methods, the possibility
of using a particular method is conditioned by the fact that the data must to have
specified probability distribution. For this reason, the nature of the distribution is
one of the major tasks in biometrics. In the fundamental definition of the Hotelling’s
statistic we have n independent vectors of dimension p [7]. The main goal of the pa-
per is to analyze and recognition of two kinds of signatures (objects) - the original
and forged signatures. These sets of signatures form two classes of objects. In the
two-sample problem we have the two sets of independent vectors of features which
form the two observation matrices:

X =

⎡
⎢⎢⎢⎣

x11 x12 · · · x1n

x21 x22 · · · x2n
...

...
. . .

...
xp1 xp2 · · · xpn

⎤
⎥⎥⎥⎦=

⎡
⎢⎢⎢⎣

x1

x2
...

xn

⎤
⎥⎥⎥⎦

T

Y =

⎡
⎢⎢⎢⎣

y11 y12 · · · y1m

y21 y22 · · · y2m
...

...
. . .

...
yp1 yp2 · · · ypm

⎤
⎥⎥⎥⎦=

⎡
⎢⎢⎢⎣

y1

y2
...

ym

⎤
⎥⎥⎥⎦

T

(1)

The features create the vectors xi, i = 1, ...,n and y j, j = 1, ...,m and form a p-
dimensional normally distributed population xi ∼ Np(μ ′,∑), yi ∼ Np(μ ′′,∑). The
parameters distribution are unknown and have to be estimated. The parameter μ can
be estimated by a mean vectors:

x̄ =
1
n

n

∑
i=1

xi and ȳ =
1
m

m

∑
i=1

yi. (2)

The parameter ∑ for the two-sample multivariate case has to be formed as a maxi-
mum likelihood estimator [7]:

S =
1

n+m− 2

(
n

∑
i=1

(xi− x̄)(xi− x̄)T +
m

∑
i=1

(yi− ȳ)(yi− ȳ)T

)
. (3)
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The vector of the mean values in the all observation matrices is defined as follows:

z̄ =
1

n+m

(
n

∑
i=1

xi+
m

∑
i=1

yi

)
. (4)

For such assumption a two-sample T 2 Hotelling statistic can be defined as follows:

T 2 =
1

n+m− 2

(
n
[
(x̄− z̄)T S−1(x̄− z̄)

]
+m
[
(ȳ− z̄)T S−1(ȳ− z̄)

])
. (5)

The two-sample Hotelling’s T 2 statistic can be approximated by means of the F-
Snedecor’s distribution [7]:

F̃ =
n+m− p− 1
p(n+m− 2)

T 2, (6)

then μ = 0 if for significance level α , the next condition is fulfilled F̃ >Fp,n+m−p−1,α.

3 Signature Features Preparation

In the first step, the two sets of signatures are created for every person. Let a set
containing only original signatures be denoted as GS and forged signatures of the
same person be denoted as GS∗, then:

GS = {S1,S2, ...,Sc} and GS∗ = {S∗1,S∗2, ...,S∗d}. (7)

The forged signatures are always difficult in practical acquisition and are accessible
in particular cases only âĂŞ for example during police investigations. In proposed
approach this kind of signatures will be randomly generated. As aforementioned, the
signature verification can be carried out on the basis of different signature features
and different similarity measures. The set of all available signatures’ features will
be denoted as follows:

F = { f1, f2, ..., fu}. (8)

In other words, the set F contains the global number of signature features which can
be measured and captured during acquisition process. The features can be even sub-
stantially different for every signature. Signatures have to be recognized by different
methods, factors or similarity coefficients. Let a set of these methods be denoted as:

M = {ω1,ω2, ...,ωk}. (9)

It means that the set M contains all known methods and mathematical rules which
can be included to the classification process. Each signature’s feature can be recog-
nized by means of any acceptable method but only one (or a few) of them should
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give the best discriminant factor. These discriminant factors are not known a priori
and have to be discovered in future. Signature data preparations have been deeply
presented in the work [1].

Let for a single signature, a set of all possible combinations of pairs “feature-
method” be defined as follows:

FM = {εi = ( fm,ω j)i : f ∈ F,ω ∈M}, i = 1, ...,u · k, (10)

where:
( fm,ω j)i - the ith pair “signature’s feature ( fm) - analysis method (ω j)”, m = 1, ...,u,
j = 1, ..,k,
u - number of the signature features,
k - number of methods used in comparison of the features.

In this paper selected parameters were analyzed and it presents Table 1.

Table 1 List of analyzed features

Description of the feature fi Name of the signature feature recorded by pen (table)
i

1 pressure
2 acceleration
3 x – velocity
4 y – velocity
5 x,y – velocity
6 x – coordinate
7 y – coordinate

Table 2 presents various similarity measures (coefficients) - each of them can have
different range of variability. Measurement difficulties were overcome in the nor-
malization process, what reports the work [7]. To accomplish this task the well
known Dynamic Time Warping (DTW) technique was applied [9].

4 Data Sets Preparation

Based on the learning sets, classifier performs verification of a new, unknown sig-
nature and recognizes this signature from a database. In the proposed method, the
learning sets consist of the two matrices X and Y. Thanks to them, the classifier is
able to distinguish the original signatures of a given person from other forged signa-
tures. The correct creation of the training set (the set of examples) is very important
and significantly affects the classifier effectiveness. The matrix X is built on the ba-
sis of the set GS of original signatures of the person. The matrix contains the values
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Table 2 Short list of similarity measures or coefficients [8]

Description of the measure ωi Name of coefficient or similarity measure
i

1 Euclidean
2 Gower
3 Minkowski
4 SÃÿrensen
5 City Block
6 Soergel
7 Kulczynski

of the similarity coefficient Sim calculated between pairs of original signatures. As
the similarity coefficient Sim any, normalized to the interval [0,1], symmetric simi-
larity measure can be taken. Generally, the matrix X has the following structure:

X = [[S1 ↔ S2] , ..., [S1 ↔ Sc] , ..., [Sc−1 ↔ Sc]] , (11)

where:
Si,S j - the ith and jth th original signature of a given person,
c - number of all genuine signatures of a given person.

The second matrix Y is created on the basis of the set GS*. This collection includes
different types of forged signatures only of the person Q. In practice, the set GS*
consists of originally forged signatures (if such are accessible) or/and includes the
randomly selected signatures other persons from the set GS. The matrix Y is built
as follows:

Y = [[S1 ↔ S∗1] , ..., [S1 ↔ S∗d ] , ..., [Sc ↔ S∗d ]] , (12)

where:
Si,S∗j - the ith genuine and the jth forged signature of a given person,
d - number of all unauthorized (falsified) signatures of a given person.

5 Hotelling’s Features Reduction Method

We assumed that analyzed specific data have the normal distribution, what, for sig-
natures, follows from the investigations reported in the work [7], [11]. In practice,
discriminant analysis is useful to decide, whether selected pair “feature-method” is
important for the classification process. In this procedure, from the all possible pairs
only pairs with greatest discriminant power will be left. As was mentioned above
the set FM contains all possible pairs “feature-method” which can be applied during
recognition process. Some recognition methods included in the set “feature-method”
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can have better discriminant properties than other. It means that some signature’s
features can be better recognized by means of specific methods or some features
cannot be classified - then should be rejected. These properties are not known a
priori, and have to be discovered in the future analysis. For a given signature only
its best discriminant features and methods of their recognition will be ultimately
selected. Reduction features can be carried out gradually. In each successive step
is eliminated such feature that causes the smallest reduction of a multidimensional
measure of discrimination. The algorithm of reduction of the matrices dimension
can be executed in several steps. In practice, it leads to the data reduction in the ma-
trices X and Y. Reduction of the dimension of the matrices X and Y were performed
step by step for every accessible pair “feature-method”.

1. Taking into consideration absence of the ith pair “feature-method”, the discrim-
inant measure is computed:

∀ i ∈ {1, . . . ,#FM,} T 2
i (ε1, . . . ,εi−1,εi+1, . . . ,εp), (13)

where p, as previously, denotes number of all possible combinations of the pairs
“feature-method”. In the first step of the algorithm p = u ·k is assumed. Hence,
the matrices X and Y reduction procedure concerns always reduction of the
current pair( f ,ω).

2. The necessity of the ith pair âĂd̄feature-methodâĂİ can be checked as follows:

Ui = T 2(ε1, . . . ,εp)− T 2(ε1, . . . ,εi−1,εi+1, . . . ,εp), (14)

where the difference between two Hotelling statistics are calculated.
3. The value of the F-test is calculated:

F̃ = (n+m− p− 1) · Ui

1+T2 (ε1, . . . ,εp)−Ui
. (15)

4. The value F̃ from (15) is then compared with the table of critical values of the
Snedecor’s F-distribution. In our approach, in the each loop of the algorithm the
significance level α = 0.05 was established. Because we have two classes only,
then the ith pair is redundant (can be rejected) if the following condition will be
fulfilled: F̃ < F1,n+m−p−1,α .

If the value of F does not fall into the critical region, the current ith row of the matri-
ces X and Y can be removed. In the successive step the parameter p is decreased, and
algorithm always starts with the new value of the parameter p from the beginning,
that is for p− 1, p− 2, .... Hence matrices dimension is also successively reduced.
Finally, remaining elements of the matrices X and Y have a biggest influence on
the classifier’s work. The mentioned procedure is executed for the every person Q.
Computation results are stored in the set FM(Q). It means that for the person Q we
obtain the set FM(Q) ⊂ FM in which only selected pairs ( f ,m)Q are included. These
pairs the best distinguish the genuine signature of the person Q from his/her forged
signatures.
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6 Verification Procedure

In the proposed approach well known the k–Nearest Neighbour (k–NN) method
was applied [5]. Genuine signatures came from the database, so these signatures
forms the first class (π1) of objects. The falsifications form the second class (π2)
of the signatures. If original forged signatures are not available, genuine signatures
of the other users can be used as unauthorized. These classes have to be correctly
recognized during classification process. Determination of the training sets FM(Q) is
a necessary condition for verification of the signatures taken by the person Q. Let SΩ

be a signature of a person Ω which should be verified. This person appears himself
as a person Q. It should be automatically verified. Let the reduced matrixes X and
Y be denoted as X̃ and Ỹ have the same number of rows (say r) and r � p but can
have different number of columns. Hence, a new matrix H =

[
X̃Ỹ
]

is formed. The
matrix H includes similarities between all signatures (say person Q) stored in the
database, but these similarities have been computed on the base of selected features
and selected recognition methods only. Columns of the matrix H can separately be
treated as the vectors h, then:

H =
[
h1,h2, ...,hl

]
, hi =

[
hi

1,h
i
2, ...,h

i
r

]T
. (16)

If h j ∈ X̃→ h j ∈ π1 and if h j ∈ Ỹ→ h j ∈ π2, j = 1, ..., l.
After reduction, the obtained vectors h include similarities between signatures of
the same person. Because the classifier works in the verification mode, the classi-
fied person Ω appears himself as a person Q. Bearing in mind this event, from the
database, the signature SQ of the person Q is randomly selected. On this stage of ver-
ification, the common most distinctive features and signature similarity measures of
the person Q are just established; it means that reduced matrix H for this signature
is known. For this reason a new vector hΩ =

[
hΩ

1 ,hΩ
2 , ...,hΩ

r

]T
is only created.

In the next stage, a set of all the Euclidean distances d(hΩ ,h j)to the all signatures
of the person Q is successively calculated:

{
d(hΩ ,h j

}
=

[
r

∑
i=1

(
hi− h j

i

)2
]1/2

, j = 1, ..., l. (17)

Among all distances the smallest k distances are selected [5]. Then k–NN classifier
is applied. Selected distances may belong to the two classes: π1 (original signature)
and π2 (forged signature). The verified signature SΩ is classified to the class π1 or
π2 by using the simple voting method. Let d1 and d2 be the set of number which a
show how many times signature SQ was classified to the class represents π1 and π2:

d1 = {d(hΩ ,h j ∈ π1)}, d2 = {d(hΩ ,h j ∈ π2)}, (18)

then classification voting principle can be formulated as follows:
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SQ :

{
genuine signature of the person Q for #d1 > #d2
forged signature of the person Q for #d1≤ #d2

. (19)

Signatures came from the SVC2004 database [14]. It contains both genuine signa-
tures and skilled forgery signatures. In the experiments the signatures features and
similarity coefficients from Table 1 and Table 2 were taken. The researches were car-
ried out with the use of a database containing 800 signatures coming from 40 people.
For each person, its 10 original signatures and 10 professionally forged were used.
After reduction process, similarities between original and forged signatures have
been judged by k-NN classifier. The final classification results are established on the
basis of voting score - it depends on the number of the k neighbors which belong to
a class π1 or π2. The details of the method will be explained by example, where only
selected signature’s features and similarity measures were applied. This restriction
follows from the reader’s perceptual possibilities only. Fig. 1a plots the similarity
distribution between different signatures of the person Q. In practice, each point (tri-
angle or circle) in this plot has individual label. For example label (1-5) represents
similarity between original signatures no.1 and no.5 of the person Q, while label
(8-5F) represents similarity between original signature no.8 and forged signature
no.5 of this person. For simplification only selected labels have been shown. Fig.1a
presents also decision-making areas for the trained classifier and show to which
class would be assigned a point with specific coordinates. Signature of the person
Ω will be recognized as an individual, who want to obtain an unauthorized access
to the resources. Fig.1b depicts k-NN classifier decision area during classification
of the individual Ω . Signature of the person Ω will be recognized as an individual,
who want to obtain an unauthorized access to the resources.

(a) (b)

Fig. 1 Mutual similarities between signatures of the person Q (a); k–NN verification area of
the person Ω (b)

From Fig. 1 clearly follows that all original and forged signatures of the indi-
vidual Q are well separated and can be correctly recognized during classification
process.
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7 Results Obtained

Results obtained were also compared with other reported solutions, where various
signatures recognition techniques were applied. These achievements present, in a
brief overview, Table 3. Unfortunately, reliable comparison of various approaches is
quite difficult, which is caused by inconsistency in presented standards. For this rea-
son results announced are not unified. Signatures can be captured in on-line or off-
line scheme [4], [6], [10]. For this reason both capturing methods were
compared.

Table 3 Comparison of performance of various signature recognition systems [10]

The approach FAR FRR Signature recogni-
tion system
off-line on-line

Proposed approach âĂŞ Hotelling’s reduction and k-NN 1.08 2.53 + +
Exterior Contours and Shape Features 6.90 6.50 +
HMM and Graphometric Features 23.00 1.00 +
Virtual Support Vector Machine 13.00 16.00 +
Genetic Algorithm 1.80 8.51 +
Variable Length Segmentation and HMM 4.00 12.00 +
Dynamic Feature of Pressure 6.80 10.80 +
Consistency Functions 1.00 7.00 +
On line SRS - Digitizer Tablet 1.10 3.09 +

8 Conclusions

The Hotelling T 2 statistic presented in this paper is a novel tool for analyzing data.
The originality of the proposed approach follows from the fact that classifier utilizes
not only extracted features, but also the best similarity measures. In the signature
biometrics such an approach has not been applied yet. It can be a good complemen-
tary method in biometric investigations.
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Predictive Regional Trees to Supplement
Geo-Physical Random Fields

Annalisa Appice, Sonja Pravilovic, and Donato Malerba

Abstract. Nowadays ubiquitous sensor stations are deployed to measure geo-
physical fields for several ecological and environmental processes. Although these
fields are measured at the specific location of stations, geo-statistical problems de-
mand for inference processes to supplement, smooth and standardize recorded data.
We study how predictive regional trees can supplement data sampled periodically in
an ubiquitous sensing scenario. Data records that are similar one to each other are
clustered according to a rectangular decomposition of the region of analysis; a pre-
dictive model is associated to the region covered by each cluster. The cluster model
depicts the spatial variation of data over a map, the predictive model supplements
any unknown record that is recognized belong to a cluster region. We illustrate an
incremental algorithm to yield time-evolving predictive regional trees that account
for the fact that the statistical properties of the recorded data may change over time.
This algorithm is evaluated with spatio-temporal data collections.

1 Introduction

Several industrial and scientific applications collect geo-physical data at specific lo-
cations (data sources) but demand for predictions (estimations) where no measured
values are available. Two prominent examples are the prediction of air pollution
and soil moisture in an area. The interpolation theory (see [9] for an exhaustive
survey) investigates the mathematical methods to perform this predictive process
by standardizing, supplementing and smoothing the sampled data. Several accurate
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interpolators have been reported in the literature. However they are typically based
on a lazy learning approach which delay the prediction step until a specific query is
made.

In this paper, we pursue a different approach which aims at building a predictive
model before a query is made. Given a set of geo-referenced records that are sam-
pled periodically for a number of numeric geo-physical fields (target properties),
we first look for a spatial clustering of these records. Then we associate each cluster
with a distinct predictive model which is used to predict the target properties for
any unknown record belonging to the cluster. The main benefit of this predictive
clustering approach over conventional spatial clustering methods is that they pro-
vide both clusters and their symbolic descriptions, as in conceptual clustering [10].
However, unlike conceptual clustering, predictive clustering exhibits a form of su-
pervised learning.

We focus on Predictive Clustering Trees (PCTs) [1], a class of tree structured
models, where nodes are associated with clusters and leaves with a single predictive
model for multiple target properties. In particular, we consider Predictive Regional
Trees (PRT), which are PCTs specifically developed for spatial domains. The top-
node of a PRT corresponds to the entire region under examination and contains all
the sampled records. This region is recursively partitioned along the spatial coor-
dinates (e.g. latitude and longitude) into smaller sub-regions. In a PRT a predictive
model (the mean) is computed for each target property and then associated to each
cluster sub-region.

A PRT provides us a static model of some geo-physical phenomenon. Neverthe-
less, the temporal dimension of the data streams generated by sensors demands for
dynamic models, which can be updated continuously as new fresh data arrive. In this
work, we propose an incremental algorithm for the construction of time-adaptive
PRTs. When a new sample of records (snapshot) is acquired thought stations of
a sensor network, a past predictive clustering model is modified to model data of
the process that may change their properties (e.g. mean and variance) over time. In
theory, a distinct tree can be learned for each time point and several trees can be sub-
sequently combined using some general framework (e.g. [15]) for tracking cluster
evolution over time. However, this solution is prohibitively time-consuming when
data arrive at high rate. By taking into account that (1) a geo-physical field is often
slowly time-varying, and (2) a change of the properties of the data distribution of
a field is often restricted to a delimited area of the network, more efficient learning
algorithms can be derived. In this work we propose an algorithm which retains the
predictive clustering as long as it discriminates between regions of spatial correlated
data, while it mines a novel predictive clustering only if the latest becomes inaccu-
rate. In this way, we save computation time without loss of predictive accuracy and
track the evolution of the cluster model by detecting changes in data properties at
no additional cost.

The paper is organized as follows. In Section 2, we revise related works. In Sec-
tion 3 we describe the algorithm to mine PRTs while in Section 4 we explain the
incremental version for time-adapting PRTs. Finally, in Section 5 we present the
evaluation of the incremental strategy and draw conclusions.
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2 Related Work

The basics of this study comes from both the interpolation theory and the research
literature on incremental learning of predictive models.

The interpolation theory has a long history so that several interpolation algo-
rithms, such as inverse distance weighting [13] , Kriging [12], polynomial regression
[2] and trend surfaces [17]), have been reported in the literature. Inverse
distance weighting and Kriging use a linear combination of weights at sampled
points to supplement records at any unknown point. They are both accurate inter-
polators, especially Kriging, but they are based on a lazy learning approach where
estimation is delayed until a query is made for a specific location. Polynomial re-
gression and trend surface analysis implement a general inference phase to reveal
the functional model of spatial variation of data. However, different fields originate
separate inference processes. Moreover, no incremental update of the functional
model has been investigated yet.

The seminal work that addresses the problem of incremental learning of regres-
sion trees is presented in [11]. It describes an incremental method to grow a lin-
ear model tree (trees with linear models at leaves) by processing one-by-one the
examples of a training set. But this work neither addresses a task of multi-target
regression (several properties are predicted in a single task) nor considers the tem-
poral information of records coming with an evolving data stream. More recently,
an incremental algorithm to learn regression trees from time-changing data streams
is presented in [7]. This incremental strategy, also fine-tuned to multi-target prob-
lems [6], is defined for general purpose streams. Records are consecutive; once again
they are processed one by one, but in the order of arrival. This scenario is still dif-
ferent from that considered in this study where a sample of geo-referenced records
is, in general, collected at the same time point. This scenario suggests that the in-
cremental algorithm should be triggered on a new sample of equally-timestamped
records (rather than on a single record).

3 Predictive Regional Clustering

Let Z be the space of m numeric geo-physical fields Z1,Z2, . . . ,Zm (target prop-
erties); R be the region of the analysis (also called sampling region); and K be
the set of n training stations installed at specific positions of R. A station of K is
geo-referenced in R through geographic coordinates (e.g. latitude and longitude).
A training sample D(Z,K) is a set of records of measurements for Z, which are
acquired by the stations of K at a specific time point. The regional clustering task
aims at partitioning R in sub-regions by maximizing similarity between records of D
clustered in the same region. The predictive task aims at estimating the (unknown)
target properties of Z for any random position over R.

The PRTs learner addresses both the clustering task and predictive task. It assigns
the role of descriptive variable for the clustering task to the geographic coordinates
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Algorithm 1 function prt(D)

Require: D: the snapshot of data collected at the present time point
1: if stop(D) then
2: return (Var(D), leaf(D))
3: else
4: (c∗,Var∗,P∗

D ← (null, inf, /0)
5: for each possible Boolean test c on K do
6: P ← {DL,DR} � clustering induced by c on D

7: Var(P)←
( |DL |Var(DL)+|DR|Var(DR)

|D|
)

8: if (Var(P)<Var∗) then
9: (c∗,Var∗,PD

∗)← (c,Var(P),P)
10: end if
11: end for
12: return (Var∗,tree(c∗, prt(D∗L), prt(D∗R)))
13: end if

received with K. It uses this descriptive variable to partition R in (a hierarchy of)
regions that contain data records similar one to each other. Each region of clustering
is associated to a predictive model for each target property of Z. The conjunction
of tests across the hierarchy to the cluster describes the conditions according to we
are able to establish if a (virtual) station is installed into a cluster region and use the
predictive model of the cluster to estimate the record of its unknown measurements
of Z.

The algorithm (see Algorithm 1) is based on that presented in [1]. Its peculiar-
ity is the definition of a multi-coordinate splitting test that involves the geographic
coordinates of a record. The algorithm takes as input the training set D and splits
it recursively until a stopping criterion is satisfied. The main loop (Alg. 1, ln 5-11)
looks for the best Boolean test c∗ for the internal node t and calls itself recursively
to construct a sub-tree for each sub-cluster of the partition set P∗(t) induced by c∗
on D(t) (Alg. 1, ln 12). D(t) denotes the set of training records of D falling in t. A
candidate test c is in the form:

∧
Ci∈GeographicCoordinates

Ci ≤ αi, (1)

where α is a threshold between adjacent bins of the equal-width discretization of
values that the geographic coordinate Ci assumes for stations of K clustered in t. It
is noteworthy that this discretization process to determine the candidate thresholds
is performed on-line on each internal node of the tree. In this way, independently on
the number of discretization bins, finer-grain thresholds are considered by traversing
the tree from top to bottom. The best split test is that which minimizes the average
intra-cluster data variance (Var in Alg. 1, ln 7). This variance heuristic is computed
on the target properties of records in D(t). Let P(t) = {DL(t),DR(t)} be the parti-
tion set of D(t) (Alg. 1, ln 6) to be evaluated, Var(P(t)) is computed as follows,
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Var(P(t)) =

( |DL(t)|Var(DL(t))+ |DR(t)|Var(DR(t))
|DL(t)|+ |DR(t)|

)
, (2)

where | · | denotes the cardinality of a set, while Var(·) is the average value of vari-
ance taken over the set of target properties, that is,

Var(D(t)) =

∑
Zi∈Z

variance(scaledZi,D(t))

|D(t)| . (3)

To compute Equation 3, values of each target property are scaled between 0 and 1
such that each target property contributes equally to the overall Var(·, ·) measure.
The scaling operation to compute Var(D(t)) is performed on D(t); scaled values of
target properties are used for the computation of the variance heuristic only.

The search stops in two cases (Alg. 1, ln 1). The former occurs when the node
hosts a number of records that is smaller than 2

√
n. This is a good locality thresh-

old presented in [5]. The latter, already used in traditional regression tree learners,
occurs when that the data variance computed on training records falling in the node
is below a user-defined percentage (ε) of the data variance computed on the entire
training set. If a stopping condition is satisfied, a leaf is created (Alg. 1, ln 2); the
prototype (arithmetic mean for every target property) of records clustered in the leaf
is computed. It is noteworthy that, like for traditional regression trees, the use of the
mean as a predictive model associated to a cluster is consistent with the variance
heuristic according to clusters are determined.

4 Incremental Algorithm

A spatial-primitive strategy is used to process a stream of geo-physical data. Mea-
sured records are segmented into consecutive time stamped snapshots such that each
snapshot collects the sample of records measured at a specific time point. The snap-
shots are mined one by one in the order of their arrival. Each time a new snapshot
is acquired, the predictive clustering model is modified to model appropriately the
present snapshot.

Algorithm 2 describes an incremental algorithm that looks for regions revealing
a substantial changes in the properties (mean, variance) of the clustered data with
respect to that observed in the past. It learns again parts (i.e. sub-trees) of the existing
tree that neither cluster nor predict appropriately the new data. The algorithm inputs
a new snapshot D and the previous PRT tree. It prunes a node of tree if the clustering
associated with its split does not perform a real reduction of the data variance on
the new snapshot; it grows new (sub-)trees of clusters; it modifies a past predictive
model in order to fit the statistical properties of the new data in D. The algorithm
traverses the complete tree in a post-order; it applies the pruning operator bottom-
up. Let t be the visited node, D(t) be the set of records of D which fall in t, the
algorithm distinguishes between two cases.
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Algorithm 2 tict(tree,D)

Require: tree: the tree computed at the previous time point
Require: D: the snapshot of data measure collected at the present time point

1: t ← root(tree)
2: if isLeaf(t) then
3: if (stop(D)) then
4: updatePredictiveModel(t,D)
5: return (Var(D), new tree(t))
6: else
7: return prt(D)
8: end if
9: else

10: c←test(t) � split condition at the node t
11: PD ←{DL,DR} � clustering induced by c on D
12: (VarL, treeL)← iprt(le f tTree(tree),DL))
13: (VarR, treeR)← iprt(rightTree(tree),DL))

14: Var(P)← |DL(t)|VarL+|DR(t)|VarR)
|DL(t)|+|DR(t)|

15: if Var(D)× sF >Var(P) then
16: return (Var(P), tree(c, treeL, treeR))
17: else
18: return prt(D)
19: end if
20: end if

In the case t is a leaf, the algorithm checks if the leaf condition (one of the
stopping criteria described in Section 3) is satisfied on D(t). When this condition is
satisfied, the algorithm updates the predictive model at the leaf in order to account
for these new data (Alg. 2, lines 3-5). Formally, for each target property Z, t is
labeled with the new predictive model Ẑ(t, timei) that is defined as follows:

Ẑ(t, timei) =
Ẑ(t, timei−1)× timei−1 +Z(t, timei)× timei−1

timei−1 + timei
, (4)

where Ẑ(t, timei−1) is the predictive model of Z that labeled t at the time timei−1,
Z(t, timei) is the arithmetic mean of measurements for Z that falls now in D(t). This
decay-time model to down-weight the older data is consistent with a strategy widely
adopted across a broad class of data streaming systems, sensor networks, and other
distributed monitoring systems that process data with timestamped information [4].
Intuitively, it reflects the belief that the most recent data is most relevant for any
analysis, while older data is of less significance, so they are counted, since informa-
tive of the process, but at a lower weight. When the leaf condition is not satisfied on
D(t), the algorithm looks for specializing the predictive clustering model of D(t).
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A new sub-tree rooted in t is learned (Alg. 2, lines 3,7) by trying to minimize the
variance heuristic through the clustering of D(t).

In the case t is an internal node, the algorithm computes the variance heuristic
on D(t) when the sub-tree rooted in t is kept. This is compared to the measure of
data variance made on D(t) when the sub-tree is pruned and a leaf is associated to
t. If the maintenance of a sub-tree rooted in t reveals a reduction of the data vari-
ance, the sub-tree is maintained in the tree (Alg. 2, lines 15,16). Otherwise, it is
discarded and a new sub-tree is learned in its place (Alg. 2, lines 15,18) by clus-
tering D(t). Formally, let P(t) be the partition set defined on D(t) by the sub-tree
rooted in t, this cluster set is inappropriate for F(t) iff Var(D)× sF >Var(P)with

Var(P) =

∑
Di∈P

Var(Di)

|P| and Var(·) computed according to Equation 3. The prun-
ing condition multiplies the measure of data variance (that computed in case of
pruning) by a scaling factor sF = (|D(t)|− 1)/(|D(t)|+ 1). This is inspired by the
scaling factor already used to prune regression trees in [16]. In this paper, the scal-
ing factor decreases the effect of a random reduction of the data variance that is
in general expected with any data partitioning. In the recursive formulation of the
algorithm (see recursive calls of routine iprt() in Alg. 2, lines 12-13) the bottom-up
application of pruning operation is applied until further pruning decreased the data
variance.

5 Empirical Evaluation

The goal of this empirical study is two-fold. The former is to analyze accuracy and
efficiency of the incremental PRTs learner in case of both multi-field data and mas-
sive data. The latter is to track the evolution of predictive clusters in an application
of real interest for our territory. We use three data collections. The Intel Berkeley
Lab (IBL) data set (3000 snapshots) [8] collects measures of multi-target properties
(humidity, temperature, voltage and luminosity) every 31 seconds on a network of
54 sensors installed in the Intel Berkeley Lab. South America Air Climate (SAC)
data set (372 snapshots) [14] collects monthly-measures of air temperature at 6477
weather stations in South America. PhotoVoltaic Plant (PVP) data set (52 snap-
shots) [3] collects the the weekly electricity production of 52 PhotoVoltaic plants
in the South of Italy. For each data collection, the incremental algorithm (IPRT) is
compared to the traditional algorithm (PRT) run from scratch at each new snapshot
of the stream. The root mean squared error (rmse) for field, the number of end-
clusters and the computation time spent for a snapshot are analyzed.

Without loss of generality for the analysis in this paper, PRT and IPRT are run
with ε = 10%. The in-node discretization is performed by looking for twenty bins
at each node. For each stream, one half of devices is switched-off so that training is
done on the switched-on sensors and testing on the switched-off sensors. Ten ran-
dom trials of partioning in training/testing data are generated; results are averaged
on these trials.
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Table 1 PRT vs IPRT: average root mean squared error (rmse), computation time (millisecs)
and number of end clusters. The best rmse is in bold.

Data Field IPRT PRT
rmse time Nr. of clusters rmse time Nr. of clusters

IBL Temperature 1.38 4.49 3.33 1.44 7.6 3.28
Humidity 2.86 - - 2.79 - -
Luminosity 360.62 - - 366.15 - -
Voltage 0.071 - - 0.072 - -

SAC Temperature 3.35 14.7 22.5 2.52 603.129 21.32
PVP Electricity production 0.92 0.9 3.92 0.95 2.17 4.0

Results reported in Table 1 suggest several considerations. First the incremental
algorithm always speeds-up the mining process. In particular, the incremental learn-
ing algorithm is able to yield a time-evolving PRT in (near) real time also when data
are massive and spread on large networks (see results on SAC). Second, the use
of the incremental strategy does not affect greatly the number of regional clusters
retrieved for snapshot, while it often brings down the error performed to supple-
ment testing data (see IPRT vs PRT). The exception is SAC where the predictive
error is greater with the incremental algorithm. In any case, a deeper analysis re-
veals that SAC collects measures of temperature that range between −7.6o C and
32.9o C. Based on this information, we judge acceptable that predictive error in-
creases slightly from 2.52 (PRT) to 3.35 (IPRT) if the associated computation time
for snapshot decreases greatly from 603.129 msecs (PRT) to 14.7 msecs (IPRT).
Finally, all these considerations on accuracy, number of clusters and computation
times are supported equally by the single-field (SAC and PVP) and multi-field (IBL)
problems of this study. We complete this study with the analysis of the map of pre-
dictive clusters mined for the electricity productions collected in the South of Italy
(PVP). For this analysis we consider the predictive clustering model mined from
data measured by the entire network of 52 plants. The model of the first snapshot is
reported in Figure 1. It reveals a clustering of data performed along the geographic
coordinates (see splits on Latitude and Longitude in Figure 1a) that identifies non-
overlapping regions in the South of Italy. The picture of these regions on the map
confirms the existence of spatial correlation on measures of electricity production
over (large) cluster regions, the boundaries between clusters define the change of
the properties of data correlation across the space (see regions in Figure 1b). By
considering also the predictive model associated to each cluster, we are able to rank
these cluster regions based on the electricity production hypothesis. For example,
the South of Calabria (diamonds in Figures 1-2.(a)) as well as the South of Apulia
(triangles in Figures 1-2.a) are confirmed to be two zones having high production of
electricity. Finally, the time-evolution of this map allows us to know the time of any
change in the model of electricity production and the arrangement of this change
across the space. For example, the time-evolving map reported in Figure 2 shows a
cluster model that changes every four-five (weekly) snapshots.
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(a) predictive regional tree (b) clustering boundary

Fig. 1 The predictive regional tree at the time point t1 of the PVP stream

(a) t1-t5 (b) t6-t9

Fig. 2 Time-evolving map of predictive clustering on PVP

6 Conclusions

This paper illustrated an incremental algorithm to yield time-evolving predictive
regional trees (PRTs) for numeric geo-physical fields. Experiments confirm the effi-
cacy of the describe learner in several spatio-temporal problems. As a future work,
we plan to investigate the combination of a predictive regional tree with polynomial
regression as well as linear interpolation techniques like inverse distance weighting
or Kriging. We also intend to extend the presented algorithm in order to deal with
both numeric and discrete fields.
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Extending Bagging for Imbalanced Data

Jerzy Błaszczyński, Jerzy Stefanowski, and Łukasz Idkowiak

Abstract. Various modifications of bagging for class imbalanced data are discussed.
An experimental comparison of known bagging modifications shows that integrat-
ing with undersampling is more powerful than oversampling. We introduce Local-
and-Over-All Balanced bagging where probability of sampling an example is tuned
according to the class distribution inside its neighbourhood. Experiments indicate
that this proposal is competitive to best undersampling bagging extensions.

1 Introduction

Class imbalance is one of obstacles for learning accurate classifiers. Standard learn-
ing algorithms tend to show a strong bias toward the majority classes and misclassify
too many examples from the minority class. Several methods to address class im-
balance have been proposed so far (see, e.g., [8] for a review). In general, they are
categorized in data level and algorithm level ones. Methods within the first category
try to re-balance the class distribution inside the training data by either adding exam-
ples to the minority class (oversampling) or removing examples from the majority
class (undersampling). The other category covers methods modifying the learning
algorithm, its classification strategy or adapting the problem to cost sensitive frame-
work. New type of ensembles of component classifiers is also visible among these
methods. They modify sampling strategies (e.g., in bagging), integrate the ensemble
with specialized pre-processing method (e.g. SMOTEbagging [13]) or use different
cost weights in generalizations of boosting (see, e.g., [7]).

Although these ensembles are presented as a remedy to a certain imbalanced
problems, there is still a lack of a wider study of their properties. Authors often
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compare their proposals against the basic versions of other methods. The set of
considered imbalance data is usually also limited. Up to now, only two studies were
carried out in different experimental frameworks [7, 11]. In [7] authors presented
a wide study of 20 different ensembles (all with C4.5 tree classifiers) over 44 data
sets. They considered a quite wide range of ensembles from simple modifications
of bagging to complex changes of cost Adaboost or hybrid approaches. Their main
conclusions said that SMOTEbagging, RUBoost and RUBagging presented the best
AUC results. It was also shown that simple versions of undersampling or SMOTE
re-sampling combined with bagging worked better than more complex solutions.
In [11], two best boosting and bagging ensembles were compared over noisy and
imbalanced data. Different amounts of class noise were randomly injected in the
training data. The experimental results showed that bagging significantly outper-
formed boosting. The difference was more significant when data were more noisy.
Another surprising conclusion said that it was better to implement sampling without
replacement in bagging.

We focus our interest on bagging extensions for class imbalance - following both
these related works and its potential usefulness for better handling massive data
streams than more complex ensembles. We want to study behavior of bagging ex-
tensions more precisely than in [7, 11]. In particular, roughly balanced bagging [9]
was missed in [7], although it is appreciated in the literature. The study presented
in [11], was too much oriented to the noise level and only two versions of random
undersampling in bagging were considered.

Our first objective is to study more precisely a wider set of known extensions
of bagging. We will consider exactly balanced bagging and rough balanced bag-
ging but also more variants of using oversampling in bagging – including new type
of integrating SMOTE method. We want to check experimentally whether under-
sampling is better than oversampling in extended bagging. The other contribution
is to introduce new extensions of bagging. They are based on the analysis of lo-
cal neighborhood of each example, which affect the probability of its selection into
bootstrap sample – which is a different perspective than the known integrations with
pre-processing methods.

2 Adapting Bagging for Imbalanced Data

Bagging introduced by Breiman [4] is an ensemble of T base classifiers induced
by the same learning algorithm from T bootstrap samples drawn from the original
training set. The predictions of component classifiers form the final decision as the
result of equal weight majority voting. The key concept is bootstrap aggregation,
where the training set for each classifier is constructed by random uniformly sam-
pling (with replacement) instances from the original training set (usually keeping
the size of the original data).
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2.1 Related Modifications of Bagging

The majority of proposals modify the bootstrap sampling by integrating it with data
pre-processing. As the original data is imbalanced the bootstrap sampling will not
change significantly the class distribution in the training sample. Its bias toward the
majority class could be changed in different ways.

Exactly Balanced Bagging (EBBag) is based on a kind of undersampling, which
reduces the number of the majority class examples in each bootstrap sample to the
cardinality of the minority class (Smin) [5]. While creating each training sample,
the entire minority class is copied and combined with randomly chosen subsets of
the majority class.

Roughly Balanced Bagging (RBBag) results from a critique of EBBag [9]. In-
stead of fixing the sample size, it equalizes sampling probability of each class. Size
of the majority class in each bootstrap sample (BSma j) is determined probabilisti-
cally according to the negative binomial distribution. Then, Smin, and BSma j exam-
ples are drawn with or without replacement from the minority class and majority
class, respectively. The class distribution in the bootstrap samples maybe slightly
imbalanced and varies over iterations. Authors of [9], said that RBBag is more con-
sistent with the nature of bagging and performs better than EBBag. However, au-
thors of [11] claim that there is no significant difference in performance between
RBBag and EBBag.

Another way to overcome class imbalance in the bootstrap sampling is oversam-
ple the minority class. OverBagging (OverBag) is the simplest version which ap-
plies oversampling to create each training bootstrap sample. Sma j of minority class
examples is sampled with replacement to exactly balance the cardinality of the mi-
nority and the majority class in each sample. Majority examples are sampled with
replacement as in the original bagging.

Another methodology is used in SMOTEBagging (SMOTEBag) to increase di-
versity of component classifiers [13]. Firstly, SMOTE is used instead of random
oversampling of the minority class. Then, the SMOTE resampling rate (α) is step-
wise changed in each iteration from small to high values (e.g,. from 10% till 100%).
This ratio defines the number if minority examples (α × Smin) to be additionally
re-sampled in each iteration. Quite similar trick to construct bootstrap training sam-
ples is also used in the "from undersampling to oversampling" ensemble. According
to [7] SMOTEBag gave slightly better results than other good random undersam-
pling ensembles.

2.2 New Proposals

We propose to consider another approaches to bagging based on analyzing the lo-
cal characteristics of examples and focusing sampling toward more consistent ones.
Following [12], type of an example (with respect to its classification consistency)
can be identified by analyzing its local neighborhood. It can be modeled by class
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assignments of its k-nearest neighbours. For each example, the ratio n/k represent-
ing the consistency weight is defined, where n is the number of neighbor examples
that have the same class label (the Heterogeneous Valued Distance Metric is used
and k is relatively small k=5).

Firstly, we consider modifications of Roughly Balanced Bagging, where the
probabilities of sampling the majority class examples are changed. Instead of using
equal probabilities they are tuned to reflect the consistency weight of examples. We
consider two variants. In RBBagV1, weights of the examples correctly re-classified
by their neighbours are set to 1 (to focus more interest on safer regions while re-
ducing the role of border examples). On the other hand, in RBBagV2 the probabil-
ity of drawing the example is proportional to n/k instead of equal probabilities. In
both variants, weights of outlier examples (with all neighbours from the other class)
are set to 0.1. The minority examples are drawn with uniform probabilities (as in
RBBag).

In the other approach, we prioritize changing probability of example drawing,
without modifying the size of the bootstrap samples. In this way, we drop the idea
to integrate either undersampling nor oversampling and stay with the original boos-
trap idea. Our intuition is still to focus the sampling toward more safe, consistent
examples. The approach also results in two variants. In Over-All Balanced Bag-
ging (O-ABBag), we perform overall (global) balancing. For each majority exam-
ple, its weight is reduced according to proportion of majority class in the original
data, i.e.,

Smin+Sma j
Sma j

. The weights of minority examples are increased analogously,

with respect to proportion
Smin+Sma j

Smin
. Local-and-Over-All Balanced Bagging (L-O-

ABBag), on the other hand, uses a mixture of local and global balancing. For each
example, its weight is tuned, w.r.t. (with respect to) O-ABBag, in the way to reflect
the local imbalance, i.e., imbalance in its neighborhood. The tuning takes a form
of product of the local and global proportions under the assumption that the local
imbalance is independent on the global imbalance. The first component of the prod-
uct is global proportion, which is calculated exactly as in O-ABBag. The second
component is the local proportion that has the same mathematical form as global
proportion, however it is calculated taking into account only the examples from
neighborhood. The neighborhood is composed of all similar examples, i.e., exam-
ples, which share the same description on nominal features and have the value in
the same interval on numerical ones (i.e., local discretization) [3]. We consider
neighborhoods which are constructed on random subsets of the original feature
set (see [2]). More precisely, for each example, we calculate the local proportion
w.r.t. random subset of features of size equal to ln of the feature set size. This idea
is unlike the previously considered k-nearest neighbours. Instead of taking given
k similar examples w.r.t. all features, we take all similar examples, however, w.r.t
small random subset of features. In this way, the local proportion promotes exam-
ples that are distinct (having different description than any other example) or that
have the common description for the class. Taking random subsets of features is a
way to consider larger neighborhoods, which may help to obtain more diversified
bootstrap samples used in bagging.
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3 Experiments

In the first experiments we compare literature best extensions of bagging, while in
the second experiments we evaluate our new extensions proposed in the previous
section. All implementations are done for WEKA framework. Component classi-
fiers b are learned with C4.5 tree learning algorithm (J4.8), which uses standard
parameters except disabling pruning.

We choose 22 real-world data sets representing different domains, sizes and im-
balance ratio. Most of them come from the UCI repository and are often used in
other works on class imbalance, e.g. in [1]. Other data sets come from our medical
applications. For data sets with more than two decision classes, we chose the small-
est class as a minority class and aggregated other classes into one majority class.

The performance of classifiers is measured using: sensitivity of the minority
class, its specificity and their aggregation to the geometric mean (G-mean). For their
definitions see, e.g. [8, 10]. They are estimated in stratified 10-fold cross-validation
repeated several times to reduce variance.

3.1 Comparison of Known Bagging Extension

The following bagging variants are considered: Exactly Balanced Bagging (denoted
further as EBBag), Roughly Balanced Bagging (RBBag) as the best representa-
tives of undersampling generalization. OverBagging (OverBag) and SMOTEBag-
ging (SMOBag) for oversampling perspectives. In case of using SMOBag, we used
5 neighbours and oversampling ration α was stepwise changed in each sample start-
ing from 10%. Moreover, we decided to use SMOTE in yet another way. In the new
ensemble, called BagSMOTE, the bootstrap samples were drawn in a standard way,
and than SMOTE was applied to balance majority and minority class distribution in
each sample (but with the same α , invariant between samples). For all bagging vari-
ants, we tested the following numbers T of component classifiers: 20, 50 and 100.
Due to space limit, we present detailed results for T = 50 only. Results for other
T lead to similar general conclusions. The average values of the sensitivity mea-
sure are presented in Table 1. The last row contains averaged ranks calculated as in
the Friedman test [10]. The test with post-hoc analysis (the critical difference CD
= 1.61) shows that EBBag and RBBag leads to significantly better sensitivity than
all other bagging variants. However, the more precised Wilcoxon test (with α=0.05)
shows that differences between these two classifiers are not significant.

While using SMOTE to oversample the minority class, the new integration
BagSMOTE performs better than the previously known SMOTE+Bag and OverBag.
We also analysed sampling with or without replacement. Conclusions are not univo-
cal. For best undersampling variants like EBBag differences are insignificant while
for oversampling standard replacement sampling works much better.

Similar analysis is performed for G-mean (we have to skip details). All extensions
are significantly better than the standard version and the ranking of best



274 J. Błaszczyński, J. Stefanowski, and Ł. Idkowiak

Table 1 Sensitivity [%] for known bagging extensions

data set Bag EBBag RBBag OverBag SMOBag BagSMOTE
abdominal pain 72.05 (5) 81.65 (1) 80.08 (2) 74.22 (4) 71.57 (6) 76.86 (3)
acl-m 83.33 (6) 94.17 (1) 88.5 (2) 84.17 (5) 85.0 (4) 88.33 (3)
balance-scale 0 (6) (6) 49.33 (1) 44.2 (2) 8.83 (3) 1.0 (4) 0.67 (5)
breast-cancer 35.93 (5) 56.06 (2) 56.25 (1) 44.91 (3) 34.36 (4) 50.05 (6)
breast-w 94.88 (6) 96.01 (2) 96.27 (1) 95.84 (3) 95.02 (4) 95.17 (5)
bupa 60.48 (5) 66.97 (3) 68.49 (1) 63.27 (4) 57.02 (6) 67.21 (2)
car 73.97 (6) 100 (1.5) 100 (1.5) 92.62 (3) 92.54 (4) 92.13 (5)
cleveland 9.72 (6) 77.22 (1) 73.5 (2) 16.11 (5) 20.83 (4) 36.11 (3)
cmc 36.67 (6) 66.61 (1) 63.62 (2) 46.47 (4) 40.05 (5) 53.10 (3)
german credit 48.89 (5) 72.5 (2) 91.67 (1) 52.89 (4) 45.89 (6) 63.11 (3)
ecoli 56.67 (6) 78.2 (1.5) 78 (1.5) 60.85 (5) 71.67 (4) 77.11 (3)
flags 0 (6) 70 (1) 67.4 (2) 65.27 (3) 55.6 (4) 20 (5)
haberman 26.38 (6) 60.56 (2) 58.39 (3) 49.86 (4) 48.91 (5) 66.25 (1)
hepatitis 49.44 (6) 81 (2) 81.5 (1) 61.67 (3) 54.44 (5) 67.25 (4)
ionosphere 81.79 (6) 85.73 (2) 85.86 (1) 84.7 (3) 83.7 (4.5) 83.76 (4.5)
new-thyroid 87.5 (6) 95.5 (1.5) 95.5 (1.5) 93.06 (4) 92.22 (5) 93.89 (3)
pima 61.28 (6) 76.7 (1) 75.64 (2) 67.38 (3) 65.13 (4) 63.38 (5)
scrotal pain 58.11 (6) 73.78 (2) 74.6 (1) 65.89 (4) 73.8 (3) 58.56 (5)
solar-flareF 7 (6) 86 (2) 86.7 (1) 42.3 (3) 37.33 (4) 34.4 (5)
transfusion 34.62 (6) 65.45 (2) 64.36 (3) 61.88 (4) 56.54 (5) 68.66 (1)
vehicle 91.29 (6) 91.16 (2) 96.78 (1) 93.46 (4) 92.14 (5) 94.97 (3)
yeast-M2 32.22 (6) 90.22 (1) 89.8 (2) 39.9 (5) 41.18 4) 57.94 (3)

average rank 5.54 1.57 1.52 3.54 4.34 3.52

performing classifiers is the same as for the sensitivity. Again, undersampling meth-
ods EBBag and RBBag are better than oversampling bagging variants. However,
RBBag seems to be slightly better than EBBag and this trend is more visible for
a higher number of component classifiers and using bootstrap sampling with re-
placement. Bag+SMOTE is also the best performing classifier among oversampling
variants. For EBBag and RBBag, we calculated F-measure as yet another popular
measure. In this case, RBBag with replacement is better than EBBag with in the
Wilcoxon test.

For all bagging variants average values of Q statistics are also calculated to an-
alyze the diversity of component classifiers. Generally, its values are high positive
which indicates that diversity is not high. Sampling with replacement improves the
diversity. RBBag produces more diverse classifiers than EBBag.

3.2 Newly Proposed Extensions

Then, we compare newly proposed extensions of bagging for class imbalance (see
Section 2.2) to Roughly Balanced Bagging, which show good properties. We will
consider: two modifications of RBBag (RBBagV1 and RBBagV2), Over-All
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Balanced Bagging (O-ABBag), and Local-and-Over-All Balanced Bagging (L-O-
ABBag). In case of L-O-ABBag, a random subset of features of size ln of the num-
ber of features in the data set is used.

Table 2 Sensitivity [%] calculated for newly proposed extensions of bagging

data set RBBag RRBBagV1 RRBBagV2 O-ABBag L-O-ABBag
abdominal pain 80 (4) 82.26 (1) 82.08 (2) 75.35 (5) 80.4 (3)
acl-m 88.5 (3.5) 89.5 (2) 90 (1) 86 (5) 88.5 (3.5)
balance-scale 44.2 (2) 25.1 (4) 32 (3) 8.163 (5) 99.59 (1)
breast-cancer 56.56 (2) 56.06 (3) 54.97 (4) 51.76 (5) 63.29 (1)
breast-w 96.27 (3) 97.11 (2) 97.52 (1) 95.35 (5) 96.27 (4)
bupa 68.49 (2) 68.37 (3) 66.39 (4) 65.66 (5) 71.03 (1)
car 100 (2.5) 100 (2.5) 100 (2.5) 94.78 (5) 100 (2.5)
cleveland 73.5 (1) 66.67 (4) 67.5 (3) 32.57 (5) 70.29 (2)
cmc 63.62 (2) 61.41 (4) 61.88 (3) 48.41 (5) 68.23 (1)
german credit 89.33 (3) 91 (2) 91.67 (1) 62.6 (5) 71.8 (4)
ecoli 78 (2) 64 (4.5) 64 (4.5) 71.43 (3) 93.14 (1)
flags 66 (4) 67.4 (2) 67.27 (3) 51.76 (5) 92.94 (1)
haberman 58.39 (4) 57.58 (5) 58.58 (3) 59.75 (2) 89.14 (1)
hepatitis 81.5 (1) 76.17 (3) 78.67 (2) 64.38 (5) 71.25 (4)
ionosphere 85.86 (1.5) 85.86 (1.5) 85.4 (3) 85.4 (4) 84.76 (5)
new-thyroid 95.5 (2) 93.33 (3) 92.67 (5) 93.14 (4) 96 (1)
pima 75.64 (4) 76.7 (3) 77.38 (2) 75.3 (5) 79.18 (1)
scrotal pain 74.6 (2) 73.8 (3.5) 73.8 (3.5) 71.53 (5) 77.63 (1)
solar-flareF 86.7 (1) 86.3 (2) 85.4 (3) 41.4 (5) 83.72 (4)
transfusion 64.36 (2) 61.88 (4) 63.12 (3) 60.56 (5) 89.66 (1)
vehicle 96.78 (4) 97.38 (2) 97.29 (3) 93.97 (5) 97.99 (1)
yeast-M2 89.8 (2) 82.33 (4) 83.93 (3) 41.18 (5) 92.94 (1)

average rank 2.48 2.95 2.84 4.68 2.05

Again we show results only for T = 50 classifiers. The average values of sensi-
tivity and G-mean are presented in Table 2, and Table 3, respectively (with average
ranks). The results of Friedman tests (with CD = 1.3), reveals that only O-ABBg is
the worst classifiers. Still, we can give some more detailed observations. According
to the average ranks on sensitivity the best performing is L-O-ABBag. However,
according to Wilcoxon, its difference to RBBag is not so significant (p-value is just
at 0.05). The two modified versions of RBBag perform similarly to each other.

For G-mean, RBBag is the best classifier according to average ranks. However,
as Wilcoxon test indicates, its results are not significantly better than these of RB-
BagV1, and L-O-ABBag. The worst classifier in comparison is again O-ABBag.
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Table 3 G-mean [%] calculated for newly proposed extensions of bagging

data set RBBag RRBBagV1 RRBBagV2 O-ABBag L-O-ABBag
abdominal pain 81.04 (1) 80.78 (2) 80.56 (4) 79.3 (5) 80.73 (3)
acl-m 88.97 (3) 89 (2) 89.24 (1) 87.68 (5) 88.65 (4)
balance-scale 51.32 (1) 35.65 (4) 43 (2) 25.42 (5) 39.8 (3)
breast-cancer 60.28 (1) 60.14 (2) 59.68 (4) 59.53 (5) 59.7 (3)
breast-w 96.12 (4) 96.53 (2) 96.71 (1) 95.73 (5) 96.47 (3)
bupa 71.97 (2) 72.25 (1) 70.67 (3) 70.31 (4) 69.45 (5)
car 96.81 (4) 96.94 (2) 96.78 (5) 96.93 (3) 97.32 (1)
cleveland 73.33 (1) 71.23 (3) 71.14 (4) 53.56 (5) 72.06 (2)
cmc 65.29 (2) 65.25 (3) 65.68 (1) 60.12 (5) 64.18 (4)
german credit 87.07 (3) 88.61 (2) 88.71 (1) 67.67 (5) 67.94 (4)
ecoli 71.84 (3) 63.95 (4.5) 63.95 (4.5) 81.19 (2) 89.04 (1)
flags 67.23 (4) 68.81 (2) 68.6 (3) 63.8 (5) 74.04 (1)
haberman 64.17 (1) 63.04 (4) 63.29 (3) 63.53 (2) 50.74 (5)
hepatitis 80.29 (1) 77.49 (3) 78.85 (2) 74.2 (5) 75.04 (4)
ionosphere 90.75 (5) 90.87 (2) 90.84 (3) 90.79 (4) 90.91 (1)
new-thyroid 96.21 (2) 95.07 (4) 94.34 (5) 95.65 (3) 96.72 (1)
pima 74.84 (3) 75.67 (2) 75.83 (1) 74.44 (4) 73.91 (5)
scrotal pain 74.43 (1) 73.62 (4) 73.41 (5) 74.37 (2) 74.16 (3)
solar-flareF 85.03 (2) 85.05 (1) 84.43 (3) 61.33 (5) 82.12 (4)
transfusion 67.65 (2) 67.82 (1) 67.52 (3) 66.93 (4) 44.77 (5)
vehicle 95.23 (2) 94.9 (3) 94.81 (4) 94.77 (5) 96.2 (1)
yeast-M2 85.57 (1) 82.94 (4) 83.64 (3) 63.32 (5) 85.06 (2)

average rank 2.23 2.61 2.98 4.23 2.95

4 Discussion

The results of first experiments clearly show that applying simple random undersam-
pling leads to much better classification performance than oversampling variants.
Definitely, both EBBag and RBBag achieve the best results. However, the differ-
ence between them and the best oversampling bagging is much higher than shown
in [7]. Moreover, according to our results, SMOTEBagging is not as accurate as it
has been presented in [13]. A new oversampling bagging variant, where SMOTE
is applied with the same oversampling ratio, works better than the previously pro-
moted SMOTEBagging.

Although EBBag and RBBag performs similarly with respect to the sensitivity,
RBBag seems to be slightly better than EBBag for G-mean and F-measure, in par-
ticular when sampling is done with replacement. This is a bit different observation
to [11], where both classifiers worked similarly on all artificially modified noisy
data. Authors of RBBag also showed its slightly better performance over EBBag [9]
over 9 data sets only (4 of them was also used in our experiments). Yet another novel
observation is that sampling with replacement may be profitable for RBBag unlike
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EBBag, where our results show no differences between sampling with or without
replacement. This result is contradictory to a quite strong claim, from [11], that
“bagging should be implemented without replacement”.

Discussing these results, we can hypothesize that undersampling may help in ran-
dom distributing majority examples among many small bootstrap samples, which
may direct learning to some useful complementary classification patterns. Even
though some of bootstrap samples may contain unsafe, difficult majority examples,
the final voting with better components reduces their influence. We plan to carry
our future experiments of studying the content and diversity of bootstraps in both
EBBag and RBBag.

The main methodological contribution of our study is a new extension of bag-
ging called Local-and-Over-All Balanced Bagging. It is based on different princi-
ples than all known bagging extensions. Firstly, instead of integrating bagging with
pre-processing, we keep the standard bagging idea but we change radically proba-
bilities of sampling examples by increasing the chance of drawing more minority
examples. In this sense we somehow oversample some minority examples and go
toward another distribution balance inside the bootstrap sample. Moreover, we pro-
mote sampling more safe examples with respect to analyzing class distribution in
their neighborhood. The next novel contribution is modeling this nearest distribu-
tion by finding similar examples with respect to subsets of features describing them.
This idea is inspired by our earlier proposal of variable consistency sampling [2] and
according to our best knowledge has not been considered yet in case of imbalanced
data.

The results of the second part of experiments clearly show that this novel pro-
posal leads to competitive results to best known undersampling bagging extensions.
Furthermore, using more local information about class imbalance is more power-
ful than using only global imbalance ratio (which was often considered in earlier
works). In our future works we plan to study more precisely other ways of model-
ing and using local approaches to class imbalance.

We would also like to extend our comparison to other component classifiers. In
final remarks we refer to problems of using these bagging variants to massive data.
In our opinion, more complex solutions do not work better than these simpler bag-
ging variants. Notice that bagging is relatively easy to implement (even in a parallel
way) and to generalize, e.g., for class imbalance. Therefore, randomly balanced
variants of bagging could be attractive with respect to computational costs since ap-
propriate redistribution of the majority class leads to many smaller training samples.
Moreover, according to [7], all these bagging extensions lead to smaller trees than
boosting variants.
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Rule Chains for Visualizing Evolving Fuzzy
Rule-Based Systems

Sascha Henzgen, Marc Strickert, and Eyke Hüllermeier

Abstract. Evolving fuzzy systems are data-driven fuzzy (rule-based) systems sup-
porting an incremental model adaptation in dynamically changing environments;
typically, such models are learned on a continuous stream of data in an online man-
ner. This paper advocates the use of visualization techniques in order to help a user
gain insight into the process of model evolution. More specifically, rule chains are
introduced as a novel visualization technique for the inspection of evolving Takagi-
Sugeno-Kang (TSK) fuzzy systems. To show the usefulness of this techniques, we
illustrate its application in the context of learning from data streams with temporal
concept drift.

1 Introduction

Visualization has become an important tool in data-driven research fields, such as
machine learning and data mining. Apart from the visualization of data objects, data
relationships, and aggregated information content [4], the visualization of models
learned from data has recently attracted increasing attention in the field of compu-
tational intelligence [1, 2, 8, 9]. Going beyond the presentation of static models, this
paper suggests the use of visualization techniques for tracking evolving models, that
is, models that are learned and adapted in an online manner on a continuous stream
of data [3, 10].

More specifically, we developed an interactive visualization tool that allows for
monitoring evolving TSK fuzzy inference systems in real time. So-called rule chains
are proposed for visualizing changes of a rule system between two consecutive time
points. Experimentally, we show that characteristic patterns emerge in a rule chain
visualization when applied to evolving rule systems learned from data streams ex-
hibiting concept drift.
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This paper is structured as follows. Before introducing our rule chain visualiza-
tion technique in Section 3, we revisit the underlying TSK fuzzy rule-based systems
in Section 2. In Section 4, an experimental study with synthetic data is presented,
showing the usefulness of our visualization technique for analyzing the evolution of
fuzzy models learned on data streams with concept drift. Conclusions are drawn in
Section 5.

2 TSK Fuzzy Rule-Based Systems

In this work, we consider first order Takagi-Sugeno-Kang (TSK) fuzzy rule-based
systems R= {R1, . . . ,RN} implementing maps of the form

f : Rp →R, x %→
N

∑
i=1

li(x) ·Ψi(x) . (1)

Here, the antecedent of each rule Ri is modeled as a conjunction of p fuzzy sets with
Gaussian membership function, each characterized by its center ci, j and width σi, j;
for a given input vector x = (x1, . . . ,xp) ∈R

p, the relevance (“firing strength”) of an
antecedent part is evaluated as follows:

Ψi(x) =
exp
[
− 1

2 ∑p
j=1

(
(x j− ci, j)

2/σ2
i, j

)]

∑|R|k=1 exp
[
− 1

2 ∑p
j=1

(
(x j− ck, j)2/σ2

k, j

)] (2)

The conclusion of Ri is a linear function specified by a (p+ 1)-dimensional weight
vector wi = (wi,0,wi,1, . . . ,wi,p):

li(x) = wi,0 +wi,1x1 +wi,2x2 + . . .+wi,pxp (3)

Learning TSK models of that kind on a continuous (and potentially unbounded)
stream of data (z(1),z(2),z(3), . . .) in the form of input/output tuples z(t) = (x(t),y(t))
essentially means applying a learning algorithm A that adapts the current rule
model after each newly observed example. Thus, starting with a model R(0) at time
t = 0, a corresponding sequence of models (R(0),R(1),R(2), . . .) is produced, where
R(t) = A (R(t−1),z(t)) is obtained by modifying certain rules in R(t−1), by merging
different rules into a single new rule, or by creating a new rule from scratch. For a
proper handling of rules, it is important that all rules have a unique label, no matter
whether freshly generated or originating from a merging process. A rule R(t) in R(t)

which evolved from a rule R(t−1)
i in R(t−1) with label i keeps that label. The history

Hi is the set of all rules labeled with i.
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3 Visualizing Model Evolution with Rule Chains

In this section, we introduce our idea of rule chains for visualizing important aspects
of the evolution of fuzzy rule-based systems. Essentially, a rule chain seeks to cap-
ture the changes of a single rule between two consecutive time points. An important
prerequisite for visualizing such changes is the availability of meaningful measures
of similarity or distance between fuzzy rules. Therefore, prior to explaining our vi-
sualization technique, we introduce measures of this kind. Since an independent
treatment of the antecedent parts and the conclusion parts of fuzzy rules is informa-
tive for different aspects of the visualization, we measure the similarity of both parts
separately.

3.1 Similarity and Distance Measures for Fuzzy Rules

3.1.1 Antecedence Similarity

Recall that the antecedence part Mk of a rule Rk is a conjunction of fuzzy sets μk,i

with normalized Gaussian membership function, one for each input variable xi (cf.
Section 2). We define the similarity between two antecedence parts Mk and Ml of
two rules Rk and Rl by

S(Mk,Ml) = min
(
s(μk,1,μl,1),s(μk,2,μl,2), . . . ,s(μk,p,μl,p)

)
, (4)

where s(μk,i,μl,i) is a standard similarity between fuzzy sets, namely the size of
their intersection (pointwise minimum of membership degrees) normalized by the
size of the larger of the two:

s(μk,i,μl,i) =
|μk,i∩μl,i|

max(|μk,i|, |μl,i|) (5)

The size |μ | of a Gaussian fuzzy set μ is defined by the area under the membership
function. Thus, its computation comes down to solving an integration problem for
which no closed-form solution exists. Therefore, we exploit the connection between
the cumulative distribution function of the normal distribution and the error func-
tion erf(z) = 2/

√
π
∫ z

0 e−τ2
dτ , for which efficient numerical implementations exists.

Thus, the area under a normalized Gaussian function with mean c and standard de-
viation σ can be efficiently determined as follows:

FNc,σ (z) =
σ
√

2π
2

(
1+ erf

(
z− c

σ
√

2

))
(6)
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3.1.2 Distance between the Rule Centers

Another similarity measure based on rule antecedence parts is the distance between
rule centers, where the center of a rule Rk is defined as

ck = (ck,1,ck,2, . . . ,ck,p) , (7)

with ck,i the center of the ith fuzzy set in the antecedence of the kth rule. By using
the Euclidean metric, the distance between two rules is

D(Rk,Rl) = ‖ck− cl‖ . (8)

For the purpose of visualization, it is desirable to have the measure normalized to
the range [0,1]. In rule chains, the computation of distances is restricted to adjacent

rules R(t)
i and R(t+1)

i from the same history Hi (the history of the ith rule). Therefore,
the normalization is done as follows:

DN

(
R(t)

i ,R(t+1)
i

)
=

D

(
R(t)

i ,R(t+1)
i

)

max
(R

(τ)
i ,R

(τ+1)
i )∈Hi×Hi

D

(
R(τ)

i ,R(τ+1)
i

) (9)

3.1.3 Angle Similarity

The angle similarity is a measure of similarity between the conclusion parts of two
rules. The conclusion part (3) of a TSK fuzzy rule Ri defines a p-dimensional hy-
perplane Hi = {(x1,x2, . . . ,xn, li(x)) |x ∈ R

n}with normal vector vi = (wi,1,wi,2, . . . ,
wi,p,−1). Using this normal vector, we can compute the angle between two conclu-
sions Hi and Hj by

α = arccos

(
vi · v j

‖vi‖ · ‖vj‖
)

, (10)

and finally their angle similarity [6, 7] as

Sα(Hi,Hj) =

{
1− 2

π α if α ≤ π
2

2
π
(
α− π

2

)
else

. (11)

3.1.4 Conclusion Intercept Difference

In addition to the angle similarity of two conclusions, we also consider the dif-
ference in their y-intercept, which is not captured by this similarity. Although this
difference might indeed be negligible on a global scale, one should keep in mind that
the influence of a conclusion is localized by the rule antecedence; and locally, the
constant term may clearly make a difference. Therefore, we define the conclusion
y-intercept difference by
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CY

(
R(t)

i ,R(t+1)
i

)
=

∣∣∣w(t)
i,0−w(t+1)

i,0

∣∣∣
max

(R(τ)
i ,R(τ+1)

i )∈Hi×Hi

∣∣∣w(τ)
i,0 −w(τ+1)

i,0

∣∣∣
, (12)

with wi,0 denoting the y-intercept of the conclusion of the rule Ri.

3.2 Rule Chains

We propose rule chains as an adequate means for visualizing specific aspects of the
evolution of a fuzzy rule-based system. A rule history H is visualized as a horizontal
pearl chain, where every pearl represents a rule at a certain time point. The first time
point is located at the left and the most recent time point at the right end. Pearls
along a chain are connected with different types of links. Focusing on a measure of
interest, links between adjacent pearls can represent the corresponding similarity or
distance between consecutive rules. As illustrated in Figure 1, there are three types
of links that correspond, respectively, to the measures introduced in Section 3.1.

1

5 4

3 2

Low Similarity

High Similarity

α

Low Similarity

High Similarity

Fig. 1 The upper left panel shows all five elements of a rule chain. The elements pointed at
by the numbered arrows are: (1) rule pearl, (2) antecedence similarity link, (3) angle line, (4)
angle similarity block, (5) conclusion shift block. The top right panel describes the meaning
of different heights and color intensities of ellipsoid links. The bottom right panel describes
the meaning of different color intensities of rectangular links. Generally, both types of links
can be used for visualizing any given similarity or distance measure. The lower left panel
shows the rotated line segment for visualizing the angle between the conclusions of two
adjacent rules.

In addition to the horizontal time point position, the vertical position of a pearl
determines the history of the associated rule. The antecedence similarity link corre-
sponds to the antecedence similarity measure or the Euclidean distance of centers.
The degree of similarity is connected to the color intensity and shape of the ellipse.
The lower the similarity, the bigger and darker is the ellipse. The angle similarity
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block visualizes the angle similarity, and the conclusion shift block displays dif-
ferences of y-intercepts of the related rule conclusions. The color intensity of both
blocks is the higher, the lower the similarity and the higher the difference is, respec-
tively. Thus, the three types of links highlight different aspects of change between
two rules. The angle line is mathematically positively rotated by α against the hori-
zon to display the angle between two temporally adjacent conclusions.

For visualizing the evolving system as a whole, the horizontal rule chains are
stacked (Figure 2). A single rule chain gives a quick overview of a rule’s lifetime
and development, and stacking them provides a holistic view on the development of
the whole rule chain system.

Time

R
u
le
ID

Rule birth Rule death
H7

R11

Fig. 2 This figure shows a cut-out from a rule chain system. All rules, symbolized by pearls,
belonging to the same rule system are aligned vertically. Rules belonging to the same rule
history are organized in horizontal chains. The pearl links are associated with similarity mea-
sures. Here, only the antecedence similarity links (ellipses) are shown.

3.3 Concept Drift Detection with Rule Chains

An important requirement for evolving (fuzzy) systems is a quick discovery and
adequate reaction to so-called concept drift [3]. Roughly speaking, a concept drift
is a (gradual) change of the data-generating process in the course of time, that is,
a change of the probability distribution P that generates input/output tuples emitted
by the data stream.

Rule chains provide an adequate (visual) means for discovering concept drift and
monitoring the fuzzy system’s reaction to this drift. In fact, as a reaction to a change
of the data generating process, the fuzzy system is expected to adapt a possibly
large number of rules (both, antecedence and/or conclusion parts). Likewise, new
rules will typically be created and existing ones will be deleted.

Changes of that kind naturally produce observable patterns in the visualized rule
chain system. More precisely, a simultaneous change of the antecedence or con-
clusion parts of many rules will produce noticeable vertical lines in the rule chain
system (Figure 3). Such patterns can be amplified by defining thresholds for the
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minimal change to be drawn. The simultaneous appearance or disappearance of
many rules produces long vertical edges in the displayed rule chains. This enables
the user to recognize potential concept drifts in the data. More correctly, since we
are visualizing the model and not the data evolution, the observation of such patterns
should only be taken as an indication (and not as a proof) of a possible concept drift.

Time

R
u
le
-I
D

Fig. 3 This figure highlights patterns in the rule chains which indicate significant changes in
the model and, therefore, suggest a possible concept drift in the data. The bold arrows are
marking time points at which an abrupt change of the conclusion parts of many rules can be
observed as vertical lines.

4 Illustration

This section presents an illustration of our rule chain visualization tool that is meant
as a first proof of concept. For this purpose, we make use of synthetic data, which
allows for conducting controlled experiments and, since the “ground truth” is known
for this data, for judging the plausibility of the results—properties that are obviously
not offered by real data. Moreover, while our visualization tool is in principle inde-
pendent of the learning algorithm, we used FLEXFIS [5] as a concrete implemen-
tation and set the forgetting factor to 0.9. This FLEXFIS specific factor controls the
forgetting of the inverse hessian matrix during the recursive weighted least squares
optimization of the rule consequents.

To generate a data stream, we concatenate a number of synthetic datasets. Ev-
ery dataset is associated with a time point determined by the position p of the
dataset in the concatination. An instance of a dataset consists of a two-dimensional
input and a real-valued output. For the initial dataset, three normally distributed
clusters C1,C2,C3 are generated. Every cluster Ci is characterized by its center
ci = (ci,1,ci,2), its width σ i = (σi,1,σi,2) and the size ni. The output y associated
with an instance x = (x1,x2) depends on the cluster Ci and is determined by a linear
function:
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y = fi(x) = wi,0 +wi,1(x1− ci,1)+wi,2(x2− ci,2) . (13)

Thus, a dataset can be characterized by (p,(ci,σ i,ni,wi)
m
i=1), where p is the posi-

tion of the dataset in the stream and m is the cluster number. For the whole stream,
only a few datasets lying on so-called anchor positions are explicitly declared. The
datasets lying between two anchor positions are interpolated by a linear function
(i.e., the parameters c,σ ,n,w characterizing a data set are convex combinations of
the corresponding parameters of the left and right anchor datasets). The characteris-
tics of the data stream used in our study are summarized in Table 1.

Table 1 Specification of the data stream. Cluster size of each cluster at any time is n = 1000.
The cluster width is σ1 = 2 and σ2 = 2 for all clusters.

C1 C2 C3 C1,C3 C2

p c1 c2 c1 c2 c1 c2 w0 w1 w2 w0 w1 w2

0 10 50 50 50 90 50 0 10 0 0 10 0
3 10 50 50 50 90 50 0 10 0 0 10 0
6 10 50 50 50 90 50 -10 0 0 10 0 0
12 10 50 50 50 90 50 -10 0 0 10 0 0
16 10 -100 50 150 90 -100 -10 0 0 10 0 0
26 10 -100 50 150 90 -100 -10 0 0 10 0 0
30 10 -100 50 150 90 -100 -10 0 10 10 0 10

The data stream contains three concept drifts with two stable episodes in-between,
namely 6–12 and 16–26. These episodes allow the learner to re-stabilize the model.
At the beginning, all three clusters are well separated and located next to each other
along the first dimension. Moreover, the three regression functions share the same
coefficients. Somewhat surprisingly, this initial configuration lets FLEXFIS gener-
ate more than only the expected three rules and leads to rich patterns during model
formation.

The first drift is caused by a change of the regression values (between anchor
positions 3 and 6, i.e., time steps 3000 and 6000). In Figure 4, this drift phase
lies between marks A and B. At mark 1, a reaction of FLEXFIS is clearly seen.
The second drift (between anchor positions 12 and 16) is caused by a movement of
the clusters, which are all moving in different directions. The period of this drift is
delimited by marks C and D. The visible reaction of FLEXFIS is between marks 2
and 3. Here, a change in the antecedent parts of the rules is seen, which confirms the
expectation from the experimental design. The last concept drift (between anchor
positions 26 and 30) is again caused by a drift in the regression values. It starts at
mark E and ends at F. A change in the rule system caused by this drift can be seen
from mark 4 onwards. After the third drift, the rule system does not reach a stable
stage until the end of the experiment. All three concept drifts cause an adaptation of
the rule system by the learning algorithm, resulting in clearly visible patterns in the
rule chain visualization.
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1 2 3 4 5

A B C D E F

Fig. 4 This figure shows the result of a visualization of an evolving fuzzy rule-based system
using stacked rule chains. There are three concept drifts in the underlying data stream, the
first between A and B, the second between C and D, and the third between E and F. The
numbers mark the time points where a change in the rule system, as a reaction to the concept
drift, becomes visible.

5 Conclusion

We proposed stacked pearl chains for visually tracking the development of rules in
evolving TSK fuzzy rule-based systems. Not only the life span of individual rules
can be assessed by looking at the rule history, also demographic changes of the
evolving rule system become visible. Temporal rule chaining is accomplished by vi-
sualizing similarities between adjacent rule antecedents and conclusions. Basically,
the overlap between evolved rules or their center proximities is being displayed, as
well as the angle between their conclusions.

With an example application using synthetic data, we highlighted several ben-
efits of our visualization tool: the size of the rule system (number of rules), being
a good indicator of model complexity, can be grasped quickly and monitored over
time quite easily. Moreover, vertical patterns clearly indicate concept drifts and cor-
responding reactions of the evolving model.

Rule chain visualization as introduced in this paper is part of an ongoing software
project for interactive monitoring of evolving TSK model evolution. This way, in-
sights into model dynamics can be attained, which is interesting for both end-users
who receive early feedback about setting model-specific parameters and developers
who like to study convergence or adaptation properties of their models. Future work
is focusing on the display of rule similarities and evolving rules at attribute level,
global model state characteristics, and interactive control of evolving fuzzy system
models. Eventually, our tool is supposed to provide the user access to complex states
in time-adaptive machine learning methods beyond evolving TSK models.
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Recovery Analysis for Adaptive Learning from
Non-stationary Data Streams

Ammar Shaker and Eyke Hüllermeier

Abstract. The extension of machine learning methods from static to dynamic en-
vironments has received increasing attention in recent years; in particular, a large
number of algorithms for learning from so-called data streams has been developed.
An important property of dynamic environments is non-stationarity, i.e., the as-
sumption of an underlying data generating process that may change over time. Cor-
respondingly, the ability to properly react to so-called concept change is considered
as an important feature of learning algorithms. In this paper, we propose a new type
of experimental analysis, called recovery analysis, which is aimed at assessing the
ability of a learner to discover a concept change quickly, and to take appropriate
measures to maintain the quality and generalization performance of the model.

1 Introduction

The development of methods for learning from so-called data streams has been a
topic of active research in recent years [6, 9]. Roughly speaking, the key idea is to
have a system that learns incrementally, and maybe even in real-time, on a continu-
ous and potentially unbounded stream of data, and which is able to properly adapt
itself to changes of environmental conditions or properties of the data generating
process. Systems with these properties have already been developed for different
machine learning and data mining tasks, such as clustering and classification [7].

An extension of data mining and machine learning methods to the setting of data
streams comes with a number of challenges. In particular, the standard “batch mode”
of learning, in which the entire data as a whole is to provided as an input to the
learning algorithm (or “learner” for short), is no longer applicable. Correspondingly,
the learner is not allowed to make several passes through the data set, which is
commonly done by standard methods in statistics and machine learning. Instead,

Ammar Shaker · Eyke Hüllermeier
Department of Mathematics and Computer Science, University of Marburg, Germany
e-mail: {shaker,eyke}@mathematik.uni-marburg.de

R. Burduk et al. (Eds.): CORES 2013, AISC 226, pp. 289–298.
DOI: 10.1007/978-3-319-00969-8_28 © Springer International Publishing Switzerland 2013

{shaker,eyke}@mathematik.uni-marburg.de


290 A. Shaker and E. Hüllermeier

the data must be processed in a single pass, which implies an incremental mode of
learning and model adaptation.

Domingos and Hulten [3] list a number of properties that an ideal stream mining
system should exhibit, and suggest corresponding design decisions: the system uses
only a limited amount of memory; the time to process a single record is short and
ideally constant; the data is volatile and a single data record accessed only once;
the model produced in an incremental way is equivalent to the model that would
have been obtained through common batch learning (on all data records so far); the
learning algorithm should react to concept change (i.e., any change of the underlying
data generating process) in a proper way and maintain a model that always reflects
the current concept.

This last property is often emphasized as a key feature of learning algorithms,
since non-stationarity is arguably the most important difference between static and
dynamic environments. Indeed, while the idea of an incremental learning is crucial
in the setting of data streams, too, it is not entirely new and has been studied for
learning from static data before. The ability of a learner to maintain the quality
and generalization performance of the model in the presence of concept drift, on the
other hand, is a property that becomes truly important when learning under changing
environmental conditions.

In this paper, we propose a new type of experimental analysis, called recovery
analysis, which is aimed at assessing this ability of a learner. Roughly speaking,
recovery analysis suggests a specific experimental protocol and a graphical presen-
tation of a learner’s generalization performance that provides an idea of how quickly
a drift is recognized, to what extent it affects the prediction performance, and how
quickly the learner manages to adapt its model to the new condition.

2 Learning under Concept Drift

We consider a setting in which an algorithm A is learning on a time-ordered stream
of data S = (z1,z2,z3, . . .). Since we are mainly interested in supervised learning,
we suppose that each data item zt is a tuple (xt ,yt) ∈ X×Y consisting of an input
xt (typically represented as a vector) and an associated output yt , which is the target
for prediction. In classification, for example, the output space Y consists of a finite
(and typically small) number of class labels, whereas in regression the output is a
real number.

At every time point t, the algorithm A is supposed to offer a predictive model
Mt : X→ Y that has been learned on the data seen so far, i.e., on the sequence
St = (z1,z2, . . . ,zt). Given a query input x ∈ X, this model can be used to produce a
prediction ŷ = Mt(x) ∈ Y of the associated output. The accuracy of this prediction
can be measured in terms of a loss function � : Y×Y→ R, such as the 0/1 loss in
the case of classification or the squared error loss in regression. Then, the prediction
performance of Mt is defined in terms of the expected loss, where the expectation
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is taken with respect to an underlying probability measure P on Z = X×Y. This
probability measure formally specifies the data generating process.

If the algorithm A is truly incremental, it will produce Mt solely on the basis of
Mt−1 and zt , that is, Mt = A (Mt−1,zt). In other words, it does not store any of the
previous observations z1, . . . ,zt−1. Most algorithms, however, store at least a few of
the most recent data points, which can then also be used for model adaptation. In any
case, the number of observations that can be stored is typically assumed to be finite,
which excludes the possibility of memorizing the entire stream. A batch learner
AB, on the other hand, would produce the model Mt on the basis of the complete
set of data {z1, . . . ,zt}. Note that, although A and AB have seen the same data, AB

can exploit this data in a more flexible way. Therefore, the models produced by A
and AB will not necessarily be the same.

As mentioned before, the data generating process is characterized by the prob-
ability measure P on Z = X×Y. Under the assumptions of stationarity and inde-
pendence, each new observation zt is generated at random according to P, i.e., the
probability to observe a specific z ∈ Z is given by1

P(z) = P(x,y) = P(x) ·P(y |x) .

Giving up the assumption of stationarity (while keeping the one of independence),
the probability measure P generating the next observation may possibly change over
time. Formally, we are thus dealing, not with a single measure P, but with a sequence
of measures (P1,P2,P3, . . .), assuming that zt is generated by Pt . One speaks of a
concept change if these measures are not all equal [1].

In the literature, a distinction is made between different causes and types of con-
cept change [8]. The first type refers to a sudden, abrupt change of the underlying
concept to be learned and is often called concept shift (Pt is very different from
Pt−1). Roughly speaking, in the case of a concept shift, any knowledge about the
old concept may become obsolete and the new concept has to be learned from
scratch. The second type refers to a gradual evolution of the concept over time.
In this scenario, old data might still be relevant, at least to some extent. Finally, one
often speaks about virtual concept drift if the change only concerns P(x), i.e., the
distribution of the inputs, while the concept itself, i.e., the conditional distribution
P(y |x), remains unchanged [14]. To guarantee optimal predictive performance, an
adaptation of the model might also be necessary in such cases. In practice, virtual
and real concept drift will often occur simultaneously.

Learning algorithms can handle concept change in a direct or indirect way. In
the indirect approach, the learner does not explicitly attempt to detect a concept
drift. Instead, the use of outdated or irrelevant data is avoided from the outset. This
is typically accomplished by considering only the most recent data while ignoring
older observations, e.g., by sliding a window of fixed size over a data stream. To
handle concept change in a more direct way, appropriate techniques for discovering
the drift or shift are first of all required, for example based on statistical tests.

1 We slightly abuse notation by using the same symbol for the joint probability and its
marginals.
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3 Recovery Analysis

In practical studies, data streams are of course never truly infinite. Instead, a “stream”
is simply a large data set in the form of a long yet finite sequence S= (z1,z2, . . . ,zT ).
In experimental studies, such streams are commonly used to produce a performance
curve showing the generalization performance of a model sequence (Mt)

T
t=1 over

time. Although many of these studies are interested in analyzing the ability of a
learner to deal with concept drift, such an analysis is hampered by at least two prob-
lems: First, for a data stream S, it is normally not known whether it contains any
concept drift, let alone when such a drift occurs; this is a problem at least for real
data, while obviously less of an issue if data is generated synthetically. Second, even
if a concept drift is known to occur, it is often difficult to assess the performance of
a learner or to judge how well it recovers after the drift, simply because a proper
baseline is missing: The performance that could in principle be reached, or at least
be expected, is not known.

3.1 Main Idea and Experimental Protocol

In order to overcome these problems, our idea is to work, not with a single data
stream, but with three streams in parallel, two “pure streams” and one “mixture”.
The pure streams SA = (za

1,z
a
2, . . . ,z

a
T ) and SB = (zb

1,z
b
2, . . . ,z

b
T ) are supposed to be

stationary and generated, respectively, according to distributions PA and PB; in the
case of real data, stationarity of a stream can be guaranteed, for example, by per-
muting the original stream at random. These two streams must also be compati-
ble in the sense of sharing a common data space Z = X×Y. The mixture stream
SC = (zc

1,z
c
2, . . . ,z

c
T ) is produced by randomly sampling from the two pure streams:

zc
t =

{
za

t with probability λ (t)
zb

t with probability 1−λ (t) (1)

A concept drift can then be modeled, for example, by specifying the (time-
dependent) sample probability λ (t) as a sigmoidal function:

λ (t) =

(
1+ exp

(
t− t0

w

))−1

.

This function has two parameters: t0 is the mid point of the change process, while
w controls the length of this process. Using this transition function, the stream SC is
obviously drifting “from SA to SB”: In the beginning, it is essentially identical to SA,
in a certain time window around t0, it moves away from SA toward SB, and in the
end, it is essentially identical to SB. Thus, we have created a gradual concept drift
with a rate of change controlled by w.
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Fig. 1 Schematic illustration of a recovery analysis: The three performance curves are pro-
duced by training models on the pure streams SA and SB, as well as on the mixed stream SC ,
each time using the same learner A . The region shaded in grey indicates the time window in
which the concept drift (mainly) takes place. While the concept is drifting, the performance
on SC will typically drop to some extent.

Now, suppose the same learning algorithm A is applied to all three streams
SA, SB and SC. Since the first two streams are stationary, we expect to see a stan-
dard learning curve when plotting the generalization performance (for example, the
classification accuracy) as a function of time. In the following, we denote the per-
formance curves for SA and SB by α(t) and β (t), respectively. These curves are
normally concave, showing a significant increase in the beginning before reaching
a certain saturation level later on; see Figure 1 for an illustration. The correspond-
ing saturation levels α∗ and β ∗ provide important information, namely informa-
tion about the best performance that can be expected by the learner A on the pure
streams SA and SB, respectively.

Even more interesting, however, is the performance curve γ(t) for the stream
SC, which exhibits concept drift. In the beginning, this curve will be effectively
identical to the curve for SA, so that the learner A should reach the level α∗. Then,
upon the beginning of the concept drift, the performance is expected to drop, and
this decrease is supposed to continue until the drift ends and the learner A starts to
recover. Eventually, A may (or may not) reach the level β ∗. This level is indeed an
upper bound on the asymptotic performance, since A cannot do better even when
being trained on SB from the very beginning. Thus, reaching this level indicates an
optimal recovery.

Obviously, the performance curve for SC provides important information about
the ability of A to deal with concept drift. In particular, the minimum of this curve
indicates how strongly A is affected by the concept drift. Moreover, the curve in-
forms about how quickly the performance deteriorates (giving an idea of how sen-
sitive A is), how much time A needs to recover, and whether or not it manages to
recover optimally.
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3.2 Bounding the Optimal Generalization Performance

As explained above, the performance curve produced by a learner A on the stream
SC is expected to decrease while this stream is drifting from SA to SB. In order to
judge the drop in performance, not only relatively in comparison to other learners
but also absolutely, it would be desirable to have a kind of reference performance as
a baseline. This leads to an interesting question: Is it possible to quantify our expec-
tations regarding the drop in performance? More specifically, what is the optimal
generalization performance

γ∗(t) = sup
M∈M

γM (t) (2)

we can expect on the stream SC at time t? Here M is the underlying model class (i.e.,
the class of models that A can choose from), and γM (t) denotes the generalization
performance of a model M ∈M on the mixture distribution (1), i.e.,

PC(t) = λ (t)PA +(1−λ (t))PB .

Our experimental setup indeed allows for answering this question in a non-trivial
way. To this end, we exploit knowledge about the performance levels α(t) and β (t)
that can be reached on SA and SB, respectively. Thus, there are models MA,MB ∈M
whose performance is αMA(t) = α(t) and βMB(t) = β (t). Now, suppose we were to
apply the model MA on the stream SC. What is the expected generalization perfor-
mance? If an example (x,y) on SC is generated according to PA, the generalization
performance (expected loss) of MA on this example is the same as on SA, namely
αMA(t). Otherwise, if the example is generated according to PB, nothing can be
said about the performance of MA; thus, assuming that the performance measure
takes values in the unit interval, we can only assume the worst case performance of
0. Since the first case occurs with a probability of λ (t) and the second one with a
probability of 1−λ (t), the overall expected performance of MA is given by

λ (t) ·αMA(t)+ (1−λ (t)) ·0= λ (t) ·αMA(t) .

Using the same line of reasoning, the performance of the model MB on the stream
SC is given by (1−λ (t))βMB(t). Thus, choosing optimally from the two candidate
models {MA,MB} ⊂M, we can at least guarantee the performance

γ•(t) = max
{

λ (t) ·αMA(t),(1−λ (t)) ·βMB(t)
}

. (3)

Obviously, since the supremum in (2) is not only taken over {MA,MB} but over the
entire model class M, γ•(t) is only a lower bound on the optimal performance γ∗(t),
that is, γ•(t) ≤ γ∗(t). We also remark that, if the performance levels α(t) and β (t)
are already close enough to the optimal levels α∗ and β ∗, respectively, then (3) can
be written more simply as

γ•(t) = max
{

λ (t) ·α∗,(1−λ (t)) ·β ∗} . (4)
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Strictly speaking, this estimation is not correct, since α∗ and β ∗ are only limit values
that will not necessarily be attained. Practically, however, this is of no importance,
especially since we have to work with estimations of these values anyway.

Finally, we note that of course not all performance measures (loss functions) can
naturally be normalized to [0,1]. Especially problematic in this regard are measures
that are principally unbounded, such as the squared loss in regression. In such cases,
an estimation similar to the one above can nevertheless be derived, provided the
worst case performance can be bounded by a constant; this constant will then replace
the constant in our estimation, which is simply 0.

3.3 Practical Issues

Our discussion of recovery analysis so far has left open some important practical is-
sues that need to be addressed when implementing the above experimental protocol.
An obvious question, for example, is how to determine the generalization perfor-
mance of a model Mt (induced by the learner A ) at time t, which is needed to plot
the performance curve. First of all, it is clear that this generalization performance
can only be estimated on the basis of the data given, just like in the case of batch
learning from static data. In the literature, two procedures are commonly used for
performance evaluation on data streams:2 (i) In the holdout approach, the training
and the test phase of a learner are interleaved as follows: The model is trained incre-
mentally on a block of M data points and then evaluated (but no longer adapted) on
the next N instances, then again trained on the next M and tested on the subsequent
N instances, and so forth. (ii) In the test-then-train approach, every instance is used
for both training and testing. First, the current model is evaluated on the observed in-
stance, and then this instance is used for model adaptation. The evaluation measure
in this scenario is updated incrementally after each prediction(prequential evalua-
tion). This approach can also be applied in a chunk mode, where a block of size M
(instead of a single instance) is used for evaluation first and training afterwards.

The test-then-train procedure has some advantages over the holdout approach.
For example, it obviously makes better use of the data, since each example is used
for both training and testing. More importantly, it avoids “gaps” in the learning pro-
cess: In the holdout approach, A only learns on the training blocks but stops adap-
tation on the evaluation blocks in-between. Such gaps are especially undesirable in
the presence of a concept drift, since they may bias the assessment of the learner’s
reaction to the drift. This is the main reason for why we prefer the test-then-train
procedure for our implementation of recovery analysis.

Another practical issue concerns the length of the data streams. In fact, to imple-
ment recovery analysis in a proper way, the streams should be long enough, mainly
to make sure that the learner A will saturate on all streams: First, it should reach
the saturations levels α∗ and β ∗ on SA and SB, respectively. Moreover, the streams

2 Both procedures are implemented in the MOA framework [2].
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should not end while A is still recovering on SC; otherwise, one cannot decide
whether or not an optimal recovery (reaching β ∗) is accomplished.

Finally, to obtain smooth performance curves, we recommend to repeat the same
experiment with many random permutations SA and SB of the original streams, and
to average the curves thus produced. Obviously, averaging is legitimate in this case,
since the results are produced for the same data generating processes (specified by
the distributions PA, PB and their mixture PC).

4 Illustration

This section is meant to illustrate our idea of recovery analysis by means of some
practical examples. To this end, we conducted a series of experiments with different
classification methods. All algorithms were implemented under MOA [2], except
FLEXFIS, which is implemented in Matlab. MOA is a framework for learning on
data streams. It includes data stream generators and several classifiers. Moreover, it
offers different methods for performance evaluation.

Due to a lack of space, we present results only for a single data set, namely the
weather data provided by the National Oceanic and Atmospheric Administration
(NOAA).3 Since this data originally contained missing values, we used it in the
form as suggested by [5]. It contains eight daily weather measurements, such as
temperature, visibility, etc. The goal is to predict whether it will be a rainy day or
not. We used this data as a first pure stream SA and an “inverted copy” as a pure
stream SB. In this copy, we simply inverted the target attribute. Thus, the problem
on the mixture stream SC gradually changes from predicting whether it will be rainy
to predicting whether it will not be rainy.

Performance curves were produced using the test-then-train procedure (cf. Sec-
tion 3.3) in chunk mode (with chunk size 500) and averaging over ten random shuf-
fles of the data. At each point of time, the evaluation curve shows the prediction
performance on the most recent chunk.

The results for four different methods are shown in Figure 2: the eFPT method for
learning evolving fuzzy pattern trees [12], the instance-based learner IBLStreams
[11], the Hoeffding Trees classifier for learning decision trees [4] in its incremental
form without any specific reaction mechanism to concept changes, and the FLEX-
FIS method for fuzzy rule induction [10].

From this figure, which also indicates the range of the drift and shows the lower
bound on the optimal performance (3) as a reference, some interesting observations
can be made. For example, by comparing the lower bound with the respective “per-
formance valleys” of the methods, it can be seen that all methods are reacting with a
certain delay, which is clearly expected; some methods, however, are obviously a bit
faster than others. The same remark applies to the extent of performance loss, which
is, for example, more pronounced for FLEXFIS than for eFPT. Overall, the instance-
based learner IBLStreams seems to perform best, showing a curve that is close to the

3 http://users.rowan.edu/~polikar/research/NIE_data/

http://users.rowan.edu/~polikar/research/NIE_data/
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reference (3). The Hoeffding Tree learner, on the other hand, is performing much
worse. Its loss in performance is higher, and it recovers only very slowly. In fact,
the decision trees produced by this learner are often very complex and, therefore,
difficult to adapt if significant changes are needed. This may explain why Hoeffding
Trees react more slowly than other learners (a tendency that we could also confirm
on other data streams).
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Fig. 2 Performance curves (classification rate) on the weather data. From top to bottom: fuzzy
pattern trees, Hoeffding Trees, IBLStreams, FLEXFIS. The sigmoid in light grey indicates
the range of the drift. The grey line shows the lower bound on the optimal performance (3).
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5 Conclusion

We have introduced recovery analysis as a new type of experimental analysis in the
context of learning from data streams. The goal of recovery analysis is to provide an
idea of a learner’s ability to discover a concept drift quickly, and to take appropriate
measures to maintain the quality and generalization performance of the model. To
demonstrate the usefulness of this type of analysis, we have shown results of an
experimental study using a stream of weather data, on which we have compared
four different learning algorithms.

In future work, we plan to further refine our approach to recovery analysis, for ex-
ample by developing numerical measures to quantify specific aspects of a recovery
curve (delay of reaction, duration, etc.). Moreover, we plan to use recovery analy-
sis in large empirical studies as a tool for comparing different classes of learning
methods with regard to their ability to handle concept drift [13].
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Analysis of Roles and Groups in Blogosphere

Bogdan Gliwa, Anna Zygmunt, and Jarosław Koźlak

Abstract. In the paper different roles of users in social media, taking into consider-
ation their strength of influence and different degrees of cooperativeness, are intro-
duced. Such identified roles are used for the analysis of characteristics of groups of
strongly connected entities. The different classes of groups, considering the distri-
bution of roles of users belonging to them, are presented and discussed.

1 Introduction

In recent times an increasing popularity of social media, for example blogosphere,
has taken place. It has a more and more increasing importance for marketing
forecasting or predicting the popularity of persons and ideas. Dynamic interactions
between persons may influence the development of groups of strongly connected
entities. Nowadays, applying of the methods of social network analysis is a popular
approach for understanding the behaviour of such systems.

The aim of this work was the identification of influential entities and ranges of
their influence both on the global and local (in the scope of groups) level. In the
analysis, it is assumed that the influence may be built by taking part in discussions
regarding personally proposed subjects or by active participation in discussions of
subjects proposed by others.

Such analysis may be conducted by recognition of characteristics of existing
groups, identification of different kinds of groups by taking into account the pres-
ence of the users building their position or taking part in the discussion of other sub-
jects proposed by others. This helps in drawing conclusions concerning the methods
of gaining popularity, kinds of influences, their stability and duration.
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2 Overview

Roles in blogosphere. There are many definitions of concept of role [12], [3], [13].
In social media, role can be treated as a set of characteristics that describe behavior
of individuals and their interactions between them within a social context [7]. A lot
of studies relate to certain social media and attempt to define their specific roles [9].
For example, an analysis of the basic SNA measures has been used in several stud-
ies to define social roles of starters and followers in blogosphere [6], [8]. Starters
receive messages mostly from people who are well-connected to each other, and
therefore they can be identified by low in-degree, high out-degree and high cluster-
ing coefficient in the graph. The distinction between the roles is obtained by com-
bining the difference between the number of in-links and out-links of their blogs.

Groups. Usually it is assumed that the group is a set of vertices which communicate
to each other more frequently than with vertices outside the group. Many methods of
finding groups have been proposed [2], taking into account the time and its impact
on the life cycle of the groups [1] [11]. In [14], [5] algorithm SGCI (Stable Group
Changes Identification) was proposed, which we use mainly with CPM (Clique Per-
colation Method) [10]. The algorithm consists of four main steps: identification of
short-lived groups in each separated time interval; identification of group continu-
ation (using modified Jaccard measure), separation of the stable groups (lasting for
a certain time interval) and the identification of types of group changes (transition
between the states of the stable groups).

3 General Model

The analysed social system is characterised by the following elements: global roles
played by given entities in the whole network, groups identified in a network of
strongly interacting entities and roles assigned to entities in each group. The anal-
ysis of the considered social system is presented and the mentioned elements are
calculated in time steps.

Global roles. Global roles present activity and influence of given entities in the
scope of the whole social system. They distinguish also the specific features which
characterise the behaviour of the entities: post influence, comments influence, local
commenting in the context of its own posts or commenting of posts belonging to
other users or comments to them. Posts or comments may be considered as influen-
tial, which cause a significant response from other bloggers, expressed by numerous
comments related to them.

Such a distinction comes from the fact, that there are two kinds of influential
entities: (i) the ones who build only their own position and refer only to these users
who comment on their posts or comments and (ii) more social ones who take part
in other discussions and comment also the posts of other bloggers. Among such
influential users it is possible to distinguish also such ones who write both influential
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posts and comments (called later User) and such who write only the influential posts
(called later Blogger).

Considering the above criteria, it is possible to distinguish the following impor-
tant roles: (Selfish Influential User) – they build their own position, write influential
posts and comments, mainly in the context of their own posts. (Social Influential
User) – participate also in the contexts of posts written by other users, write influ-
ential posts and comments, (Selfish Influential Blogger) – they write only influential
posts, their comments relate mostly to the context of their own posts, (Social Influen-
tial Blogger) – they write only influential posts, they are concerned in commenting
both their own and other posts.

Among the remaining users it is possible to distinguish those who are no authors
of significant posts, but actively comment on posts of others. They are: Influential
Commentator, writing influential comments and Standard Commentator, writing
sufficiently numerous, but not necessarily influential comments, and seldom – posts.
Users writing very few posts and comments are classified as Not Active users.

The rest of the users, who are neither distinguished by the particular activity
nor stopped entirely their activity on the portal, have been assigned to the role of
Standard Blogger.

In the presented social system, especially important is the presence of the influ-
ential roles, to which the first four are assigned to.

Stable groups. In each time step the groups are identified using the algorithm for
identifying overlapping groups. Then, their structure is compared with the struc-
ture of the groups existing in the previous and next step. If a given group may be
considered as a continuation of the group from the previous time steps and such
continuation exists at least during a given time interval, such a group can be treated
as a stable group. The following elements are presented for stable groups.

Roles in groups. For each stable group and each time step, roles of entities in these
groups are identified in the similar manner as the identification of roles for the whole
social system. The given users in the given time steps may be described by the role
played by them globally and by roles played in different groups they belong to. It is
also possible to analyse the given users globally from the point of view of the whole
considered time period (containing a given number of time steps) and determine the
number of roles the user played in this time period globally or in the given groups.

Group characteristics. The groups may be characterised on the basis of percent-
ages of the users having special characteristics, expressed by the sets of roles. They
may be as follows:

• users with a high significance (Selfish Influential User, Social Influential User,
Selfish Influential Blogger, Social Influential Blogger,Influential Commentator),

• cooperative users, (Social Influential User, Social Influential Blogger, Influential
Commentator),

• users oriented mainly to building their own position in the network (Selfish Influ-
ential User, Selfish Influential Blogger).
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Definitions. Let us define Post Response (prpost) that it is a number of comments
for a given post excluding the author’s comments in his own thread. We are using
the following notation c(X ,cond) that means the number of elements in set X that
each element of the set fulfills condition cond and c(X) means the number of all el-
ements in set X . Furthermore, notation postsa denotes posts of author a, commentsa

- comments of user a and w(cond) - expression that returns 1 when the condition
cond is satisfied, otherwise this expression returns 0.

Post Influence (PostIn fa) describes how influential posts the author a writes, and
can be defined as follows:

PostIn fa = ∑
(i, j)

i · c(postsa, pr ≥ j)− ∑
(k,l)

k · c(postsa, pr < l) (1)

where i,k – weights; j,l – thresholds of influence necessary for assigning a given
weight.

Let us define Comment Response (cra) for author a as a number of comments that
refers to comments of author a. Using this term we can formulate Comment Ratio
(comRatioa) for author a (if the author a wrote at least one comment, otherwise
Comment Ratio equals 0):

comRatioa = cra/commentsa (2)

Comment Influence (ComIn fa) describes the impact of comments written by author
a:

ComIn fa = ∑
(i, j)

i ·w(comRatioa ≥ j)− ∑
(k,l)

k ·w(cra < l) (3)

where i,k – weights; j, l – thresholds.
Comments that author a writes in his own posts are marked as ownComa. Using

this notation we can also define Comment Ego (ComEgoa) as:

ComEgoa = ownComa/commentsa (4)

4 Description of Experiments

Data set. The analysed data set contains data from the portal salon241. The data set
consists of 26 722 users (11 084 of them have their own blog), 285 532 posts and 4
173 457 comments within the period 1.01.2008 - 31.03.2012. The presented results
were conducted on half of this dataset - from 4.04.2010 to 31.03.2012. The analysed
period was divided into time slots, each lasting 7 days and neighboring slots overlap
each other by 4 days. In the examined period there are 182 time slots. In each slot we
used the comments model, introduced by us in [4] - the users are nodes and relations

1 Mainly focused towards politics, www.salon24.pl
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between them are built in the following way: from user who wrote the comment to
the user who was commented on or if the user whose comment was commented
on is not explicitly referenced in the comment (by using @ and name of author of
comment) the target of the relation is the author of post.

Role definition. The measures described in the model (section 3) in experiments
have the following values:

Post Influence of author a is calculated as follows:

PostIn fa = 4c(postsa, pr ≥ Ap)+ 2c(postsa, pr ≥ Bp)

+c(postsa, pr ≥Cp)− c(postsa, pr < Dp)− 2c(postsa, pr < Ep) (5)

where Ap, Bp, Cp, Dp and Ep are parameters, describing the strength of the influence
assigned to user, when it exceeds the given threshold.

For global roles the following values were used: Ap=100, Bp=100, Cp=50, Dp=6
and Ep = 1. For local roles the parameters depend on the size of group: Ap=10*

√
size,

Bp=Ap/2, Cp=Bp/2, Dp=0 and Ep=1.
Comment Influence for author a is calculated as follows:

ComIn fa = 4w(comRatioa ≥ Ac)+ 2w(comRatioa≥ B)

+w(comRatioa ≥Cc)−w(cra < Dc)− 2w(cra < Ec)− 4w(cra < Fc) (6)

where Ac, Bc, Cc, Dc, Ec and Fc are parameters.
In experiments we used the following values (constant for global and local roles):

Ac=1.25, Bc=1, Cc=0.75. For global roles we set parameters Dc=50, Ec = 20 and
Fc=10, but for local roles the parameters have values as follows (depending from
group size):Dc=2*

√
size, Ec=Dc/2, Fc=Ec/2.

Using terms defined above, we can assign users into one of the following
categories:

1. Influential User (infUser): PostIn f > 2 and ComIn f > 0

a. Selfish Influential User: ComEgo≥ 0.75
b. Social Influential User: ComEgo < 0.75

2. Influential Blogger (infBlog): PostIn f > 2 and ComIn f ≤ 0

a. Selfish Influential Blogger: ComEgo≥ 0.75
b. Social Influential Blogger: ComEgo < 0.75

3. Influential Commentator (infComm): ComIn f > 0 and PostIn f ≤ 2
4. Standard Commentator (comm): c(comments)≥ 20 and c(posts)≤ 2
5. Not Active (notActive): c(posts)< 1 and c(comments)< 2
6. Standard Blogger (stdBlog): User that does not match to any from above roles.

Groups. To extract groups from networks we used CPMd from CFinder2 tool, for
k equals 5. For group evolution, we took advantage of the SGCI method. Figure 1a

2 www.cfinder.org
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presents the overall numbers of groups summed up in all time slots and figure 1b
shows how the number of groups varies in each time slot. One can see that groups
at size 5 outnumber others (overall and in each time slot).

(a) Stable group size. (b) Number of groups in time slots.

Fig. 1 Summary of stable groups

Roles. In figures 2a and 2b we can see how the roles are evolving during time respec-
tively in whole network (global roles) and in groups (local roles). Both in network
and in groups, the Standard Bloggers and Commentators represent the largest part
among all roles. Furthermore, in the whole network there are many inactive users,
which is very rare in local roles (a user can be inactive in the given time slot and be a
member of a group when in a given time slot where he wrote nothing but he received
some comments on what he had written in previous time slots). In whole network
among important roles the most numerous are Influential Commentators. As we can
see in figure 2a the percentage of Influential Commentators increases during time -
it may have connection with the popularising using ’@’ in title of comment among
users to indicate the response (we showed this trend in paper [4]). In figure 2b we
can notice that in groups there are more Influential Bloggers than Influential Com-
mentators (in contrast to figure 2b) which can suggest that most of the Influential
Commentators are outside of these groups.

Tab. 1 presents global and local roles for some users placed high in ranking for
each global role. We can observe that users who have global role Influential User
Selfish mainly have local role Influential Blogger Selfish. Moreover, Influential User
Selfish on a global level becomes Influential Blogger Social locally. Users that are
Influential Bloggers globally (both Social and Selfish) are in the local level also as
Influential Bloggers. But users playing global roles of Influential Commentators in
very rare cases have the same role on the local level. It may indicate that influential
commentators receive the most responses to their comments from outside their own
groups or that these users write a lot of comments outside their group.

Roles in groups. We considered how large part of the groups is constituted by
users with specific roles (role defined on global and local levels). Results can be
observed on figures 3a and 3b. The biggest part of the groups constitute not im-
portant users (Standard Bloggers and Commentators), the largest groups (above
100 members) have smaller percentages of important users (both global and local
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(a) Number of global roles. (b) Number of local roles.

Fig. 2 Global and local roles in time slots

Table 1 Roles for selected users (how many times the user had given role, number in brackets
means position in ranking)

UserId Roles infUserSel infUserSoc infBlogSel infBlogSoc infComm

2177
global 64(1) 5 14 1 19

local 23 1 61 4 4

1672
global 41(3) 54(1) 27(15) 3 21

local 11 19 58 39 14

241
global 41(3) 2 13 0 35

local 12 1 44 2 12

796
global 13(10) 30(3) 9 17(4) 27

local 5 6 19 42 4

11
global 1 46(2) 0 38(1) 47(13)

local 0 1 1 65 0

657
global 0 0 141(1) 1 0

local 0 0 239 2 0

783
global 3 1 94(2) 1 2

local 1 0 134 7 0

1991
global 0 0 0 24(2) 0

local 0 0 0 23 0

7325
global 0 4 0 0 79(1)

local 0 0 0 9 8

549
global 4 4 7 1 69(2)

local 0 0 17 41 2

levels) than smaller groups. It may mean that it is easier to play important roles in
smaller groups.

Classes of groups. We considered small and large groups separately and look into
how many users with given roles are inside them. We decided to take into consider-
ation groups of size 9 as representative of small groups and groups at size between
150 and 250 as representative of large ones. Both cases have similar numbers of
groups (there are 96 small groups and 85 large groups). We assigned groups to some
classes based on 3 dimensions defined by the percentage of groups that 3 charac-
teristics of role take (Influential, Cooperative and Selfish users). Using distribution
of measures presented on figures 4a and 4b we defined threshold levels (for each
dimension there are 2 thresholds) showed in tables 2a and 2b. Thresholds were de-
fined by dividing measure distribution into 3 intervals with similar range. For each
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(a) Global roles in groups. (b) Local roles in groups.

Fig. 3 Global and local roles in groups

dimension the ranges are ordered from 1 to 3 (label 1 concerns range below 1st
threshold, label 2 - between 2 threshold, and 3 - above 2nd threshold).

In the results we obtained some classes for each case - tables 3a and 3b. We show
the density for classes of small groups and the cohesion for large groups. One can
see connections between these measures and classes of groups, for each class we
calculated the mean value of density or cohesion for groups in that class. We can
notice that more cooperative groups have higher values of density or cohesion for
small and large groups (both on a global and local level). In the small groups on the
global level, groups with the largest part of selfish roles are less dense.

(a) Global roles in small groups. (b) Global roles in large groups.

Fig. 4 Global roles in small and large groups

Table 2 Thresholds for classes

(a) Small groups.

Roles Influential Cooperative Selfish

global 0.2,0.4 0.1,0.3 0.1,0.2
local 0.15,0.3 0.1,0.2 0.1,0.15

(b) Large groups.

Roles Influential Cooperative Selfish

global 0.1,0.2 0.1,0.15 0.05,0.07
local 0.04,0.08 0.02,0.05 0.02,0.04
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Table 3 Classes for groups (in rows: global/local)

(a) Classes for small groups.

Influen. Cooper. Self. Density Count

1 1 1 0.596/0.572 9/34
1 1 2 0.567/0.569 2/19
1 2 1 0.6/0.588 14/6
2 1 3 0.555/0.514 5/1
2 2 1 0.618/- 14/-
2 2 2 0.61/0.604 17/14
2 2 3 0.551/- 3/-
2 3 1 0.559/- 4/-
3 2 3 0.511/0.736 5/1
3 3 1 0.635/0.608 4/4
3 3 2 0.646/0.644 8/11

(b) Classes for large groups.

Influen. Coop. Self. Cohesion Count

1 1 1 5.98/6.05 9/20
1 1 2 5.68/5.92 1/9
1 2 1 -/6.1 -/3
2 1 1 6.21/- 25/-
2 1 2 6.28/6.07 12/9
2 1 3 5.97/6.8 6/1
2 2 1 6.57/6.69 8/7
2 2 2 6.42/6.61 4/15
2 2 3 -/6.37 -/4
2 3 1 6.44/7.19 1/2
3 2 3 6.44/7.03 1/7
3 3 1 6.99/6.99 1/1
3 3 2 7.42/7.42 14/7
3 3 3 6.76/- 3/-

5 Conclusion

In the paper we presented the research concerning the identification of the important
roles described on the basis of different characteristics of the activities in the blo-
gosphere. Configurations of roles in groups and characteristics of such groups were
analysed. The roles were considered both on the level of the whole network and for
the given groups.

The performed analysis shows that it is possible to distinguish several classes
of groups, considering the percentage of significant users belonging to them and
their levels of cooperativeness. Groups with different sizes have various behaviour
features caused by having a different percentage of influential users. Future works
will concern the analysis of the lifespan of groups and identification of the core of
groups - their parts that are strongly connected and most stable.

Acknowledgements. The research leading to these results has received funding from the
European Community’s Seventh Framework Program – Project INDECT (FP7/2007-2013,
grant agreement no. 218086).
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4. Gliwa, B., Koźlak, J., Zygmunt, A., Cetnarowicz, K.: Models of social groups in blogo-
sphere based on information about comment addressees and sentiments. In: Aberer, K.,
Flache, A., Jager, W., Liu, L., Tang, J., Guéret, C. (eds.) SocInfo 2012. LNCS, vol. 7710,
pp. 475–488. Springer, Heidelberg (2012)

5. Gliwa, B., Saganowski, S., Zygmunt, A., Bródka, P., Kazienko, P., Kozlak, J.: Identifi-
cation of group changes in blogosphere. In: ASONAM 2012: IEEE/ACM Int. Conf. on
Advances in Social Networks Analysis and Mining: Istanbul, Turkey (2012)

6. Hansen, D.L., Shneiderman, B., Smith, M.: Visualizing threaded conversation networks:
Mining message boards and email lists for actionable insights. In: An, A., Lingras, P.,
Petty, S., Huang, R. (eds.) AMT 2010. LNCS, vol. 6335, pp. 47–62. Springer, Heidelberg
(2010)

7. Junquero-Trabado, V., Dominguez-Sal, D.: Building a role search engine for social me-
dia. In: Proc. of the 21st Int. Conf. Companion on World Wide Web, WWW 2012 Com-
panio, pp. 1051–1060. ACM, NY (2012)

8. Mathioudakis, M., Koudas, N.: Efficient identification of starters and followers in social
media. In: Proc. of the 12th Int. Conf. on Extending Database Technology: Advances in
Database Technology, EDBT 2009, pp. 708–719. ACM, NY (2009)

9. Nolker, R., Zhou, L.: Social computing and weighting to identify member roles in online
communities. In: Proceedings. The 2005 IEEE/WIC/ACM International Conference on
Web Intelligence, pp. 87–93 (2005)

10. Palla, G., Derenyi, I., Farkas, I., Vicsek, T.: Uncovering the overlapping community
structure of complex networks in nature and society. Nature 435, 814–818 (2005)

11. Spiliopoulou, M.: Evolution in social networks: A survey. In: Aggarwal, C.C. (ed.) Social
Network Data Analytics. Springer (2011)

12. Wasserman, S., Faust, K.: Social Network Analysis: Methods and Applications. Cam-
bridge University Press, Cambridge (1994)

13. Welser, H.T., Cosley, D., Kossinets, G., Lin, A., Dokshin, F., Gay, G., Smith, M.: Finding
social roles in wikipedia. In: Proc. of the 2011 iConference, iConference 2011, pp. 122–
129. ACM, New York (2011)

14. Zygmunt, A., Bródka, P., Kazienko, P., Kozlak, J.: Key person analysis in social commu-
nities within the blogosphere. J. UCS 18(4), 577–597 (2012)



Knowledge Generalization from Long Sequence
of Execution Scenarios

Radosław Z. Ziembiński

Abstract. This paper describes study on generalization of information obtained
from context sequential patterns. Problem definition of the context based sequential
patterns mining extends the basic sequence structure and introduces heterogeneous
attributes describing elements and sequences. Introduction of continuous context
information requires knowledge aggregation after the mining. It is a result of many
mined patterns that differ only on context attributes values. This paper introduces
a new algorithm for the patterns generalization. It aggregates similar patterns and
provides compact generalized patterns more readable for humans. Performed exper-
iments shown that the algorithm provides reasonable generalization that accurately
represents original knowledge mined from the database.

1 Introduction

Growth of web services provided via Internet creates demand for different inte-
gration technologies and new analytical tools. Some of integration technologies
rapidly become industry standards like popular Business Process Execution Lan-
guage. However, accessibility of analytical tools is still a pursued research problem.
From this perspective, execution of complex web service can be represented as a
short sequence of parametrized calls to business methods. Such an execution log
can be assigned to a user and stored in the database. In a more dynamic environ-
ment resembling data stream processing, the patterns mining is done directly on
execution logs coming immediately from a working web server.

Execution scenarios can be represented as sequences of function calls and pa-
rameters passing heterogeneous data. In conjunction with information from users
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e-mail: radoslaw.ziembinski@cs.put.poznan.pl

R. Burduk et al. (Eds.): CORES 2013, AISC 226, pp. 309–318.
DOI: 10.1007/978-3-319-00969-8_30 © Springer International Publishing Switzerland 2013

radoslaw.ziembinski@cs.put.poznan.pl


310 R.Z. Ziembiński

profiles they can be stored as context sequences [12] and mined by ContextMap-
pingImproved algorithm introduced in [14]. Element of sequence represents a call
with the signature encoded in context attributes and items. The mining algorithm de-
livers a set of context patterns that express frequent sequences of business methods
calls. In contradiction to the classic approach proposed in [1] the context algorithm
may directly process continuous values of parameters of business methods calls.
Thus, it avoids earlier discretization to nominal representation and perturbations re-
lated to information loss described in [15].

Table 1 Examples of classic, context and generalized patterns describing shopping

Classic <(young, man, medium earnings, living loc. A),
pattern (loc. A, monday, morning, bread, coffe),

(loc. B, friday, morning, milk, bread),
(loc. C, potatoes, midday, sunday, sugar, milk)>

Context <(age: 25, man, income: 2500EUR, living: 51.703N;17.435E),
pattern (loc: 51.703N;17.435E, time: 04/06/2012;09:15) (bread, coffe),

(loc: 51.772N;18.057E, time: 15/06/2012;08:23) (milk, bread),
(loc: 52.309N;17.435E, time: 24/06/2012;10:54) (potatoes, sugar, milk)>

Generalized <(age: 23-28, man, income: 1800-2600EUR, living: western Poland),
context (loc: 51.30-53.45N;16.36-18.27E, time: 02-10/06/2012; 7:50-10:20)
pattern (bread, coffe),

(loc: 50.23-51.24N;15.23-19.36E, time: 5-14/06/2012; 8:10-09:10)
(milk, bread),
(loc: 52.24-51.35N;17.36-18.43E, time: 20-28/06/2012; 6:45-12:30)
(potatoes, sugar, milk)>

This paper delivers a study of a post–processing step in the patterns mining pro-
cess. The step produces generalized output from mined context patterns. All pre-
ceding steps related to the mining were intentionally omitted in the paper because
they are not a subject from the perspective of this study. Currently, there is a lot
of published research implementing sliding window design pattern in algorithms
exploring different data streams.

A difference between classic, context and generalized patterns makes amount of
data involved in the processing and employed data types. Table 1 illustrates example
patterns. The classic pattern defined in [1] cannot handle continuous information.
It delivers approximation of the ratio scale not preserving its properties. Performed
mining is blind on these properties delivering less accurate patterns. On the opposite
side are context patterns that give precise values of continuous attributes. However,
it is easy to imagine difficulties in harnessing a flurry of possible patterns that differs
slightly on values from all sequences in the database. A compromise leads to solu-
tion, third kind of patterns derived from second ones. Generalized patterns aggregate
exact values from context patterns avoiding discretization before the mining.

The example reveals key assumptions of this research. Firstly, an application of
the context approach with the patterns generalization should improve the results ac-
curacy and eliminate a necessity of a prior discretization. The generalization should
cut the output set size and keep mined knowledge as much precisely as it is possible.
Then, an investigation on relations between patterns values, support and generaliza-
tion results could give interesting observations about the processing method choice
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and configuration. Finally, the research would lead to formulation of a similarity
measure for comparing sets of patterns.

The paper begins from a short introduction to related works that precedes def-
inition of the generalization algorithm. Then, the paper describes a method of the
similarity evaluation for context patterns sets. Theoretical consideration comple-
ments experimental study of the algorithm’s results accuracy concluding the paper
in final sections.

2 Related Works

The concept of sequential patterns mining algorithms was introduced in paper [1].
It employs comparison of elements encapsulated in non–empty sets of nominal
items. For this purpose, algorithm AprioriAll uses an inclusion operation. The se-
quential patterns mining problem has inspired many following researches e.g., see
review in [2]. Some authors proposed computationally effective algorithms for min-
ing sequential patterns e.g. PrefixSpan [9] and Spade [13]. Others studied various
generalizations (e.g., time constraints, items hierarchy [3] and [10], windows [11],
quantities [5]) or applications (e.g., [4], [7], [6]). Context based sequential patterns
mining from [12] introduced sets of heterogeneous attributes describing sequences
and elements.

The paper delivers following results contributing to the subject. The first one is
the context patterns generalization algorithm allowing for compressing of context
patterns to more compact and representative set of patterns. Other one is a new
measure for evaluation of similarity between context patterns sets. This measure was
formulated to compare patterns sets and may be used for their clustering. Similar
measures were already proposed e.g., the supporting sequences coverage measure
[7] and the items sets based similarity measure [3]. However, none of them exploits
context information. A simpler measure considering context information and items
sets is proposed in [15].

3 Generalization Algorithm for Context Patterns

The context database D is a snapshot set of context sequences S from data stream T .
The sequence consists of ordered sequence of elements si = {di,< ei,1,ei,2, ...,ei,|si|>}. Each sequence description is a set of attributes D = {A1,A2, ...,An}. In con-
tradiction to the classic problem definition, context element ei, j =< ii, j,ci, j > has
associated a separate set of context attributes C = {B1,B2, ...,Bm}. Items set resid-
ing in element ii, j ∈ I is left intact, where I is a set of all items. Patterns have the
same structure as context sequences. There are two similarity measures and thresh-
olds accompanying contexts {σC,θC} and {σD,θD}. Measures accept two contexts
instances and returns value in range [0;1] representing degree of similarity. Value 1
means identity of contexts. It can be stated that contexts c1 and c2 come from similar
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elements if σC(c1,c2)≥ θC (the same is true for sequence contexts). Hence, element
ei, j supports other ek,l if σD(di,dk) ≥ θD∧σC(ci, j,ck,l) ≥ θC ∧ ii, j ⊆ ik,l . Labels i,k
identifies sequences and j, l their elements. Complete problem definition and algo-
rithm called ContextMappingImproved can be found in [14]. The shortcomings of
the algorithm come from the fact that it mines sparse and large output set of context
patterns with significant redundancy at the level of items sets. The context may con-
tain incomplete set of attributes if similarity function is capable to recognize missing
values. It allows to implement different sets of parameters from business calls.

Algorithm CPGen (Context Patterns Generalization) finds mutually similar pat-
terns with equal sequence of items sets according to following code:

function G generalize(P, θD, θC, θS):
P // context patterns
G // generalized context patterns
// algorithm sorts context patterns descending
step.1: P.sort() // according to length and support
// supporting sequence coverage calculates Jaccard coefficient
// for sets of sequences supporting patterns
step.2: M = f alse

for i = 1 .. |P| do
for j = i .. |P| do

if P[i].equalItemsets(P[ j] and
(ver. 1) P[i].similarContexts(P[ j], θD, θC) and
(ver. 2) P[i].supportingSequenceCoverage(P[ j]) ≥ θS then

M[i, j] = M[ j, i] = true
// find similar patterns on list P
// R contains collections of patterns identifiers
step 3: E = similar(M, P) // mask used in the clustering

U = {} // temporary stack of similar patterns
f indSimilar(R, M, P, E, U) // find similar patterns

step 4: G = aggregateContexts(R) // provide generalized representation

function bool findSimilar(R, M, P, E, U):
M // binary similarity matrix
P // sorted set of context patterns
E // mask of visited (clustered) patterns
U // stack of patterns identifiers that belongs to a single cluster
// scan for similar context patterns
step 1: for j = 1 .. |P| do
// ignore the same, clustered or short patterns

if E[ j] == true then continue
// finds if pattern is similar to cluster
step 2: f its = true

for k in U do
if M[ j,k] == f alse or P[ j].length ! = P[k].length then

f its = f alse; break
step 3: if f its == true then

E[ j] = true
U.push( j); stored = f indSimilar(R, M, P, E, U); U.pop()
if stored == f alse then E[ j] = f alse
f lag = true

step 4: if f lag == true and U.length > 1 then
R.add(U.copy); return true

return false
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Initially, it sorts patterns according to their sizes and support (step 1). This
procedure allows to distinguish longer and more supported groups of context
patterns in the first iteration. Then similarity matrix M is created. It stores
binary information about mutual similarity between each pair of context patterns
(step 2). In the first variant the algorithm measures similarity between contexts
for given similarity thresholds values and similarity functions. Here, a pair
of clustered patterns is similar if their items sets, sequence context and all pairs
of context from corresponding elements are similar. This algorithm’s variant ne-
glects information about supporting sequences. Instead, the other one considers
supporting sequences coverage. It is calculated according to following equation
Jc = (P[i].supSeq∩ P[ j].supSeq)/(P[i].supSeq∪ P[ j].supSeq), where supSeq are
supporting sequences. Here, patterns are similar if Jc ≥ θS. After the algorithm cre-
ated M, the recursive procedure finds packs of mutually similar patterns according
to depth–first strategy (step 3). During aggregation, the mask cell E is set to true for
patterns not having similar counterparts (M provides this information). This mask
improves the processing by excluding dissimilar context patterns or some with the
length less than 2. Algorithm omits such short single element patterns to filter out
noise. List R contains sets of patterns identifiers (pointing to clusters). Finally, the
algorithm transforms sets identified by R and creates generalized context patterns G
(step 4). Transformation procedure is crucial and calculates representation of con-
text values for aggregated context patterns sets.

Step 3 is responsible for finding similar patterns according to following pro-
cedure. The recursive procedure traverses the sorted patterns list (step 1). It finds
subsequent pattern matching to the forming cluster and still non–clustered (step 2).
Indexes of patterns participating in the cluster are kept on stack U (step 3). If the
recurrent procedure meets the end of the patterns list then a copy of the collection
U joins the list R (step 4).

The cost of the mining is exponential to the number of frequent items in se-
quences. However, it can be delimited by a sufficiently high value of the minimal
support threshold. There are also methods of patterns mining finding k-top patterns
allowing to set a demanded deadline for the mining time. The efficiency of the intro-
duced procedure depends on a number of mutually similar patterns. For nP context
patterns the complexity is bound to O(n2

P) due to costs related to formation of sim-
ilarity matrix M and searching. It is fast for cases with a high number of mutually
similar patterns because they would be collected in initial iterations. The worst case
occurs when the similarity matrix has a low number of similar pairs. It can be over-
come by removing all patterns without any similar counterpart from the patterns
list. If the algorithm applies to the sliding window then the procedure can be re-
peated iteratively to new patterns in P and existing set of clusters stored in R. New
patterns supply existing clusters in R and old obsolete patterns instances would be
removed from R. In a result, the cost O(n2

P) would apply only to new patterns after
the window was shifted forward. Number of elements in sequences in the window
is delimited by nP value. In practice, it is even smaller because of the support and
similarity thresholds delimit it further.
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4 Similarity between Sets of Patterns

The proposed similarity measure compares two sets of patterns. It aggregates a simi-
larity matrix T storing similarity values between pairs of context patterns Ph[i],Pm[ j]
(from compared sets). This measure aggregates values describing qualitatively dif-
ferent properties using the geometric mean. In a case of elements contexts, substi-
tutability of values describing similarity of the same property has allowed appliance
of the arithmetic mean.

Following equation evaluates the similarity between pairs of patterns:

T [i][ j] = (σD(Ph[i],Pm[ j]) · fsize(Ph[i],Pm[ j]) · fcov(Ph[i],Pm[ j]) ·
felm(Ph[i],Pm[ j]))

1
4

fcov(Ph[i],Pm[ j]) =
|Ph[i].supSeq∩Pm[ j].supSeq|
|Ph[i].supSeq∪Pm[ j].supSeq|

fsize(Ph[i],Pm[ j]) =
min(Ph[i].length,Pm[ j].length)
max(Ph[i].length,Pm[ j].length)

felm(Ph[i],Pm[ j]) = ∑
mv∈V (Ph[i],Pm[ j])

fMV (MV )

|V (Ph[i],Pm[ j])|

fMV (mv)) = ∑
em=<im,cm>,eh=<ih,ch>∈mv

σC(cm,ch) · |im∪ih|
|im∩ih|

mv.length

The measure considers cases where patterns differ in lengths. Then shorter patterns
may fit to longer one on many possible ways. All matches are stored in
V (Ph[i],Pm[ j]) where object mv ∈ V is a list of pairs containing similar elements
from both patterns.

Matrix T has complete and precise information about similarity between two sets
of patterns. It aggregates to a single value according to following equation:

ftavg(Ph,Pm) = ∑
i=1..|Ph|

∑
j=1..|Pm|

T [i][ j]
|Ph| · |Pm|

The function evaluates compactness of sets and their similarity at the same time. It
returns 1 for two sets containing the same pattern. For internally redundant sets of
patterns the matrix became bigger thus the result would be smaller.

5 Experimental Evaluation

An experimental evaluation verified accuracy of the mining and generalization on
artificial data sets. The generator creates a specified number of sequences of equal
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Fig. 1 Example of sequence contexts distribution in the generated database (512 contexts, 2
dimensions, 8 clusters)

lengths that may represent business methods calls with continuous parameters vis-
ible in the stream window. It inserts to sequences a specified number of context
patterns obtained from templates. Templates have unique sets of items and context
values describing sequences and elements. These values undergo random rotations
and distortions to produce a pattern from the template inserted to the sequence.
However, the distortion is sufficiently small to prevent against contexts values over-
lapping as illustrated on Fig. 1.

The mining and the generalization used a following formula as the similarity
measure:

σ(c1,c2) = ∑
i=1..|C|:b1,i∈c1,b2,i∈c2

1
|C| ·
⎧
⎨
⎩

0.0 i f |b1,i− b2,i| ≥ 1.0
1.0 i f b1,i = b2,i

|b1,i− b2,i| i f 0.0 < |b1,i− b2,i|< 1.0

Configuration sets up the window as containing 512 sequences populated from 8
templates (64 sequences each, support 0.125). Each generated element contains 4
items including ones from hidden patterns. Computations involved 16 repetitions
for databases generated at the same configuration. Hence, presented results are
averages.

The first experiment focused on the accuracy comparison. Considered were con-
text patterns A, patterns generalized using context similarity thresholds B and using
the coverage measure C. At the experiment, similarity thresholds had 2 different
values at the mining θC = θD = 0.50 and θC = θD = 0.60. Labels A,B,B/1 and
A,B,C/2 denote them in Table 2. Cases B used similarity thresholds values for the
generalization, too. For the third case labeled C/1 and C/2 the coverage threshold
θS was 0.50. Results containing ftavg and averaged patterns lengths are in Table 2.
They suggest that the most accurate method was one with the generalization adopt-
ing the supporting sequence coverage. It also provided smaller sets of generalized
context patterns (a few generalized patterns from hundreds context patterns). For
θsup = 0.12 the number of patterns for the method C/1 was very close to the orig-
inal number of templates populating the database. In a case of 128 sequences the



316 R.Z. Ziembiński

Table 2 Evaluation of patterns before (A) and after (B,C) the generalization

θsup
ftavg Average patterns numbers

A/1 A/2 B/1 B/2 C/1 C/2 A/1 A/2 B/1 B/2 C/1 C/2
128 sequences, pattern length 4, 4 items, 2 dimensional contexts

0.220 0.008 0.000 0.000 0.000 0.000 0.000 0.063 0.000 0.000 0.000 0.000 0.000
0.200 0.058 0.000 0.000 0.000 0.000 0.000 0.625 0.000 0.000 0.000 0.000 0.000
0.180 0.129 0.000 0.000 0.000 0.000 0.000 3.750 0.000 0.000 0.000 0.000 0.000
0.160 0.125 0.000 0.008 0.000 0.010 0.000 14.938 0.000 0.063 0.000 0.063 0.000
0.140 0.124 0.068 0.111 0.000 0.128 0.000 45.500 1.500 1.813 0.000 1.750 0.000
0.120 0.120 0.117 0.123 0.000 0.147 0.000 81.438 8.000 3.813 0.000 3.000 0.000
0.110 0.116 0.114 0.118 0.009 0.146 0.010 111.813 16.063 6.250 0.063 5.125 0.063
0.100 0.108 0.105 0.115 0.060 0.154 0.075 180.938 50.875 11.375 0.875 10.000 0.875

512 sequences, pattern length 4, 4 items, 2 dimensional contexts
0.220 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.200 0.008 0.000 0.000 0.000 0.000 0.000 0.063 0.000 0.000 0.000 0.000 0.000
0.180 0.120 0.000 0.000 0.000 0.000 0.000 2.500 0.000 0.000 0.000 0.000 0.000
0.160 0.125 0.000 0.000 0.000 0.000 0.000 40.063 0.000 0.000 0.000 0.000 0.000
0.140 0.122 0.008 0.043 0.000 0.040 0.000 140.125 0.125 0.438 0.000 0.375 0.000
0.120 0.120 0.075 0.131 0.000 0.157 0.000 308.250 2.625 9.375 0.000 8.500 0.000
0.110 0.118 0.118 0.123 0.000 0.156 0.000 449.375 15.750 16.813 0.000 15.188 0.000
0.100 0.112 0.113 0.120 0.000 0.159 0.000 671.688 60.438 18.688 0.000 18.063 0.000

Table 3 The generalization accuracy for different values of the coverage threshold

θsup
ftavg Average patterns numbers

A θS = 0.2 θS = 0.4 θS = 0.6 A θS = 0.2 θS = 0.4 θS = 0.6
512 sequences, pattern length 4, 4 items, 2 dimensional contexts

0.20 0.0083 0.0000 0.0000 0.0000 0.0625 0.0000 0.0000 0.0000
0.18 0.0883 0.0000 0.0000 0.0000 2.5625 0.0000 0.0000 0.0000
0.16 0.1250 0.0000 0.0000 0.0000 40.5625 0.0000 0.0000 0.0000
0.14 0.1225 0.0503 0.0503 0.0394 134.2500 0.6875 0.6875 0.4375
0.12 0.1201 0.1576 0.1571 0.1585 306.2500 8.9375 8.8750 6.0625
0.11 0.1178 0.1583 0.1576 0.1570 436.6250 16.3750 15.5000 11.4375
0.10 0.1118 0.1589 0.1580 0.1573 663.8125 19.9375 19.0625 17.0000

experiment provided less accurate results. A low number of context patterns that
took part in the generalization resulted in worse accuracy. This suggests that the
window size must be appropriately large. For unmodified set of context patterns
ftavg is low even if it was the exact mined knowledge. That remains true but tem-
plate patterns were randomly disturbed producing nontrivial redundancy for simple
context values enumeration. Therefore output set of patterns become large and ftavg

measure value become low in accordance to its properties (it punishes redundant
sets).

The second experiment was conducted to measure performance complexity of
the generalization algorithm (C) for different coverage threshold values θS. Table 3
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presents results. The similarity thresholds were θD = θC = 0.50 (were used only
at the mining). The difference between settings is not clear for the ftavg values.
However, numbers of patterns in the mined and generalized sets differ significantly.
Higher value caused that the generalized patterns set became more compact. Such
setting causes more accurate clustering of context patterns on the base of their sup-
porting sequences. It may lead to more equal separation of patterns among groups
that undergo generalization. Thus, it better eliminates patterns dissimilar to others
from the output set.

6 Conclusions

Data mining in sets containing complex, heterogeneous objects is the important re-
search topic with great scope of applicability. Example application includes analysis
of execution logs e.g., from BPEL script finding compact patterns describing web
services behavior. The mining in context database may involve enumeration of a
significant number of patterns. Therefore, the algorithm for the generalization of
context patterns is proposed and verified in this paper. It can also produce a com-
pact representation transformable to chain–graph representing parallel and serial
dependencies between frequent elements from patterns.

The paper introduces a new accuracy measure capable to compare two sets of
context patterns. It is useful for context based clustering employed in the patterns
generalization algorithm. Conducted experiments shown that similarity measure
based on the supporting sequences coverage proved to be more reliable than one
relying only on attributes values similarity. It provided more compact sets of gener-
alized patterns and delivers the most accurate result.

This paper is a result of the project financed by National Science Centre in Poland
grant no. DEC-2011/03/D/ST6/01621.
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15. Ziembiński, R.Z.: Accuracy of generalized context patterns in the context based sequen-
tial patterns mining. Control and Cybernetics, Polish Academy of Science (2011)



Incremental Learning and Forgetting in
One-Class Classifiers for Data Streams

Bartosz Krawczyk and Michał Woźniak

Abstract. One-class classification and novelty detection is an important task in pro-
cessing data streams. Standard algorithms used for this task cannot efficiently han-
dle the changing environment to which they are applied. In this paper we present a
modification of Weighted One-Class Support Vector Machine that is able to swiftly
adapt to changes in data. This was achieved by extending this classifier by adding in-
cremental learning and forgetting procedures. Both addition of new incoming data
and removal of outdated objects is carried out on the basis of modifying weights
assigned to each observation. We propose two methods for assigning weights to in-
coming data and two methods for removing the old objects. These approaches work
gradually, therefore preserving useful characteristic of the examined dataset from
previous iterations. Our approach was tested on two real-life dynamic datasets and
the results prove the quality of our proposal.

Keywords: machine learning, one-class classification, data streams, concept drift,
incremental learning, forgetting.

1 Introduction

One-class classification (OCC) is one of the most challenging areas of machine
learning.It is assumed that during the classifier training stage we have at our disposal
objects coming from a single class distribution, referred to as the target
concept. During the exploitation phase of such a classifier there may appear new
objects, that were unseen during the classifier building step. They are known as out-
liers. Therefore one-class classification aims at deriving a classification boundary
that may separate the known target objects from possible outliers that may appear.
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No assumptions about the nature of outliers should be made. The term single-class
classification originates from [10], but also outlier detection or novelty detection [4]
are used to name this field of study.

This is a difficult task that leads to many open problems. How the boundary
should be tuned - if it is too general many unwanted outliers would be accepted,
if it is to fitted to the training set then a strong overfitting may occur. Therefore it
is risky to rely only on a single given model and in recent years there have been
several successful attempts on how to improve the quality of one-class recognition
systems [11, 12].

In the beginning the data streams originated in the financial markets. Today, the
data streams are to be found everywhere - in the Internet, monitoring systems, sensor
networks and other domain [9]. The data stream is very different from the traditional
static data. It is an infinite amount of data that continuously arrives and the process-
ing time is of a crucial value. Mining data streams poses many new challenges [1].

Most of the existing work on OCC has not explicitly dealt with the changing
nature of the input data [14]. They are based on an underlying assumption that the
training data set does not contain any uncertainty information and properly repre-
sents the examined concept. However, data in many real-world applications change
their nature over time - which is a problem frequent for data streams [8]. For ex-
ample, in environmental monitoring applications data may change according to the
examined conditions and what once was considered an outlier may in near future
become a representative of the target concept. This kind of dynamic information,
typically ignored in most of the existing one-class learning methods, is critically im-
portant for capturing the full picture of the examined phenomenon. Therefore there
is a need for introducing novel, adaptive techniques for dealing with non-stationary
data sets [7].

In this paper we present a novel adaptive Weighted One-Class Support Vector
Machine that is able to change itself according to the nature of received data streams.
We propose to use the principles of incremental learning and forgetting to allow the
changes in the shape of the decision boundary for the new chunks of data. The
learning and forgetting in data streams is realized by modifying weights assigned
to objects - we propose how to calculate weighs for new incoming objects in order
to use their information to change the classifier and how to forget the old objects to
prevent the overfitting of the classifier and uncontrolled increase in the volume of
the dataset.

2 Weighted One-Class Support Vector Machine

One-class classification aims at distinguishing between the available objects coming
from the target distribution ωT and unknown outliers ωO, that are unavailable during
the classifier training step but may appear in the process of classifier exploitation.
One-Class Support Vector Machine (OCSVM) [16] achieves this goal by computing
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a closed boundary in a form of a hypersphere enclosing all the objects from ωT .
During the exploitation phase a decision made about the new object is based upon
checking whether it falls inside the hypersphere. If so, the new object is labeled as
one belonging to ωT . Otherwise it belongs to ωO.

The center a and a radius R are the two parameters that are sufficient for describ-
ing such a decision hypersphere. To have a low acceptance of the possible outliers
the volume of this d-dimensional hypersphere, which is proportional to Rd , should
be minimized in such a way that tightly encompasses all available objects from ωT .
The minimization of Rd implies minimization with respect to R2. Following this the
minimization functional may be formulated as follows:

Θ(a,R) = R2, (1)

with respect to the constraint:

∀1≤i≤N : ‖xi− a‖2 ≤ R2, (2)

where xi are objects from ωT , and, N stands for the quantity of training objects.
Additionally to allow the fact that there may have been some outliers in the training
set and to increase the robustness of the trained classifier some objects with distance
to a greater than R are allowed in the training set, but associated with an additional
penalty factor. This is done identically as in a standard SVM by the introduction of
slack variables ξi.

This concept can be further extended to a Weighted One-Class Support Vector
Machine (WOCSVM) [3] by the introduction of weighrs wi that allows for an asso-
ciation of an importance measure to each of the training objects. This forces slack
variables ξi, to be additionally controlled by wi. If with object xi there is associated
a small weight wi then the corresponding slack variable ξi indicates a small penalty.
In effect, the corresponding slack variable will be larger, allowing xi to lie further
from the center a of the hypersphere. This reduces an impact of xi on the shape of a
decision boundary of WOCSVM.

By using the above mentioned ideas we can modify the minimization functional:

Θ(a,R) = R2 +C
N

∑
i=1

wiξi, (3)

with the modified constraints that almost all objects are within the hypersphere:

∀1≤i≤N : ‖xi− a‖2 ≤ R2 + ξi, (4)

where ξi ≥ 0, 0≤ wi ≤ 1. Here C stands for a parameter that controls the optimiza-
tion process - the larger C, the less outliers are allowed with the increase of the
volume of the hypersphere.

For establishing weights we may use techniques dedicated to a weighted multi-
class support vector machines [5]. In this paper we propose to use a following
formula:
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wi =
|xi− xmean|

R+ δ
, (5)

where δ > 0 is used to prevent the case of wi = 0.

3 Incremental Learning and Forgetting in One-Class
Classification

We assume that the classified data stream is given in a form of data chunks. At the
beginning we have at our disposal an initial dataset DS 0 that allows for training
the first phase of classifier. Then with each k-th iteration we receive an additional
chunk of data labeled as DS k. We assume that there is a possibility of concept drift
presence in the incoming chunks of data. Therefore it would be valuable to adjust
our one-class classifier to the changes in the nature of data.

In case when we will be using a WOCSVM trained on DS 0 for all new incoming
data we will notice a significant drop in performance - and after few new chunks of
data it is possible that the performance of our model will drop below the quality of a
random classifier. To prevent this from happening we propose to adapt incrementally
the one-class classifier with the new incoming data to deal with the presence of
concept drift and allow for a more efficient novelty detection in data streams.

We propose to apply the classifier adaptation in a changing environment via mod-
ification of weights assigned to objects from the dataset. We propose the incremental
learning procedure, meaning that the dataset DS will consist of all available chunks
of data at given k-th moment.

3.1 Incremental Learning

We propose to extend the WOCSVM concept by adding an incremental learning
principle to it [15]. We use passive incremental learning. In this method new data
are added without considering the importance of data. Namely, all new data are
added to the training dataset.

As we associate the process of incremental learning with weights assigned to
objects we propose to modify the original decision boundary by two methods for
calculating weights for objects coming from a new data chunk DS k:

• assigning weights to objects from DS k according to eq. (5). This is motivated
by the fact that in the incoming data chunk not all objects should have the same
impact on the shape of a new decision boundary - there may be outliers or redun-
dant objects present.

• assigning highest weights to objects coming from the new data chunk:

∀xi∈DS k : wi = 1. (6)
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This is motivated by the fact that in the presence of the concept drift objects
from a new chunk of data represent the current state of the analyzed dynamic
environment and therefore should have a top priority in forming the new decision
boundary.

3.2 Incremental Forgetting

If we apply only the incremental learning principle to the WOCSVM, the decision
boundary will become more and more complex with each additional chunk of data,
that enlarges our data set. This leads to a poor generalization ability in general.
This can be avoided by forgetting unnecessary, outdated data [6]. It seems natural
that the degree of importance of data reduces as the time passes. We propose to
incorporate this concept into our concept by further expanding the WOCSVM with
the incremental forgetting principle.

The simplest way is a removal of objects coming from the previous (or oldest
iteration). Yet in this way we discard all the information they carried - while they
still may have some valuable influence on the classification boundary (e.g., in case
of a gradual concept drift where the changes of the data distribution are not rapid).
A method that allows for a gradual decrease of the object influence over time seems
a far more attractive idea.

Identically as in incremental learning we modify the weights to change the influ-
ence of the data on the shape of the decision boundary. In this case we propose to
reduce the weights of objects from previous chunks of data in each iteration. After
some given number of iterations weights assigned to them should be equal to 0 -
meaning that the examined object has no longer any influence on the WOCSVM
and can be safely removed from the dataset.

We propose two methods for calculating new weights for objects coming from
previous iterations:

• gradual decrease of weights with the respect to their initial importance - here
we introduce a denomination factor τ that is a user-specified value by which the
weights will be decreased in each iteration:

wk+1
i = wk

i − τ. (7)

This is motivated by the fact that if an object had initially assigned a higher
weight it had a bigger importance for the classifier. As such these objects can
be valuable for a longer period of time than objects with initial low weights -
in this approach their weights will sooner approach the 0 value and they will be
removed in a fewer iterations than objects with high initial value of weights.

• aligned decrease of weights without considering their initial importance - here
we introduce a time factor κ that is a user-specified value standing for a number
of iterations after which the object should be removed:

wk+1
i = wk

i − (wa
i /κ), (8)
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where wa
i stands for the initial value of the weight assigned to i-th object. As

we can see the weights of objects are reduced with each iteration till they are
equal to 0 (and removed from DS ) - the main difference is that this method
does not consider the initial importance of data. This means that all the objects
from k-th data chunk will be removed in the same moment, after κ iterations.
This is motivated by the fact that changes in the dynamic environment can be
unpredictable and quickly move from the original distribution - therefore data
from previous steps may quickly loose its importance.

4 Experimental Investigations

4.1 Set-Up

The aims of the experiment were to assess if embedding an incremental learning
and forgetting in a one-class classifier by modifying weights allows to handle the
changing data streams and to compare the effectiveness of different learning and
forgetting techniques introduced in this paper.

We have used two real-life datasets for the experiment:

• ECUE spam database [18] - the dataset is a collection of spam and legitimate con-
sists of emails received by one individual. Apart from the initial training dataset
there are available 12 data chunks with the presence of a gradual concept drift,
consisting of messages collected over one year - single month collection in a
single data chunk.

• Ozon level detection database - this data describes local ozone peak prediction,
that is based on eight hours measurement with the presence of a gradual concept
drift.

Each dataset was prepared to consist of 5 parts - one for initial training and five data
chunks for testing the incremental learning and forgetting procedures.

For the experiment a WOCSVM with a RBF kernel and Canberr distance metric
[13] is used as a base classifier. We have examined the performance of five different
WOCSVM models for data stream classification:

1. L0F0 - an WOCSVM trained without modifying the values of weights. Here
objects from new dataset are added to the training set and the forgetting was
implemented as a passive forgetting - objects are removed from the dataset after
κ iterations. This is a baseline model for further comparison.

2. L1F1 - a WCOSVM with the incremental learning by assigning weights to new
objects according to eq. (5) and with forgetting by the gradual decrease of
weights.

3. L2F1 - a WCOSVM with the incremental learning by assigning highest weights
to new objects and with forgetting by the gradual decrease of weights.
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4. L1F2 - a WCOSVM with the incremental learning by assigning weights to
new objects according to eq. (5) and with forgetting by the aligned decrease
of weights without considering their initial importance.

5. L2F2 - a WCOSVM with the incremental learning by assigning highest weights
to new objects and with forgetting by the aligned decrease of weights without
considering their initial importance.

The value of τ parameter was set to 0.2 and κ to 2. These values were derived using
a grid-search procedure, as they offered the best performance.

The combined 5x2 cv F test [2] was carried out to asses the statistical significance
of obtained results.

All experiments were carried out in the R environment [17].

4.2 Results

Results for the ECUE dataset are given in Tab. 1, while for the Ozon dataset in
Tab. 2.

Table 1 Results of the experiment with the respect to the accuracy [%] and statistical signifi-
cance for ECUE dataset. Small numbers under each method stands for the indexes of models
which the considered one outperforms (in a statistically significant way).

Method DS 0 DS 1 DS 2 DS 3 DS 4

L0F1
0 84.56 76.34 73.25 73.03 72.44

− − − − −
L1F2

1 84.56 80.34 79.65 79.22 77.43
− 1,4 1,4 1,4,5 1

L2F3
1 84.56 82.11 81.03 80.04 79.05

− ALL ALL 1,4,5 1,2

L1F4
2 84.56 78.96 78.23 78.05 78.20

− 1 1 1 1,2

L1F5
2 84.56 81.54 80.15 78.71 78.55

− 1,2,4 1,4 1 1,2

4.3 Results Discussion

From the experimental results one may see that proposed methods for incremen-
tal learning and forgetting for WOCSVM are a valuable tool for dealing with the
changing environment in data streams. The standard OCSVM with simple method
for adapting to new data was unable to deal with gradual concept drift present in the
examined datasets.

Four tested models based on two learning and two forgetting procedures outper-
formed this baseline solution on all data. Modifying the weights assigned to objects
instead of simply adding them and removing allowed for a smoother change of
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Table 2 Results of the experiment with the respect to the accuracy [%] and statistical signifi-
cance for Ozone dataset. Small numbers under each method stands for the indexes of models
which the considered one outperforms (in a statistically significant way).

Method DS 0 DS 1 DS 2 DS 3 DS 4

L0F1
0 87.44 84.05 82.90 79.45 76.48

− − − − −
L1F2

1 87.44 85.92 84.11 81.68 80.04
− 1 1 1,5 1

L2F3
1 87.44 86.25 85.55 82.65 83.11

− ALL ALL 1,2,5 ALL

L1F4
2 87.44 85.22 84.86 82.70 80.15

− 1 1,2 1,2,5 1

L1F5
2 87.44 85.80 84.89 80.97 81.98

− 1 1,2 1 1,2,4

model and introduced elasticity into OCC stream data classification. Weight manip-
ulation lead to a situation in which the data from previous chunks had neither too big
or to small influence on the shape of the decision boundary. Therefore this approach
preserved the valuable influence of the older data, while adapting to changes in the
incoming objects.

Out of four tested combination the most promising results were returned by the
model based on the incremental learning by assigning highest weights to new ob-
jects and the forgetting by the gradual decrease of weights. In most cases it statis-
tically outperformed all other models. This means that during the concept drift the
new objects should have the biggest influence on the shape of the new boundary. As
for the forgetting procedure the experiments favored the approach in which relevant
objects (i.e., with high initial weights) influence the decision boundary for larger
number of iterations than those with low initial weights.

Interestingly there was no stable trend in differences between all other methods,
which leads to a conclusion that their performance is data set-related and needs
further experimental analysis.

The model response to the presence of the concept drift may display itself by
the change of the center or/and radius of the hypersphere. In both experiments the
proposed methods responded by a continuous shift of the sphere center towards the
direction of the drift. In comparison the radius of the hypersphere was subject to
much lower variance.

5 Conclusions

One-class classification and novelty detection in data streams is a promising re-
search direction. There is an ongoing need for introducing classifier models that
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can adapt to changing environment. In this paper we have introduced a modified
Weighted One-Class Support Vector Machine, augmented with the principles of in-
cremental learning and forgetting. These techniques allowed to adapt the shape of
the decision boundary to changes in the stream of data.

We proposed to adapt WOCSVM by modifying weights that are assigned to ob-
jects in the set. We have applied the incremental learning by two approaches based
on calculating weights for incoming objects. Incremental forgetting was applied
to avoid constructing too complex model and to reduce the volume of the dataset,
which is an important problem in distributed applications. Forgetting was applied
as decreasing the weights assigned to objects over time, to a point in which they no
longer influence the WOCSVM and may be removed from the data set.

In our future works we would like to test our approach on different types of
concept drift, improve the incremental learning and forgetting procedure by making
it selective (i.e., choosing only some part of the data to add to the set or remove from
it) and combining our incremental WOCSVM in ensembles.
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11. Krawczyk, B.: Diversity in ensembles for one-class classification. In: Pechenizkiy, M.,
Wojciechowski, M. (eds.) New Trends in Databases & Inform. AISC, vol. 185, pp. 119–
129. Springer, Heidelberg (2012)
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Comparable Study of Statistical Tests for Virtual
Concept Drift Detection

Piotr Sobolewski and Michał Woźniak

Abstract. In this paper we examine the possibilities of using popular univariate sta-
tistical tests for discovering virtual concept drift in the stream of multidimensional
data. Three popular methods are evaluated with different generalization approaches
both on simulated and real data and compared by the specificity and sensitivity
scores.

1 Introduction

In the machine learning literature a recently popular area of research due to the evo-
lution of internet and expansion of decision making technology are the systems de-
signed for classifying data streams [2]. Data streams are sources which continuously
generate data, e.g. shopping trends, stock market, weather control, surveillance sys-
tems or health care. Classification in these areas is often hindered by various factors
which cause undesirable changes in the data classification rules. Such phenomenon
is called concept drift [12] and it is usually categorized in the literature by the type
of changes in data classification rules and their impetuosity.

Type of change categorizes concept drifts as virtual or real. Virtual concept drifts
occur when the changes affect solely the prior data distribution and the real concept
drift occurs when the change affects the class-conditional likelihoods and the prior
distribution of input data patterns remains unchanged [18] [17].

Another way of categorizing concept drift is by the impetuosity of changes,
namely as incremental (small continuous changes, following a certain trend) or sud-
den (abrupt occasional changes, often referred to as "concept shift") [21]. Literature
often mentions also a third type, called gradual concept drift which is similar to the
sudden concept drift in terms of the scale of a change, however with a slower pace,
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having two active concept sources at once during the switch. Our work does not
consider this type of concept drift.

In this paper we focus on the sudden virtual concept drift. Examples of the sudden
concept drifts (real and virtual, for comparison) are presented in Fig. 1.
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Fig. 1 Sudden virtual and sudden real concept drift scenarios

A change in the data classification rules is a threat for the decision making sys-
tems and therefore requires specific handling. Machine learning literature describes
two general approaches to cope with concept drift [7]:

• Adapting a learner at the regular intervals without considering whether the
changes have really occurred or not,

• First detecting the concept changes and then adapting a learner to them.

The second model distinguishes the classification module from the concept drift
detector, allowing independent design of the two mechanisms. In the case of virtual
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concept drift the detection can be performed by applying multivariate statistical tests
on the data features, avoiding the cost of labeling data samples [10] [9].

2 Statistical Tests

In this paper we employ popular statistical tests in order to evaluate their efficiency
as virtual concept drift detectors.

• Kolmogorov-Smirnov test
The two-sample Kolmogorov-Smirnov test [13] is non-parametric, as it makes
no assumption about the distribution of data and therefore can be deployed on
any data.
For the two-sample test, a Kolmogorov-Smirnov statistic is computed as

Dn,m = sup
x
|F1,n(x)−F2,m(x)| (1)

where F1,n and F2,m are the empirical distribution functions of samples computed
as:

Fn(t) =
1
n

n

∑
i=1

1{xi ≤ t}, (2)

where (x1, ...,xn) are independent and identically distributed (i.i.d.) random vari-
ables laying in the real numbers domain with a common cumulative distribution
function. The statistic is used to perform a KS-test to reject the null hypothesis
at level α by computing: √

nm
nm

Dn,m > Kα , (3)

where Kα calculated from:

Pr(K ≤ Kα) = 1−α, (4)

and K is a Kolmogorov distribution computed as:

K = sup
t∈[0,1]

|B(t)|, (5)

B(t) being the Brownian bridge [11].
In short, the Kolmogorov-Smirnov test compares the distributions of two samples
by measuring a distance between the empirical distribution functions, taking into
account both their location and shape.

• Two-sample t-test Two-sample t-test is one of the most popular tests used in
economics and quality measures. It calculates the t-statistic on the basis of the
means x1, x2, standard deviations s1, s2 and the numbers of observations n1, n2

in each sample by:



332 P. Sobolewski and M. Woźniak

t =
x1− x2√

s2
1

n1
+

s2
2

n2

, (6)

which is then compared to the critical t−value taken from the significance tables,
with regard to the number of the degrees of freedom, k:

k =

⎧
⎪⎨
⎪⎩

n1− 1, if n1 < n2

n2− 1, if n1 > n2

n1 + n2− 2, if n1 = n2

(7)

The true outcome of the test means the rejection of the null hypothesis that both
samples originate from the same distribution.

• Wilcoxon Rank Sum test Wilcoxon rank sum (also called Mann-Whitney-
Wilcoxon) test [19] is a non-parametric alternative to the two-sample t-test, based
solely on the order in which the observations from the two samples fall.

The test assumes, that all observations are independent from each other and
can be ordered by their value, therefore if the test is performed on the data which
are categorical, it has to be mapped to the numerical values.

The test ranks all observations regardless of which sample they are in by or-
dering them from the greatest to the lowest value. Then, a statistic is computed
for each of the samples as:

U = R− n(n+ 1)
2

, (8)

where n is the sample size and R is the sum of the ranks in this sample. In order
to reject the null hypothesis that both samples come from the same population, a
lower value of U from both samples is chosen and consulted with the significance
tables.

• Wilcoxon Signed-rank test
Another alternative to the T-test is a Wilcoxon Signed-rank test [19]. The test
assumes, that the observations from both samples are independent and randomly
paired, also observations need to be measured on an interval scale as the differ-
ence between the two has to be determined.

The test statistic is calculated on the basis of the ranks of the pairs, which
are ordered by their absolute difference from the lowest to highest (pairs with
difference equal to 0 are discarded) as:

W = |
m

∑
i=1

[sgn(x2,i− x1,i)Ri]| (9)

The null hypothesis that the samples come from the same distribution is rejected
if the z− score, calculated as:

z =
W − 0.5

δW
, (10)



Comparable Study of Statistical Tests for Virtual Concept Drift Detection 333

δW =

√
N(N + 1)(2N + 1)

6
, (11)

is higher than the critical z− value, taken from the significance tables. For small
sample sizes, the W statistic value can be compared with a critical W value in the
reference table [8].

• Wald-Wolfowitz test
The Wald-Wolfowitz test [16] [20] (also called the runs test) is based on the num-
ber of runs in a sequence of opposite elements, which is the number of groups
of equal elements adjacent to each other. The test assumes, that the elements are
independent and identically distributed.

The number of runs in a sequence of length N is a random variable, whose
conditional distribution is approximately normal if the elements of the sequence
are mutually independent. Given N observations, from which N+ are positive and
N− are negative, the mean μ and variance σ2 of the distribution can be calculated
as follows:

μ =
2N+N−

N
+ 1, (12)

σ2 =
(μ− 1)(μ− 2)

N− 1
. (13)

If the number of runs is significantly different than expected, the hypothesis of
statistical independence can be rejected.

This test can be used to check whether two samples of observations follow the
same distribution by comparing the values in one sample to the mean or median
value of the other and marking the greater values with "+" and the lower with "-".

As every mentioned statistic is designed to operate on one-dimensional data, they
need to be generalized to multivariate versions in order to work with the multidi-
mensional data. There are many approaches described in the literature to achieve
this [5] [3] [14] [6], however they are often complicated and therefore hard to
implement.

2.1 Detecting Concept Drift

In the data stream, data samples are grouped into chunks of size 20, called the data
windows. Detection is performed on the data window level, rather than on single
samples.

The method of detecting concept drift with statistical tests is based on performing
the statistical test on each of the data features in the group of samples drawn from
the data stream and the reference dataset to determine whether the data comes from
the same population. Concept drift is assumed if at least for one feature the test
output is negative.
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As some features may cause false-positive concept drift detections, we first dis-
card the features, which may reduce the specificity of the test statistic. It is achieved
in a very simple manner, by performing the tests on each of the data features on ran-
domly drawn groups of samples from the reference dataset against and the rest of the
dataset and discarding the ones, which produce too many false-positive detections.

A parameter λ is set heuristically and determines the false-positive error thresh-
old, after which a feature should be discarded. For each test statistic s, a different
set of features may be discarded, therefore for every s, a set of features Fs is saved
and used for evaluation.

3 Experiments

The aim of experiments is to compare the efficiency in detecting virtual concept drift
of the proposed statistical tests and the reference CNF Density Estimation test [4],
designed specifically for concept drift detection.

3.1 Data

Experiments are performed both on the real and artificial data. The real data is bor-
rowed from the UCI repository [1] and is specifically prepared to create concept
drift in the data. In order to prepare a concept drifting environment, we follow the
approach pioneered in [15] and deployed in [4]. The method can be described in
two steps, first the data in dataset is ordered by classes from the most populated
to the least populated, next class labels are removed and the data originating from
each class is treated as data originating from different concepts. The data from the
most populated class forms a reference dataset R and the data from the second most
populated class forms a concept dataset, C.

The artificial datasets are two-class ten-dimensional Gaussian data, where con-
cept drift occurs in three, five or ten data features, depending on the scenario.
Concept drift is applied by changing the means of the class clusters in the affected
data features.

3.2 Scoring and Results

Statistical tests are performed on the data windows and the detection results are
stored for comparison. The scores are statistically validated with a t-test in order to
determine a statistical significance of the differences in the results.

The scores are divided into two categories, specificity and sensitivity. Specificity
score is a measure which represents how well a detector is able to detect that the
concept has not changed, namely a low specificity score means many false-positive
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errors. Sensitivity score on the other hand shows how well a detector is able to detect
that the changes in the concept have occurred and a low sensitivity suggests a high
false-negative error-rate.

The results are averaged scores of 100 test runs. Each test run is a different win-
dow of data generated for every dataset. The results of experiments are presented in
Table 1.

Table 1 Results

Scenario
Sensitivity Specificity

KS Ttest Wrank Wsign WW CNF KS Ttest Wrank Wsign WW CNF

balance-scale 1.00 1.00 1.00 1.00 0.49 0.98 1.00 1.00 1.00 1.00 0.96 0.97
breast-w 1.00 1.00 1.00 1.00 1.00 0.78 1.00 1.00 1.00 1.00 1.00 1.00

car 1.00 1.00 1.00 0.92 0.28 0.74 1.00 1.00 1.00 1.00 0.96 0.96
credit-a 1.00 1.00 1.00 1.00 0.92 0.26 1.00 1.00 1.00 1.00 1.00 0.94
credit-g 0.93 1.00 1.00 0.92 0.60 0.09 1.00 1.00 1.00 1.00 0.99 0.97

haberman 0.86 0.94 0.96 0.68 0.14 0.10 1.00 1.00 1.00 0.98 0.98 0.98
heart-c 0.99 1.00 1.00 0.96 0.53 0.43 1.00 1.00 1.00 1.00 1.00 0.98

heart-statlog 1.00 1.00 1.00 1.00 0.88 0.54 1.00 1.00 1.00 1.00 1.00 1.00
ionosphere 1.00 1.00 1.00 1.00 0.88 0.00 1.00 1.00 1.00 1.00 1.00 1.00

kr-vs-kp 1.00 1.00 1.00 1.00 0.74 0.00 1.00 1.00 1.00 1.00 0.98 1.00
letter 1.00 1.00 1.00 1.00 1.00 0.42 1.00 1.00 1.00 1.00 1.00 0.97

mfeat-morph 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
nursery 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

optdigits 1.00 1.00 1.00 1.00 1.00 0.00 1.00 1.00 1.00 1.00 1.00 1.00
page-blocks 1.00 1.00 1.00 1.00 1.00 0.61 1.00 1.00 1.00 1.00 1.00 0.96

pendigits 1.00 1.00 1.00 1.00 1.00 0.99 1.00 1.00 1.00 1.00 1.00 0.99
pima-diabetes 1.00 1.00 1.00 1.00 0.49 0.29 1.00 1.00 1.00 1.00 0.98 0.97

tic-tac-toe 0.59 0.61 0.77 0.45 0.36 0.46 0.99 1.00 0.99 1.00 0.99 0.98
vehicle 1.00 1.00 1.00 1.00 0.79 1.00 1.00 1.00 1.00 1.00 0.97 0.99

vote 1.00 1.00 1.00 1.00 1.00 0.24 1.00 1.00 1.00 1.00 1.00 0.97
waveform 1.00 1.00 1.00 1.00 0.99 0.57 1.00 1.00 1.00 1.00 1.00 0.96

yeast 0.80 0.87 0.87 0.74 0.20 0.00 1.00 1.00 1.00 1.00 0.97 1.00
art1 1.00 1.00 1.00 1.00 0.90 0.12 1.00 1.00 1.00 1.00 0.99 0.96
art2 1.00 1.00 1.00 1.00 0.94 0.12 1.00 1.00 1.00 1.00 1.00 0.96
art3 1.00 1.00 1.00 1.00 1.00 0.54 1.00 1.00 1.00 1.00 1.00 0.96

4 Conclusions and Future Work

First of all a high specificity score may suggest, that the statistical is efficient when
concept drift does not occur, as it does not perform many false-negative detections.
On the other hand, it could also mean that the test is not sensitive enough, what
can be deduced by analyzing the sensitivity score. The best test would achieve high
scores in both categories.
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From the 6 evaluated test statistics, all achieve high specificity scores, therefore
this score does not carry any valuable information in terms of efficiency comparison.
It does prove however, that all tests are specific and could be safely used as detectors,
which are required to make as little false-negative errors as possible.

The sensitivity scores show slightly more diversity, however they are also very
similar. In most of the experiments, a statistical validation of the results did not show
any difference among the first three statistics, namely the Kolmogorov-Smirnov, the
t-test and the Wlicoxon rank sum tests. These three statistics achieved the highest
score, surprisingly even higher than the CNF test, which was designed for concept
drift detection purpose. An interesting fact is that the Wilcoxon Singed-rank test
also achieved descent scores comparing with the CNF test, as this statistic requires
the samples to have equal size, what limits the reference data to 20 randomly drawn
samples. From 5 statistics only the Wald-Wolfowitz test failed as a concept detector.

Statistical tests have managed to achieve almost perfect scores both for real and
artificial datasets, what suggests further research in more complicated and requiring
environments. The scores are very motivating and suggest that using statistical tests
as virtual concept drift detectors may be very efficient.

In the future, we are planning to expand the experiments and evaluate the sta-
tistical detectors on more challenging problems. Also, using different statistics for
various scenarios might produce even better results, what could be achieved by de-
ploying statistical detector ensembles which we plan to test and compare with more
sophisticated concept drift detectors available in the literature.
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An Experimental Comparison of Fourier-Based
Shape Descriptors in the General Shape
Analysis Problem

Katarzyna Gościewska and Dariusz Frejlichowski

Abstract. The General Shape Analysis (GSA) is a problem similar to the typical
recognition or retrieval of shapes, but it does not aim at the exact shape identifica-
tion. The main goal is to find one or few most similar general templates, such as
rectangle or triangle, for an investigated object. That allows for obtaining the most
basic information about a shape. In this paper the experimental results on the appli-
cation of three Fourier-based shape descriptors to the GSA problem are provided.
The Euclidean distance is applied for measuring the dissimilarity between repre-
sented objects. In order to estimate the effectiveness of investigated shape descrip-
tors the results of the experiments were compared with human benchmark results,
collected by means of appropriate inquiry forms.

1 Introduction

The General Shape Analysis is a problem similar to the traditional recognition or
retrieval of shapes, however there are some significant differences. In the GSA a
small group of templates that are simple shapes (e.g. triangle or rectangle) and a
larger group of more complicated test objects are utilized. By finding one or few
most similar templates for each test object it is possible to determine general in-
formation about it, e.g. how rectangular or triangular it is. In order to estimate the
similarity between particular objects, their representations obtained using shape de-
scription algorithms are matched by means of the template matching approach. The
idea is to represent all shapes in the same way and to compare each test object with
every template ones using a particular matching method (similarity or dissimilarity
measure). The GSA problem is roughly depicted on Fig. 1.
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Fig. 1 The illustration of the General Shape Analysis problem — which simple shape(s) is
(are) the most similar to the test one?

The General Shape Analysis problem has been discussed in the literature and
investigated with the use of different methods so far (e.g. [5]). It was for example
successfully applied in the identification of stamp types [3]. The problem is very
important nowadays since traditional paper documents are more often scanned to be
stored on a hard drive, print or sent through the net. The main goal of this approach
was to detect, localize and segment stamps from the electronic versions of paper
documents in order to identify the stamp shape. The algorithm consisted of the fol-
lowing steps: colour conversion and separation, vertical and horizontal projection of
pixel intensities and shape analysis using GSA approach. Since usually there are no
specified stamps standards and stamps shapes are often irregular, the utilization of
shape description algorithms in the general shape analysis approach outperformed
traditional classification approach. In [8] a possible system-level hardware imple-
mentation of seven shape descriptors has been analysed.

Another two applications of GSA were described in [5]. General Shape Analysis
can be applied in the multimedia databases where voice commands are used for
shape retrieval (e.g. ”find red rectangle”) and can speed up the process of searching
large databases by iteratively narrowing the group of the most possible matches —
this can be considered as a coarse classification. In addition, the GSA problem can
be applied for the analysis of biological objects development such as plants [9], and
for generalized shape matching [2]. Triangular and rectangular aspects of shape have
been used e.g. for the discrimination of fish [15], and the ellipse has been applied
e.g. for modelling corneal shape [13] or microfossils [1].

Referring to the aforementioned applications, primarily to stamps identification,
the General Shape Analysis approach is very useful and helpful especially if the data
are incomplete or there is no information about the amount of missing data. This
problem has been relatively frequently considered in the literature — the authors
of [10] investigated the problem of incomplete image registration while in [11] the
authors applied the evolution-based shape matching. There are also some publica-
tions describing another approach to the exploration of the general shape, e.g. works
of Paul Rosin, who investigated the ability of various shape measures to define the
degree to which a processed shape differs from a general template. The author pro-
posed his own algorithms and explored some traditional methods for measuring
single shape properties. In [16] three new approaches for measuring rectangular-
ity were proposed and tested together with the standard minimum bounding rect-
angle method. Several ellipticity, triangularity and rectangularity shape descriptors
have been described and evaluated in [17] using both real and synthetic data. Wide
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variety of global shape measures has been reviewed in [18]. Additionally, new
method for measuring squareness was presented in [19].

In this paper, for the first time, the GSA problem has been investigated with the
use of three various Fourier-based shape descriptors. The main goal was to study
their performance and to determine the most important characteristics of each de-
scription algorithm that have significant influence on final accuracy of the results.
The reason for utilizing Fourier Descriptors (FD) is associated with valuable prop-
erties of Fourier transform, especially the generalization of the represented object.
FD captures both global and local features in spectral domain and by reducing
the size of absolute spectrum it is possible to obtain concise and compact shape
representation.

The rest of the paper is organized as follows. The second section presents three
applied shape descriptors that are two-dimensional Fourier Descriptor (2D FD),
Generic Fourier Descriptor (GFD) and UNL-Fourier (UNL-F) descriptor. The third
section contains the experimental conditions and results. The last one concludes the
paper.

2 Fourier-Based Shape Descriptors

Fourier-based shape descriptors are well-known and widely utilized for various ap-
plications thanks to the useful properties of Fourier transform. FDs are easy to com-
pute and compact what simplifies the matching process. Moreover, the obtained
representations are robust to noise and invariant to scale and translation. In the pa-
per only two-dimensional Fourier transform is utilized and various sizes of absolute
spectrum subpart are investigated if possible. A brief description of selected shape
descriptors is provided in the following subsections.

2.1 Two-Dimensional Fourier Descriptor

Two-dimensional Fourier Descriptor is applied to a region shape representation
(with its interior). It has a form of a matrix with absolute complex values that can
be derived using the following formula [12]:

C(k, l) =
1

HW

∣∣∣∣∣
H

∑
h=1

W

∑
w=1

P(h,w) · e(−i 2π
H (k−1)(h−1)) · e(−i 2π

W (l−1)(w−1))

∣∣∣∣∣ , (1)

where:
H,W — height and width of the image in pixels,
k — sampling rate in vertical direction (k≥ 1 and k ≤ H),
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l — sampling rate in horizontal direction (l ≥ 1 and l ≤W ),
C(k, l) — value of the coefficient of discrete Fourier transform in the coefficient
matrix in k row and l column,
P(h,w) — value in the image plane with coordinates h, w.

The above-mentioned Fourier transform will be applied as a final step in the two
methods described below.

2.2 UNL-F Fourier

The UNL-Fourier descriptor is composed of UNL (named after Universidade Nova
de Lisboa) descriptor and Fourier transform as an additional step. The first transform
was successfully applied for example in recognition of airplane silhouettes [4], ery-
throcyte types for the needs of automatic diagnosis [6] and signs extracted from car
license plates [7]. The UNL utilizes complex representation of Cartesian coordinates
for points and parametric curves in discrete manner [14]:

z(t) = (x1 + t (x2− x1))+ j(y1 + t (y2− y1)) , t ∈ (0,1), (2)

where z1 = x1+jy1 and z2 = x2+jy2 are complex numbers. Then, the centroid O is
calculated [14]:

O = (Ox,Oy) =

(
1
n

n

∑
i=1

xi,
1
n

n

∑
i=1

yi

)
, (3)

and the maximal Euclidean distance between contour points and centroid is found
[14]:

M = max
i
{‖zi(t)−G‖} ∀i = 1 . . .n t ∈ (0,1) . (4)

The discrete version of new coordinates can be derived using the following
formula [14]:

U(z(t)) =
‖(x1+t(x2+x1)−Gx)+j(y1+t(y2+y1)−Gy)‖

M +

+j× arctan
(

y1+t(y2−y1)−Gy
x1+t(x2−x1)−Gx

)
.

The parameter t is discretized in the interval [0,1]. New coordinate values are put
into a matrix in which rows represent distances from the centroid and columns —
the angles. This results in an image containing unfolded shape contour in polar
coordinates. Thanks to this, two-dimensional Fourier transform can be applied.
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2.3 Generic Fourier Descriptor

Generic Fourier Descriptor is a region-based FD that utilizes the transformation
to the polar coordinate system. All pixel coordinates from original region shape
image are transformed into polar coordinates and new values are put to a rectangular
Cartesian image [20]. The row elements correspond to distances from centroid and
the columns to 360 angles. The result has a form of an image and as in the previous
case two-dimensional Fourier transform is applied.

3 Experimental Conditions and Results

Three experiments on the General Shape Analysis were carried out — 2D FD, GFD
and UNL-F descriptor were explored. The Euclidean distance was used in order to
measure the dissimilarity between test and template objects. The experiments were
performed using 50 various shapes that were 200× 200 pixel size binary images.
The shapes were divided into two groups — 10 of them were general templates
and the rest were test objects (see Fig. 2). General templates are the simplest geo-
metric figures that represent general shape features, e.g. the rectangle is useful in
evaluating the rectangularity, circle for circularity, and so on. All experiments were
performed in the same way: every shape was represented by means of particular
shape descriptor. Then, on the basis of the template matching approach, Euclidean
distance between each test object and every template was estimated. Three tem-
plates with the smallest dissimilarity values indicated the most similar shapes, i.e.
the shapes which vary least from the test object, thus the major features of the object
are obtained. Various sizes of absolute spectrum subpart for 2D FD and GFD were
explored as well.

In order to recognize the overall effectiveness of the descriptors, accuracy mea-
sure was used. Accuracy was calculated for particular indications made for each
possible representation size as a percentage proportion of correctly selected tem-
plates to the number of all selections in the experiment (equal to 40 test objects).
A template is correctly selected when there is a coincidence between experimental
results and results provided by humans through inquiry forms that concerned the
same GSA task. Shapes that were indicated most frequently in the inquiries were
the most similar templates and were treated as a benchmark result. However, for
some shapes the number of indications for the first and the second template was
very similar. Therefore, both shapes were considered as the most similar ones and
compared separately with the first shape indicated in the experiments. In conclusion,
for each shape representation of a specified size, the accuracy values were estimated
for the 1st, 2nd and 3rd indication out of three most similar templates and for one
most similar template separately.

The first experiment used two-dimensional Fourier Descriptor. It was performed
five times separately for various parts of absolute spectrum that were n× n blocks
taken from the top left corner of the coefficient matrix, and n was equal to 2, 5, 10,
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Fig. 2 Shapes used in the experiments – 10 templates in the first row and 40 test objects [5]

Table 1 Accuracy values for the first experiment utilizing various sizes of FD representations

Subpart Three most similar templates One most similar
size 1st indication 2nd indication 3rd indication template

2× 2 30,0% 20,0% 25,0% 32,5%
5× 5 25,0% 17,5% 35,0% 27,5%

10× 10 25,0% 17,5% 20,0% 30,0%
25× 25 25,0% 17,5% 22,5% 30,0%
50× 50 25,0% 17,5% 20,0% 30,0%

25 and 50. Accuracy values achieved for one and three most similar templates are
provided in Table 1.

The best results were obtained for the smallest subpart size and were equal to
30%, 20% and 25% for the 1st, 2nd and 3rd indication out of three most similar
templates, and 32,5% for one most similar template. It means that 2× 2 subpart
contains the most important and general information about a shape and is sufficient
to discriminate one shape from another. The most efficient results are pictorially
presented in Fig. 3.

The second experiment investigated UNL-F descriptor and the original size of the
representation was reduced to 10×10 subpart. UNL-F utilizes only contour infor-
mation but transformed into polar coordinates and represented on the image plane.
The results for the 1st, 2nd and 3rd indication out of three most similar templates
were equal to 15%, 10% and 7,5% respectively. For one most similar template the
accuracy was equal to 22,5%, what gives 7,5% improvement. This means that in the
experiments the appropriate shapes were indicated but in some cases in the different
order than humans did. Pictorial results are provided in Fig. 4.

The third experiment utilized GFD and various sizes of absolute spectrum sub-
part. Accuracy values obtained for the 5× 5 and larger blocks as well as for the
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Fig. 3 Results of the experiment utilizing 2×2 block of two-dimensional FD representation

Fig. 4 Results of the experiment utilizing UNL-F descriptor

whole representation were the same. Therefore, only 2× 2 subpart and the original
representation were taken into consideration. The accuracy values are provided in
Table 2.

Better results were achieved using the smallest subpart and were equal to 32,5%,
22,5% and 2,5% for the 1st, 2nd and 3rd indication out of three most similar
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Table 2 Accuracy values of the third experiment for various sizes of GFD representations

Subpart Three most similar templates One most similar
size 1st indication 2nd indication 3rd indication template

2× 2 32,5% 22,5% 2,5% 35,0%
200× 200 27,5% 20,0% 5,0% 30,0%

Fig. 5 Results of the experiment utilizing 2×2 block of GFD representation

templates respectively and 35,0% for one most similar template. Pictorial results
of the experiment with the highest accuracy values are provided in Fig. 5.

The accuracy values of the last experiment are similar to those obtained in the
experiment utilizing 2D FD, especially for the 1st and the 2nd indication. Despite
the fact that GFD and UNL-F methods are similar and require a transformation to
polar coordinate system, the experiment with the GFD gave much better results. It
means that utilizing region shapes instead of contour ones brings more information
about a shape and results in higher effectiveness. Moreover, the size of extracted
absolute spectrum subpart for region shapes has an influence on results as well. The
smaller the subpart size the better the result.

4 Conclusions

In the paper the problem of the General Shape Analysis was described. It is similar
to the traditional recognition or retrieval of shapes but the identification is not per-
formed. For every processed shape one or few most similar general templates are
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found. It is usually done on the basis of the template matching approach. Templates
are simple shapes and by indicating which is the most similar the basic information
about a shape is obtained, e.g. how rectangular or triangular it is.

During the experiments, three Fourier-based shape descriptors were explored,
namely two-dimensional Fourier Descriptor, Generic Fourier Descriptor and UNL-
Fourier. Each experiment was performed on the basis of template matching ap-
proach and with the use of Euclidean distance as dissimilarity measure. The
accuracy of the experimental results was estimated for each possible representa-
tion size as a percentage proportion of correctly selected templates to the number of
all selections made separately for the 1st, 2nd and 3rd indication. The template se-
lected in the experiment was correct only if it was consistent with the shape chosen
by humans in the inquiries. The best results were obtained in the experiment utiliz-
ing Generic Fourier Descriptor and 2× 2 block of absolute spectrum. The accuracy
was equal to 32,5%, 22,5% and 2,5% for the 1st, 2nd and 3rd indication out of three
most similar templates respectively and 35% for one most similar template.

The comparison of investigated algorithms gave several conclusions. First, better
results in the General Shape Analysis using the Fourier transform-based algorithms
can be obtained for the region shape instead of the contour one. Moreover, it is
more efficient when the shape with its interior is transformed into polar coordinate
system. While processing the region shapes the size of absolute spectrum subpart
has to be taken into consideration. It can significantly influence the final results.

Obviously, future work can be done in order to find a method that will result in
higher accuracy values. The approaches provided by P. Rosin can be introduced to
GSA problem in the future as well.
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Extraction of the Foreground Regions by Means
of the Adaptive Background Modelling Based on
Various Colour Components for a Visual
Surveillance System

Dariusz Frejlichowski, Katarzyna Gościewska, Paweł Forczmański,
Adam Nowosielski, and Radosław Hofman

Abstract. Intelligent monitoring systems based on visual content analysis are often
composed of three main modules — background modelling, object extraction and
object tracking. This paper describes a method for adaptive background modelling
utilizing Gaussian Mixture Models (GMM) and various colour components. The
description is based on the experimental results obtained during the development of
the SmartMonitor — an innovative security system based on video content analysis.
In this paper the main characteristics of the system are introduced. An explanation
of GMM algorithm and a presentation of its main advantages and drawbacks is pro-
vided. Finally, some experimentally obtained images containing foreground regions
extracted with the use of various background models are presented.

1 Introduction

Intelligent monitoring systems utilizing video content analysis (VCA) algorithms
are usually expensive and narrowly targeted to the specific group of users. For ex-
ample, an advanced surveillance system Bosch IVA 4.0 [15] was designed to support
operators of CCTV monitoring and to be applied on larger areas or in public build-
ings, such as airports. The system described in [10] utilizes Hidden Markov Models
to analyse human behaviour, but it requires the participation of a qualified employee
and the preparation of a large database for the learning process [10]. In the Smart-
Monitor system human involvement will be reduced to the minimum, especially due
to feature-based methods and simple calibration. Moreover, in monitoring systems
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with VCA functionality the process of localization and extraction of moving objects
occurring in video streams is usually based on background subtraction methods that
utilize various background models. In the literature one can find background models
that are static [6], averaged in time [3] or built adaptively with the use of Gaussian
Mixture Models (e.g. [9, 11, 13]). The last category is very valuable and useful dur-
ing the analysis of real scenes that are very changeable in time. Hence it was applied
in the SmartMonitor system.

SmartMonitor is an innovative visual surveillance system that is being currently
developed to meet the needs of individual clients who want to ensure the safety of
their assets and surrounding areas. The system will operate in four predefined sce-
narios and utilize video content analysis algorithms in order to detect and to react to
every change in a pre-specified way. The utilization of VCA methods will allow for
the elimination of a large part of human involvement, characteristic for traditional
monitoring systems. Only the calibration process will require human interaction —
it is one of the crucial system advantages. Every user will be able to set individ-
ual safety rules and to adjust system sensitivity degree to the actual requirements.
Moreover, SmartMonitor will utilize commonly available and affordable hardware,
i.e. personal computer and digital camera(s). The system is going to be an inexpen-
sive solution as well.

In the SmartMonitor system we adopted general scheme of background sub-
traction process that is depicted in Fig. 1 and includes: image pre-processing (e.g.
contrast improvement or image compression), background modelling, foreground
localization and data validation. Foreground image is obtained by subtracting back-
ground image from the currently processed frame. Data validation stage allows for
artefacts removal and verifies whether the foreground image region is an object of
interest (OOI) for the system. Every OOI is supposed to be a coherent region larger
than a specified size.

Fig. 1 Proposed flow diagram presenting the generic algorithm for background subtraction
(based on [11])

The SmartMonitor system has been described and investigated in [2, 4, 5] so far.
This paper is focused on two of the aforementioned steps, i.e. background mod-
elling and foreground localization. Despite the fact that the system is currently at
the developmental stage, some experiments have been already performed. Various
colour components applied for building the background models were investigated
and evaluated. The evaluation was carried out on the basis of the overall precision
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and accuracy of localized foreground regions. The main goal for investigating dif-
ferent colour components is to find the most optimal working system parameters in
each scenario.

The rest of the paper is organized as follows: the second section describes main
characteristics of the system and presents system working scenarios. In the third
section the explanation of Gaussian Mixture Model and its possible modifications is
provided. The fourth section contains exemplary results on utilizing various back-
ground models in the process of background subtraction. The last section concludes
the paper.

2 Main Properties of the Developed System

SmartMonitor will be able to operate in four predefined scenarios. Each scenario is
a combination of intended or predicted situations, associated with different scenes
and environments. This results in various system working conditions and different
groups of performed actions. In this paper we focus on three out of four scenarios,
i.e. scenario A — home/surrounding protection against unauthorized intrusion, sce-
nario B — supervision of ill person and scenario C — crime detection. The fourth
scenario, smoke and fire detection, is not taken into consideration — the extraction
of foreground regions is not performed. There are some actions and conditions com-
mon for scenarios A, B and C, i.e. movement detection, object tracking and possi-
bility of region limitation. The detection of any movement would activate the alarm.
The behaviour of moving objects would be analysed using trajectories. Movement
detection and object tracking can be performed on the limited region which could
additionally increase system effectiveness.

The monitoring system working in scenario A is very similar to the traditional
one — any detected movement induces the alarm. However, in the SmartMonitor,
basic classification is performed in order to verify whether the moving object is a
human or not. Then, only particular objects, e.g. of a specified size, will be taken into
consideration. The system working in scenario A should be active at night as well.
Moreover, weather conditions that can influence captured images have to be taken
into account. Sudden changes in lighting could affect image colour and increase
the difference between foreground and background images. In result the foreground
region will include false detections. Sample frames presenting scenes appropriate
for scenario A are depicted in Fig. 2.

Scenario B is suitable for the system working inside the building, mainly in
houses, flats or private apartments as well as nursing homes e.g. for elderly or sick
people. It focuses on incident detection, especially resulting in changes in object
shape and trajectory. The main goal is to recognize faint and fall as sudden change
in proportions and lack of movement lasting for pre-specified time. It is important
to localize the exact object region without false detections as it is crucial for shape
analysis and recognition. Fig. 3 contains sample frames presenting a person who
enters the scene, falls after some time and lies still.
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Fig. 2 Two sample frames presenting running objects in a garden — basic human/not-human
classification exclude the alarm activation when dogs are detected (Scenario A)

Fig. 3 Sample frames presenting the simulation of ill person fainting (Scenario B)

Scenario C is very similar to the previous one, however the system reacts to
different types of changes, such as raising hands up or unusual trajectory. System
working in scenario C is intended to be implemented e.g. in offices, shops or other
small enterprises. It would be helpful in the situation when a threatened person can-
not activate the alarm — in that case the system will detect suspicious behaviour
and be able to send information and images to appropriate services. Fig. 4 contains
two sample frames presenting a person with hands raised up. Different lighting dis-
tributions are noticeable — this can cause problems while building a background
model depending on various colour components.

Fig. 4 Sample frames presenting the simulation of a crime scene (Scenario C)

3 Adaptive Background Modelling Algorithm Based on
Gaussian Mixture Models

Performing background subtraction, which identifies moving objects, requires the
development of good background model. Background model has to be both robust to
any environmental changes in the scene, such as swinging leaves, rain, illumination
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changes or shadows, and sufficiently sensitive to identify all objects of interest. It is
important to find a compromise between these two conditions, i.e. a model that will
adapt to various and unexpected changes in real scenes. Therefore, the Gaussian
Mixture Model [11, 12] was chosen to meet the mentioned requirements.

GMM is an adaptive background modelling technique that models each pixel
as a mixture of Gaussians and utilizes an on-line approximation for model update.
Background model quickly adapts to the changes in the scene and allows detecting
any moving object. GMM have been tested and evaluated as a reliable, stable and
real-time outdoor tracker that is able to deal with long-term changes and influence
of light [12]. It tracks multiple Gaussian distributions at the same time and main-
tains a density function for every pixel. The model is parametric and can be adap-
tively updated with every consecutive frame without keeping a large video frames
buffer [11]. GMM algorithm can use various colour information as an input. The
authors of the method [12] tested it with the use of grayscale, RGB and HSV colour
spaces (pixel values can be e.g. vectors for colour images or scalars for grayscale
values). The description of the GMM method, based on [12] and [11], is provided
below.

The sequence of video frames, denoted as {X1, . . . ,Xt}, is an input for the GMM
algorithm. X is a single frame, t is a frame index, M×N×K defines a frame size
— M and N determine spatial resolution and K is the number of RGB colour space
components. The probability P of a particular xt(m,n) pixel value occurrence is
defined by G Gaussian distributions and given by the formula:

P(xt (m,n)) =
G

∑
i=1

ωi,t ∗η (xt (m,n) ,μi,t ,Σi,t) . (1)

Gaussian distributions are determined by following parameters: μi,t is the mean
value of the ith Gaussian in the mixture at time t, Σi,t is the covariance matrix of
the ith Gaussian in the mixture at time t, ωi,t is an estimate of the weight, σ is the
standard deviation and η is the Gaussian probability density function.

Background model can be initialized with random values or with the first frame
obtained from the video stream. The utilization of random values requires more
time for the system to adapt pixel values to the current conditions in the scene.
However, the longer the model is being adapted, the more information is taken into
consideration and the model adjustment is more accurate. The initialization with
the first frame gives a ready model, but it can be affected by the objects that do
not belong to the background region. Therefore, this solution is only suitable when
there are no foreground objects in the first frame. In both cases, the initial model
is then iteratively adapted with the use of GMM algorithm. In each iteration every
pixel from the current frame is analysed and the background model is modified. The
modification depends on the comparison between xt(m,n) pixel value from Xt frame
and model value μ — the distance d is calculated as follows:

d = |(xt (m,n)− μ)| . (2)
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If the distance value d > c ∗σ , where c is a constant, then the particular pixel do
not belong to the background image. In that case the least probable distribution
is replaced by a distribution that includes current pixel value as its mean value.
Otherwise, if d < c ∗σ , the model is adapted including new estimated value using
following formulas:

μt = (1−ρ)μt−1 +ρxt (m,n) , (3)

σ2
t = (1−ρ)σ2

t−1 +ρ (xt (m,n)− μt)
T (xt (m,n)− μt) , (4)

where ρ = αη (xt (m,n) |μt−1,σt−1) and α is a learning constant. Subsequently,
estimates of the weight in particular distributions are modified:

ωt =

{
(1−α)ωt−1 +α if new value was matched,
(1−α)ωt−1 otherwise.

In order to estimate the current background image, the modelled distributions are
sorted by decreasing values of the ω/σ ratio and put on a list. The most probable
distributions with high weight and low standard deviation are placed at the top of
a list and the least probable are on the bottom — these ones can be substituted by
new distributions. New estimated scene model is created by B first distributions that
meet following condition:

B = argminb

(
b

∑
k=1

ωk > T

)
, (5)

where T is the proportion of the data that should be accounted by the background.
When new object occurs in the scene and stays stationary long enough to become a
part of the background, the existing model is not destroyed — only the least probable
representation of it is removed. The original background remains with the same μ
and σ2, but lower ω , and when the object moves again it is possible to quickly
include appropriate distributions describing previous background model.

Despite the mentioned advantages there are also some drawbacks. The first prob-
lem is associated with the number of Gaussian distributions describing each pixel
— it was stated in [14] that it should be equalled to 3 to 5 models or modified adap-
tively depending on the actual needs. The next problem is associated with the update
equation. In [8] the GMM algorithm modification that concerns the reinvestigation
of update equation was proposed. This can allow the system to learn faster, adapt
more effectively to changing environment and detect shadow areas. Unfortunately,
the GMM algorithm does not distinguish between moving objects and moving shad-
ows. In order to solve the problem the colour space that can separate chromatic and
intensity components has to be utilized. Authors of [1] investigated the usage of the
H component from the HSV colour scheme, which corresponds more closely to hu-
man perception. It was experimentally found that shadow darkens the region while
the hue does not vary too much [1]. Moreover, the GMM algorithm is characterized
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by a low robustness to sudden changes in lighting what results in numerous false
detections. Therefore, the utilization of colour features and gradients was proposed
in [7].

4 Conditions of the Experiments and Exemplary Results

In this section the experimental results on utilizing Gaussian Mixture Models bas-
ing on various colour components are described. The main goal of the experiments
was to find the best working conditions for the system. It would be achieved by the
selection of the most efficient solution: it is expected that the model will allow for
the accurate detection of moving objects and that the extracted regions will not be
affected by false detections or it will be possible to distinguish artefacts from an
actual OOI. The accuracy of detected regions was evaluated by a user — the visual
evaluation of final foreground binary masks in comparison to the particular input
images was performed. If the foreground mask contained only the region of OOI
or additional smaller regions that would be eliminated on the basis of the minimum
size condition, then the result was considered as a good result. The experiments
were performed with the use of test database containing 32 video sequences that
simulated situations appropriate for each examined scenario. The test videos were
recorded on various locations, inside as well as outside the buildings, in different
lighting conditions and in the presence of various moving objects. Total duration
time of all sequences amounted to more than 45 minutes. Some of the experimen-
tal results for scenario A, B and C are provided in Fig. 5–7. Each figure contains
following subimages: (a) input frame, (b) result for RGB model, (c) result for inten-
sity model (grayscale) and (d) result for chrominance model (hue component of the
HSV colour space).

The first scenario realizes home/surrounding protection against unauthorized in-
trusion. Fig. 5 contains a sample frame with the person walking in a garden and
the foregrounds extracted for three various background models. It is noticeable that
intensity (c) and chrominance (d) models are noisier than RGB model (b) and in-
clude more false detections. However, moving object was properly detected in each
model.

Fig. 5 Experimental results for scenario A

Fig. 6 contains experimental results for two sample frames presenting a person,
who enters the scene, falls after few seconds and lies still. The first row in Fig. 6
shows that RGB (b) and intensity (c) models are significantly influenced by the
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shadow area, while in chrominance model (d) shadow is not detected. The second
row in Fig 6 depicts the simulation of the lack of movement and its consequences:
intensity (c) and chrominance (d) models incorporated object to the background.
Moreover, other false detections appear on each resulted foreground image.

Fig. 6 Experimental results for scenario B — before the fall (first row) and after the fall
(second row)

Fig. 7 contains a sample frame with a person with hands raised up and the ex-
tracted foregrounds. The results for different models vary significantly. Only in RGB
model (b) the proper object’s silhouette is detected, but at the same time the largest
number of false detections is included. Intensity (c) and chrominance (d) models are
less noisy, however it is difficult to recognize the moving object.

Fig. 7 Experimental results for scenario C

In conclusion, it is not easy to determine which of the implemented and tested
background models is the best. There are some errors introduced on the object de-
tection stage such as false detections caused by background noise, shadow areas or
image compression. Additionally, there is a problem of correct objects elimination
by models utilizing hue component (if there is no difference between chrominance
points of the object and the background). Unfortunately, it is impossible to elimi-
nate all aforementioned factors by a single background model. On the other hand,
the utilization of all models simultaneously will be time consuming. Therefore, af-
ter the analysis of ’pros and cons’, the application of RGB model was suggested. It
introduced the least number of false detections and the existing noise level can be
lowered by the appropriate post-processing. Moreover, some performance tests con-
firmed our choice. They were performed for RGB background model implemented
in C with the use of OpenCV library. We measured the amount of time required
to adapt pixel values on the basis of each single frame obtained from the video



Extraction of the Foreground Regions by Means of the Adaptive Background. . . 359

sequence characteristic for scenario A (see Fig. 2 for sample frames), recorded at
30 fps. In most cases the amount of time needed for calculations was less than 0.01
of a second. Therefore, it is possible to assume that the system performance will be
close to the real-time performance.

5 Conclusions

In this paper, we described the results of the experiments on various background
models applied for the extraction of foreground regions in the process of background
subtraction. The proposed solutions were examined and evaluated with the use of the
SmartMonitor system test database in order to determine the best system working
parameters for each scenario.

SmartMonitor is being currently developed as an innovative visual surveillance
system based on video content analysis algorithms. It is intended to utilize only
commonly available hardware and be affordable for individual users. The main ad-
vantage of the system will come from its customizability, i.e. the possibility of set-
ting individual safety rules and adjusting the system sensitivity degrees.

The experiments shown that each model has its advantages and drawbacks, but
the utilization of all models simultaneously will take too much time. Taking this into
consideration, the RGB background model was selected. It is affected by the lowest
level of noise and false detections.

Acknowledgements. The project ’Innovative security system based on image analysis —
”SmartMonitor” prototype construction’ (original title: Budowa prototypu innowacyjnego
systemu bezpieczeństwa opartego o analize obrazu — ”SmartMonitor”) is the project co-
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Repeatability Measurements for 2D Interest
Point Detectors on 3D Models

Simon R. Lang, Martin H. Luerssen, and David M.W. Powers

Abstract. Interest point detectors typically operate on 2D images, yet these fre-
quently constitute projections of real 3D scenes [8]. Analysing and comparing the
performance of these detectors as to their utility at tracking points in a 3D space is
challenging. This paper demonstrates a virtual 3D environment which can measure
the repeatability of detected interest points accurately and rapidly. Real-time 3D
transform tools enable easy implementation of complex scene evaluations without
the time-cost of a manual setup or mark-up. Nine detectors are tested and compared
using evaluation and testing methods based on Schmid [16]. Each detector is tested
on 34 textured and untextured models that are either scanned from physical objects
or modelled by an artist. Rotation in the X, Y, and Z axis as well as scale transfor-
mations are tested on each model, with varying degrees of artificial noise applied.
Results demonstrate the performance variability of different interest point detectors
under different transformations and may assist researchers in deciding on the correct
detector for their computer vision application.

1 Introduction

Interest points are pixel coordinates specifying an image location that contains a
simple, localised, yet information-rich feature. These often serve as a means for
tracking a scene’s camera motion or an object’s motion over time. In Schmid’s clas-
sic work [16], the performance of interest point detectors was evaluated by estab-
lishing a homography between two interest points detected in the same scene at
different perspectives, an approach that has since been used in a number of related
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studies [4–6, 12]. This paper aims to revisit Schmid’s work and recreate the same
experimental conditions in a much more versatile virtual 3D environment, which
can utilise complex and precise transformations that would have been time consum-
ing or impossible to perform in a real world environment. The position of interest
points on 3D models can thus be quickly and accurately determined so that their
repeatability—and by extension the performance of the detector that found these
points—can be properly measured.

2 Background

Schmid’s [16] work evaluated the performance of interest point detectors in a scene
using a repeatability measure. By testing the repeatability of interest points in two
slightly different images I1 and Ii, we can determine how well the detector can track
these points across the applied transformation. Interest points x1 can be detected
in the image of a scene, I1. The scene is then changed by an affine transformation
T1i into a different scene and corresponding image, Ii, that has a different set of
interest points xi. Unlike Schmid, we operate on virtual 3D spaces, so T1i as well
as the projection transformations P1 and Pi are precisely known. This allows a ray
to be cast into the scene for each point in x1 to determine, after intersection with
the 3D model, which particular 3D point X in the scene corresponds to it; these
points are subsequently also transformed by T1i and subsequently projected into x̃1.
The repeatability of each interest point in x1 can then be gauged by whether there
is an interest point in xi around each transformed x̃1 within a radial pixel distance
threshold ε . The process is illustrated in figures 1 and 2 and can also be applied
to xi via an inverse T−1

1i . Interest points must be located within the viewport after
transformation, i.e., if points from x̃1 appear in Ii and x̃i points appear in I1 then those

I1 Ii

P1 Pi

X

O1 Oi

X1
Xi

ε

Fig. 1 Schmid repeatability: the points x1 and xi are the projections of a 3D point X onto
images I1 and Ii. A detected point x1 is repeated if xi is detected in the ε-neighbourhood of
x1.
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points are considered to share the same working area and are included for testing of
repeatability. This determines the set of “repeated” points as:

Ri(ε) = {(x̃1,xi)|dist(T1i, x̃1,xi)< ε}

A repeatability rate from 0 to 1.0 is derived from this as a ratio of repeated features
divided by the lowest number of detected features between the image pairs. This is
represented as:

ri(ε) =
|Ri(ε)|

min(n1,ni)

where n1 = |x̃1| and ni = |x̃i| (visible subsets considered only).

I1

Ii

Fig. 2 Illustration of 3D model being rotated from 0◦ shown in I1, to 50◦ in Ii. I1 and Ii

are processed to produce interest points x1 and xi. 3D correspondences are determined via
inverse projection and rotated by 50◦, so that each point in xi can be mapped to I1 (and vice
versa, not shown). Repeatability can now be measured easily by testing for points in close
neighbourhood.

3 Method

A set of popular interest point detectors are tested, including Harris [7], KLT [2],
FAST [14, 15], SIFT [11] and SURF [9]. The Vigra [10] computer vision library
additionally offers its own implementations of the Harris [7], Rohr [13], Foerstner
[3] and Beaudet [1] detectors. The detectors’ parameter settings are left at their
respective default values.

Models are manipulated within an OpenGL world space and rendered in a
400x400 pixel OpenGL viewport using linear filtering for textures. The models used
are a diverse combination of 34 scanned and artist-made models. Figure 3 shows a
small subset of these. Of these models, 15 are scanned untextured, 10 are artist-
made, textured models, 8 are scanned textured models, and one is an unscanned,
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untextured, artist-made model, which were all sourced from various research and
model repository sites 12345. Each model’s initial rest position was oriented to help
minimise occlusion and easily fit within the viewport. Interest points that exceed the
viewport area at any stage before or after transformation are excluded from the re-
peatability score. Interest points that do not correspond to any feature of the model
were also culled by establishing a bounding box around the model’s dimensions.
This predominantly includes interest points existing just beyond the edge of the
model, which would inverse-project to the distant backplane of the 3D scene and
therefore do not practically contribute to the repeatability score.

Fig. 3 Sample of models used in testing

The structural variability of the models necessitates that the robustness of each
detector is tested on as many model positions as possible – an approach also fol-
lowed by Schmid’s original work. Since many applications for interest point detec-
tors are applied to multiple, sequentially linked frames [8], it seems reasonable to
develop a testing regimen that would fit this. Schmid’s approach of limiting rotation
to within -50◦ to 50◦ is retained for X and Y rotation since occlusion is much more
likely at more extreme rotations, as well as rotating 180◦ face on in the Z axis. XY
scale (i.e., zooming into the image) has been arbitrarily capped to a scaling factor
of 4.0. Incrementation for X and Y rotation has been set at 5◦, which means that
the total 105◦ rotation is covered in 21 frames. Z rotation was made in 10◦ incre-
ments and ranged from 0◦ to 180◦. The X, Y and Z rotations are all compared to
the rest position at 0◦. Scale in the XY axis starts at 1.0 in the rest position and is
incrementally increased by 0.25 up to the aforementioned maximum.

The noise filter used for testing is a simple luminance based filter that randomly
modifies the luminance of each pixel within a specified range (tolerance) of the total
luminance space; a tolerance of 1.0 would produce completely random luminance
values along a uniform distribution. Each of the repeatability evaluations were done
using no noise, noise with a tolerance of 0.05 and noise with a tolerance of 0.10. The
resultant image graininess assists to determine how reliable the feature detectors

1 http://users.cms.caltech.edu/ keenan/models.html
2 http://people.csail.mit.edu/tmertens/textransfer/data/index.html
3 http://graphics.stanford.edu/data/3Dscanrep/
4 http://www.sci.utah.edu/ wald/animrep/
5 http://www.turbosquid.com/3d
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are when the intensity of pixels are changed slightly and randomly, as happens in
natural image capture. For simple illustration, Figure 4 demonstrates how the noise
filter affects the luminance of pixels in the image.

Fig. 4 Zoomed in sample of noise filter with no noise, noise with 0.05 tolerance and noise
with 0.10 tolerance

4 Results

Interest point repeatability depends on the chosen ε value. Lower ε values are gen-
erally preferable, as they require interest points to lie very close together to be re-
garded as describing the same image feature, whereas larger values might lead to
confusion between different features. However, the low value of 0.5ε , where two
interest points correspond to each other only if they are closer than half a pixel in
distance, yielded very poor performance in our tests, as shown in Figure 5 for each
level of noise across all tested transformations. Further investigation revealed that
this could be reproduced by simply changing the direction of the scanning subwin-
dow of the detectors, so this level of inaccuracy appears to be surprisingly intrinsic
and common to the detector implementations. Results at 1.5ε , i.e. a single pixel
tolerance within the full Moore neighbourhood, may hence be more representative
for purposes of comparing these detectors, and for this reason and for the sake of
brevity, we will focus on 1.5ε when illustrating further outcomes.

Each of the transform tests in figures 6, 7, 8 and 9 illustrate the mean repeatabil-
ity of each detector for all 34 models tested. Each level of noise tested shows that
the performance of most detectors degrades as more noise is introduced. In some
cases such as the Harris detector, the performance degradation is quite marked. In
every test, Harris with default settings demonstrates very little robustness as more
noise is introduced, which is observable even at the lower noise level, but can most
easily be seen in figure 5c. Interestingly, the FAST detector has the best overall per-
formance, and even performs unexpectedly better with a small amount of noise (see
figure 5b), although it suffers a steep performance decline—particularly for small
transformations—at the higher noise level tested here.
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(a) No noise.

(b) Noise at 0.05 tolerance. (c) Noise at 0.10 tolerance.

Fig. 5 Mean of 0.5ε to 5.0ε , for all tests, with all models

Overall, compared to the other interest point detectors, the FAST detector is most
robust across larger transformations, as demonstrated in figures 6 to 9. Only at ro-
tations of less than 10◦, scale changes under 25%, and very high noise levels do the
other detectors remain competitive. Conversely, SIFT, SURF, and KLT constitute the
bottom of the pack, with weak capabilities in following features across larger model
rotations and scaling. However, it is worth remembering that this assessment is only
based on a single performance measure—repeatability—and there are other prop-
erties of these detectors that can make them desirable for a particular application.
The Vigra-included detectors performed within a comparatively similar mid-range
performance band, and there are few surprises to be noted here. As with all other
detectors—although only weakly observed with SIFT and SURF—they exhibit a
particular sensitivity to multiples of 90◦ rotations along the Z-axis.

Though some effort was taken to reduce the effect of point occlusion on repeata-
bility, the models themselves may self-occlude features when rotated along the X
and Y axes. Conventionally, points occluded this way should be considered outside
of the working area, but such situations are not fully handled by our system. At
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(a) No noise.

(b) Noise at 0.05 tolerance.

(c) Noise at 0.10 tolerance.

Fig. 6 X rotation at 1.5ε with all models

(a) No noise.

(b) Noise at 0.05 tolerance.

(c) Noise at 0.10 tolerance.

Fig. 7 Y rotation at 1.5ε with all models

this stage, we in fact do not know how much of a significant factor this is as far as
repeatability is concerned, although large rotations would obviously result in exten-
sive occlusion. Because depth does not play a factor in measuring the ε distance of
points in images I1 and Ii, we can find situations where interest points at a greater
relative Z depth and closer relative to the XY axes can be considered closer than
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(a) No noise.

(b) Noise at 0.05 tolerance.

(c) Noise at 0.10 tolerance.

Fig. 8 Z rotation at 1.5ε with all models

(a) No noise.

(b) Noise at 0.05 tolerance.

(c) Noise at 0.10 tolerance.

Fig. 9 Scale XY rotation at 1.5ε with all
models

interest points that share the same Z depth yet are measured as further away from
the reference interest point in image I1. However, situations like this are only a prob-
lem if the point from Ii is also an occluded point in I1. A larger impact on repeata-
bility is expected from those interest points that arise along the edge of the model
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(bordering the scene background) but which do not represent an actual feature on the
model itself. These do not consistently transform with the rest of the model, e.g., a
rotation of a sphere will not change anything about the position of the sphere’s edge.
Currently, such interest points are not filtered out (except if they lie outside the ac-
tual model), as they are very distinct features of the image and obvious targets for
image point detectors, but more careful consideration of their impact is needed.

5 Conclusion

The feature tracking performance of nine low-level interest point detectors was sys-
tematically evaluated on Schmid’s repeatability measure [16] implemented within a
3D OpenGL virtual environment. Rotations in the X, Y, and Z axis as well as scal-
ing was applied to 34 3D models, including scanned and artist-made objects, and
tested with varying degrees of artificial noise. The demonstrated system was capable
of finely differentiating interest point repeatability and robustness in a precise and
highly reproducible way, albeit at the cost of offering only a synthetic benchmark.
The results indicate a general, but not universal, superiority of the FAST detector,
and should offer a useful insight into the behaviour of these interest point detectors
for researchers intending to utilize them in their computer vision tasks. In future,
the proposed framework is intended to be used in rapidly and potentially automat-
ically prototyping new detector types for specific applications, a process in which
synthetic testing such as employed here is highly practical.

Acknowledgements. This work is partially supported by the Chinese Natural Science Foun-
dation under Grants (No.61070117 ) and the Beijing Natural Science Foundation under Grant
(No.4122004).
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Extended Investigations on Skeleton Graph
Matching for Object Recognition

Jens Hedrich, Cong Yang, Christian Feinen, Simone Schäfer,
Dietrich Paulus, and Marcin Grzegorzek

Abstract. Shape similarity estimation of objects is a key component in many com-
puter vision systems. In order to compare two shapes, salient features of a query and
target shape are selected and compared with each other, based on a predefined sim-
ilarity measure. The challenge is to find a meaningful similarity measure that cap-
tures most of the original shape properties. One well performing approach called
Path Similarity Skeleton Graph Matching has been introduced by Bai and Late-
cki. Their idea is to represent and match the objects shape by its interior through
geodesic paths between skeleton end nodes. Thus it is enabled to robustly match
deformable objects. However, insight knowledge about how a similarity measure
works is of great importance to understand the matching procedure. In this paper
we experimentally evaluate our reimplementation of the Path Similarity Skeleton
Graph Matching Algorithm on three 2D shape databases. Furthermore, we outline
in detail the strengths and limitations of the described methods. Additionally, we
explain how the limitations of the existing algorithm can be overcome.

Keywords: Skeleton, Skeleton Graph, Graph Matching, Shape Recognition.

1 Introduction

Sensory devices have become increasingly affordable. The processing power as well
as storage space have been drastically improved in last decades. The amount of im-
age data is growing rapidly. On the one hand, recording and consumption of such
data has been getting easier. On the other hand, complexity of searching and rea-
soning complicates the access to data [17]. Compared to well-known data types like
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plain text documents, images are much more sophisticated to manage. For exam-
ple, searching in semi-structured data like text documents are less complex since
searching conditions can be controlled by syntactic means. However, queries based
on images have to be implemented by semantic aspects which are not explicitly
known previously. Thus, similarity measures are an ongoing research topic, which
is an important contribution to various applications, like multimedia retrieval and
object recognition [12]. In order to compare two shapes, salient features of both
have to be extracted and compared with each other. Afterwards, shape features of
the query object are compared to those of the target. Therefore, an appropriate and
predefined similarity measure has to be selected. One challenge is to find a meaning-
ful similarity measure that captures most of the original object’s properties. Unlike
other similarity measures, the proposed method in this paper establishes correspon-
dences between skeleton and nodes. The basic concept is proposed in [2], includ-
ing a comprehensive evaluation which shows promising results for comparing 2D
objects based on skeletons.

We start by discussing the related work and providing a brief explanation of
the Path Similarity Skeleton Graph Matching algorithm proposed by Bai et al. [2]
(Section 2). In Section 3, we outline some limitations and issues which can appear
within the matching process. Section 4 presents the recognition performance of the
reimplemented algorithm on three 2D shape databases. Finally, we conclude our
work in Section 5.

2 Related Work

Algorithms to analyse objects by shape can be typically categorized by the data rep-
resentation, namely (i) point set representation, (ii) boundary representation, and
(iii) medial representation. The point set representation is an unorganized point
set. One-to-one correspondences between two point sets are established based on
meaningful descriptors [4]. The goal is to find corresponding pairs of points in both
shapes that have the highest similarity. The boundary representations represent an
object by its hull; e.g. snakes [7] are used to match objects. Thereby, one idea is
to measure the matching energy which is needed to match two contours [18]. The
medial representation describes the object by its interior, e.g. skeletons (also called
medial axes or symmetry axes) are the most propagated medial object representa-
tions. They include essential topology and geometrical information [10]. In com-
parison to boundary representation approaches, skeleton-based methods show their
advantages in matching of deformable objects. They are more robust to overlaps,
deformations or misplaced object parts [14]. However, skeletons are sensitive to
noisy input data, which increases the complexity of the skeletal structure and sub-
sequently the matching complexity. Therefore, the skeleton’s quality depends on
pre- and post-processing methods, e.g., contour sampling or skeleton pruning. The
advantage is that the matching can be reduced to the graph matching problem.
Matching single salient skeleton points, e.g. junction nodes or end nodes, is a
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further approach. In [8, 9] shock trees – a variant of skeletons – are used for shape-
comparison based on an edit-distance algorithm. The edit distance is computed by
traversing the rooted shock tree while edit operations are being applied to the tra-
versed edges. All edit operations are associated to a predefined edit cost. The idea is
to transform one skeleton branch into in opponent branch. Thus, the similarity be-
tween two shapes is measured by summing up the cost of deformations between the
shock transitions. Many matching approaches enforce one-to-one correspondences,
but noisy image data deal with the problem that one-to-one matchings are not al-
ways possible. In [5, 6] the authors present a technique for many-to-many match-
ing of medial axis graphs. The idea is to embed the nodes of two graphs into a
fixed-dimension Euclidian space and using the Earth Mover’s Distance to enable a
many-to-many matching between nodes of the graphs.

2.1 Path Similarity Skeleton Graph Matching

Following contents provide a description of the Path Similarity Skeleton Graph
Matching algorithm, proposed by Bai and Latecki in [2]. Our aim is to provide a
deep understanding of the concept in order to explain the investigated limitations
of this algorithm in Section 3. The algorithm can be divided into three major parts:
(i) getting a compact skeleton representation, (ii) computing the matching costs be-
tween the end points, (iii) repeating the latter procedure for all combinations of end
nodes. The final matching of the skeleton end nodes is performed by applying the
Hungarian algorithm.

2.1.1 Skeleton Representation

A key concept is the use of information about skeleton paths. The skeleton repre-
sentation incorporates the main contour information. The example of the two bird
shapes in Fig. 1a-b will guide through the explanations. A skeleton path p(vm,vn) is
defined as the shortest path between a pair of end nodes vm and vn passing the skele-
tal structure (see Fig. 1c). The skeleton paths are found by constructing a weighted
skeleton graph. The edge weight is defined by the length of the corresponding skele-
ton branch. Hence, it is possible to apply a shortest path algorithm (e.g. Dijkstra’s
algorithm). Additionally, information about the object contour is included. Thus, a
skeleton path p(vm,vn) is sampled with M equidistant points. Afterwards, all radii
of maximal disks, measured at each sampled point t, are noted within a path vector
(cf. Eq. 1 and Fig. 1d):

Rm,n = (Rm,n(t))t=1,2,...,M = (r1,r2, . . . ,rM) , (1)

In [2] the distance of each sampled skeleton point t to its feature point is approxi-
mated by a distance transform DT (t), in our case a Euclidian distance map is com-
puted. Afterwards, the distance is normalized to make the method invariant to scale.
Finally, the distances are approximated and normalized as follows:
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Fig. 1 (a-b) Example for two skeletons S and S′ to be matched. (c) The complete skeleton (top
left) and all skeleton paths emanating of one example end node. (d) Sampling of a skeleton
path. The sampling points are indicated with white dots. The distance to their feature points
is indicated by the black circles. For the skeleton path representation, the normalized distance
of the skeleton points to their feature points is measured and noted in the skeleton path vector.

Rm,n =
DT (t)

1
N0

∑N0
i=1 DT (si)

, (2)

where N0 is the number of pixels in the original shape and si(i = 1,2, ...,N0) varies
over all N0 pixels within the shape. The ordered list of M distance values is obtained
for each skeleton path. All distance values are noted in the path vector (cf. Eq. 1).

2.1.2 Dissimilarity between End Nodes

In order to compute the matching costs for two end nodes, a similarity measure is
necessary. Therefore, the dissimilarity of two skeleton paths is given by the path
distance shown in (Eq. 3) (where ri and r′i are radii of maximal disks of the path
vectors R and R′, l and l′ are the length of the skeleton paths p(u,v) and p(u′,v′)).
The influence of the path length is weighted by the factor α ∈ R

+. To make the
approach invariant to scale, the lengths are normalized. The assumption is that sim-
ilar skeleton paths have consecutive skeleton points with similar radii of maximal,
inscribed discs.

pd(p(u,v), p(u′,v′)) =
M

∑
i=1

(ri− r′i)
2

ri + r′i
+α

(l− l′)2

l + l′
(3)
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All path distances for one pair of end nodes are combined in one path distance
matrix (PDM) (Eq. 4). Two skeleton graphs G with K + 1 end nodes and G′ with
N + 1 end nodes are matched with K ≤ N. The end nodes vi and v′j of G and G′ are
ordered by traversing the object contours in clockwise direction. This leads to an
ordered list of end nodes: {vi0,vi1, . . . ,viK} for G and {v′j0,v′j1, . . . ,v′jN} for G′.

PDM(vi0,v′j0) =

⎛
⎜⎝

pd(p(vi0,vi1), p(v′j0,v
′
j1)) · · · pd(p(vi0,vi1), p(v′j0,v

′
jN))

...
...

...
pd(p(vi0,viK), p(v′j0,v

′
j1)) · · · pd(p(vi0,viK), p(v′j0,v

′
jN))

⎞
⎟⎠ (4)

To estimate a dissimilarity value for a pair of end nodes vi and v′j, the PDM is ap-
plied to the Optimal Subsequence Bijection (OSB) [11]. By using this approach, the
problem of estimating the similarity of two end nodes is reduced to elastic matching
of time series. One main advantage of using OSB is that outliers within the path dis-
tance matrix can be easily skipped. The PDM is computed for every combination
of end nodes in two skeleton graphs and afterwards applied to the OSB function:
c(vi,v′j) = OSB(PDM(vi,v′j)). Subsequently, the resulting cost matrix C (cf. eq. 5)
is used as input for the Hungarian algorithm. Hence, the matching problem is re-
duced to the classic assignment problem in a bipartite graph.

C(G,G′) =

⎛
⎜⎜⎝

c(v0,v′0) c(v0,v′1) . . . c(v0,v′N)
c(v1,v′0) c(v1,v′1) . . . c(v1,v′N)

...
...

...
c(vK ,v′0) c(vK ,v′1) . . . c(vK ,v′N)

⎞
⎟⎟⎠ (5)

3 Investigations on the Path Similarity Skeleton Graph
Matching Algorithm

The following investigations are based on a reimplementation of the Path Similarity
Skeleton Graph Matching algorithm proposed in [2]. Deduced from our experience,
we detected three major limitations, which can occur in special matching cases:
flipped images, 1-to-1 matching of the end nodes, and spurious skeleton branches.

3.1 Flipped Images

The cheapest path through a given path distance matrix (PDM) is estimated by the
OSB-Function. It is assumed that the cheapest path for two corresponding end nodes
goes from the upper left corner to the lower right corner. By traversing the matrix
with the OSB function, it is not allowed to go backwards, neither in the rows nor
in the columns. In the case of matching two similar shapes which head towards
different directions, the correct matching costs cannot be estimated with the OSB
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function (cf. Fig. 2a). In these cases, the actual cheapest path through the matrix
is flipped and goes from the upper right corner to the lower left corner (cf. Eq. 6).
This means that the OSB function is not able to estimate a reliable indicator for the
similarity.

PDM(vi0,v′j0) =

⎛
⎜⎜⎜⎝

. . . 7 5 8 0

. . . 2 3 0 8

. . . 5 0 3 5

. . . 0 5 2 7

. . . . . . . . . . . .

⎞
⎟⎟⎟⎠ (6)

As a solution, we apply the OSB function twice: once for the original image, and
once with one image flipped horizontally. From the resulting two match lists, the
one with lower matching costs will be chosen as the real matching. In the most
cases this works quite well. The minimal matching cost value is taken as similarity
value. However, this strategy can fail in the case of strong dissimilarities between
two shapes. Only, a more complex strategy which compares contour partitions in
detail can overcome this failure. For example, the shapes in Fig. 2a are oriented in
opposite directions, but the matching costs for the second run with one of the images
flipped leads to lower matching costs than the first run. Thus, in the algorithm the
two shapes are assumed to be oriented in the same direction, which in the end leads
to an unsatisfying matching.

3.2 1-to-1 Matching

1-to-1 matching of end nodes is another issue which we identified. It is not always
possible to assign a correct matching partner to each end node. For example Fig. 2b
depicts an acceptable matching, but both skeletons have one additional end node
that has no matching partner. Within the Hungarian algorithm each end node has
to be assigned to one partner, even though they do not correspond. This is not only
a limitation of this particular algorithm, but a problem of all matching algorithms
that reduce the matching problem to a 1-to-1 matching in a bipartite graph. Using
a different approach could be a solution to this problem. For example, the Earth

(a) Flipped shapes (b) 1-to-1 matching

Fig. 2 a) If one shape is flipped, it is likly that the method fails to determine. b) 1-to-1 match-
ing is not always possible. In this example, all matchings have been found correctly, but the
two remaining end nodes with no matching partner in the other skeleton are matched.
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Mover’s Distance (EMD) as used in [13] also allows partial matchings. This could
be a solution to better deal with noisy skeleton data.

3.3 Spurious Skeleton Branches

The Path Similarity Skeleton Graph Matching algorithm requires perfectly regular-
ized skeletons, where each skeleton branch represents a significant visual part of the
shape. Since each end node has to be assigned to an 1-to-1 matching partner, spuri-
ous skeleton branches have profound negative impact on the matching result. Fig. 3a
illustrates wrong assignments between two elephant shapes, which are caused by a
spurious branch in the tail of the left elephant (see Fig. 3b). After manually remov-
ing this branch the number of correct correspondences has significantly increased
(cf. Fig. 3c). Thus, one has to make sure that the input skeletons do not contain
spurious branches.

(a) Bad matching caused by spurious branches (b) Zoom in

(c) Matching after the spurious branch has been re-
moved

Fig. 3 One spurious branch can have a high impact on the matching result

4 Recognition Performance

Based on our reimplementation, we used several shape databases like Aslan and
Tari [1], kimia-99 [15] and kimia-216 [16] to evaluate the recognition performance.
The skeleton of each shape is computed by the Discrete Curve Evolution (DCE)
algorithm [3]1, with the parameters ρ = 4, T1 = 1 and number_vertice = 15. The
parameters for the similarity measurement were M = 50 and α = 40. All shapes

1 Available at https://sites.google.com/site/xiangbai/BaiSkeletonPruningDCE.zip
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Fig. 4 Average precision and recall development in the kimia216 database with increasing
number of result documents

from the databases has been used as a query. In order to rate the retrieval, the average
precision is computed and for each query the maximal number of shapes within the
retrieval class is returned. For each query on the Aslan and Tari database, three
shapes are returned, which leads to a average precision of 0.93. For each query on
the kimia-99 database 9 shapes are returned, which results in an average precision of
0.84. In the kimia-216 database 11 shapes are returned for each query, the average
precision is 0.81 (cf. Fig. 4). Table 1 summarizes the number of all correct shapes
for the first eleven retrieval results from the kima216 database in comparison to the
values listed in the original paper. Obviously, the results are not as good as in the
original paper. It is assumed that the input skeletons play a significant role. Several
skeletons used in the experiments contain spurious branches, which had a profound
impact on the matching quality and led to distorted overall similarity values. This
effect has been observed in many of the query results. However, the originally used
parameters for the DCE algorithm are not reported.

Table 1 Summary of correct shapes in the 1st, 2nd,.. retrieval result

1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th 11th
Original paper 216 216 215 216 213 210 210 207 205 191 177

Our results 210 208 203 202 200 192 186 167 161 130 96

To verify this assumption, further experiments were performed on the more prob-
lematic classes of the Kima-216 database. This time, the skeletons in the database
were pruned manually so that each skeleton branch represents a significant visual
part of the original shape. As the significant parts of shapes of the same class should
be quite similar, the skeletons get more comparable. Using the manually pruned
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skeletons leads to better results in the performed queries. For example, the average
precision for the queries from the ’bird’-class went up from 0.69 to 0.81, the aver-
age precision for the queries from the ’camel’ class went up from 0.63 to 0.73 (see
table 2). Additionally, it can be observed that the average precision value for the
Kimia-99 and Kimia-216 database is worse than for the Aslan and Tari database.
The reason for this partly lies in the composition of data in both databases. In the
Aslan and Tari database, the algorithm’s performance for non-rigid shapes is mainly
evaluated. Parts of the shapes are bent and the shapes are similar to each other within
a class. The main challenge in the Kimia-99 database is that several shapes are
occluded.

Table 2 Example queries on the Kimia-216 database. In the left column, the query shape
is shown. From left to right, the eight most similar shapes in the database are shown. The
similarity to the query drops from left to right.

Query 1st 2nd 3rd 4th 5th 6th 7th 8th

5 Conclusion

In this paper we reimplemented the Path Similarity Skeleton Graph Matching algo-
rithm [2] and performed a reevaluation on three shape databases (Aslan and Tari,
kimia-99 and kimia-216). Additionally, we reported the limitations of the algorithm
in detail for the first time. A fundamental understanding is necessary to understand
upcoming issues during a matching process. The algorithm showed its advantages
when dealing with non-rigid objects and articulated joints. An average precision
of 0.93 (0.98 with manually pruned skeletons, respectively) for the Aslan and Tari
database shows that shape deformations do not affect the skeleton’s topology and
the use of path radii has no impact on the matching results. The experiments with
the Kimia-99 and Kimia-216 database also showed acceptable results with an av-
erage precision of 0.84 and 0.81, respectively. In this paper, we were not able to
reproduce the excellent recognition results of the original paper, due to the lack of
the not reported parameters for the skeletonization method. However, problems in
the recognition performance occurred when shapes of different classes were simi-
lar. In addition, overlaps have a negative impact on the recognition results. A severe
limitation of the algorithm is its requirement of optimal skeletons. The experiments
showed that spurious branches in one of the skeletons lead to distorted matching
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results in several cases. Consequently, this affects the object recognition perfor-
mance when using the described matching algorithm in the retrieval system. In the
future, we will investigate strategies how to deal with flipped images and pruning
algorithms for skeletons to reduce the number of spurious branches. Furthermore,
this matching algorithm could be used as an initial similarity measurement in a hi-
erarchical and more complex object recognition system. Another challenge is the
rapidly growing amount of 3D data. An extension of the Path Similarity Skeleton
Graph Matching method towards the third dimension would be a great contribution
to the object recognition community.
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Low-Level Image Features for Stamps Detection
and Classification

Paweł Forczmański and Andrzej Markiewicz

Abstract. This paper presents a novel approach to detect and classify stamp in-
stances in scanned documents. It incorporates several methods from the field of
image processing, pattern recognition as well as some heuristic. At first, color sep-
aration is applied in order to find potential stamps. Next, several methods aimed
at detecting objects of specific shapes are employed. Then, isolated objects are ex-
tracted and classified using a set of shape descriptors. Selected features are rota-
tion, scale and translation invariant, hence this approach does not depend on the
document size and orientation. The experiments performed on a large set of real
documents retrieved from the Internet gave encouraging results.

1 Introduction

Document analysis is one of the most important areas of digital image processing
and pattern recognition. The task of detection and recognition of stamps (seals) on
digital images is a very important problem. Since we are facing an important change
in the technology - conversion from paper documents into digital ones - the need for
algorithms and approaches having the ability to automatically segment and extract
important document’s elements is very high. Despite significant progress in this
technology, this problem still remains open [8,12]. The difficulty of stamp detection
and classification is related mainly to the lack of templates. In general, there are no
good templates for stamps. It is because there is no standard and commonly used
stamp’s representation. Stamps are complex objects, containing graphical and tex-
tual elements that can be placed on any position in the document. Stamps diversity
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comes from their orientation, shape, color, fonts, ornaments and quality of imprint-
ing. Even two imprints of the same physical stamp can look very different. This
same applies to other objects that were described in [4] or [9].

Recently, several methods oriented at automatic stamp detection and classifica-
tion have been proposed. They work on color objects [8] or detect stamps of par-
ticular shape [12]. Unfortunately, there is no approach that detects and classifies all
the diversity of stamps. There are also several approaches oriented at logo retrieval,
which is a similar problem [13]. The newest ones include application of one of the
several modern shape descriptors, i.e. SIFT/SURF [6, 7] or ART [5]. It should be
however noted, that such approaches can not be directly employed to stamp detec-
tion. Although, there are many common geometrical features that characterize both
objects [4,13], the process of imprinting introduces strong distortions (noise, incon-
sistency, gaps, stains, etc.) in the stamp representation. Because of this fact and the
diversity of stamps, even within a single class (in terms of shape), the application of
such descriptors is not possible.

In this paper we present a new approach to detect stamps of different shapes and
colors and extract them properly even if they are overlapped with signature or text.
Because of the high variance in shape domain we focus on official stamps (with
well-defined shape) of any particular color. In opposition to [8], the detection of
black stamps is also possible. Shapes being detected are not limited to ovals and
squares, like in [12]. Good results have been achieved detecting stamps in docu-
ments containing other similar objects such as logos and texts.

2 Algorithm Overview

The input for the proposed approach is given as a scanned or photographed doc-
ument. It is important that the imaging plane is parallel to the document plane in
order to preserve geometrical features of all elements. From the practical point of
view, it is also crucial, that the image has quite high spatial resolution and is stored
in a format that provides minimal loss of quality. The algorithm is developed to
work on both color and monochrome images that are not subjected to any brightness
equalization.

The output provides information about the number of stamps detected, their
shapes, colors and coordinates.

The algorithm (see Fig. 1) consists of the following steps:

1. Color segmentation and candidates extraction (for color images),
2. Shape-specific detection:

• detection of circles,
• detection of lines,
• detection of other shapes using heuristics,

3. Stamps verification,
4. Classification and final output.
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Fig. 1 Workflow diagram

The first step is to detect areas that may contain interesting objects. For this purpose,
we look for elementary structures, like lines, circles and any other consistent areas.
In case of color images, we perform a color conversion RGB → YCbCr and work
on Cb and Cr planes in an independent manner [2]. Next, we obtain candidate areas
which are later verified using a number of features that characterize specific shapes
and classify them into stamps and no-stamps (objects with similar shape, yet with
different raster features). The further recognition is performed using one of several
investigated classifiers.

More detailed information about all stages are presented in the following sec-
tions, however in this paper we focus on the low-level image features employed in
classification as it seems, according to our opinion, the most challenging problem.
Moreover, a few of these steps have already been precisely described in our previous
works [2, 3].

2.1 Image Preprocessing

Since RGB space is not optimal in terms of color image segmentation due to the
correlation between channels [2], an input image is converted into YCbCr represen-
tation. It is especially usable because of the red/blue separation. Moreover, it is a
native color format for JPEG files. We focus on this color space, since according to
our observations, less than 4% of the stamps are represented by colors other than
blue or red. According to our previous observations [2] we investigate objects with
dimensions not smaller than 5% of shorter edge of input image and not larger than
40% of its longer edge. Both matrices Cb and Cr are subjected to an averaging fil-
tering in order to reduce noise. The filter uses a mask which size is equal to 3% of
input image’s shorter edge. This ensures favorable results in the aspect of computa-
tion cost vs. quality. The next step is a binarization with different thresholds until at
least one of the areas meets an assumptions about the size of the stamp. Additionally,
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before filling holes inside found area, it is subjected to morphological operations -
region growing. Binary image is then labeled and each candidate region is passed to
the module responsible for stamp detection. It works on regions extracted from the
channel Y on the basis of binary mask being an output from the previous stage.

2.2 Stamp Detection

Different stamp shapes are detected by independent modules (see Fig. 1).
Detection of circles is done using the Circular Hough Transform (CHT) that

works on intensity image. At first, the edge detection using Canny detector is per-
formed, then morphological opening in order to eliminate noise is employed. Fi-
nally, classical HT is used.

Shapes consisting of straight lines (squares, rectangles, triangles) are extracted
using line detector based on Hough Transform. It operates on image containing
simple pixel gradients. Firstly, the input image is smoothed in order to remove noise.
Then, we select pixels of high intensity (above a certain threshold) and for each one
we employ an approach described in [1] which is an alternative to the original Hough
approach, where slope-intercept line representation was used.

Any other shapes are detected using heuristic approach presented below. Firstly,
the input image with dimensions of Hdoc×Wdoc pixels is converted to grayscale
and then binarized using adaptive thresholding, so it contains a number of closed
areas. For each such area a contour is extracted and its bounding box is defined.
The area of bounding box is given as Abox = HboxWbox, where Wbox and Hbox are
its width and height, respectively. Additionally, we calculate the number of pixels
in each area Ap. Candidates that satisfy the following conditions are passed to the
further processing: 400 < Ap < 5000 and min{Hbox,Wbox} > 0.05 ∗min{Hdoc,Wdoc

and max{Hbox,Wbox}< 0.40 ∗max{Hdoc,Wdoc}.

2.3 Stamp/No-Stamp Verification

The verification is performed using a set of 11 object’s characteristics captured in
the spatial domain. There are 7 direct features: average pixel intensity, intensity
standard deviation, median value of intensity, pixel contrast, brightness to contrast
ratio, intensity of edges, brightness to edges intensity ratio, and 4 features calculated
from coocurence matrix: contrast, correlation, energy and homogeneity. In order to
select a classifier we performed several experiments involving Naive Bayes Classi-
fier (NBC), Linear Logistics Regression (LLR), Multilayer Perceptron (ML) and K-
Nearest Neighbors (kNN) with different values of k. The rates of True Positive and
False Positive are given in Tab. 1. Based on these results at the stage of stamp/no-
stamp verification we selected kNN with k = 1 as a method with the lowest FP rate.
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Table 1 Classifiers efficiency comparison

Classifier TP Rate FP Rate Classifier TP Rate FP Rate
NB 91.8% 49.6% kNN, k = 1 83.4% 15.4%
LLR 84.1% 37.7% kNN, k = 2 91.7% 31.4%
MLP 86.5% 26.9% kNN, k = 3 84.9% 21.3%

2.4 Stamp Shape Classification

Shape analysis module calculates several measures that are later evaluated at the
decision stage. It uses the following measures as the elementary features (M1 - Mi-
nor Axis Length, M2 - Major Axis Length, Ap - Object Area defined by the number
of pixels, P - Object Perimeter), which are later employed to build more complex
characteristics. These characteristics were chosen intentionally, since they give a
maximal discriminative power in terms of shape classification. All of them are nor-
malized to the interval [0,1].

Roundness is evaluated according to the average value of the three following
measures R1,R2 and R3:

R1 =

∣∣∣∣1−
|M2−M1|

max(M1,M2)

∣∣∣∣ , (1)

R2 =

∣∣∣∣∣∣∣∣∣∣
1−

∣∣∣∣∣
π
(

M1+M2
2

)2

2 −Ap

∣∣∣∣∣
Ap

∣∣∣∣∣∣∣∣∣∣
, (2)

R3 =

∣∣∣∣1−
|π max(M1,M2)−P|

P

∣∣∣∣ . (3)

Squarness is calculated according to the following:

S =

(
min(
√

Ap,
P
4 )

max(
√

Ap,
P
4 )

)2

. (4)

Vertices number is calculated as a function of object’s extreme points, i.e. if an ob-
ject contains three extremes then it is considered to be a triangle. However, binary
objects that are extracted from real documents are often noised or distorted hence
finding extremes is very difficult or the number of detected extremes can be differ-
ent from the truth. In order to assess the extremes an input object is binarized, then
we select all extreme points (their coordinates) and create a new binary matrix con-
taining zeros. Next, we put ones in the cells that match found coordinates. Further
we cluster the points to their groups based on their spatial location. At this stage we
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perform a dilation procedure in order to fill gaps and create groups of neighboring
pixels. Then, basing of the number of groups, the extremes are detected.

Aspect ratio is calculated as the proportion of object’s width and height (in the
similar manner to the one presented in Sec. 2.2):

R =
M1

M2
. (5)

Extent is the ratio of the number of pixels lying in a rectangle that is circumscribed
around an object to the total number of pixels belonging to the object itself:

EX =
HboxWbox

Ap
. (6)

Another measures, that are later employed include ellipticity, elliptic variance, cir-
cular variance, triangularity coefficient (based on central moments) and minimal
bounding figure - a coefficient defining a ratio between the area of a smallest shape
that is wrapped around the object and this object’s area. They involve the use of
moment invariants μpq (of second order), where each contour point i ∈ 1, . . .N is
described by its coordinates pi = (x,y). The centroid is calculated as a mean of all
points coordinates: μ = 1

N ∑i pi and the mean radius is equal to μr =
1
N ∑i ‖pi−μ‖.

Ellipticity [11] is calculated using the following formula:

I1 =
μ20μ02− μ2

11

μ4
00

. (7)

The moment for a unit radius circle allows to compute I1 =
1

16π2 for a perfect figure.
Ellipticity value ranges over [0,1] and is computed as follows [11]:

EI =

{
16π2I1 if I1 ≤ 1

16π2
1

16π2I1
otherwise

. (8)

Circular variance described in [10] is calculated as follows:

Cvar =
1

Nμ2
r

∑
i

(||pi− μ ||− μr)
2. (9)

Elliptic variance describing ellipses employs the following formula [10]:

Evar =
1

NμrC
∑

i

(
√
(pi− μ)�C−1(pi− μ)− μrC)

2 (10)

where: C = 1
N ∑i(pi− μ)(pi− μ)� is a covariance matrix, while

μrC = 1
N ∑

i

√
(pi− μ)�C−1(pi− μ).
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Triangularity also employs moment invariants [11] and for an ideal right-angled
triangle is equal to I1 =

1
108 , thus the triangularity of an analysed object is computed

as follows (again, giving values from the interval [0,1]):

TI =

{
108I1 if I1 ≤ 1

16π2
1

108I1
otherwise

. (11)

Minimal Bounding Figure Coefficient - is calculated as a ratio of object’s actual
area to the area of an ideal figure that is circumscribed on it. It is called minimal
bounding figure and the method of calculation is similar to [11].

In the shape analysis we employ also a coefficient Ap related to the object’s area
understood as the number of pixels belonging to it. The following group of geomet-
rical features is calculated on the basis of object’s area, its shortest radius (span) Rs

and its longest radius (span) Rl . If the difference Scir = Rs−Rl is small enough (in
our case, lower than 10 pixels) we assume that the object has circular shape. On
the other hand, an object is considered to be a square if a value of Ssqr from the
following equation is close to one:

Ssqr =
Ap

4Rs
2 . (12)

An ellipse is described as a coefficient:

Seli =
Ap

πRsRl
. (13)

If it is close to one, then the object is recognized as an ellipse. In the same manner,
the coefficients related to other shapes, like rectangle, triangle and rhombus (which,
for classification purposes, is treated as a square) can be calculated respectively, as:

Srct =
Ap

4Rs

√
Rl

2−Rs
2
, (14)

Stri =
Ap
√

3
(Rl +Rs)2 , (15)

Srho =
Ap

√
R2

l −R2
s

2R2
l Rs

. (16)

At the decision stage a voting classifier uses weights equal to one for all features,
except the following, which have weights equal to 3: R, Ssqr, Srec, Seli, TI , Minimal
Bounding Triangle, Mininal Bounding Circle, Minimal Bounding Square (from the
group of Minimal Bounding Figure).
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3 Experiments

During the experiments we evaluated the performance of both stages of processing,
namely the stamp detector and stamp’s shape classifier. The experiments were per-
formed on our own benchmark database consisting of a number of images collected
from the Internet. The details of this database are as follows: documents with no
stamps: 294 (41%), with single stamp: 309 (43%), with multiple stamps: 116 (16%)
and with logotypes: 367 (51%). Table 2 shows the confusion matrix obtained during
experiments performed on 2925 graphical objects extracted from above described
documents (a part of them was obtained by geometrical transformations and nois-
ing of original ones). There are 1589 stamps and 1336 no-stamps (logos, ornaments,
large letters) in the set. They were divided into learning and testing subsets accord-
ing to the 10-fold cross validation. During experiments the algorithm was able to
recognize 2456 objects, while the rest 469 were misclassified. Table 3 shows the
confusion matrix for shape classification.

Table 2 Confusion matrix with true positive and false positive indicators

Stamps No-Stamps False Positives True Positives
Stamps 1326 263 15.4% 83.4%

No-Stamps 206 1130 16.6% 84.6%

Table 3 Confusion matrix for shape analysis module. Total efficiency - 79%.

Predicted
Analysed shape Circle Ellipse Square Triangle Rectangle

Circle 426 4 14 2 0
Ellipse 104 266 5 5 37
Square 84 6 226 20 66

Triangle 10 12 0 279 20
Rectangle 1 11 0 15 488

The other experiment was devoted to overall performance of the proposed ap-
proach. It included the stage of shape detection and classification. It was performed
on a set of 719 scanned or photographed documents. For such experiment we ob-
tained the results presented in Tab. 4.

Provided tables prove that the proposed set of algorithms is able to detect and
classify most of stamps. However, it can also be noticed that a large part of them is
ignored. It comes from the fact that the database consists of many "difficult" cases -
in many cases stamps are hardly visible, only partially imprinted and overlap objects
such as pictures, post stamps or printed text (see examples in Fig. 2).
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Table 4 The performance of the whole algorithm

Detected Missed Accepted (TP) Rejected (FN)
Stamp 417 / 70.44% 175 / 29.56% 313 / 75.06% 104 / 24.94%

Detected Missed Accepted (FP) Rejected (TN)
Non-Stamp 377 — 129 / 34.22% 248 / 65.78%

correct

misclassified

Fig. 2 Sample stamps correctly recognized and misclassified at the shape analysis stage

There is also a problem of detecting stamps containing small tables or just texts.
In such cases it is almost impossible to distinguish them from actual tables or parts
of text. The decrease in classification performance is caused by also the fact, that
the database contains documents without stamps, documents with objects similar
to stamps, or actual stamps that do not meet conditions specified in Sec. 2.2. As it
can be seen from the observations, a large part of the documents has a low contrast.
Many wrongly detected areas (later rejected by the classifier) are simply the result
of strong compression of the input image.

4 Summary

A novel approach for detecting and classifying stamp instances in scanned docu-
ments was presented. It incorporates known methods of image processing, pattern
recognition as well as some heuristic. The algorithm is multi-stage, consisting of
object detection, verification and classification. Selected features are invariant to ro-
tation, scale and translation, hence this approach is independent on the document
size and orientation. The experiments performed on a large set of real documents
show the acceptable performance of the method. However, the selection of addi-
tional features of stamps could give a significant increase in the overall robustness.
The potential area of application includes automatic scanning software for paper
documents, content-based document retrieval and various postal services.

Acknowledgements. A great number of documents employed in our experiments was pro-
vided by Dr. Barbora Micenkova (Dep. of Computer Science, Aarhus University).
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Stochastic Approximation to Reconstruction of
Vector-Valued Images

Dariusz Borkowski

Abstract. In this paper we present a new method of reconstruction of vector-valued
images with additive Gaussian noise. In order to solve this inverse problem we use
stochastic differential equations with reflecting boundary. The reconstruction algo-
rithm is based on Euler’s approximations of solutions of such equations. We con-
sider Euler scheme with random terminal time and controlled parameter of diffusion
which is driven by geometry of Rn- valued noisy image. Our numerical experiments
show that the new approach gives very good results and compares favourably with
deterministic partial differential equation methods.

1 Introduction

Let D be a bounded, convex domain in R2, u : D→ Rn be an original image and
u0 : D→ Rn be the observed image of the form u0 = u+η , where η stands for a
white Gaussian noise (added independently to all coordinates). We assume that u
and u0 are appropriately regular. We are given u0, the problem is to reconstruct u.
This is a typical example of an inverse problem [1].

Stochastic methods of image reconstruction are generally based on the Markov
field theory, however some papers [3,4,7,13,14] involve advanced tools of stochas-
tic analysis such as stochastic differential equations. The weakest point of this ap-
proach in the case of image denoising is the necessity of using Monte Carlo method.
In particular, we have to do multiple simulations of trajectories of the diffusion
process. Euler’s approximation [11] is a classical method of diffusion simulations.
This scheme gives good results only for small time-step discretization, but unfortu-
nately reconstruction takes a very long time. In [3] the Euler scheme was improved
for applications to image processing by adding a controlled parameter. This new
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numerical scheme considered for a constant terminal time T is called a modified
diffusion (in short MD) and gives good results for long time-step discretization and
reconstruction is about 50 times faster than with the Euler’s approximation. In [4]
the authors introduced a numerical scheme based on Euler’s approximations with
random terminal time. They considered the modified diffusion method with termi-
nal time which depends on the geometry of the reconstructed image and therefore
it is random. These modifications of the classical Euler scheme lead to the algo-
rithm of denoising gray level images: modified diffusion with random terminal time
(in short MDRTT), which compares favourably with modified diffusion method [3]
and other classical denoising PDE filters.

A novel look in [4] on the reconstruction problem with the use of stochastic
Euler approximation was fruitful and gave encouraging results for gray level images.
The idea of this paper is to generalize these results to images with values in Rn, in
particular to colour images.

2 Mathematical Preliminaries

The reconstruction of images is based on two advanced tools of stochastic analysis:
stochastic differential equations (in order to model image diffusion) and Skorokhod
problem (in order to constrain the diffusion to image domain).

First we will define the Skorokhod problem. Let D⊂Rn be a domain with closure
D and boundary ∂D. Let T > 0 and by C([0,T ];Rn) we denote a set of continuous
functions f : [0,T ]→ Rn.

Definition 1. Let y ∈ C([0,T ];Rn), y0 ∈ D. A pair (x,k) ∈ C([0,T ];R2n) is said to
be a solution to the Skorokhod problem associated with y and D if

1. xt = yt + kt , t ∈ [0,T ],
2. xt ∈ D, t ∈ [0,T ],
3. k is a function with bounded variation |k| on [0,T ], k0 = 0 and

kt =

∫ t

0
ns d|k|s, |k|t =

∫ t

0
1{xs∈∂D} d|k|s, t ∈ [0,T ],

where ns = n(xs) is an inward normal unit vector at xs ∈ ∂D.

It is known that if D is a convex set, then there exists a unique solution to the Sko-
rokhod problem [12].

Definition 2. Let (Ω ,F ,P) be a probability space.

1. An n-dimensional stochastic process X = {Xt ; t ∈ [0,T ]} is a parametrised col-
lection of random variables defined on a probability space (Ω ,F ,P) with val-
ues in Rn.
For each fixed ω ∈ Ω the function Xt(ω), t ∈ [0,T ] is called a trajectory of X
and is denoted by X(ω).
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2. A filtration (Ft) = {Ft ;t ∈ [0,T ]} is a nondecreasing family of sub-σ -fields of
F , i.e. Fs ⊆Ft ⊆F for 0≤ s < t ≤ T .
By (FX

t ) we denote a filtration generated by process X , i.e.
FX

t = σ(Xs;0≤ s≤ t).
3. A stochastic process X is adapted to the filtration (Ft ) (X is (Ft ) adapted) if

for each t ∈ [0,T ], Xt is a Ft - measurable random variable.

Definition 3. Let Y be (Ft ) adapted process with continuous trajectories,
Y0 ∈D. We say that a pair (X ,K) of (Ft) adapted processes is a solution to the Sko-
rokhod problem associated with Y and D, if for almost every ω ∈Ω , (X(ω),K(ω))
is a solution to the Skorokhod problem associated with Y (ω) and D.

In what follows, by W = {Wt ;t ∈ [0,T ]} we shall denote a Wiener process starting
from zero. We assume that we are given a point x0 ∈D and some function σ : Rn →
Rn×Rm.

Definition 4. Let Y be an (Ft) adapted process. A pair (X ,KD) of (Ft ) adapted
processes is called a solution to reflected SDE

Xt = x0 +

∫ t

0
σ(Xs)dWs +KD

t , t ∈ [0,T ], (1)

if (X ,KD) is a solution to the Skorokhod problem associated with

Yt = x0 +

∫ t

0
σ(Xs)dWs, t ∈ [0,T ] and D.

The process X is called the process with reflection. The proof of existence and
uniqueness of the solution to reflected SDEs can be found in [12].

3 Reconstruction of Gray Level Images

We suppose for a while that the image is given by a function defined on the whole
plane. Put Xt =W x

t , t ∈ [0,T ], where W x is a two-dimensional Wiener process start-
ing from x ∈D. Then

E[u0(XT )] =
∫

R2

1
2πT

e−
|x−y|2

2T u0(y)dy =
∫

R2
G√T (x− y)u0(y)dy, (2)

where G√T (x) =
1

2πT e−
|x|2
2T is a two-dimensional Gaussian mask.

The reconstructed pixel u(x) is defined as the mean value E[u0(XT )]. Therefore,
by (2) the image is the convolution of the noise image with the two-dimensional
Gaussian mask.
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Since we want to consider the image as a function defined on the bounded convex
set, we have to introduce a new assumption on the process X . It is natural to assume
that the process X is a stochastic process with reflection with values in D. In this
case the process X is given by a Wiener process with reflection, i.e. it can be written
as Xt =W x

t +KD
t (see Definition 4).

The above model removes noise and blurs edges. Following [8,16] we provide a
construction of an anisotropic diffusion model, where noise is removed and image
has sharp edges. These conditions may be achieved by imposing

Xt = x+
∫ t

0

⎡
⎣−

(Gγ∗u0)x2 (Xs)

|∇(Gγ∗u0)(Xs)| , 0
(Gγ∗u0)x1 (Xs)

|∇(Gγ∗u0)(Xs)| , 0

⎤
⎦ dWs +KD

t , (3)

where uxi(y) =
∂u
∂xi

(y) and
u(x) = E [u0(XT )] .

To avoid false detections due to noise, u0 is convolved with a Gaussian kernel

Gγ(x) = 1
2πγ2 e

− |x|2
2γ2 (in practice a 3× 3 Gaussian mask).

3.1 Euler’s Approximation

Consider the following numerical scheme

Xm
0 = X0, Xm

tk = ΠD[X
m
tk−1

+σ(Xm
tk−1

)(Wtk −Wtk−1)], k = 1,2, ...,m, (4)

where tk = kh, h = T
m , k = 0,1, ...,m and ΠD(x) denotes a projection of x on the set

D. Since D is convex, the projection is unique.

Theorem 1. Let (X ,KD) be the solution to the reflected SDE (1). If there exists C > 0
such that ‖σ(x)−σ(y)‖2 ≤C|x− y|2, then

lim
m→+∞

|Xm
T −XT |= 0 almost surely.

The proof of the above theorem can be found in [11].

3.2 Modified Diffusion

The numerical scheme (4) gives good results, but only with a small value of the
time-step parameter h= T

m (for example h= 0.05). Calculating the mean value using
Monte Carlo method for small h is not effective and takes a long time. To omit this
problem, we improve the scheme (4) by adding a controlled parameter p [3].
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Xm
0 = X0, Hm

tk
= ΠD[X

m
tk−1

+σ(Xm
tk−1

)(Wtk −Wtk−1)],

Xm
tk

=

⎧
⎨
⎩

Hm
tk , if Θ ,

Xm
tk−1

, elsewhere,
k = 1,2, ...,m,

(5)

where by Θ we mean the condition |(Gγ ∗ u0)(Hm
tk )− (Gγ ∗ u0)(Xm

tk−1
)|< p.

Note that the parameter p > 0 guarantees that if the image exhibits a strong gra-
dient then the process Xm diffuses as a process with small value of the parameter
h and at locations where variations of the brightness are small, the process Xm can
diffuse with a large value of h (for example h = 4).

For small h or p = +∞ (in practice p > 255) the numerical scheme (5) is equiv-
alent to the scheme (4).

3.3 Modified Diffusion with Random Terminal Time

At locations where gradient is large in all directions it is possible that condition Θ
does not hold as many times as we would expect. To avoid this we propose the fol-
lowing modification [4]:

Xm
0 = X0, Hm

tk
= ΠD[X

m
tk−1

+σ(Xm
tk−1

)(Wtk −Wtk−1)],

Xm
tk =

⎧⎨
⎩

Hm
tk
, if Θ ,

Xm
tk−1

, elsewhere,
k = 1,2, ...,τm,

(6)

where τm = min{k;k ≥ mand Θ is true m times}.
Terminal time τm guarantees that the numerical simulation of the diffusion tra-

jectory gives at least m values of Xm
tk which differ from the value in the previous

step. Observe that the scheme (6) works well only if the model of the digital image
Gγ ∗ u0 is continuous. In practice, we can use a linear interpolation to get the value
of the image Gγ ∗ u0, for any point x ∈D.

4 Reconstruction of Vector-Valued Images

Now we concentrate on images with values in R3. A very common idea to restore
vector-valued images is to use scalar diffusion on each channel of a noisy image. But
one quickly notices that this scheme is useless, since each image channel evolves
independently with different smoothing geometries. To avoid this blending effect,
the regularization process has to be driven in a common and coherent way for all the
vector image channels. In order to execute that we use Di Zenzo geometry [5, 6].
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Let u : D→R3 be a vector-valued image and x ∈ D be fixed. Consider the func-

tion Fx : V →R, Fx(v) =
∣∣∣ ∂u

∂v (x)
∣∣∣
2
, where V = {v ∈ R2; |v|= 1}. We are interested

in finding the arguments θ+(u,x),θ−(u,x) and corresponding values λ+(u,x) =
Fx(θ+(u,x)), λ−(u,x) = Fx(θ−(u,x)) which maximize and minimize the function
Fx, respectively.

Note that Fx can be rewritten as Fx(v) = Fx([v1,v2]
T ) = vT G(x)v, where

G(x) =

⎡
⎢⎢⎢⎢⎢⎣

3

∑
i=1

(
∂ui

∂x1
(x)

)2

,
3

∑
i=1

∂ui

∂x1
(x)

∂ui

∂x2
(x)

3

∑
i=1

∂ui

∂x1
(x)

∂ui

∂x2
(x),

3

∑
i=1

(
∂ui

∂x2
(x)

)2

⎤
⎥⎥⎥⎥⎥⎦
.

The interesting point about G(x) is that its positive eigenvalues λ+(u,x), λ−(u,x)
are the maximum and the minimum of Fx while the orthogonal eigenvectors θ+(u,x)
and θ−(u,x) are the corresponding variation orientations.

Three different choices of vector gradient norms N(u,x) have been proposed
in the literature N1(u,x) =

√
λ+(u,x), N2(u,x) =

√
λ+(u,x)−λ−(u,x), N3(u,x) =√

λ (u,x)+λ−(u,x). In presented examples we have used N(u,x) =
√

λ+(u,x) as
a natural extension of the scalar gradient norm viewed as the value of maximum
variations.

Replacing in equation (3) |∇(u,x)| and [ux1(x),ux2(x)]
T respectively by N(x,u)

and θ+(u,x) = [θ 1
+(u,x),θ 2

+(u,x)]
T we obtain the following model of anisotropic

diffusion for vector-valued images:

Xt = x+
∫ t

0

⎡
⎣−

θ 1
+(Gγ∗u0,Xs)

N((Gγ∗u0)(Xs))
, 0

θ 2
+(Gγ∗u0,Xs)

N((Gγ ∗u0)(Xs))
, 0

⎤
⎦ dWs +KD

t , (7)

where
u(x) = E [u0(XT )] .

4.1 Vector-Valued Modified Diffusion with Random Terminal
Time

Considering in condition Θ the L2 norm we have the following numerical scheme
for vector-valued images (in short VMDRTT):

Xm
0 = X0, Hm

tk = ΠD[X
m
tk−1

+σ(Xm
tk−1

)(Wtk −Wtk−1)],

Xm
tk

=

⎧
⎨
⎩

Hm
tk , if Θ ,

Xm
tk−1

, elsewhere,
k = 1,2, ...,τm,

(8)
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where

σ(Xm
tk−1

) =

⎡
⎢⎣
− θ 1

+(Gγ∗u0,X
m
tk−1

)

N((Gγ∗u0)(X
m
tk−1

)) , 0

θ 2
+(Gγ∗u0,X

m
tk−1

)

N((Gγ∗u0)(Xm
tk−1

)) , 0

⎤
⎥⎦ ,

τm = min{k;k≥ mand Θ is true m times} and by Θ we mean the condition

|(Gγ ∗ u0)(H
m
tk
)− (Gγ ∗ u0)(X

m
tk−1

)|< p,

where |(x1,x2,x3)|=
√

x2
1 + x2

2 + x2
3.

The picture in Fig. 1 presents a comparison of reconstruction results received
with using the classical Euler’s approximation [11] with long and short time-step
discretization and VMDRTT (8). Figures c) d) e) are results of the reconstruction
with the same value of diffusion parameter T . The reconstruction time of VMDRTT

Fig. 1 a) Original image: 50× 50 pixels b) Noisy image: standard deviation of the noise
ρ = 30 c) Euler’s scheme: T = 56, h = 0.1 (540 seconds) d) Euler’s scheme: T = 56, h = 4
(13 seconds) e) VMDRTT: T = 56, h = 4 (16 seconds), p = 30 f) VMDRTT: T = 16, h = 4,
p = 30 (5 seconds).

Table 1 SSIM

Standard deviation ρ = 20 ρ = 30 ρ = 40
PM 0.8630 0.8105 0.7713
TV 0.8792 0.8335 0.7986
VMDRTT 0.8826 0.8438 0.8056
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Fig. 2 a) Original image: 512×512 pixels b) Noisy image: ρ = 20 c) PM: SSIM=0.8630 d)
TV: SSIM=0.8792 e) VMDRTT: SSIM=0.8826. Left: full images; right: a fragment chosen
around the two windows surrounded by the darkest red wall.
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was substantially reduced and the result is much better. The image c) is comparable
to f) which is a result of VMDRTT with short diffusion parameter T . Note that we
can obtain comparable results while reducing the time of the reconstraction by two
orders – it is about 100 times faster.

5 Experimental Results

Some measures of quality for our evaluation experiments regarding VMDRTT and
classic PDE methods: total variation [9] (in short TV) and Perona-Malik [8] (in
short PM) for colour images [5, 10] are presented in Table 1 and Fig. 2. The results
refer to RGB image portofino corrupted (channels independently) with the Gaussian
noise with standard deviation ρ . Noisy images have been reconstructed with vector
analysis in RGB space. The maximum values of Structural Similarity Index (in short
SSIM) are given in the table. Definition of SSIM error in gray scale can be found
in [15]. In order to count SSIM in RGB color space we apply SSIM measure to each
individual color component and next we average the result [2]. Parameters of SSIM
were set to the default values as recommended by [15].

When comparing the figures one can observe that the image created by the
stochastic method is visually more pleasant. The reason for this is that PDE meth-
ods show clear evidence of a block image, but this stair-case effect is reduced in
our algorithm. Moreover, an analysis of the measures of image quality shows that
VMDRTT method performs better.

6 Conclusion

In this paper we have presented a new colour denoising method based on Euler’s
approximation of reflected SDEs. The obtained results demonstrate the efficiency
of the proposed approach, compared with the classical Euler scheme.
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Image Segmentation with Use of Cross-Entropy
Clustering∗

Marek Śmieja and Jacek Tabor

Abstract. We present an image segmentation approach which is invariant to affine
transformation – the result after rescaling the picture remains almost the same as
before. Moreover, the algorithm detects automatically the correct number of groups.
We show that the method is capable of discovering general shapes as well as small
details by the appropriate choice of only two input parameters.

1 Introduction

The image segmentation is a technique which relies on partitioning the image into
several regions according to the selected features, for example, the pixel value. It is
widely applied in pattern recognition, computer vision and image analysis.

We distinguish various categories of segmentation methods like edge-based or
region-based segmentations [4,5,11]. One of the most important class includes tech-
niques based on clustering [6,8]. Such algorithms interpret pixels (or more precisely
the groups of pixels) as high dimensional vectors and divide them into groups. Un-
fortunately, popular clustering methods suffer very often from many drawbacks. k-
means algorithm does not detect the correct number of clusters, tends to form groups
of similar sizes and is sensitive to affine transformations. More advanced methods as
EM (Expectation Maximization) give better results but involve high computational
complexity [2, 9, 10].

In this paper a Gaussian cross-entropy clustering (CEC) will be applied to the
image segmentation [12]. It can be seen as joining of k-means with EM but is free
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of all of the aforementioned disadvantages. The algorithm splits data according
to the mixture of Gaussian distributions. Its implementation with use of Hartigan
approach has similar computational complexity to classical k-means but has two
important features – it reduces irrelevant clusters on-line and is invariant to affine
transformations.

The illustration of CEC properties and advantages is presented in the next
section. Third section contains deeper overview of the method with the practical
explanation how to perform segmentation with use of CEC. Our experiments are
conducted on gray-scale images selected from Berkeley Segmentation Database [1].

2 Illustration of the Method

In this section we will discuss on the examples the properties of the image segmen-
tation with use of CEC.

(a) Input image of bear. (b) k-means segmentation
with k = 10.

(c) CEC segmentation with
10 initial clusters (finished
with 4) and ε = 0.1.

Fig. 1 Detection of the correct number of clusters with use of CEC (c) compared to classical
k-means (b)

First experiment concentrates on the demonstration that, in contrast to k-means,
CEC is capable of discovering the correct number of groups in the picture.

Example 1. Let us consider an image of a bear showed in Figure 1a. CEC finds the
optimal number of segments by the appropriate set of only one input parameter ε
– the level when to remove redundant clusters (the meaning of this parameter is
explained precisely in the next section). As an input of CEC we also give the initial
number of clusters – it is simultaneously changing by the algorithm respectively to
the value of ε . We can see in Figure 1c that for ten initial clusters and ε = 0.1 the
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algorithm detected four segments which suits well our expectations. The input of
k-means algorithm has to include the final number of groups. When we put k = 10
then the segmentation results are not satisfactory (see Figure 1b).

The next example presents the comparison of the segmentation with use of CEC and
k-means with known parameter k.

Example 2. In the previous experiment the correct number of clusters was not known.
Here we assume that this quantity is estimated correctly – for the picture of bear we
put k = 4. Compare the effect of k-means in Figure 2a with the one obtained with
use of CEC in Figure 1c. Let us observe that k-means, contrary to CEC, did not
detect properly the image of bear (see Figures 2b and 2c).

(a) k-means segmentation
with k = 4.

(b) Bear discovered by k-
means with k = 4.

(c) Bear discovered by
CEC.

Fig. 2 Segmentation with use of CEC and k-means with k = 4

Another important feature of CEC is that it is invariant to any affine transformation
– we examine here the segmentation on rescaled image.

Example 3. The clustering methods which rely on metrics are sensitive to scaling.
When we resize the image then the segmentation result differs radically from the
one with original size. Hence the segmentation based on k-means does not deal well
with the scaling.

Let us observe that CEC is free of this drawback since it is based on the data dis-
tribution, not on the metric. It is possible to perform various affine transformations
– the segmentation result does not differ much from the original one. Clearly, there
may appear some differences since the computation on rescaled image takes into ac-
count slightly different groups of pixels2. However, this is due to the transformation,
not the clustering algorithm.

2 For a given pixel the input vector is built with use of the adjacent pixel values (pixel win-
dow). Therefore, to consider the same groups of pixels on resized picture we should also
changed the pixel widow.
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The effects of segmentations on rescaled image from Figure 3a with use of k-
means and CEC are presented in Figure 3b and 3c.

(a) Scaled image. (b) k-means segmentation
with k = 4.

(c) CEC segmentation with
10 initial clusters and ε =
0.1.

Fig. 3 Segmentation on rescaled image with use of k-means and CEC – compare Figures 3b
with 2a and Figure 3c with 1c

3 Performing the Segmentation with Use of CEC

In this section we explain how to perform and control the segmentation with use of
CEC. The standard procedure consists of the following steps:

• Select b×b window around each pixel to use as a feature vector for segmentation
(if not stated otherwise then we put b = 7).

• Apply PCA (Principal Component Analysis) [7] to these vectors to project them
onto their first n principal components (we use n = 4). Projection speeds up the
the clustering algorithm and does not affect much the result of segmentation.

• Supplement every vector with two coordinates of the pixel3. We add the coordi-
nates after performing PCA because color and position represent different quan-
tities and are not comparable values.

• Perform CEC on a sequence of (n+ 2)-dimensional vectors.

We explain more precisely the last step: Gaussian CEC clustering [12] relies on
finding the pairwise disjoint splitting (Ui)i of a data-set U ⊂ R

N which minimizes
the energy function

E(U1, . . . ,Uk) =
k

∑
i=1

p(Ui) · [N2 ln(2πε)− ln(p(Ui))+
1
2

lndet(ΣUi )], (1)

where p(Ui) =
card(Ui)
card(U) and ΣUi denotes the covariance matrix of Ui. The expression

(1) corresponds to the mean code length of randomly chosen element with the code
optimized for the mixture of k Gaussian distributions.

3 We assume that parts of one segment should not appear in completely different regions of
the image.
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(a) Input image. (b) High detailed segmenta-
tion with b = 3 and ε = 0.03.

(c) Standard segmentation
with b = 7 and ε = 0.1.

(d) Low detailed segmenta-
tion with b= 13 and ε = 0.15.

Fig. 4 CEC image segmentation with different values of input parameters

To perform the clustering, we apply the well-known Hartigan approach4. Roughly
speaking, the procedure relies on iteratively reassigning points to these clusters
for which the decrease of energy is maximal. Since CEC introduces the cost of
maintaining the cluster (which equals−p(Ui) ln(p(Ui))) the method tends to reduct
groups which carry no information. We starts the algorithm with an arbitrary num-
ber of initial clusters and remove unnecessary one when its probability is less than
a fixed number ε ∈ [0,1). The algorithm can be implemented efficiently to work in
comparable time to classical k-means.

4 The time of the segmentation process depends strictly on the number algorithm iterations –
for an image with the resolution 120×180 one iteration leasts about one second.
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The effect of the segmentation depends strictly on the size b of the image window
and the parameter ε which describes the level when we decide to remove cluster.
The following experiment focuses on the revealing the relationship between the
choice of these two parameters and the accuracy of the segmentation. Let us observe
that higher values of parameter b makes the image smoother – in consequence we
remove details. On the other hand if we are interested in discovering only the most
distinctive segments then we should set relatively high value of ε . Let us examine
this observation on the following example.

Example 4. We are given an image of the person (see Figure 4a) and we try to
discover segments with different precision. We ran the algorithm with 10 initial
clusters. The results are presented in Figure 4b, 4c, 4d. We can see that Figure 4b
(ε = 0.03 and b= 3) reveals all details – hair, eyes, mouth and even the dress pattern
while Figure 4d (ε = 0.15 and =

¯
13) finds only the general shape of the person.

4 Conclusion

We presented the application of cross-entropy clustering method in the image seg-
mentation. The main advantage of CEC is that it automatically detects the correct
number of clusters. Moreover, it is invariant to affine transformations – the segmen-
tation results after rescaling the image remain almost the same as before scaling.
The method with the appropriate choice of only two input parameters is capable of
performing the segmentation with various precision. We can conduct general seg-
mentation as well as the detailed one.
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Detection of Disk-Like Particles in Electron
Microscopy Images

P. Spurek, J. Tabor, and E. Zaja̧c∗

Abstract. Quantitative and qualitative description of particles is one of the most
important tasks in the Electron Microscopy (EM) analysis. In this paper, we present
an algorithm for identifying ball-like nanostructures of gahnite in the Transmission
Electron Microscopy (TEM) images. Our solution is based on the cross-entropy
clustering which allows to count and measure disk-like objects which are not nec-
essary disjoint or with not smooth borders.

1 Introduction

In the recent years, describing the structure of nanomaterials with measure from a
few to several hundred nanometers become very important in particular in medicine
and biology [3,4,9]. Ball-shaped nanoparticles of gahnite with a biologically active
layer adsorbed to their surface have the potential to be used as a biological nanosen-
sors [6, 13]. The geometry and the size of a gahnite nanoparticle is very important
as is determines its ability to be injected into blood vessel as biological nanosensor.
One of the most important and most reliable techniques for identifying the nature
and form of nanomaterials is Transmission Electron Microscopy (TEM). In the case
of gahnite nanoballs, the quality of nanomaterial produced depend on the number
and size of ball-like nanoparticles.
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(a) Example of TEM picture.

(b) The original dataset. (c) The image after
thresholding.

(d) Circles detected by
CEC.

Fig. 1 The results of the CEC algorithm

In this paper we present a method for estimating the number and size of the gah-
nite nanoballs that are observed in TEM images. The nanomaterial analyzed con-
sists of nanocrystalline structures and amorphous substance. The amorphous sub-
stance, as shown in Fig. 1, and not completely regular shapes of "nanoball" (2)
imply that the standard image processing techniques, which use the Hough Trans-
form (HT) [1, 5, 7, 14], are not sufficient. The basic idea of HT circle detection is
based on analyzing edges in images. However, in our case objects in the picture do
not have smooth borders and in many cases the "circles" are not disjoint (Fig. 1a)
which causes difficulties in determining edges.

On the other hand, due to various types of image deformation caused by specific
construction of tested materials and measurement inaccuracies, nanocrystals (simi-
lar to 3D balls) sometimes do not look like disks in images. In such cases, the circle
is deformed and looks like an ellipse. Moreover, we have to deal with the noise that
makes it difficult to analyze images. Fig. 1a presents examples of the TEM pictures.

This paper presents a method based on the cross-entropy clustering [11] (CEC)
instead of HT. This method has a few advantages over the standard approach. First of
all, we do not need to extract edges. Instead of this we apply simple
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thresholding based on the Otsu algorithm [8]. Moreover, we can find elements which
are not exactly a disc. The results of our investigation can be applied in the case of
nanomaterials with nanoparticles with approximately spherical shapes.

Let us discuss the contents of this paper. In the first part of our work we briefly
describe the CEC algorithm and present its advantages and disadvantages in the
context of disks detection (in the case of TEM images). In the third section we
present practical implementation of our approach.

2 CEC Approach to Circle Detection

In this section we give a short introduction to Spherical CEC2 in the case of disks de-
tection, for more detailed explanation we refer the reader to [11]. Let Y = {y1, . . . ,yn}
be arbitrary given dataset3. Our goal is to split the data set into k disjoint subsets
Y1, . . . ,Yk (the number of groups is unknown), such that each cluster is well approx-
imated by a disc. Spherical cross–entropy clustering divides the dataset into groups
by trying to minimize the "energy function" given by:

E((Yi)
k
i=1) =

k
∑

i=1
p(Yi)·[N

2 ln(2πe/N)− ln(p(Yi))+
N
2 ln(Tr(ΣYi))], (1)

where p(Yi) = card(Yi)/card(Y ) denotes the probability of choosing Yi, ΣYi is co-
variance matrix of Yi and mYi denotes the mean of Yi.

Since CEC is a generalization of the classical k-means method we use Hartigans
approach to minimize equation ( 1). Full description of the algorithm can be found
in [11]. The most powerful properties of this method is that it simultaneously deletes
unnecessary clusters and is scale invariant, that is it well detects disks of various
sizes.

In the case of a set containing k disjoint circles (in R
2), we obtain k clusters con-

taining them where each of group is described by the mean and covariance matrix.
Making use of [11], one can deduce the following properties of spherical CEC:

• Let a set Y ⊂R
2 be the sum of k ∈N disjoint disks Y1, . . . ,Yk. Then for any other

division Ȳ1, . . .Ȳk of Y we have:

E((Ȳi)
k
i=1)> E((Yi)

k
i=1).

• Let Y ⊂ R
2 be a disc–like dataset.Then the optimal disc describing Y is approxi-

mately given by

Y ≈B(mY ,
√

2Tr(ΣY )).

As was mentioned earlier, in the case of a TEM picture we need to deal with shapes
which are not exactly disks (see Fig. 1(b)). The second problem with the TEM

2 Since we use only the Spherical version of CEC, we will use abbreviation CEC to denote
Spherical CEC.

3 In our case the set of coordinates of pixels which are inside circles in the picture.
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(a) The original dataset. (b) The image after
thresholding.

(c) Circles detected by
CEC.

Fig. 2 The results of the CEC algorithm

pictures is that edges can be not smooth (Fig. 4a). In fact, this is another reason why
we can not easily use the HT method to analyze this kind of images. Instead of edge
detection, CEC use thresholding which is simpler and needs fewer parameters. Fig.
2(c) presents the results of the CEC algorithm in such a case.

As we see, in our case the shape of edges is not as important as in the classical
methods. Since CEC is resistant to low distortion of the set, we can even radically
shrink the image before the algorithm is started (Fig. 2a). Even in this situation,
CEC detects clusters correctly. A smaller version of the image does not contains
all pixels from the original one, so small circles can disappear. Nevertheless, the
operation described allows us to cluster the whole picture quickly.

3 Description of the Algorithm

In this section, we present a detailed description of proposed algorithm. As was
mentioned earlier, CEC works on a binarized version of images, therefore we begin
by thresholding by the Otsu algorithm [8].

In a natural way, thresholding has a great influence on the final algorithm results.
In some situations it causes disappearing of small circles (which are interpreted as
elements of the background) or deforming of existing one (by adding background
elements). As we mentioned earlier, our method copes well with such set distortion
and not disjoint disks. Nevertheless, CEC gives better results if analyzed shapes are
disjoint disks. Therefore, we use a morphology operation [10, 12], namely erosion.
Thanks to this, we obtain splitting the dataset into small connected components
which contains more separated elements. Erosion gives a good effect in the cases of
a picture containing groups of circles which are not disjoint. We present this kind
of a picture in Fig. 3. This modification divides the set and extracts circles. After
erosion, the circles radius are smaller then this on the original picture. The resizing
depends on a structural element used in erosion.

In the next step, we divide the picture into connected components. This allows us
to work with smaller amounts of data. In many cases we obtain groups containing
only a few disks, where CEC works fast sufficiently. After division we apply CEC
to each component.
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(a) Example of TEM picture.

(b) The original
dataset.

(c) The binarizatoin
of the image.

(d) The image after
erosion.

(e) Circles detected
by the CEC algo-
rithm.

Fig. 3 The results of the CEC algorithm with radius corrected respectively to the structural
element which was used in erosion

Our method gives good results in most of the cases, nevertheless we are not
able to detect circles that are not fully in the picture (see the left bottom corner
or center bottom of 4b) and we loose some elements by thresholding (observe the
disappearing of small circles in the upper left cornerr of 4a).

The final algorithm can be described as follows:

• Resize the picture (optionally).
• Use the Otsu algorithm for binarization of the picture
• Apply erosion filter with a circle–like structural element.
• Divide the set into connected components.
• Apply CEC in each cluster.
• Correct the radius of the circle obtained by CEC respectively to structural ele-

ment which was used in erosion.



416 P. Spurek, J. Tabor, and E. Zaja̧c

(a)

(b)

Fig. 4 The effect of the CEC algorithm

Our method works well in the case of resized pictures so fitting the parameters is
quick. In general our method needs the following parameters:

• The level of thresholding (in this article we used the Otsu method).
• The size of a structural element in the erosion filter (we used approximately half

of the radius of the smallest disks in a cluster)
• Two parameters requested by the CEC algorithm:

– The starting number of clusters in each connected component (approximately
the number of circles in the largest one)

– The parameter describing the level of a minimal cluster size (we fixed it at
10% of the connected component size).

Fig. 4 presents the effect of our algorithm.
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4 Conclusion

In this paper we present a new method of disc–like shapes detection in TEM pic-
tures. As was mentioned earlier, in this situation we need to deal with elements
which are not exactly disks, do not have smooth borders and in many cases they are
not disjoint. Our approach, which is based on the CEC algorithm, allows us to deal
with extracting this kind of elements.

The results of our investigation can be applied in the case of many types of nano-
materials with nanoparticles with spherical shapes. Moreover we can use the method
to general disc detection in various type of images.
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A GPU Accelerated Local Polynomial
Approximation Algorithm for Efficient
Denoising of MR Images

Artur Klepaczko

Abstract. This paper presents a parallelized implementation of the Local Poly-
nomial Approximation algorithm targetted at CUDA-enabled GPU hardware. Al-
though the application area of LPA in the image processing domain is very wide,
here the focus is put on magnetic resonance image de-noising. In this case, LPA
serves as a pre-processing step in the method based on Shape-Adaptive Discrete
Cosine Transform. It is shown, how the designed efficient implementation of LPA
substantially reduces the execution time of SA-DCT.

1 Introduction

The problem of noise removal from MR images has been extensively studied and va-
riety of effective solutions were already proposed. It is an important problem while
noise-free images can largely improve correctness of medical diagnosis based both
on qualitative assessment as well as automatic computer-aided pattern recognition
tools (segmentation, classification). Typically, the signal-to-noise ratio in real im-
ages results from the trade-off between acquisition speed, resolution, scanner field
strength. The sources of noise in MR are multifold, including thermal phenomena,
inductive losses, or sampling frequency.

A common assumption underlying majority of approaches derives from the ob-
servation that noise signal in magnitude MR images can be modeled by the Rician
distribution [9]. Furthermore, it can be shown, that in the case of high SNR, distri-
bution of noise approaches the Gaussian model. Therefore, the most straightforward
techniques applied to MR image denoising are based on Gaussian or Wiener filters.
Another approach involves restoration based on non-linear optimization of an image
modeled as a Markov random field [4]. However, these methods usually fail leading
to over-smoothed and blurred images, corrupted also by edge-related artifacts.
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Fig. 1 Example pixels neighborhood masks determined by the LPA algorithm. Masks are ad-
justed to true local image contents while noise-associated intensity fluctuations are tolerated.

Therefore, the more sophisticated techniques either apply Rician model without
its simplification (e.g. joint geometric-, radiometric-, and median-metric filter [2],
Median Absolute Deviation estimator or Nonlocal Maximum Likelihood [3,5]) or—
although assume the noise to be normally distributed—operate on voxels neighbor-
hoods adapted to fine details of visualized structures, thus making noise removal
more robust to blurring and over-smoothing problems. In this paper we focus on
one such method, namely the Shape-Adaptive Discrete Cosine Transform (SA-
DCT) [6]. As a first step, SA-DCT determines homogeneous local neighborhoods
of every image voxel using Local Polynomial Approximation algorithm. The neigh-
borhoods are finely adjusted to shape and size of local image contents (cf. Fig. 1).
However, determination of local neighborhoods for every voxel involves significant
computational overhead. Application of LPA to high-resolution 3D MR images oc-
curs inefficient. Thus, in this paper parallelized GPU-accelerated implementation of
LPA is proposed, so that noise can be removed from MR data not only effectively,
but also efficiently.

2 Local Polynomial Approximation

The LPA algorithm is a technique of non-parametric regression adopted in various
image processing applications [1, 7]. Using low order polynomial function, LPA
models a non-linear relationship between an independent variable X and a depen-
dent variable Y . Data are fitted to a modeled polynomial function within a sliding
window positioned at subsequent observations (X ,Y ) – e.g. measured values of a
sampled signal. In a window, a signal is convolved with a kernel function of a known
form. This enables estimating values of Y in the neighborhood of a given data point
X . Window size h is a key parameter of the method. It is defined as a number of data
samples beyond which it becomes impossible to estimate signal Y basing on values
measured in the proximal neighborhood of X .
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Fig. 2 Distinct directions θi, i = 1..8 used in LPA filtering (a) and the illustration of the Inter-
section of Confidence Intervals rule for hmax = 3 (b).

In this study the 3D image is considered as a stack of flat slices and thus a 2D
variant of LPA algorithm is applied. Then, each pixel neighborhood is filtered in 8
distinct directions, as illustrated in Fig. 2a. For a given pixel X , the filtered value μ
is calculated as

μ (h) =
h

∑
j=1

g(h)j I(X +( j− 1)θi), (1)

where g(h) is a discrete convolution kernel of scale h (window size), g(h)j with
j = 1, . . . ,h denote kernel weights which sum to unity and decrease with the in-
creasing distance from a center pixel X . The exact procedure of weights generation
is described in [7]. I is a 2D matrix of image intensity values.

Adjusting the window size to local image contents is performed using the inter-
section of confidence intervals (ICI) rule. The idea is to test several values of scale
h, i.e. h ∈ {h1 . . . ,hk} and h1 < h2 < · · · < hk and for each of them evalute (1) as
well as local standard deviation value

σμ(h) = σ‖g(h)‖, (2)

where σ is the global standard deviation determined for the whole image. Then for
each direction θi and scale h one calculates confidence intervals

Dh = [μ (h)−Γ σμ(h) ,μ (h) +Γ σμ(h) ], (3)

in which Γ > 0 denotes a global parameter that allows controlling noise tolerance.
The lower Γ , the stronger requirement for local homogeneity is, and thus fewer
pixels are included in the resulting neighborhood volumes. The ICI rule states that
for each direction one should choose a maximum value of h that ensures nonempty
intersection of all previous confidence intervals, i.e. (cf. Fig. 2b)

hmax,i = max
h∈{h1,...,hk}

{h : (D1∩D2∩·· ·∩Dh) �= /0}. (4)
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In this study it is arbitrarily set h ∈ {1,2,3,5,7,8}, hence the upper bound for the
window size in any direction amounts to 8 pixels. On completion, pixels determined
by relations X +hmax,iθi constitute a set of a hull vertices whose interior determines
a locally adapted volume of interest of X .

3 GPU-Based Implementation of LPA

One of the most important features of the CUDA technology is the separation of
the code layer from the GPU hardware, allowing seamless execution of the same
binaries on different devices. However there are some hardware-related details spe-
cific to various generations of Nvidia’s products and thus it should be noted, that
this study targets the Fermi architecture (GF116 in particular). Below the designed
implementation is presented in 3 variations, starting from the most strightforward
solution. Then, additional optimization mechanisms are introduced to improve ulti-
mate efficiency. The presentation is preceded by recalling basic configuration issues
common to any CUDA project.

3.1 The Execution Configuration

The CUDA programming model assumes problem decomposition into a series of
threads, each executing the same operation—called a kernel—on different portions
of data. CUDA threads have to be organized in blocks, and then blocks of threads
build up a grid. The total number of threads has to comply with the problem size,
i.e. every data element (an image pixel) is assigned its own corresponding thread.
The grid organization into blocks of threads is referred to as execution configuration
and it is important to properly adjust it in order to achieve the maximal utilization
of GPU hardware resources. All CUDA-enabled processors are composed of the
Streaming Multiprocessors (SM). In the Fermi architectures a SM can be assigned
at most 8 blocks or 1536 threads at a time. Therefore, too large (e.g. 32×32 threads)
or too small (e.g. 8× 8) blocks results in poorer utilization of computational logic
and potential loss in performance. Percentage of threads actually assigned to a SM
in relation to maximum possible number of threads per SM is called the occupancy
ratio.

Beside execution configuration, there are other factors which may cause occu-
pancy to be lower than optimal 100%. These relate mainly to memory resources.
In CUDA there are four major types of memory. The fastest accessible are per-
thread registers. They are used mainly for storing scalar variables declared in a ker-
nel scope. In GF116 there is a limit of 32K of 32-bit registers per multiprocessor.
Thus, if a SM is assigned a total number of 1536 threads, no more than 21 reg-
isters are available for a thread. It may however be beneficial to speed up kernel
execution by extensive usage of registers at the cost of occupancy. Secondly, each
thread can access its own local memory area (of 512 KB size), which is however a
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long-latency, off-chip storage. The third memory option is 48KB of shared memory
to be distributed among blocks in a SM. Similarly to registers, it is zero-overhead
memory but its over-utilization by a block may result in degraded occupancy. Even-
tually, global memory is a large capacity data storage, available to all threads in a
grid throughout the whole application lifetime. However, it is again, an off-chip long
latency storage.

Taking into account the above considerations, the following configuration is used
in the proposed design. The block size is set to 16× 16. This gives 256 threads
per block and allows 6 blocks to simultaneously reside in SM. The grid size is
adjusted to match the processed image. For an image of size 256× 256 pixels, the
grid dimension will be 16×16. In this configuration, the amount of shared memory
per block is limited to 8KB (if 100% occupancy is to be maintained). The number
of registers per kernel is kept equal to 21 (it can be fixed at compile time), however
it could be tuned to improve final performance.

3.2 The Basic Kernel

The first step of LPA is to estimate global standard deviation σ of noise in an input
image. This can be accomplished relatively fast in a single CPU thread. Then, the
CPU part of the program (the host) transfers image data to the the GPU global mem-
ory and executes kernel in a grid of threads, where every thread evaluates equations
(1) to (4) in its own dedicated pixel X . Thus, the kernel has to begin with identifying
its pixel coordinates and proceeds as shown in Fig. 3. Note, that in this basic imple-
mentation the thread must read global memory in step 4 at least 9 times—to fetch
its pixel and the nearest neighbors intensity values. In the worst case, where the ICI
rule holds for the most distal pixels in all 8 directions, the number of global memory
transactions in step 4 reaches value of 65 which can cause significant computational
overhead.

3.3 Shared Memory

Shared memory can be used to reduce the extensive traffic between GPU and off-
chip global memory, in which many transfers concern the same data. Note that adja-
cent pixel neighborhoods investigate partially the same image region. For example,
two pixels which differ only on horizontal coordinate by one require—in direction
θ1 = 0◦—analysis of an image row whose size is 10 pixels long, 8 of which must be
read by both GPU threads in the basic kernel (see Fig. 4a). For the whole 16× 16
threads block a common image region is 32× 32 pixels large. This region can be
efficiently loaded in 4 stages into shared memory space (cf. Fig. 4b).

In every stage, a subregion of size 16× 16 pixels is retrieved. The subregions
are shifted relative to an image region associated to a thread-block. For example,
in the case of subregion I, a thread reads a pixel intensity which is located 8 points
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1 . De te rm in e p i x e l c o o r d i a n t e s b ased on t h r e a d and
b l o c k ID numbers and d i m e n s i o n s .

2 . For each d i r e c t i o n θi, i = 1, ..,8
3 . For each s c a l e h j ∈ h1, ..hk

4 . C a l c u l a t e μh a c c o r d i n g t o (1)
5 . C a l c u l a t e σμ(h) a c c o r d i n g t o (2)

6 . C a l c u l a t e Dh j a c c o r d i n g t o (3)
7 . I f t h e ICI r u l e ( eq. (4) ) h o l d s f o r Dh j

8 . go t o s t e p 4 .
9 . e l s e b r e a k
1 0 . S t o r e s c a l e hi

j f o r d i r e c t i o n θi and go t o s t e p 2 .

Fig. 3 Pseudo code of the basic CUDA implementation of the LPA algorithm

θ1 = 0◦

Pixel (x, y)

Pixel (x+ 1, y)
Shared image data

Threads block pixels

Region size: 16× 16

Shared image region size: 32× 32

16 pixels

8 pixels
1
6
p
ix
el
s

8
p
ix
el
s

I II

III IV

(a) (b)

Fig. 4 Shared image data for two adjacent pixels in direction θ1 = 0◦ (a) and for the whole
thread block (b)

to the left and 8 points above this thread dedicated pixel. After requests for the last
subregion data are sent to global memory, there must be a synchronization barrier set
so that transfers scheduled by all threads in a block complete before computations
begin. Finally, a kernel proceeds from step 2 in the algorithm listed in Fig. 3. This
time however, data requests induced in step 4 refer to shared and not global memory.
In this way, there are only 4 instead of maximally 65 global memory reads.

Note, that the amount of shared memory that must be allocated for the region
of size 32× 32 is 4kB if the image pixels are described by 32-bit floating point
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numbers (the usual data type of MRI images). This volume fits the limit of 8kB per
block determined by the execution configuration.

3.4 Increased Thread Responsibility

Additional mechanism allowing to improve kernel performance is to re-use the data
once they are loaded from global memory. One can notice that an image region
loaded into shared memory as shown in Fig. 4 already contains a substantial portion
of information needed to calculate LPA masks for one of the neighboring thread
blocks. Thus, to make profit of data re-use, every thread can be made responsible for
two image pixels. This requires allocation of 6kB of shared memory space covering
an image region of size 32× 48 pixels. Hence, there are only 2 additional global
memory reads (50% more) for a thread while the number of LPA masks calculated
in a kernel doubles. The execution time of a single thread grows, but the number
of threads that neeeds to be invoked reduces by half and this leads to considerable
performance boost as reported in the next section.

4 Experiments

Efficiency of the proposed implementation was tested in a series of experiments
performed on 10 2D simulated brain MR magnitude images [8]. Width and height
of 2D slices—originally 181× 217 pixels—were zero-padded to match the size of
256× 256 pixels. One half of images was degraded by additive Gaussian noise of
zero mean and variable standard deviation, i.e. σ = 0.01,0.03,0.05,0.07 and 0.15.
The other half was corrupted with the Rician noise modeled as

p(m|X) =
m
σ2 exp−(m

2+X2)/2σ 2
I0

(
Xm
σ2

)
(5)

where m denotes corrupted image pixel, X is the noise-free intensity of the pixel, and
σ is the standard deviation of the underlying normally-distributed noise, which—in
real conditions—adds to raw complex MR data. After Fourier transform of k-space,
these data become Rician-distributed. Thus, in order to obtain noisy image from
simulated brain phantom the following equation was applied to every image pixel

m =
√

A2 +B2, (6)

where A∼ N
(
X · cos(a),s2

)
and B∼ N

(
X · sin(a),s2

)
are independent normal dis-

tributions (any real a). The parameter s can be treated as noise level, which in the
conducted experiments was set to s = {1,2,3,4,5}. Measurements presented below
are the average estimates obtained for all tested images. Fig. 5 presents example
2D images corrupted with Gaussian and Rician noise along with a sample result of
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(a) (b)

(c) (d)

Fig. 5 Example 2D slice of synthetic brain image: (a) noise-free, (b) corrupted with Gaussian
noise (σ = 0.15), (c) corrupted with Rician noise (s = 5), (d) denoised image (b)

Table 1 Execution times of LPA kernels [ms] under various implementation designs

CPU Basic Shared Shared×2

Host-to-device data transfer N/A 0.81
LPA kernel 721.0 2.34 2.03 1.73
Device-to-host data transfer N/A 4.53

noise-removal procedure accomplished using the designed implementation of LPA
algorithm as part of the SA-DCT method.

The GPU code was run on the GF116-compliant GeForce GTX 560M chip. Since
the graphics processor used in the experiments is targeted at mobile devices, also the
CPU chip chosen for tests was a mobile variant of the Intel Core i7 (i7-2630QM).
Time records viewed in Table 1 were measured using the CUDA Event API.
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Table 2 Execution times of LPA kernels vs. number of registers used by a thread

No. of registers 21 23 25 27 29 31
Execution time [ms] 1.73 1.68 1.65 1.63 1.62 1.65
Occupancy [%] 100 92 85 79 73 69

5 Results Discussion and Conclusions

Analysis of the obtained results shows superior performance of the GPU accelerated
implementation of LPA over an analogous program run on CPU. In the latter case
though, the time was measured for a single CPU thread. However, even if the score
was divided by a factor of 8 (theoretical number of threads which can be simultane-
ously executed on i7 processor), GPU code runs on average and depending on the
implementation variant 38 to 52 times faster. These ratios scale down to 11.7 and
12.7 if host-to-device and device-to-host data transfers are taken into account.

Moreover, it can be noticed how usage of shared memory speeds up computa-
tions. Execution time in the implementation variant described in Sect. 3.3 is 20%
lower than in the case of the basic kernel. Increased responsibility of a kernel (this
variant is denoted ’Shared×2’ in Table 1) leads to even higher performance. Even-
tually, to test how the number of registers used by a thread affects the overall
efficiency, the program (version ’Shared×2’) was compiled using variable option
maxreg in the CUDA nvcc compiler. Recall that excessive usage of registers—
although may speed up a kernel execution—degrades the occupancy. However, as
shown in Table 2, despite lower occupancy the optimum for the designed imple-
mentation is 29 registers per thread. Increasing the number of registers from 21 to
29 leads to observable improved efficiency. This trend halts only after the occupancy
drops below 70%.

To conclude, it must be underlined that the designed GPU-based implementation
of the LPA algorithm performs very efficiently. Accomplished within a timeframe
reduced to miliseconds, generation of LPA masks no longer entails any significant
computational load to SA-DCT-based noise removal method.
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References

1. Bergmann, Ø., Christiansen, O., Lie, J., Lundervold, A.: J. Digital Imaging 22(3), 297–
308 (2009)

2. Chang, H.H.: Rician noise removal in MR images using an adaptive trilateral filter. In:
2011 4th International Conference on Proc. Biomedical Engineering and Informatics
(BMEI), pp. 467–471 (2011)



428 A. Klepaczko

3. Coupé, P., Manjón, J., Gedamu, E., Arnold, D., Robles, M., Collins, D.L.: Medical Image
Analysis 14(4), 483–493 (2010)

4. Garnier, S.J., Bilbro, G.L., Snyder, W.E., Gault, J.W.: J. Digit. Imaging 7(4), 183–188
(1994)

5. He, L., Greenshields, I.R.: IEEE Trans. Medical Imaging 28(2), 165–172 (2009)
6. Katkovnik, V., Egiazarian, K., Astola, J.: J. Math. Imaging and Vision 16, 223–235

(2002)
7. Katkovnik, V., Egiazarian, K., Astola, J.: Local Approximation Techniques in Signal and

Image Processing. SPIE Press (2006)
8. Kwan, R.S., Evans, A., Pike, G.: IEEE Trans. Medical Imaging 11, 1085–1097 (1999)
9. Sijbers, J., Dekker, J.d., Audekerke, J.V., Verhoye, M., Dyck, D.V.: Magnetic Resonance

Imaging 16(1), 87–90 (1998)



Altair: Automatic Image Analyzer to Assess
Retinal Vessel Caliber

Gabino Verde, Luis García-Ortiz, Sara Rodríguez,
José I. Recio-Rodríguez, Juan F. De Paz, Manuel A. Gómez-Marcos,
Miguel A. Merchán, and Juan M. Corchado

Abstract. The scope of this work is to develop a technological platform special-
ized in assessing retinal vessel caliber and describing the relationship of the results
obtained to cardiovascular risk. Population studies conducted have found retinal
vessel caliber to be related to the risk of hypertension, left ventricular hypertrophy,
metabolic syndrome, stroke, and coronary artery disease. The vascular system in the
human retina has a unique property: it is easily observed in its natural living state
in the human retina by the use of a retinal camera. Retinal circulation is an area of
active research by numerous groups, and there is general experimental agreement on
the analysis of the patterns of the retinal blood vessels in the normal human retina.
The development of automated tools designed to improve performance and decrease
interobserver variability, therefore, appears necessary.

1 Introduction and Background

Image processing, analysis and computer vision techniques are increasing in
prominence in all ïňĄelds of medical science, and are especially pertinent to mod-
ern ophthalmology, which is heavily dependent on visually oriented signs. Auto-
matic detection of parameters from retinal images is an important problem since
are associated with the risk of hypertension, left ventricular hypertrophy, metabolic
syndrome, stroke, and coronary artery disease [14] [15].

The vascular system in the human retina has a unique property: it is easily ob-
served in its natural living state in the human retina by the use of a retinal camera.

Gabino Verde · Sara Rodríguez · Juan F. De Paz · Juan M. Corchado
Computers and Automation Department, University of Salamanca, Salamanca, Spain

Luis García-Ortiz · José I. Recio-Rodríguez ·Manuel A. Gómez-Marcos ·
Miguel A. Merchán
Primary care Research unit La Alamedilla. Sacyl. IBSAL. Salamanca, Spain
e-mail: {gaby,lgarciao,srg,donrecio,fcofds,magomez}@usal.es,

merchan,corchado@usal.es

R. Burduk et al. (Eds.): CORES 2013, AISC 226, pp. 429–438.
DOI: 10.1007/978-3-319-00969-8_42 © Springer International Publishing Switzerland 2013

{gaby,lgarciao,srg,donrecio,fcofds,magomez}@usal.es


430 G. Verde et al.

The retina is the only human location where blood vessels can be directly visual-
ized non-invasively. The identiïňĄcation of landmark features such as the optic disc,
fovea and the retinal vessels as reference co-ordinates is a prerequisite to systems
being able to achieve more complex tasks that identify pathological entities. Re-
liable techniques exist for identifying these structures in retinal photographs. The
most studied areas in this field can be classified into three groups [10]:

1. The location of the optic disc, which is important in retinal image analysis for
vessel tracking, as a reference length for measuring distances in retinal images, and
for identifying changes within the optic disc region due to disease. Techniques such
as analysis of intensity pixels with a high grey-scale value [8] [3] or principal com-
ponent analysis (PCA) [9] are used for locating the disk. Other authors [7] use the
Hough transform (a general technique for identifying the locations and orientations
of certain types of shapes within a digital image [7] ) to locate the optic disc. A
“fuzzy convergence” algorithm is another technique used for this goal [4].

2. The detection of the fovea, usually chosen as the position of maximum corre-
lation between a model template and the intensity image [9].

3. The segmentation of the vasculature form retinal images, that is, the represen-
tation of the blood vessels and their connections by segments or similar structures.
There are a lot of techniques to do this, the most significant of which are: (i) matched
ïňĄlters, which typically have a Gaussian or a Gaussian derivative profile; (ii) vessel
tracking, whereby vessel centre locations are automatically sought over each cross-
section of a vessel along the vessels longitudinal axis, having been given a starting
and end point [13]; (iii) neural networks, which employ mathematical “weights” to
decide the probability of input data belonging to a particular output [1]; (iv) mor-
phological processing, which uses characteristics of the vasculature shape that are
known a priori, such as being piecewise linear and connected [4].

An understanding of the design principles of the human vascular system may
have applications in the synthetic design of vascular systems in tissue and organ
engineering, i.e., bioartificial organs for both liver and kidney. In current scientific
literature one can find a lot of research devoted to automating the analysis of retinal
images [12] [2] [4]. In this paper, after several years of studies and tests, we propose
a novel platform image processing to study the structural properties of vessels, arter-
ies and veins that are observed with a red-free fundus camera in the normal human
eye, and the fractal analysis of the branching trees of the vascular system. The plat-
form, called Altair "Automatic image analyzer to assess retinal vessel caliber", em-
ploys analytical methods and AI (Artificial Intelligence) algorithms to detect retinal
parameters of interest. The sequence of algorithms represents a new methodology to
determine the properties of retinal veins and arteries. The platform does not require
user initialization, it is robust to the changes in the appearance of retinal fundus
images typically encountered in clinical environments, and is intended as a unified
tool to link all the methods needed to automate all processes of measurement on the
retinas. The platform uses the latest computer techniques both statistical and med-
ical. The next section introduces the Altair platform. Section 3 presents the most
important characteristics of the platform, showing some of the relevant techniques
and results. Finally, some conclusions are presented in section 4.
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2 Platform Overview

Altair facilitates the study of structural properties of vessels, arteries and veins that
are observed with a red-free fundus camera in the normal human eye, and the fractal
analysis of the branching trees of the vascular system. Figure 1 shows an example
of images taken directly from the fundus. The retinal vessels appear in a different
color, with the optic disc and fovea. There are many patterns in nature that show
branching, such as the retinal vessel, and those with open branching structures and
different lengths. These objects can be described by fractal geometry. Different an-
alytical methods and AI algorithms are used to determine the scaling properties of
real objects, yielding different measures of the fractal dimension, length and area of
retinal veins and arteries.

Fig. 1 Retinograph usually takes three images of each eye: a) Centered papilla. b) With the
disc on one side. c) With the macula and disc each to one side of center

The main objective is to relate the level of cardiovascular risk in patients to every-
thing that can be observed in the retinas. In this work we are interested in obtaining
as much information as possible from the images obtained, and have focused on the
following:

- Index Artery / Vein: represents a relationship between the thickness of arteries
and veins.

- Branching: branching structures include fractal analysis of the branching trees
of the vascular system. More branches tend to appear in subjects with cardiovascu-
lar diseases, especially around the papilla. Branching index refers to the number of
times that an artery branches, while branching pattern refers to the way in which
arteries branch. Actually the manner in which branching occurs is practically a fin-
gerprint in that each person has a different shape, however in many samples retinas
it is possible to observe certain normal patterns. In that case the relationship of these
patterns with the diseases could be studied.

- Area occupied by the veins and arteries.
- Distribution of the capillary: according to the blood distribution, the color dis-

tribution of the capillaries varies.
Moreover, our intention is to incorporate expert knowledge taken from the mea-

surements found in the retinal circulation which specify normal values of various
retinal structures in healthy subjects, and to apply this information to the study of
patients suffering from a number of diseases. Based on the values for area, length,
position and patterns of the branching trees of the vascular system in healthy pa-
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tients, we expect to determine ranges of normalcy within the population for their
subsequent application to subjects affected by various diseases. The next section
explains the main components of the platform. The original image passes through
each one of the modules (preprocessing, detection, segmentation and extraction of
knowledge), which use different techniques and algorithms to obtain the desired im-
age information. This sequence of steps is a methodology that is explained in the
following section, also showing examples of the results obtained.

3 Methodology and Results

The methodology used to obtain the functionality of the platform may be divided
into two phases. Firstly, a phase called "digitization of the retina", in which the dif-
ferent parts of the eye image are identified. Here a data structure is created, which
makes it possible to represent and process the retina without requiring the original
image. This phase includes modules of preprocessing, detection and segmentation.
Secondly, a phase of "measurements" in which we work with retinas that have been
previously identified. This phase includes extraction of knowledge and manual cor-
rection, or expert knowledge, if necessary.

This paper focuses on the first phase, which is in charge of creating and identify-
ing all the elements of interest of the retina. To carry out these phases, the following
steps are necessary.

Preprocessing
The preprocessing or filtering module reduces noise, improves contrast, sharpens
edges or corrects blurriness. Some of these actions can be carried out at the hard-
ware level, which is to say with the features included with the camera. During the
testing, retinography was performed using a Topcon TRC NW 200 nonmydriatic
retinal camera (Topcon Europe B.C., Capelle a/d Ijssel, The Netherlands), obtain-
ing nasal and temporal images centered on the disk (Figure 1). The nasal image
with the centered disk is loaded into the platform software through the preprocess-
ing module.

Detection limits
This module is in charge of locating the disk and identifying the center and edges of
the retina. The goal here is to construct a data structure that identifies each part of
the retina based on the matrices of colors representing the images obtained (Figure
1). In this step, image processing techniques were used to detect intensity based on
the boundaries of the structures [4] [2]. The identification of the papilla is important
since it serves as the starting point for the detection and identification of the different
blood vessels. This phase identifies the boundaries and the retinal papilla from a
RGB image of the retina. The following values are returned: Cr is the center of the
retina, which identifies the vector with coordinates x, y of the center of the retina.
Cp is the center of the disc, which identifies the vector with the coordinates x, y
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of the center of the papilla. Rr, is the radius of the retina. Rp, is the radius of the
papilla. As an example, a sequence of output values in this phase is shown in the
following table and figure:

Fig. 2 Identification result in the detection phase. Table 1. equence of output values in detec-
tion modules (pixel).

In order to identify the limits, and in particular to identify the circumferences,
it became necessary to carry out a process of image segmentation. Segmentation is
the process that divides an image into regions or objects whose pixels have sim-
ilar attributes. Each segmented region typically has a physical significance within
the image. It is one of the most important processes in an automated vision system
because it makes it possible to extract the objects from the image for subsequent de-
scription and recognition. Segmentation techniques can be grouped into three main
groups: techniques based on the detection of edges or borders [7], thresholding tech-
niques [8], and techniques based on clustering of pixels [3]. After analyzing the
possibilities, we chose one of the techniques from the first group that provided the
best results, which in this case uses an optimization of the Hough transform [7].
This technique is very robust against noise and the existence of gaps in the bor-
der of the object. It is used to detect different shapes in digital images. When ap-
plying the Hough transform to an image, it is first necessary to obtain a binary
image of the pixels that form part of the limits of the object (applying edge detec-
tion). The aim of the Hough transform is to find aligned points that may exist in
the image to form a desired shape. For example, to identify line points that satisfy
the equation of the line: ρ = x • cosθ + senθ , in polar coordinate. In our case, we
looked for points that verify the equation of the circle: (i) in polar coordinate sys-
tem: r2−2sr • cos(θ −α)+ s2 = c2, where (s,α) is the center and c the radius; (ii)
in Cartesian coordinate system: (x− a)2 +(y− b)2 = r2, where (a,b) is the center
and r the radius. The algorithm is not computationally heavy, as it does not check
all radios, or all possible centers, only the candidate values. The candidate centers
are those defined in a near portion of the retina, and the radius is approximately one
sixth the radius of the retina. To measure the approximate diameter of the retina, the
algorithm calculates the average color of the image column: diameter of the retina
is the length that has a non-zero value (black).

Identifying the papilla (Figure 3) is a necessary step because it provides a start-
ing point for other stages of segmentation and serves as a reference point for some
typical measurements. Typically the correct result is the circumference of the higher
value in the accumulator (over 70% of cases). In almost 100% of the cases, the cor-
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Fig. 3 Pseudocode of the identification algorithm of the papilla

rect identification can be found among the 3 greatest values found by the
accumulator.

Segmentation of the vasculature from retinal images
The ultimate goal in this module is to identify each blood vessel as a series of points
that define the path of the vessel. Each of these points will be assigned a certain
thickness. Moreover, it will be necessary to distinguish whether a particular blood
vessel is a vein or an artery. AI algorithms responsible for identifying veins and
arteries must perform a series of sweeps in search of "key points". Algorithms based
on matched filters [6], vessel tracking [12] and PCA [9], among others, are used
for obtaining the proximity points between objects (veins, arteries, capillaries), the
structures retinal structures or assemblies, branching patterns, etc. These algorithms
work with transformations of the original image of the retina obtained from the
previous step. Three steps are necessary within this module: (i) identification of
vessels; (ii) definition of the structure of vessel; (iii) cataloging of veins and arteries.

Identification of vessels. In this step the blood vessels are identified in the image
by thresholding techniques. Their purpose is to remove pixels where the structuring
element does not enter, in this case the blood vessels. The image on the retina is
blurred to keep an image similar to the background. This image is used as a threshold
so that the pixels of the original image will be treated as vessels if their intensity
reaches 90% of the background intensity.

The image below represents the application of these techniques in a row. The blue
line represents the values of the pixels in the image; the red line, the background
values; and the green line the point where there is a vessel:

Fig. 4 Thresholding techniques for the identification of vessels

In the figure, it is possible to observe a very small vessel on the left, which comes
from the artery below. In the middle there is a fat vein and to the right there are
three tiny vessels. Furthermore the edge of the retina is marked as a vessel although
obviously it is not. To decide where there is a vessel, the following algorithm is
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applied (Figure 5a) where Original(x,y) is the pixel (x,y) of the original image and
Background(x,y) is the pixel (x,y) of the background image. The result is shown in
Figure 5b.

Fig. 5 a) Pseudocode of the identification algorithm of the papilla. b) Image result. (Blank
pixels are the vessels).

Structure of vessel. This phase defines the tree forming blood vessels. Various
techniques are used in conjunction with the following steps:

The following image shows the output of this phase. At the end of this stage the
entire arterio-venous tree is stored in a structured way, making it possible to know
not only if a vessel passes through a point or not, but through which point each
vessel passes, which one is its parent, etc.

Fig. 6 Structure of the vessels

Cataloging of veins and arteries. To detect whether a vessel is vein or artery,
main branch is taken of the vessel. For every point (x,y) of the branch:

Fig. 7 a)Pseudocode of the identification algorithm of veins. b)Arteries and veins detection.

In general, if most points of the main branch of the vessel (from at least 60%) are
points classified as "probable vein", we conclude that this vessel is a vein, otherwise
an artery. Currently, there are no publicly available databases that can be used to
assess the performance of automatic detection algorithms on retinal images. In this
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study, we assessed the performance of our platform using retinal images acquired
from the Primary Care Research Unit La Alamedilla, SACYL, IBSAL, Salamanca,
Spain . The images were obtained using a TopCon TRC-NW6S Non-Mydriatic Reti-
nal Camera. Table 2 shows the testing performed using 10 retinal images. No differ-
ence was found between values in terms of age, sex, cardiovascular risk factors, or
drug use. The first row of values is shown in the examples retina and previous figures
in this paper. The table shows: Area veins and arteries, Diameter of veins and arter-
ies (D), AV index (AV), Veins P (VP) = number of veins around the papilla, Veins A
(VA)= number of veins that cross the corona outlined with radius=2*Rp. Rp is the
radio of the papilla, Veins B (VB)= number of veins that cross the corona outlined
with radius=3*Rp, same values for arteries. And the ratios leaving the region around
the papilla and out of the disc (which could serve as a reference of bifurcations that
have occured, though not in the manner in which they branch).

Fig. 8 Output results for 10 retinal images. Table 2.

It is possible to observe that the measurement values of veins and arteries (thick-
ness, area) are similar between different retinas (in this case no retinal images of
sick patients were introduced). Parameters like the veins in the papilla and AV in-
dex are the most fluctuating. Due to the lack of a common database and a reliable
way to measure performance, it is difïňĄcult to compare our platform to those pre-
viously reported in literature. Although some authors report algorithms and meth-
ods [12] [2] [4] with similar performance to our platform, these results may not be
comparable, since these methods are tested separately and were assessed using dif-
ferent databases. Since automation has been valid and verified our next step is to
compare the values obtained with significant medical values in our database.

Knowledge extraction
This platform will show a high intra-observer and inter-observer reliability with the
possibility of expert corrections if necessary. Results of its validity analysis must be
consistent with the findings from large studies conducted with regards to both car-
diovascular risk estimation and evaluation of target organ damage. The results ob-
tained during the use of the platform will be connected and used to extract additional
information by using reasoning models such as case-based reasoning (CBR) [11].
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Taking into account the measures found in the retinal circulation which specify nor-
mal values of various retinal structures in healthy subjects, it is possible to apply
this information to the study of patients suffering from diseases. Moreover, because
of the platform’s semi-automated nature and rapid assessment of retinal vessels, it
may be helpful in clinical practice.

4 Conclusions

Platforms such as Altair, which allow the automated diagnosis of retinal fundal im-
ages using digital image analysis, offer a lot of benefits. In a research context, they
offer the potential to examine a large number of images with time and cost savings
and offer more objective measurements than current observer-driven techniques.
Advantages in a clinical context include the potential to perform large numbers of
automated screening for conditions such as risk of hypertension, left ventricular hy-
pertrophy, metabolic syndrome, stroke, and coronary artery disease, which in turn
reduces the workload required from medical staff. As a future line of study in this
point, the next step would be to analyze the significance of the measurements ob-
tained with regard to their meaning in a medical context. That is, to describe the
relationship of the results obtained to the risk of cardiovascular disease estimated
with the Framingham or similar scale and markers of cardiovascular target organ
damage. The platform is intended as a unified tool to link all the methods needed
to automate all processes of measurement on the retinas. It uses the latest computer
techniques both statistical and medical. Thanks to the experience of the research
group at the University of Salamanca (bisite.usal.es), another line of the future,
which is already underway, is the migration of the platform to a cloud environ-
ment in which all services are accessible by users, regardless of their location, both
safely and ubiquitously [5].
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Real-Time Wrist Localization in Hand
Silhouettes∗

Tomasz Grzejszczak, Jakub Nalepa, and Michal Kawulok

Abstract. This paper is focused on wrist localization which is an important step in
recognizing hand gestures. While there are many methods for detecting hand fea-
ture points as well as for estimating the hand pose, the majority of them assume that
the palm region is given and ignore the wrist detection step. However, despite it is
a required operation if the gesture recognition is supposed to be automatic, wrist
localization has not been given much attention in the literature. Here, we propose a
fast, yet effective method for wrist localization and we present the evaluation pro-
cedure based on our set of 899 hand images with ground-truth data. To the best of
our knowledge, such a quantitative analysis of this problem has not been published
so far.

1 Introduction

Hand gestures constitute a natural way of communication between humans in their
everyday lives. Usually, they play a supportive role to the verbal messages, but in
some cases these are the gestures which are used to convey the relevant informa-
tion. Hand detection, tracking and gesture recognition have a number of practical
applications including the real-time videoconferencing [11], telemedicine and med-
ical visualization [15], telerobotics [1], interactive augmented reality [14], human-
computer and human-robot interaction (HCI, HRI) interfaces [13, 17] and more
[3, 12].
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In this paper we propose a fast algorithm for automatic wrist localization from
hand silhouettes, obtained after skin detection [9]. Contrary to the existing tech-
niques, our method is independent from the hand orientation and does not impose
any constraints on the sleeve length. The algorithm is based on the hand contour
and width profile analysis which is performed using fast and simple operations.
The experimental results prove that our method is effective and allows for real-time
processing.

The paper is organized as follows. Existing wrist detection techniques are dis-
cussed in Section 2. The algorithm for the wrist points detection is described in
detail in Section 3. The experimental results are given and discussed in Section 4.
Section 5 concludes the work.

2 Related Literature

HCI interfaces based on hand gestures analysis have been extensively studied during
the recent years in order to simplify human interaction with the surrounding environ-
ment. Two main gesture-based HCI categories can be distinguished: (1) hardware-
incorporating [16] and (2) vision-based methods [4]. The former takes advantage of
an additional hardware, e.g. magnetic sensors, gloves and markers, which is used
for locating the hand, extracting its features and finally – recognizing the gesture.
They offer high accuracy and robustness, however the excessive hardware cost, lack
of naturalness and lowered comfort of use, make these methods virtually inapplica-
ble in case of the solutions designed for ordinary customers. Contrary to that, the
latter group of vision-based approaches relies exclusively on the acquired images
to extract hand features and to classify the gestures. Although they are contact-
free and comfortable for users, these methods are highly dependent on the envi-
ronment, e.g. the lighting. Thus, the additional effort needs to be made to design
precise and robust hand detection and analysis algorithms applicable in real-time
systems.

Skin region segmentation and hand detection constitute the primary steps in the
case of the vision-based methods. Correct and precise detection is crucial for sub-
sequent pose estimation, features extraction and classification. In general, a human
hand is composed of three parts: fingers, palm and wrist. There exist methods ignor-
ing the wrist detection to simplify the processing, however, its position is a valuable
source of information about the hand direction and position [6].

The width-based wrist location technique was used by Licsár and Szirányi [10].
The widths of the forearm are evaluated along the main arm direction. According to
the anatomical structure information of the hand, the width starts increasing from the
wrist (from the forearm to the palm). In this method it is necessary to find the main
arm direction what requires time-consuming calculation of the image moments. Fur-
thermore, the main arm direction cannot be determined correctly if the arm is bent
in the elbow.
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Dung and Mizukawa proposed a distance transform-based method [5] for de-
termining the palm region, which was used in our earlier gesture recognition sys-
tem [4]. The wrist line can be determined with a high accuracy here, but it is assumed
that only a short part of the forearm is presented.

Hu et al. proposed a color-based approach [8]. In this technique, an image con-
taining the hand is divided into 9 sub-blocks with the fist in the center. Due to a high
value of correlation between the hand and wrist colors, the average value of color
of the block with the wrist is the most similar to the central block. Using the circu-
lar projection of the hand area to the wrist detection has been recently proposed by
Hasan and Mishra [7]. The main drawback of this method is the assumption that the
palm center and the fingers area are known. Thus, the technique can be applied only
for the wrist locating in the pre-processed images with determined positions of the
hand parts.

3 Proposed Wrist Localization Algorithm

Our method is based on an observation that the wrist forms a local minimum in
the width profile of the hand silhouette. The profile is computed along the longest
chord that can be determined inside the hand region. Using this rule, illustrated in
Fig. 1, the wrist position can be correctly located for most cases of hand silhouettes,
independently from the hand orientation and size of the skin blob, which is an im-
portant advantage over existing techniques. The silhouettes were obtained using a
skin detector developed earlier during our research works [9], and also for the sake
of validation the ground-truth masks were used, which is explained in Section 4.

At first, the longest chord (segment PQ, where Q lies in the palm) is determined
and the silhouette is rotated, so as the segment is positioned horizontally. After ro-
tation, the width at every position of the rotated chord is obtained as a sum of skin
pixels in each column of the rotated image. Profile analysis makes it possible to de-
termine the wrist position, which is projected back to the original image afterwards
and appears as the segment UV in Fig. 1. Central point of this segment is treated as
the detected wrist position. This algorithm is outlined in Alg. 1 and its details are
given later in this section.

a) b) c) d)

Fig. 1 Hand silhouettes with the longest chords (PQ) and wrist lines (UV ) annotated
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Algorithm 1 Automatic wrist points detection

1: Prepare input data: scale the image to a size of 300× 300 pixels, calculate the
contour;

2: Determine the longest chord of the contour;
3: Rotate the image by an angle of the chord’s slope;
4: Find local extrema, assuming local minimum to be the wrist point;
5: Compute the final wrist point in the original image;

3.1 Hand Orientation

An input color image is subject to skin detection. Every detected skin blob is down-
scaled to a maximum size of 300× 300 pixels. This does not affect the effectiveness
while it makes the further processing time independent from the input image size.

Hand orientation is determined based on the longest chord PQ which satisfies
the convexity assumption, i.e. PQ ⊆ M , where M is the set of skin pixels (see
Fig. 2 where P′′Q′′ �⊆ M and P′′Q �⊆ M ). The longest chord can be determined
using a brute-force approach, in which every chord PQ is verified. However, this
results in an average processing time of 49 seconds per image. Thus, a randomized
approach was applied which significantly reduces the search time (∼550 times).
The proposed algorithm for finding the longest chord is presented in Alg. 2. It is
initiated with a randomly chosen chord defined by two points P and Q from the
contour VVV (line 4). A new pair of points is chosen randomly from the contour and it
is checked whether they form the longest and valid (PQ⊆M ) chord (line 5). If they
do, then a new iteration is initiated (line 7). In every iteration, a maximal number
of L random chords are found. If none of them updates the chord determined in
the previous iteration, then the local search is performed (line 13). It consists in
checking additional eight chords (lines 21-30), determined by the points that lie at
a small distance Δ along the contour from the current end points (see Fig. 2). If the
chord is updated, then the next iteration starts (line 14). If the local search fails to
improve the result, then the search is stopped (line 16).

Fig. 2 Local optimization for improving the longest chord (PQ is changed to P′Q′)

Theoretically, the randomization involves a risk that the search may be very time
consuming or that the determined chord is far from the optimal one. However, an ex-
tensive experimental study indicated that the chords were determined correctly and
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that the search process never exceeded 11 iterations. In the worst case, the longest
chord was found after 0.36 seconds, which is only 4.4 times slower than the average,
and over 100 times faster than the brute force.

Algorithm 2 Longest chord search

INPUT: VVV , M , Δ , L � a vector of contour points (V ) and a set of skin pixels (M )
1: dmax ← 0; � length of the longest chord
2: stop← FALSE; counter← 0; � stop condition and chord counter
3: while stop = FALSE do
4: P = random(VVV);Q = random(VVV); � get two random points from the

contour
5: if |PQ|> dmax∧PQ⊆M then � PQ becomes the longest chord
6: dmax ← |PQ|;
7: counter← 0; � starts a new iteration
8: (Pmax,Qmax)← (P,Q);
9: else

10: counter← counter+ 1;
11: end if
12: if counter = L then � maximal number of draws in a single iteration
13: if LOCALSEARCH(P, Q, VVV , M ) = TRUE then
14: counter← 0; � the local search improved the result
15: else
16: stop← TRUE; � stop condition is met
17: end if
18: end if
19: end while � PmaxQmax is considered as the longest chord
20: function LOCALSEARCH(P, Q, VVV , M )
21: i← INDEX(VVV , P); � retrieves the index of the point P in the contour VVV
22: j← INDEX(VVV , Q); � retrieves the index of the point Q in the contour VVV
23: P′ ←VVV [i−Δ ]; P′′ ←VVV [i+Δ ]; Q′ ←VVV [ j−Δ ]; Q′′ ←VVV [ j+Δ ];
24: (X ,Y ) = argmax{|XY | : X ∈ {P,P′,P′′}∧Y ∈ {Q,Q′,Q′′}∧XY ⊆M };
25: if |PQ|< |XY | then
26: (P,Q)← (X ,Y );
27: return TRUE; � local search improved the result
28: else
29: return FALSE; � the initial segment PQ was locally the longest
30: end if
31: end function
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3.2 Locating the Local Extrema

The longest chord PQ determines the direction, along which the widths of the sil-
houette are calculated. In order to simplify and speed up the computations, the image
is rotated by an angle α , obtained from the slope of a line containing the segment
PQ, around the center of rotation C (see Fig. 3). Thanks to this operation, the width
profile can be computed by summing the mask pixels in each image column after
rotation.

a) b)

Fig. 3 Rotation of a silhouette

It is worth noting that the orientation of the segment PQ is unknown. Therefore,
the palm area of a hand (i.e. point Q) can be located either on the left or on the right
side in the rotated image. To address this problem, all contour points on both sides
of the center of rotation C are counted after the rotation. It may be observed that the
contour of the palm is usually longer than the opposite part. Given this assumption,
we verify the image orientation and start the profile analysis from the palm region.
There exist images, for which the number of contour points is smaller around the
palm. In these cases, the proposed algorithm for profile analysis is slightly less ef-
fective, which is later explained in Section 4 and presented in Fig. 7.

The sum of skin pixels is computed for each position, i.e. for each column along
PQ. The first local maximum found in the profile is located either in the palm area
or in the vicinity of the elbow. Nextly, the first local minimum in the profile is inter-
preted as the wrist (S) in either case, although the results are better if the analysis is
started from the palm. The minimum is calculated using the step contraction method
and the directional minimum search [2]. In this approach, the step is geometrically
reduced by the parameter k (line 7) until it is less than the defined accuracy ε (line 5).
If the new value of the minimum is larger than the previous one, then the direction of
the search is reversed (line 9). During the wrist search process, the local maximum
only needs to be detected, rather than precisely located. Thus, its rough position is
found by sampling the profile with a defined step δ , until the extremum is deter-
mined (lines 2-4). Finally, the location of U and V points is determined and mapped
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to the input coordinate system as U ′ and V ′. The most relevant steps of this proce-
dure are presented in Fig. 4.

Algorithm 3 Wrist localization based on profile analysis

INPUT: SSS, δ , ε , k, ni � a vector of the rotated mask profile S and the settings
1: x← 0; n← ni; � x indicates the position in the profile
2: while SSS[x+ δ ]> SSS[x] do
3: x← x+ δ ; � find the local maximum
4: end while
5: while n > ε do � find the local minimum
6: if SSS[x+ n]< SSS[x] then
7: n← n/k; � contract the search step
8: else
9: n←−n/k; � change the search direction

10: end if
11: x← x+ n;
12: end while

a) b) c) d)

Fig. 4 Wrist localization steps: a) the longest chord, b) sampled minima (cross) and maxima
(circle) of the profile, c) detected wrist points, d) detection result compared with the ground-
truth data (circles)

4 Experimental Validation

The proposed method was validated using our database1 containing 899 images
with the ground-truth data [9]. The parameters were tuned experimentally to the
following values: L = 50, Δ = 5, δ = ni = Pw/10, where Pw is the profile width,
ε = 2, k = 1.5. The algorithm was implemented in C++ and run on an Intel Core i5
2.3 GHz (4 GB RAM) computer.

In order to verify the performance of our approach, we detected the points U ′, V ′
and W ′ for each image, where W ′ is the wrist point, and compared them with the
ground-truth points U , V and W . The detection error e is defined as e= |WW ′|/|UV |,
1 The data set is available at http://sun.aei.polsl.pl/~mkawulok/gestures.

http://sun.aei.polsl.pl/~mkawulok/gestures
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e≤ E , where E is the maximal detection error (E ≤ 1.0). Possible wrist point posi-
tions are given in Fig. 5 (indicated as dashed circles for E = 0.5 and E = 1.0). It is
worth noting that the position of the point W ′ is constrained by the positions of U ′
and V ′ laying on the contour, as it is the middle point of U ′V ′.

a) b)

Fig. 5 Silhouette with the ground-truth (U, V, W) and detected (U’, V’, W’) points and pos-
sible wrist point areas. The detection errors are a) e = 0.2091 and b) e = 0.7887.

The wrist in a given image is considered as properly detected if e < E . Thus,
the accuracy of detection can be calculated either for the entire database (includ-
ing images for which e ≥ E) or only for those correctly detected. Processing times
and errors obtained for E = 0.5 and E = 1.0 are given in Tab. 1. Here, the results
presented for the proposed method (termed Random) were averaged over 11 tests
run using the entire data set. We compared them with 1) a brute-force approach for
finding the longest chord outlined earlier in Section 3.1 (Brute Force), and 2) the
algorithm proposed by Licsár and Szirányi [10], based on the image moments cal-
culation (Moments).

Table 1 Comparison of time and error statistics

Random Brute Force Moments

Processing time
tavg 0.0812±0.0322 49.680±27.276 0.0254±0.0032
tmax 0.359 176.111 0.042

Total error eavg 0.5940±0.6791 0.5937±0.6832 0.6016±0.6563

E = 1.0
Number of e > E 131.7 (14.7%) 132 (14.7%) 111 (12.4%)
eavg > E 0.3005 0.2990 0.3439

E = 0.5
Number of e > E 322.3 (36.0%) 309 (34.4%) 370 (41.3%)
eavg > E 0.1547 0.1604 0.1487

An average tavg and the worst tmax processing time of the proposed method is
significantly reduced compared to the brute-force approach, without a significant
loss of accuracy. Given a small value of the standard deviation, the maximal time
tmax of our method can be considered as a gross error (0.1 � t � 0.3 was observed
for approx. 0.05% cases). The processing time histogram for the Random algorithm
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Fig. 6 Histograms of a) the average detection error eavg for 11 tests and b) the average execu-
tion time tavg of the Random algorithm for 11 tests

I. II. III. IV. V. VI.

a)

b)

c)

Fig. 7 Examples of wrist localization: a) image rotated based on the detected chord, b) width
profile of (a), c) obtained result compared with the ground-truth location

is given in Fig 6b. The Moments algorithm turns out to be the fastest, but the de-
tection accuracy is affected due to imprecisely determined rotation angle. This can
be noticed for E = 0.5, where the average number of improperly detected wrist
points grows rapidly from 12.4% for E = 1.0 to 41.3%. The error rates are similar
in case of the random and brute-force approaches (Fig. 6a). It is worth noting that
an average error value eavg of the best results obtained using the Random algorithm
equals 0.2 (with 1.5% and 7% of incorrect results for the maximal error E = 1.0
and E = 0.5, accordingly). Several examples of obtained outcome are presented in
Fig. 7. The most important cases are covered here, namely: correct wrist localiza-
tion in case of an incorrect detection of the palm orientation (I.), images with the
entire hand visible (I.–III.), images presenting hands with long sleeves (IV.–V.), and
incorrect outcomes (IV., VI.).
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5 Conclusions and Future Work

In this paper we proposed a fast algorithm for wrist localization in hand silhouettes
based on the profile analysis along the longest chord, determined using a random-
ized approach. Experimental results proved that the effectiveness of our method is
competitive compared to an alternative existing algorithm, while the execution time
allows for real-time processing, contrary to the brute-force technique.

Our ongoing research includes developing more advanced profile analysis tech-
niques, which may help decrease the detection errors. Furthermore, the failures of
the presented algorithm are very often observed for hands with a long sleeve, where
the wrist point is located on the contour, and this problem is planned to be addressed
as well.
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An s-layered Grade Decomposition of Images

Maria Grzegorek

Abstract. An s-layered model of the grade data analysis is used to image decom-
position. The method is derived from grade correspondence analysis and involves
grade outliers. Image pixels are described by selected variables. The resulting data
table is ordered according to the maximal grade differentiation. The outlying mea-
sure from the main trend is calculated for each pixel. This measure defines pixels
distances from the regularity. The data table ordered according to outlying measure
is divided into more homogeneous subsets and subsets form subimages with more
similar pixels (in grade outlier meaning).

1 Introduction

The Grade Correspondence Analysis (GCA) has recently been extensively applied
to the data exploration. The basis of grade methods and models is described in [5].
Many simple examples illustrate variety of cases. Some practical tasks are also men-
tioned. (For example analysis of questionnaires concerning disabled people where
employment is related to functional ability, skills, education, age and so on. Another
example concerns high performance concrete.) An easy introduction and some inter-
esting dependencies between EU countries can be found in [6]. Images also undergo
GCA if only data table is formed involving any information from the image. Previ-
ous articles (for example [4] show how to form data table which rows are pixels and
columns are variables describing some features of pixels. The number of variables
has not occurred very large that profits in time shortening. Also variables construc-
tion can be simplified by avoiding parameters and thresholds. Variables depending
upon values of certain simple features of neighboring pixels behave good enough.
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The last required parameter, the number of clusters in grade correspondence cluster
analysis is omitted in a version of grade-spatial algorithm ( [3]). Search for signif-
icant groups of pixels is simultaneously performed in grade space (grade order of
pixels) and in image space (adjacency of pixels in the image).

This text profits by s-layered grade inference framework [7]. In a typical grade
data exploration objects are divided into two more or less even subsets, one fitting
to main trend and another outlying from such tend, maybe fitting to a second trend.
The partition is made with the use of statistics called AvgDiffA. This measure de-
fines an average difference for each object from remaining objects in grade ordered
data table. Objects in turn are ordered from the most to the least outlying and a par-
tition point is selected from a graph of AvgDiffA. This time only objects with the
smallest AvdDiffA values are separated and remaining objects undergo the proce-
dure from the beginning. We get s layers of image pixels which form more regular
clusters.

Arbeláez at al. [2] perform contour detection task in its local part in four chan-
nels, e.g. three CIE Lab colours and texture. In those channels every pixel is a
center of a disc of some diameter. Distance of two histograms derived from both
half-discs is a measure of gradient in direction orthogonal to diameter. Texture chan-
nel requires some preliminary calculation which involves convolution with Gaus-
sian filters and attachiement the number of relative texton. Then the gradient for
texture channel is calculated in the same way. Multiscale measure is obtained by
performing weighted sum of gradients over all discs diameters and all channels.
The globalization feature is gained when sparse affinity matrix is formed involving
maximum gradient along a path connecting every two pixels in the fixed distance.
Eigenvectors for the smallest eigenvalues, which are images too, are convolved with
Gaussian directional filters and summed up. The final weighted sum of multiscale
and spectral component is evaluated with the aid of Berkley Segmentation Dataset
(BSDS).

Antúnez at al. [1] divide the task into two stages. In a pre-segmentation stage
combinatorial pyramid is build with established levels of combinatorial maps in-
volving darts, ordered sets of darts belonging to vertices, sets of darts belonging to
the same arc. The base level includes all pixels. Contraction or removal is based on
merging patches which colour difference (region feature) is below a threshold. The
perceptual grouping stage depends on removal boundaries between patches with
strength below another threshold (boundary features). The results show high topo-
logical information maintenance. Evaluation involving developed in [2] values of
precision and recall measures uses BSDS and human-created segmentation. Widyn-
ski and Mignotte [8] develop contour detector involving Byesian model, particle
tracking technique and edgelets (short fragments of contours) as a subject of dis-
tribution transfer. Authors use BSDS in both stages: learning phase and contour
detection.

Section 2 introduces theoretical background. Section 3 presents results. Section
4 sums up performed task and outlines improvement of proposed processing.
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2 Grade Correspondence Analysis and Grade Outliers

Grade analysis involves ideas of transforming multivariate dataset onto bivariate
copula as well as ideas of regularity and strength of monotonic dependence in data
tables. To take advantage of this concept the set of image pixels is transformed into
a data table with size m× k. Rows in the data table are m image pixels. Each pixel
is attached by k values of variables. Pair (i,s) represents table cell containing value
of variable s attached to pixel i.

Fig. 1 Test image "Lena" (left), four selected pixels (right)

Figure 1 shows one of test images and a magnified fragment of the test image
with four pixels marked in white. Pixels characteristics are listed in Table 1 (from
left to right on the image 1: theirs numbers of row/pixel i, coordinates x, y and
variable values m1divm8. Numerical characteristics of pixels are transformed: each
value in a row is divided by the sum of that row. Obtained values are shown in Table
2. Next the accumulated values are calculated for every pixel/row. The current values
are shown in Table 3.

Table 1 Variables values for four selected pixels

i x y gr.m gray m1 m2 m3 m4 m5 m6 m7 m8

32377 146 104 20,10 35 35 37 38 39 40 40 42 47
32378 147 104 120,42 38 35 35 40 40 42 55 68 87
32381 150 104 138,31 65 50 56 65 77 86 87 90 112
32386 155 104 28,46 204 191 198 199 202 204 204 204 204

Pixel with coordinate x = 146 is compared to three other on graphs illustrated in
Figure 3 (upper row of graphs). Graphs are unit squares with diagonals which end
points are (0,0) and (1,1). Consecutive variable values for pixel 146 are on x axis
and values for the second, third and fourth pixel on y axes on successive graphs.
Resulting curve is so called a concentration curve. Concentration curve is a tool
used for comparison of two univariate probability variables and here illustrates dis-
similarity of two pixels. The more distant concentration curve is from the diagonal
the bigger dissimilarity occurs between two pixels. Thus the concentration curve
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approaching to diagonal means bigger similarity of distributions attached to pixels.
On the diagonal distributions are identical. The diagonal is also baseline reference
in the visualization of concentration index. The greater area is associated with a
greater dissimilarity. The area between the concentration curve and the diagonal is
a measure of dissimilarity between two pixels. On shown plots the concentration
curve is partly above the diagonal, partly below the diagonal. Concentration index
denoted ar is equal to double difference between thiese two areas.

Table 2 Normalized values of variables for selected pixels

x y gray gr.m m1 m2 m3 m4 m5 m6 m7 m8

32377 146 104 0,0539 0,0938 0,0938 0,0992 0,1018 0,1045 0,1072 0,1072 0,1126 0,1260
32378 147 104 0,2149 0,0678 0,0625 0,0625 0,0714 0,0714 0,0749 0,0981 0,1213 0,1552
32381 150 104 0,1674 0,0787 0,0605 0,0678 0,0787 0,0932 0,1041 0,1053 0,1089 0,1355
32386 155 104 0,0155 0,1110 0,1039 0,1077 0,1082 0,1099 0,1110 0,1110 0,1110 0,1110

Table 3 Cumulated values of variables for selected pixels

x y gray gr.m m1 m2 m3 m4 m5 m6 m7 m8

32377 146 104 0,0539 0,1477 0,2415 0,3407 0,4425 0,5470 0,6542 0,7615 0,8740 1
32378 147 104 0,2149 0,2827 0,3451 0,4076 0,4790 0,5503 0,6253 0,7234 0,8448 1
32381 150 104 0,1674 0,2460 0,3066 0,3743 0,4530 0,5462 0,6503 0,7555 0,8645 1
32386 155 104 0,0155 0,1264 0,2303 0,3380 0,4463 0,5562 0,6671 0,7781 0,8890 1

Segments of the concentration curve can be ordered from left to right based on
their slopes values, from small to large. The obtained curves are maximal concen-
tration curves now and connected maximal concentration indices are called armax.
The maximal concentration curve is convex and is always below the diagonal. Such
maximal curves for pairs of above the mentioned pixels are shown in Figure 3 (mid-
dle row).

Fig. 2 Test images: crossroad (left), NMR brain image (right)
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a b c

Fig. 3 Concentration curves for pairs of pixels from image 2: from left to right pairs a)
(146,104):(147,104), b) (146,104):(150,104), c) (146,104):(155,104); top row - initial order-
ing of variables, middle row - maximal concentration curves, bottom row - after GCA

GCA allows to compare multivariate case of m image pixels attached by k values
of variables. Value of variable in table cell (i,s) is divided by a sum of row i and
is divided by a sum of column s. The data table gains a shape adequate to bivariate
copula. Now the grade transform can be used to process the data table. Let pi+ be
marginal sum for row i, p+s is marginal sum for column s according to expressions:

pi+ =
k

∑
s=1

pis (1)

p+s =
m

∑
i=1

pis (2)
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Sums Si+ for row and S+s for columns are:

Si+ =
i−1

∑
j=1

p j++
1
2

pi+ (3)

S+s =
s−1

∑
j=1

p+ j +
1
2

p+s (4)

Spearman ρ∗ is a measure of differentiation of the data table:

ρ∗ = 3
k

∑
i=1

m

∑
s=1

pis(2Si+− 1)(2S+s− 1) (5)

Spearmans ρ∗ is frequently used as a measure of monotone dependence. It indicates
how close is processed table to T P2 - table which has features of Total Positivity
of Order 2. To maximize ρ∗ rows and columns are alternately sorted according to
grade regression for rows rrow(i) and for columns rcol(s) [5]:

rrow(i) =

k
∑

s=1
p(i,s)∗ S+s

pi+
(6)

rcol(s) =

m
∑

i=1
p(i,s)∗ Si+

p+s
(7)

A new order of rows and columns with maximal ρ∗ groups similar pixels while
unlike pixels are found distant one from another in the data table. GCA is supple-
mented by clustering procedure which collects adjacent pixels in data table into
clusters. Pixels in one cluster are similar and homogeneous and they are different if
belongs to different clusters, especially if these clusters are distant one from another
in the GCA ordered data table (extensive explanation of GCA mechanism can be
found in [5], more compact in [6]). After GCA reordering regularity indices ar for
pairs of rows increase but rarely reach maximal values. Increasing the global mea-
sure ρ∗ by rows and columns reordering is a subtle balance between increasing and
reduction of regularity indices for all pairs of pixels according to equation 5. Graphs
of concentration curves after GCA procedure for selected pixels from Figure 1 are
shown in Figure 3.

Afterwards, an idea is applied to the processed data table. Pixels are evaluated
according to theirs outlying degree from the main trend revealed by procedure
GCA. Such measure can be AvgDiffA statistics obtained according to equation 8.
AvgDiffA is a mean distance between pixel and all remaining pixels in the data table
reordered according to GCA.

AvgDi f f A(i) =
m

∑
s=1

(armax(i : s)− abs(ar(i : s))

(m− 1)
√

2
, i = 1,2, ...,m (8)
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Rows are ordered from the most to the least outlying from regularity according to
AvgDiffA. Graphs of AvgDiffA for test images from Figures 1 and 2 are shown in
Figure 4, upper row.

a b c

Fig. 4 AvgDiffA graphs: top - for all pixels, bottom - after omitting pixels attached to layer 1.
On horizontal axes are objects (pixels), on vertical axes are values of AvgDiffA. The vertical
lines show division points

Szczesny at al. [7] consider grade vertical composition of s contingency tables,
when the number of columns is the same for each component. Particular cases/vari-
ables tables possessing properties which are "close" to the properties of two-way
contingency tables can be vertically composed. In practical applications GCA could
be applied to them which provide an overview of main trends. GCA can be followed
by GCCA which forms a chosen number of ordered and possibly homogeneous clus-
ters. Vertical decomposition of a table onto s components is a reversion of vertical
composition. Model M1 assumes decomposition onto two subsets: one fitting to the
main trend revealed by GCA, second outlying from this trend. Decomposition is
performed with the aid of AvgDiffA graph. The choice of a partition point is ar-
bitrary and should take into consideration either similar number of pixels in both
subsets or any noticeable point on the graph.

Another model called M2 assumes s-layer decomposition. The layer is a regular
but independent subpopulation detected in the original dataset. An iteration process
is performed on data table: procedure GCA, AvgDiffA calculation, removal of most
outlying object - until regularity index τ/τmax gains value equal or close to 1 which
means that remaining subset gains property close to T P2. In the case when the num-
ber of objects is large, a slightly different scheme is used. At the AvgDistA graph
the partition point separates chosen number of pixels with the smallest AvgDiffA

values. This subset forms first layer M(1)
2 . Remaining subset of pixels is reordered

according to the procedure GCA, AvgDistA graph is composed and second layer
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subset M(2)
2 is formed. The process is continued s time until small set of the most

outlying pixels remains.

3 Experiments and Results

The procedure involving s-layered decomposition is applied to the data table of
pixels.

a b c

Fig. 5 Visualization of first subimages - top, and last subimages - bottom for test images

Gray test images and some gray images from Berkeley Segmentation Dataset
were analyzed with a specialized application which makes possible processing of a
huge data tables. There are ten variables: gray shade, gradient magnitude and eight
gray values of neighboring pixels. These eight values are ordered in non-decreasing
way. Pixels in data table are reordered according to GCA. AvgDiffA graph is cal-
culated and 1/3 least outlying pixels are separated. Remaining pixels are GCA re-
ordered and AvgDiffA values are determined again. These values for the reduced
sets are shown on graphs in Figure 4 at the bottom row. Pixels from the subset
ordered according to decreasing AfgDiffA values are divided into two subsets. So
there are two layers (s = 2) and a set of outliers. Each subset is GCA reordered and
three clusters are found. In each cluster pixels space dependencies are restored - pix-
els belonging to one cluster are displayed in one subimage. In each subimage regions
are found on a eight-neighborhood principle. Some pixels do not remain connected.
However, the number of such pixels is lower then in grade-space decomposition [3]
or earlier grade image decomposition [4].
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a b c

Fig. 6 Subimages visualization compacted in one image - contents of every subimage is drawn
with separate colour/gray shade

Simple four characteristics are found for regions: mean gray value, standard de-
viation of gray, mean gradient magnitude and standard deviation of gradient mag-
nitude. Region data table is reordered according to GCA and clusters are found.
Regions belonging to one cluster are displayed in one subimage. Figure 5 presents
some subimages: the first is like to a contour image and the last is segmentation
image alike.

Fig. 7 Upper row: BSDS image, clusters visualization on one image; bottom row: visualiza-
tion of the first and the last clusters

Figure 6 presents the results of decomposition displaed in one image. Pixels from
one subset are displayed in one gray shade. Two pixels wide legend is put on left
side of images. Figure 7 shows image of BSDS (top left), image visualizing all
clusters (top right) and images of the first and the last cluster. Comparison between
obtained results and human-performed segmentation/boundary detection is difficult.
Achieved task results in disjoint, possibly meaningful, subsets of pixels whereas
BSDS includes images either containing a few smooth segments or theirs smooth
edges. Therefore, the obtained results of F-measure near 0.26div0.33 when only an
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image of the first cluster is compared with human-created, seems promising enough
to develop the following regions extraction and merging into clusters.

4 Conclusions

The method involving grade correspondence cluster analysis with s-layered decom-
position is applied to gray images. Images are transformed into the data tables with
m rows/pixels and k = 10 variables. Data table is reordered according to GCA pro-
cedure. Dataset is divided into subsets by successive subsets separation containing
pixels with a low value of outlying measure. Each subset is processed by GCCA
procedure which puts pixels belonging to it in grade order and divides subsets into
smaller subsets which are more homogenous and more uniform. Pixels in subsets
recover their space place and are displayed in separate subimages.

The subimages seem to be to rough units. Variables used to merge regions of
pixels in bigger superregions are to little productive. There is a need to search an-
other set of variables for regions. Another stage of method, AvgDiffA calculation is
a significantly time consuming process. It demands either to accelerate algorithm or
to apply more memory.
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System-Level Hardware Implementation of
Simplified Low-Level Color Image Descriptor

Paweł Forczmański and Piotr Dziurzański

Abstract. The paper addresses the problem of Content-Based Image Retrieval im-
plemented in hardware. The presented approach consists of a simplified low-level
descriptor for color images and similarity measure that are implemented in a system-
level C-based hardware description language ImpulseC. The floating to fixed-point
data conversion has been applied and also some modifications, improving execution
of loop instances parallely has been described. The descriptor has been implemented
as a core in a NoC-based MPSoC. The results of the implementation in an FPGA
has been provided.

1 Introduction

An important area of modern computing is the processing and analysis of multime-
dia data: images, video and audio streams. Due to the growing size of multimedia
streams used in modern computer systems, processing with conventional program-
ming methods encounters the barrier that limits the performance of such systems.
Hence, there is a strong need for more efficient computing models, which are charac-
terized by a high degree of potential parallelism and, thus, may be achieved directly
in dedicated hardware structures. Most of the proposed hardware and software so-
lutions, aimed at multimedia processing, relatively rarely use the latest design of
hardware systems, such as multi-core system-on-chip (MPSoC), network-on-chip
(NoC) and transaction-level modeling (TLM).

Currently one of the most important yet difficult problems related to the process-
ing of multimedia data is a recognition (in particular classification), which is used
in many areas of modern knowledge-based economy, such as biometric security
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Żołnierska Str. 52, 71–210 Szczecin, Poland
e-mail: {pforczmanski,pdziurzanski}@wi.zut.edu.pl

R. Burduk et al. (Eds.): CORES 2013, AISC 226, pp. 461–468.
DOI: 10.1007/978-3-319-00969-8_45 © Springer International Publishing Switzerland 2013

{pforczmanski,pdziurzanski}@wi.zut.edu.pl
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systems, multimedia systems, indexing and retrieval, as well as human-computer
communication and robotics.

The most important tasks in a typical multimedia data recognition are: prepa-
ration of a representative database and classification process. Construction of the
database is a time-consuming process which involves creating representations of
all possible reference objects. In the process of classification an object which is a
subject to recognition undergoes several stages of processing: feature extraction for
achieving the objective description, the dimensionality reduction of a set of features
to create their compact representation and the final identification by assigning it
to the appropriate class in the database [6]. A significant step towards a fully auto-
mated indexing systems has been made with the advent of MPEG-7 standard, which
defines the various indexes (called descriptors) for multimedia data.

In the paper we present an approach to implementation of high-performance MP-
SoC that will make it possible to improve the quality of multimedia data classifica-
tion by increasing the number of criteria for the classification without increasing the
computation time (due to the parallelization process).

Typically, the high accuracy of recognition is associated with a significant in-
crease of system response time. The specificity of large collections of multimedia
data (population of several thousand or more objects) is the fact that there is a high
probability that the use of a single index (descriptor) does not guarantee a correct
result. Therefore it is important to connect descriptors to enhance the effectiveness
of the process. Such strategy is extremely sensitive to the structure of hardware im-
plementation. In the case of software implementation of such algorithms, there are
problems arising from the sequential nature of processing, in particular the time-
consuming process of creating the feature space used in the identification process.
On the other hand, in order to implement the above algorithms in hardware, it is
necessary to extract data dependencies between various stages of processing and to
determine memory access schedule.

The general objective of works described in this paper is to develop a hardware
implementation of selected descriptors and classifiers used in the multimedia data
recognition. Some preliminary works were described in [7]. Here we focus on visual
descriptors related to color representation of still images as it seems to be one of the
most important problems nowadays [12].

2 Existing and the Proposed Approach

Each type of multimedia object representation has its advantages and disadvantages,
and the choice is not always obvious. It depends on many factors such as: field of
application, user requirements, conditions during acquisition process. Most of the
works are focused on the visual descriptors related to shape and color, because they
guarantee relatively high performance [2], [11].
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An important feature of digital images, often taken into consideration, is the
color. This is due to the construction of human visual system (HVS). In good light-
ing conditions, one draws special attention, firstly, to the brightness and color, and
then to shape, movement, texture and other features. So far, many descriptors have
been proposed, most of them based on the histograms (distributions) of colors in
different color spaces. Today, in the era of the dissemination of the MPEG-7 [2], the
greatest expectations are associated with descriptors combining color information
and its distribution - SCD (Scalable Color), DCD (Dominant Color), CLD (Color
Layout).

In the literature, the problem of hardware implementation of multimedia data
recognition procedures is present in two sub-areas: feature extraction and actual
classification. Due to the relative ease of implementation, many of the currently
published works relate to the hardware implementation of selected MPEG-7 de-
scriptors, e.g. [13] and [14]. The second trend concerns the implementation of the
classifiers, which is more complex and less represented.

On the other hand, publications that describe the simultaneous implementation
of both stages of processing: extraction and classification are rare, what is caused
by a large individual complexity of each of these problems and the limitations of
hardware structures.

The analysis of the problem shows, that for numerous applications it seems rea-
sonable to compute a few descriptors from the same data [9]. The codes computing
such descriptors can be then implemented in separate hardware cores of a multi-core
System on Chip and then computed concurrently. These cores are often connected
with Network on Chip (NoC), as the NoC architecture offers high throughput and
favorable communication, as well as effective flow control mechanisms in order
to avoid problems in access to resources [1]. In the case of a system where cores
compute independent descriptors, the possibility of multicast routing, i.e., sending a
stream of the same data parallely to numerous cores, is of particular importance [3].

Since the multi-core SoC systems include a collection of blocks, they typically
use a regular architecture consisting of cores implementing algorithm specified in
a high-level language, and the router, which is typically connected to the adjacent
nodes. In our work, we use a typical mesh-based architecture with wormhole switch-
ing extended with a path-level multicast routing, as described in [4]. In the wormhole
switching each packet is divided into smaller packets, flits (flow control units) [5].
The whole flit is transmitted between adjacent routers in a single clock cycle, or a
single request-acknowledgement cycle in case of an asynchronous execution.

The mentioned above architecture imposes an orthogonality between computa-
tion and communication in a SoC circuit. The only requirement for a NoC core is
to follow the communication protocol during the communication with the router
connected to this core. This communication scheme is rather straightforward and
usually implements the simple request-acknowledgement-based asynchronous com-
munication. In the described system we also follow this technique, as described, e.g.,
in [3].
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3 Image Matching Algorithm

The algorithm of image matching is based on Dominant Color Descriptor being a
part of MPEG-7 Standard [11] and an intersection of histograms. It has been simpli-
fied for a hardware implementation. The following section describes the details of
creating color-based image descriptor and the method devoted to comparing pairs
of descriptors.

Color descriptor is calculated for an input image X being represented as a three
dimensional structure of size M×N×K in the RGB color space (K = 3). In the
first step we perform a conversion from RGB to HSV representation, in order to
reduce between-channel correlation. Here, the components of HSV fall within the
following ranges: Hue ∈ [0,359], Saturation∈ [0,100], and Value ∈ [0,100]. Then
we perform color quantization, in order to reduce the number of colors and create a
histogram with 72 bins. The following thresholds are used ∀m ∈M,∀n ∈ N:

for Hue component (k = 1):

X (q)(m,n,k) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 for X(m,n,k)< 20 and X(m,n,k)≥ 316,
1 for 20≤ X(m,n,k)< 40,
2 for 40≤ X(m,n,k)< 75,
3 for 75≤ X(m,n,k)< 155,
4 for 155≤ X(m,n,k)< 190,
5 for 190≤ X(m,n,k)< 270,
6 for 270≤ X(m,n,k)< 295,
7 for 295≤ X(m,n,k)< 316,

(1)

for Saturation and Value components (k = 2 and k = 3):

X (q)(m,n,k) =

⎧
⎨
⎩

0 for 0≤ X(m,n,k)≤ 20,
1 for 20 < X(m,n,k)≤ 70,
2 for 70 < X(m,n,k)≤ 100,

(2)

Next, a three-dimensional histogram H(3D) of size H×S×V is built for X (q), where
H = 8, S = 3 and V = 3, and later transformed into a one-dimensional vector for the
sake of simplicity:

H(9h+ 3s+ v) = H(3D)(h,s,v), (3)

where h,s,v represent quantization values and h = 0, . . . ,H, s = 0, . . . ,S and v =
0, . . . ,V . Finally, the values in H are sorted in the decreasing order and the first
8 bins are left unchanged, while the other are zeroed. Next, the values in H are
normalized to one by dividing them by a sum of all values. The comparison of two
descriptors HA and HB belonging to analyzed images A and B is performed by a
simple histogram intersection:

D =
72

∑
i=1

min(HA(i),HB(i)). (4)
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If the value of D is close to one, it means the images are similar, while D tending to
zero suggests different images.

The above approach gives a possibility to compare images regarding their geo-
metrical transformations (scaling and rotation). It is also invariant to some extent to
cropping and noising.

Since the above algorithm uses several stages that are independent (i.e. color
quantization and histogram calculation), it can be parallelized in order to create a
rather effective hardware implementation.

4 Hardware Implementation

Since the code for image matching algorithm described in the previous section has
been written in C language, it seemed favorable to choose one of the existing C-
based hardware description language to implement the hardware-targeted counter-
part of the source code. Recently, one of the most popular languages of this kind is
ImpulseC [10]. It is an extension of ANSI C with new data types, aimed at hardware
synthesis, new functions and directives for steering the hardware implementation.

The code is executed in so-called processes, which communicate with other pro-
cesses using streams, signals, shared memory and semaphores. The process commu-
nication by means of streams is treated as a primary technique, and it is particularly
suitable for multi-core SoCs, where each SoC core can be viewed as a single pro-
cess. As the processes are to be realized in hardware, they may benefit from various
ImpulseC optimization techniques, such as loop unrolling or pipelining. The first of
these techniques are quite important in our system, as numerous computations in
data-dominated algorithms are independent each other, such as RGB to HSV con-
version, where the values for each pixel can be computed in parallel. The only task
of the designer is then to find loops whose iterations are data-independent, and put
an appropriate ImpulseC directive to compute them concurrently. However, there is
usually no enough resources for generating hardware for each iteration, thus some
kind of clustering is necessary. This trade-of between the computation time and tar-
get chip area can be established during a series of experiments. This is also the path
followed by the authors.

Another problem with hardware realizations is to implement floating-point com-
putations. While contemporary reconfigurable device vendors offer mathematic co-
processor cores, which are also supported by ImpulseC, their hardware realizations
occupy quite large portion of the target device and do not easily follow the NoC
principles (there is no simple possibility of transferring data between a core which
needs the floating point operations and a mathematic coprocessor using NoC com-
munication scheme, and it is difficult due to the target chip area limitation to imple-
mented a separate coprocessor for each processing core). Thus we also assumed the
conversion between floating-point and fixed-point code.

Despite ImpulseC offers fixed-point data types and mathematic operations on
them, we preferred to determine the fixed-point type parameters using the SystemC
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standard [8], another C-based hardware description language, aimed more at simu-
lation than synthesis (in contrast to ImpulseC). SystemC offers more sophisticated
fixed-point support, where both parts of a number separated with radix point is prac-
tically of an arbitrary length. Moreover, both saturation and quantization can be
performed in various manner. There also exists some packages, such as CoCentric
System Studio from Synopsys, that can automatize to some extent the process of
finding the most suitable fixed points based on the simulation of the input data and
minimizing the errors between floating and fixed point implementation. We con-
ducted a series of experiment aimed at error-minimization using a simulation of
four typical benchmark images. Then, for these input data, we determined the mean
square error between floating and fixed point computations and thus determined the
most favorable position of the radix point. After obtaining these parameters, we
transferred it into our ImpulseC implementation.

After some simple code modifications, aiming at improving its hardware realiza-
tion, we obtained our final code to be implemented in hardware. These modification
included division of the code into coarse-grain partitions to be implemented in par-
allel. Since such transformation is always a trade-off between computational time
and resource utilization, we analyzed the impact of each module onto the final re-
alization in terms of particular functional blocks, such as adders, multipliers etc.,
estimated DSP blocks (present in our target FPGA chip) and number of computa-
tional stages. The results of this analysis are presented in Table 1. From this table
it follows that two modules, RGB to HSV conversion and Histogram calculation
require the largest number of resources. As both these modules are to be executed
for two pictures, there is a possibility of implementing them once (then their func-
tionalities are executed sequentially for the first and the second image; the number
of required computational stages increases, but the resource need is significantly
lower) or twice (two pictures are converted and both histograms are generated in
parallel). Histogram intersection, Histogram calculation, Quicksort and Normaliza-
tion, despite their lower impact on the final results, can be implemented as one or
two instances. Only the last functional module, Histogram intersection, is to be gen-
erated as a single instance.

To estimate the impact of these modifications into the target chip parameters, we
used Stage Master Explorer tool from the ImpulseC CoDeveloper package. This tool
computes two parameters, Rate and Max Unit Delay (MUD), which approximates
the performance of future hardware implementation. It is worth stressing that these
parameters are computed instantly, in contrast with long-lasting hardware imple-
mentation. Thanks to this property, a user is capable of performing a more sophis-
ticated design exploration, analyzing various modifications of the code and their
impact on the target hardware. There is also possibility of observing the dataflow
graphs of the code implementation, as well as a few types of pipeline graphs. Since
we aim at increasing the performance, we applied maximal level of possible coarse-
grain parallelism, i.e., to generate multiple instances of each suitable module. After
fine-tuning we got 225 stages and the MUD was equal to 128 units.
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At the last stage, we used Xilinx ISE to perform an implementation of the core in
Virtex5 FPGA device (XC5VSX50T, Virtex 5 ML506 Evaluation Platform) and got
the following device utilization: 5610 slice registers, 12024 slice LUTs, 4398 LUT-
FF pairs. It means that about 37 percent of the device has been used, leaving more
than 60% for the router and the remaining cores. Thus, in order to implementation
more than two cores in a single chip, an FPGA chip of larger capacity may be
necessary. However, a number of interesting research regarding Network on Chip
property and hardware realization performance can be also performed with a two-
core SoC.

Table 1 Resources utlization and stages requirement for particular modules

Resource Total RGB Histogram Quicksort Norma- Histogram
to HSV Calculation lization Intersection

7-bit Adders 4 0 2 0 0 0
10-bit Adders 4 0 0 2 0 0
14-bit Adders 4 2 0 0 0 0
32- bit Adders 76 19 5 9 3 2
16-bit Multipliers 4 0 2 0 0 0
32-bit Multipliers 20 10 0 0 0 0
32-bit Dividers 24 10 1 0 1 0
2-bit Comparators 2 0 0 0 0 0
32-bit Comparators 146 24 30 15 2 2
Estimated DSPs 84 40 2 0 0 0

Number of Stages 429 76 67 49 12 8

5 Summary

In the paper we presented the problem of hardware-based Content-Based Image
Retrieval. The proposed approach consists of a simplified low-level descriptor for
color images, which employs dominant colors histogram and the similarity measure
involving histogram intersection. Such methods yield a hardware implementation,
that can be easily parallelized. After intensive parallelization, both at the fine- and
coarse-grain levels, we still managed to fit in a rather small-sized FPGA device,
leaving some area to a necessary NoC router and at least one more core. Increasing
the number of sequential computation, we could even manage to fit a slightly larger
number of cores.

Acknowledgements. This work was supported by The National Science Centre (NCN)
within the research project N N516 475540.
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Reconstruction of Head Surface Model from
Single Scan

Krzysztof Skabek and Dawid Łapczynski

Abstract. The methods for reconstruction of incomelete mesh scanes of faces were
presented. The aim is filling the mesh surface with mesh processing methods: sur-
face and volumetric. The problem of fitting elipsoid surface to a single face scan was
resolved. The resultant application performes semi-automatic conversion of single
scan to the closed mesh model. The comparison of the elipsoid-filling mathod to
another method of surface reconstruction using multiple scans was conducted.

1 Data Acquisition

The 3dMD scanner1 was used to obtain the mesh data and textures of faces.
3dMDFace scanning system is mainly used in medicine. The device consists of
two modules and three cameras are mounted in each module (fig. 1a). This makes
the transport, installation and calibration of the system quick and easy. The most
suitable application for the system is obtaining the surface models of human faces.
It is often used in the planning the facial surgery. The resulting model is the 3D
triangular surface of the face from ear to ear and the RGB texture (fig. 1b). The
scanning range is approximately 150 cm and the average objects have about 30 cm
diameter. The scanning process itself is rapid, comfortable and does not require too
much commitment.

3dMD systems work on the basis of the triangulation method of the structural
light and is characterized by high speed of operation. Each system can measure the
objest within 1.5 milliseconds. The average measuring distance errors are of tenths
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a) b) c)

Fig. 1 3dMDFace scanning system: a) measurement device, b) single mesh from scanner, c)
reconstructed mesh model of head

of millimeter relative to the reference model. Moreover, the structured light used
in the scanner makes this device neutral for the eyes. These advantages make the
system also useful for medical purposes.

A special type of 3D scanning, which is mainly considered in this work is face
scanning. In order to obtain the accurate scan quality a special attention should be
paid to preserve the mapping quality of parts of the face such as the nose, ears, the
chin, etc. There are another devices with the ability to scan the model from all sides,
which gives the full representation of human head without the necessity of tiresome
model reconstruction which introduces inaccuracy in the mapping surfaces. How-
ever, such devices are expensive and rare. In our case, it is important to provide
the solution for full head reconstruction (fig. 1c) using parital surface data coming
also from cheaper scanning devices such as simple universal scanners or Kinect.
Less important is high accuracy of the measurement expressed in distance units –
nowadays almost all scanners have the accuracy to tenths of a millimeter, which is
sufficient perform to face scanning.

A couple of popular scanners were compared in the paper [4]. According to the
article the scanner Konica-Minolta offers the highest quality. The second in rank is
3dMD system offers a bit worse representation of the model, but acquisition time
(less than 1 second to complete the scan) and quality of texture is better in this case.
These parameters are very important for scanning faces. Also the use of a larger
number of cameras 3dMD system gives an advantage, since it allows a wider range
of accurate representation, for example, will provide better ears and optionally the
back side of the head.

2 Reconstruction Techniques

Mesh reconstruction, also known as model repair, is the process of removing arti-
facts from a geometric model in order to obtain a suitable model output for further
processing by applications requiring a guarantee of quality for their input. There
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is no single algorithm providing the solution for all possible requirements of mesh
reconstruction.

Artifacts may arise during triangulation od scan points or even at converting
NURB surface on a triangular grid, which necessary to perform the analysis of the
shape of the model and its optimization. Algorithms of mesh reconstruction can
be oriented to the surface (surface-oriented algorithms) or algorithms operatig on
volume data (volumetric repair algorithms).

Artifacts which may be taken into account at reconstruction are as follow [1]:
large scale overlaps, holes and isles, topological noise, overlaps and gaps, edge in-
tersection of faces, vertices common for multiple faces, inconsistant orientations of
adjacent faces, etc.

2.1 Surface-Oriented Methods

Algorithms categorized as surface-oriented work directly on the input mesh trying
to remove the artifacts with explicit modification of surface topology. The meth-
ods used here are simple operations, such as: attraction of edges, division of the
mesh grid, sewing parts of the mesh. These algorithms are simple concepts and easy
to implement. Algorithms are fast, and the level of occupied memory is low. This
approach, however, does not guarantee the desired quality of the output.

Consistant orientation of normals. The important requirement for surface-oriented
algorithms is the consistant normal orientation. It can also improve the quality of
volumetric algorithms. Typically, the normal orientation is conducted in accordance
with the minimum spanning tree between adjacent slices of the mesh.

Surface-based hole filling. The algorithm for surface-based hole filling was pro-
posed by Peter Liepa in 2003 [8]. Its aim is to create a simple triangular mesh that
fills polygon (p0, p1, . . . pn−1 which is a hole in the mesh. The main steps in this
method are: identification of the hole; triangulation of the hole; subdivision of the
filling mesh; profiling of the mesh according to the border faces of the hole.

Convertion to the manifold. Another important issue is the conversion of mesh
models to the manifold. Manifold can be defined as a topological space where every
point is homeomorphic to its surrounding in Euclidean space. It can be achieved by
removing individual vertices and edges, as described in [5]. The algorithm operates
directly on the edges of the model. In the first stage the edges and vertices are
classified regarding the number of the adjacent faces. Then the overlapping edges
are separated and next the topologically consistant pairs of edges are connected.

Filling narrow holes. We used some ideas to solve the problem. The first one was
given by Barequet and Sharira [3], where the matching algorithm detects and fits
parts of the boundary edges and then fills holes with triangular patches. Another so-
lution proposed by Kumar and Barequet [2] makes it possible to select and combine
pairs of fiting edges. For each such pair the area between the corresponding edges
is calculated. The edge combining occurs sequentially in ascending order according
to the value of calculated area.
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Simplification of the mesh topology. The solution to this problem was obtained
according to the proposal of Guskov and Wood [7]. The algorithm finds and re-
moves all tunnels in the mesh with a maximum size specified by the user. The first
stage of the algorithm is to find the tunnel. This occurs if the two loops are closed
triangles belonging to the mesh in connected with the same edge. In the next step
the connected triangles are cut and the remaining two holes are filled with Liepa
algorithm [8].

2.2 Volumetric Repair

Volumetric algorithms are newer approach for removing artifacts in 3D mesh mod-
els. The main steps that characterize these algorithms are: converting the model to
an intermediate volume representation (grid points, mesh adaptation such as oc-
tal tree or BSP tree), discretization to the voxel representation with morphological
operations such as dilation, erosion, smoothing, flood-fill to determine the interior
part of the object), extracting the surface of the object. Detailed description of the
volumetric techniques can be found in [9]. In our implementation we used volume
processing for mesh merging.

2.3 Fitting the Head Shape

We assumed that the shape of the head can be aproximated as analytical surface with
a generalized quadric representation of an ellipsoid. The algorihtm for finding such
representation using the Least Squares Approach was described by Dai, Newmann
and Cao [6].

The ellipsoid equation can be written in matrix form:

XT AX = 1 (1)

where:

X =

⎡
⎣

x
y
z

⎤
⎦ , A =

⎡
⎣

1/a2 0 0
0 1/b2 0
0 0 1/c2

⎤
⎦

Taking into account the transformations, such as translation and rotation, the
equation takes the form:

X̂T A1X̂ = 1 (2)

where:

X̂ =

⎡
⎣

x− x0

y− y0

z− z0

⎤
⎦ , A1 = RT AR , R = R(θx,θy,θz)

R – rotation matrix, and θx, θy, θz – rotation angles.
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Only six independent components is needed to represent A1 as the matrix is sym-
metric. We can expand the equation (2) and compare it with the general equation for
quadric:

k1x2 + k2x2 + k3x2 + k4xy+ k5yz+ k6zx+ k7x+ k8y+ k9z = 1 (3)

where parameters k1 . . .k9 can be calculated using the Least Square Analysis for a
given set of points selected from the scanning data.

Then the task is reduced to determining the values x0, y0, and coefficients of the
rotation matrix A1 by solving the linear equation corresponding to (2). The angles θx,
θy, θz are computed as Euler angles regarding the rotation matrix A1. The ellipsoid
parameters can be calculated the singular values (s1,s2,s3) of matrix A1: a=

√
1/s1,

b =
√

1/s2, c =
√

1/s3.

3 Implementation

Application was implemented in C++ using Microsoft Visual Studio 2010 and soft-
ware libraries for RapidForm.

3.1 Strategy of Face Shape Reconstruction

The task can be divided into several stages, which should be performed in the given
sequence to achieve the best possible quality of the output model. First, some pre-
processing such as model positioning and data filtration is neccessary. Model posi-
tioning sets the global coordinates for different mesh grids imported from scanner.
We choose the frontal position of the model, such that the axes of eyes and the line
of the nose are in coincidence with the axes of the coordinate system. The artifacts
and noises in scanning data are also eliminated at this stage.

Afterwards, the process of updating the model with data resulting from finding
symmetry plane in face structure is performed. This process is optional and semiau-
tomatic, the operator has to decide which part of face structure can be mirrored and
copied to the output model. Usually such operation can be done for the structure of
ear as for a single scan this part is weakly represented.

Next, the shape of the head should be reconstructed. We assumed for computa-
tional simplicity that the back of human head has ellipsoidal shape. However, this
assumption is not always correct, it gives the approximate solution for the full head
reconstruction from incomplete frontal data. The comparison of real full head scans
and these reconstructions was submitted as conclusions to the article. We begin with
the mesh of sphere, and then we move and do the affine transformation of this struc-
ture until we obtain the ellipsoid fitting the arbitrary chosen point data from the
scan. Then we cut the resultant ellipsoid with a regression plane approximating the
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border points of the scan. Finally, the face scan and the back side of the ellpsoid are
merged together using a volume merging algorithms.

The resultant mesh is then finally cleaned from noises. The remaining holes are
filled and artifacts that appeared at the step of merging are removed. Also the texture
is remapped into the reconstructed mesh.

3.2 Mesh Modifications

Face symmetry. This operation is optional depending on the specific model. Some
scans are made in the way that the elements of symmetrical faces (eg. ears) are
represented better than others. Copying the mirrored parts is the way to obtain the
more complete representation of the model. The following method is usefill here:

• Create the mirror plane – the function CalcMirrorPlane from RapidForm
library, basing on the PCA analysis, was used here. The mirror plane is fixed
around three arbitrary chosen points lying vertically along the center of the scan
grid (the nose line).

• Select items to copy – the selection is done manually by the operator.
• Copy and merge the selected data – the function DivideAndMirrorShell

from RapidForm library is called with input parameters: the mirror plane and the
selected items to be mirrored and copied.

Fitting elipsoid to head shape. Certain number of points on the face must be se-
lected first to create an ellipsoid, which will later be approximating the shape of the
head. The position, size and orientation of such quadric is adjusted automatically
using the method based on SVD described in section 2.3. The selection of points
should be selected manually to ensure good accuracy of average matching and tight
fitting at the boundaries of the scan. The conversion of computated ellipsoid to the
mesh is implemented by resizing the template sphere mesh of a given density.

Trimming the ellipsoid mesh. The issue is divided into stages as follow:

• Create of the cutting plane by defining the regression plane for the boundary
points of the scan. Sometimes such method does not give the satistactory results
and then it is good to select manually the same number of points on both sides of
the face along the boundaries, at least 3 points for each side.

• Determine the intersection of the ellipsoid and the cutting plane. RapidForm li-
brary function DivideAndMirrorShell is usefull here.

• Remove the front part of the ellipsoid mesh.

Merging the front part of the scan and the ellipsoid mesh. At the last stage the
integration of the scan and the prepared ellipsoid mesh is conducted. The purpose
is to obtain a representative surface model of head in form of a uniform mesh. The
meshes are intergated using the volumetric merging method (sect. 2.2). The merging
process is followed by surface-oriented procedures for mesh repair described in
section 2.1. These methods are required not only to fill the holes resulting from
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scanning errors, but also to close the gaps between the front and back of the head. It
is also important to copy the texture into the resultant surface model with the high
resolution textures by combining two parts.

4 Examples of Face Reconstruction

A couple of tests were performed to show the effect of face model reconstruction.
The scanning process may produce unexpected results and is not free from errors.
The reasonable problem, for instance, was scanning the surface of hair. Another
scanning problem was reproduction of the glasses due to their optical distortion.
Also, not centered position of the face relative to the scanner can cause unbalanced
representation of its shape.

No reproduction of hair and ears in the scan can cause a significant reduction
of the volume and flattening of the reconstructing shape of the head. In the model
shown in Figure 2 a virtual shape reconstruction of the left ear was done and its
mirrored represetation was copied to the right side. The important advantage of the
reconstruction is a good representation of forehead and it is sometimes supported
by the imposition of a cap.

a) b)

Fig. 2 An example of face reconstruction from a single scan: a) single scan, b) face recon-
struction

4.1 Comparison to Complete Face Reconstruction

Three variants of the head reconstruction are compared in this section. The first vari-
ant is based on the reconstruction of the basic facial scan (fig. 1b). Another one is
a scan of the head in the cap, which gives better surface coverage. The second ap-
proach gives more accurate reconstruction of almost the entire surface of the head
and eliminates the measurement error caused by hair. The last variant is the ref-
erence head reconstruction base on the integration of four face scans (fig. 3). The
comparison of reconstruction quality considered parameters such as: deviation of
the reconstructed surface and the reference surface, surface area and volume.

The model in its first variant presents a fairly good representation of facial de-
tails (fig. 4a). Comparing the reconstruction to the reference model the signifcant



476 K. Skabek and D. Łapczynski

Fig. 3 Reference head reconstruction based on four scans

differences are visible. The reconstructed head model is of the smaller height, flatter
at the top and smaller size (fig. 4b). The difference od the distance between farest
back point in lateral view is abour 3cm. distance from the back of the head between
the two models is the order of the width of the ear (about 3 cm). The surface area
of the head is smaller than the surface area of the reference model of approximately
170cm2, and the volume is less than about 790cm3 (see Table 1).

a) b)

Fig. 4 a) Reconstruction of head model using basic face scan, b) comparison to reference
head model

a) b)

Fig. 5 a) Reconstruction of head model using face scan with cap, b) comparison to reference
head model

Even better results were obtained for the second reconstruction, which was per-
formed for the face scan with cap (fig. 5a). The average difference in distance be-
tween the reconstruction and the reference model is about 2 mm and the maximal
reaches 10 mm (fig. 5b). The reconstructed model is larger than the reference one.
The difference in surface area is about 80 mm2 and in volume reaches 690 mm3.
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Table 1 The differences between the reconstructed models and the reference model

Surface area Volume Avg deviation Max deviation
1st model −170mm2 −790mm3 9.5mm 30mm
2nd model +80mm2 +690mm3 2mm 10mm

The second case, where the head was covered with hair cap, gives a good repre-
sentation of the shape in larger area. This facilitates the surface reconstruction and
makes it possible to prepare the ellipsoid more precisely, it is in fact similar to the
shape of real head. representation of the shape of the head during the reconstruction
and preparation of an ellipsoid with dimensions similar to the shape of the head.

The detailed deviation analysis shown in fig. 6 also confirms the above observa-
tions. The histogram of model deviations for both cases is presented.

a) b)

Fig. 6 Comparison of the deviations in the first (a) and second (b) models

5 Conclusions

It has been shown that the accuracy and the scope of the input representation in-
creases the quality of the reconstruction, and the more detailed representation ac-
quired in the scanning process is reflected in the quality of the final model.

The resultant models were described and compared with the complete reference
model of the head formed by the merging the partial scans taken from four sides
of the head using the techniques described in [10]. Such comparison shows the im-
perfections of reconstruction from a single scan. It may be noted that the quality of
the fitting ellipsoid for a single scan is largely dependent on the representation com-
pleteness and expand the 3D scanning products. For this reason, such approach can
be usefull to obtain approximate and illustrative models, for example, for prototyp-
ing purposes, where solid models are neccessary. Unfortunately, it is problematic to
use such an approximate reconstruction for quantitative analysis, such as in medical
diagnostics.



478 K. Skabek and D. Łapczynski

Acknowledgements. This work was supported in part by the Ministry of Science and Higher
Education of Polish Government, under the research project N N516 479740.

References

1. Botsch, M., Kobbelt, L., Pauly, M., Alliez, P., Lévy, B.: Polygon Mesh Processing. A K
Peters (2010)

2. Barequet, G., Kumar, S.: Repairing CAD Models. In: Proc. 8th IEEE Conf. on Visual-
ization (VIS), Phoenix, AZ, pp. 363–370 (1997)

3. Barequet, G., Sharir, M.: Filling Gaps in the Boundary of a Polyhedron. Computer-Aided
Geometric Design (CAGD) 12(2), 207–229 (1995)

4. Boehnen, C., Flynn, P.: Accuracy of 3D Scanning Technologies in a Face Scanning Sce-
nario. In: IEEE 5th Int. Conf. on 3D Digital Imaging and Modeling, pp. 310–317 (2005)

5. Borodin, P., Novotni, M., Klein, R.: Progressive Gap Closing for Mesh Repairing. In:
Computer Graphic International Conference, pp. 201–213 (2002)

6. Dai, M., Newman, T.S., Cao, C.: Least-squares-based fitting of paraboloids. Pattern
Recognition 40(2), 504–515 (2006)

7. Guskov, I., Wood, Z.J.: Topological Noise Removal. Graphics. In: Interface Proceedings:
Ottawa, Canada, pp. 19–26 (2001)

8. Liepa, P.: Filling Holes in Meshes. In: Eurographics Symposium on Geometry Process-
ing, pp. 200–205 (2003)

9. Nooruddin, F.S., Turk, G.: Simplification and Repair of Polygonal Models Using Volu-
metric Techniques. IEEE Trans. on Visualisation and Comp. Graphics, 191–205 (2003)

10. Skabek, K., Tomaka, A.: Automatic Mering of 3D atribute meshes. In: Kurzydlowski,
M., et al. (eds.) Computer Recognition Systems 2. ASC, vol. 45, pp. 645–652. Springer,
Heidelberg (2007)



The Effectiveness of Matching Methods
for Rectified Images

Pawel Popielski, Zygmunt Wrobel, and Robert Koprowski

Abstract. Medical diagnostics today is based mainly on invasive methods and it
should be strongly emphasised that they include not only the X-ray imaging, but also
CT and MRI scanning. For several years in various research centres, there have been
attempts to create a non-invasive medical diagnostic systems based on the fusion of
photogrammetric and computer vision methods. Both the complexity of the prob-
lem and commitment to used well-known methods of diagnosis in medical circles
did not allow for the creation of a fully functional prototype of system that could
be implemented. In the paper, the authors present the problem of 3D reconstruc-
tion with a diagnosis of suitability of various matching methods used for rectified
images. The result clearly indicate the superiority of the algorithm based on vari-
ational solution. The authors in their work on the development of photogrammet-
ric non-invasive medical diagnostic system have not come across such an analysis.
Therefore, they concluded that presenting such an analysis will be useful in further
research.

1 Introduction

Owing to full automation, 3D reconstruction from non-metric images in the visible
band can be used in medicine, namely in the diagnosis of faulty posture, metabolic
diseases, bone or plastic surgery [3,26,27]. Prerequisites for admission of this mod-
ern diagnostic method for use in medical practice is, among other things, immediacy
of results, non-invasiveness, high accuracy of reconstructed geometry, low cost and
compactness of the diagnostic installation [2,29]. We assume that the system will be
able to automatically extract geometrical characteristics what enable us to determine
among others the phase of a scoliosis or degree of a overweight.
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3D reconstruction methods previously used in medicine, based on laser scanning
or projection of various geometrical elements [27], did not enable to obtain sufficient
measurement accuracy, reconstruction completeness and automation.

Throughout the previous century, photogrammetry [22] dealt with 3D reconstruc-
tion but finally computer vision allowed us to complete the process of full automa-
tion of 3D reconstruction from images [10, 34]. Among other things, owing to the
development of 3D reconstruction algorithms, it was also possible to work with
non-metric cameras (i.e. not having specific, pre-established parameters of interior
orientation [16] and fully eliminated aberrations [13]).

At a certain level of abstraction, it can be assumed that the 3D reconstruction
process consists of four main stages [22,33] what will be described closely in chap-
ter two. First, the intrinsics and aberrations must be determined. Then the extrinsics
must be calculated. In next step matching process has to be done and then point’s
coordinates X,Y,Z have to be calculated. Generally by X ,Y,Z we mean coordinates
in the object’s space and by x,y,z we mean coordinates in the image space. The
image space coordinates are not necessarily equal to screen coordinates.

The third stage is currently the centre of attention for the authors of this paper.
Detection of points [31, 32, 35] itself brings many challenges as the object must
be covered with a sufficiently dense network of points to provide high accuracy
of shape reconstruction [25]. The application of epipolar geometry rules enables
to completely eliminate a computationally expensive problem of point detection to
focus on an efficient matching process.

The section 2 presents the process of obtaining the object coordinates X ,Y,Z and
the matching methods used by the authors. The section 3 focuses on the results of
3D reconstruction. The section 4 includes a summary with an attempt to identify the
most effective method.

2 3D Model Reconstruction

Photogrammetry [22] usually uses expensive imaging devices with intrinsics, i.e.
the principal distance ck and image coordinates of the principal point of mapping,
fixed during the manufacturing process. However, cheap non-metric cameras or we-
bcams have unknown intrinsics and lenses loaded with aberrations. Intrinsics and
aberations will be determined in the process of calibration [13].

2.1 Calibration of Imaging Device

2.1.1 Distortion

Radial and tangential distortions are the most harmful aberrations [8,13]. The radial
distortion is related to the radial shape of lenses that the lens is made of. Eliminating
this error during production would require e.g. making parabolic lenses or placing
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the aperture exactly in the perspective centre. According to [13], radial distortion
can be characterized by the first few terms of a Taylor series expansion

xcorrect = x(1+ k1r2 + k2r4 + k3r6) (1)

ycorrect = y(1+ k1r2 + k2r4 + k3r6)

where xcorrect refers to the corrected coordinates, x - the original image coordinates,
kn - radial distortion coefficients, and r - the radius from the principal point in the
image. Tangential distortion is associated with non-parallel placement of lenses with
respect to each other and to the image plane. According to [7], tangential distortion
can be characterised by minimum two parameters, p1 and p2

xcorrect = x+[2p1y+ p2(r
2 + 2x2)] (2)

ycorrect = y+[p1(r
2 + 2y2)+ 2p2x]

where xcorrect and x are the coordinates, and r is the radius from the principal point.
The five parameters obtained in this way create a distortion vector. According to [8],
using homographic transformation and having an image of a flat object, whose ob-
ject coordinates are known, such as the chessboard, it is possible to find distortion
coefficients by solving a system of equations with five unknowns. With the coordi-
nates of four extreme corners, 2×4 equations are obtained, which enables to calcu-
late the five-element vector of distortion.

2.1.2 Intrinsics

Projective transformation mapping of the object space into image space can be writ-
ten as the product of the matrix [16], in which M is introduced as the matrix of the
parameters of interior orientation, or in short, the interior orientation matrix

q = |MQ| where q =

∣∣∣∣∣
x
y
w

∣∣∣∣∣, M =

∣∣∣∣∣
fx 0 cx

0 fy cy

0 0 1

∣∣∣∣∣, Q =

∣∣∣∣∣
X
Y
Z

∣∣∣∣∣ (3)

The parameters of the matrix M are the interior orientation elements i.e. a focal
length f and coordinates of the principal point c. Homogeneous coordinates in the
image space q are a result of coordinate transformation in the object space Q by the
interior orientation matrix M. This gives a system of equations with four unknowns.
When examining the point in object and image spaces, it appears from pure rules of
geometry [36, 37] that

Pimg = R(Pob j−T) (4)

where Pimg refers to the coordinates in the image, Pob j means the object coordinates,
R is the matrix of rotation, and T is the translation vector between the image and
object systems. Matrices R and T are called the exterior orientation parameters or
extrinsics. Since the rotation consists of three angles and shift by Translation ternary
vector, the result is a system of equations with six unknowns. After connecting the
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current system of equations (4) with the equations resulting from (3), the result
is a system of equations with ten unknowns. Using the chessboard image again,
where due to homography only the four outermost points are effective, it can be
observed that one image is not enough to solve the system of equations. Assuming
the availability of K− images, where each image has N−corners, the result is 2NK
systems of equations. Multiplied by two, because in the image space there are two
dimensions. It follows that for every image, six parameters of exterior orientation
need to be calculated. Next four parameters of the interior orientation are the same
for all images. The result is the following equation

2NK = 6K + 4 (5)

Bearing in mind that for the our chessboard N = 4, the result is K = 2. Taking into
account random errors and numerical stability of the equations system, it is clear that
more images are needed. Practical experience shows that an accurate calibration is
obtained with at least fifteen images. The result is a distortion vector and matrices
of interior orientation parameters for each camera.

2.1.3 Extrinsics

To calculate the exterior orientation parameters, the point P located in the object
space needs to be expressed by means of coordinates of the left image

Pl = RlP+Tl (6)

and of the right one
Pr = PrP+Tr (7)

where Pl refers to the coordinates of the point P in the left image system, Rl is the
rotation matrix of the object system to the left image system, and Tl is the vector of
translation of the object system to the left image system; the symbols for the right
image are analogous. These values are a byproduct of the process of calculating
the interior orientation parameters. At the same time, based on the geometric rela-
tionship, the coordinates of the left image system are a function of the right image
system coordinates according to the following formula

Pl = RT (Pr +T) (8)

Where R is the sought rotation matrix of the right image with respect to the left
image and T is the vector of translation of the right image into the left one. Solving
the equations (6),(7) and (8) due to R and T , the result is

R = RrRT
l (9)

T = Tr−RTl

that is, the sought exterior orientation parameters.
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2.2 Epipolar Geometry and Relative Orientation

Epipolar geometry [12,15,34] combines two images of the same scene by introduc-
ing the concept of epipolar plane. Epipolar geometry introduces the concepts of the
Essential matrix E and the Fundamental matrix F which connect the points of the
left image with epipolar lines in the right image. The Essential matrix E [15]

PT
r EPl = 0

is expressed in units of the object system or units of the image system, that is, in
meters or millimetres. Whereas the Fundamental matrix F [15]

qT
r Fql = 0

is expressed in pixels, owing to the introduction of the intrinsics matrix M to the
Essential matrix E . According to the rules of epipolar geometry, an epipolar line pr

in the right image corresponds to the image of the point Pl in the left image. This is
due to a defect in both matrices, E and F , since their rank is always equal to n−1.
Based on the epipolar condition, pairing of homologous points, that is matching, can
be simplified to the task in 1D space. The obvious fact follows from this condition,
namely the equivalent of the point in the left image is exactly on one line in the
right image. In addition, assuming that all of the epipolar lines in both images are
horizontal and the corresponding epipolar lines of the two images are on the same
horizontal line, much lower computational cost of pairing process is required. Bring-
ing the two images to such a position is called an rectification or relative orientation.
Of course, the rectification can be achieved in two ways. When taking images, video
cameras or cameras can be set in such a way so that the optical axes of lenses are
perfectly parallel to each other (horizontal) and image planes are in the same vertical
plane. If it is not possible to provide such an arrangement of imaging devices during
exposure, the taken image can be brought into such a position by using appropriate
transformations. In the study, the authors carried out a process of rectification using
Bouguet’s algorithm [6], which minimises image distortion, while maximising the
common area. To achieve it, rotation of matrix R is divided evenly into two matrices
rl and rr. To obtain the horizontal position of the epipolar lines in the left image, the
image must be transformed in such a way that the epipole turns into point at infinity.
It can be achieved by multiplying by the matrix Rectify equal to

Rrecti f y =

∣∣∣∣∣
e1

e2

e3

∣∣∣∣∣ (10)

where

e1 =
T
‖T‖

e2 =
|−Ty Tx 0|T√

T 2
x +T 2

y

e3 = e1× e2
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Then the epipolar lines in the right image are brought to a horizontal position, cor-
responding to the epipolar lines in the left image, by rotating the two images by

Rl = Rrecti f yrl

Rr = Rrecti f yrr

The calculated matrices enable reprojection of the images, which results in recti-
fied images. Having images that are already calibrated and rectified the process of
matching along epipolar lines can be started.

2.3 Matching

In earlier authors studies, when reconstructed images were not subjected to rectifica-
tion, it was necessary to perform detection of points before matching. The methods
of Harris [14] and Noble [28] demonstrated the highest efficiency. Then matching
was performed using a fast normalised cross-correlation method [23]. The process,
however, did not provide sufficient performance for real-time applications [19, 20].

Computationally expensive process of detection of points was eliminated by im-
age rectification. The points are, in sequence, chosen in the left image and then their
corresponding points in the right image are searched with a chosen method. The
search starts on the right image from the position xl - the point coordinate in the
left image, moving towards the left. Since the images are rectified, the coordinate
yl = yr. When the function of matching gives a sufficiently high value, then the
current position in xp is stored. Then follows the calculation of the transverse par-
allax also called disparity vector p = xl − xp, which is used to calculate the image
coordinates in the process of triangulation.

Each matching method uses image pre-processing to improve its quality, for ex-
ample, by using the normalization function. The result of the matching function is
checked by eliminating incorrect pairing by building the fundamental matrix [24]
using the estimation algorithm RANSAC [11]. The authors carried out estimation
with a very strict parameter t = 0.001, which determines the distance of points from
the surface of the model. To increase the resolution of the cloud of points, the en-
richment of homogeneous surface (e.g. the human body) was applied, by projection
of the high-contrast pattern [9,30]. Pattern composition method is based on the stud-
ies of Bailey and Borwein [4, 5] which prove the statistical nature of the Ludolph’s
number. With the quasi-normal nature of the number π , uniqueness of the pattern is
ensured.

2.3.1 Simple Block Matching (SAD)

In [18], matching is performed by moving in the right image a small SAD win-
dow(sum of absolute difference) sized from 5×5 to 21×21 pixels. The SAD func-
tion responds to points with a strong contrast. Therefore, scenes full of details are
well correlated. However, uniform surfaces, devoid of details, are mapped as a hole
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in a cloud of points. To prevent this, for this method and for the other authors use
projection of an artificial pattern consisting of black and white elements.

2.3.2 Semiglobal Matching (SGBM)

Based on [17], the authors utilised pixelwise, Mutual Information based matching
cost for compensating radiometric differences of input images. Pixelwise matching
is supported by a smoothness constraint that is usually expressed as a global cost
function. SGBM method performs a fast approximation by pathwise optimizations
from all directions. In single-pass version, only 5 directions are considered. In an-
other implementation (F-SGBM), eight directions are considered, just to conduct
the comparison of time-consumption and cloud resolution to results of a single-pass
algorithm.

2.3.3 Variational Matching Algorithm (VF)

Based on [21], multi grids were implemented in combination with the multi-level
adaptation techniques, where heterogeneous adaptive structures can be combined
with a variational solution for the parallax vector estimation in real time.

2.4 Triangulation

Assuming that the images are rectified and the disparity vector p is known, it is
possible to start the calculation of the object coordinates. According to [22], the
coordinates are calculated from the following formulas

X =
T x
p

Y =
Ty
p

Z =
T f
p

Since these equations have been derived from the similarity of triangles, the method
is called triangulation.

3 Test Procedure

The test rig consists of a projector and two webcams Logitech C920 HD Pro We-
bcam. The used sensors enable to obtain an image with a resolution of 1920 by
1080 pixels. Tessar lens designed by Carl Zeiss is characterized by the elimination
of most of the optical errors. However, only a partial elimination of distortion was
possible. The webcams were placed on opposite ends of the 30 cm base.

The accuracy of 3D reconstruction increases with the length of the shooting base,
keeping in mind, of course, the condition of the base-depth ratio [22]. Projection of
the artificial pattern helps to enrich homogeneous surfaces.
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Fig. 1 Photos and theirs 3D reconstructions with VF

The reconstruction was carried out for three different scenes in succession for
four matching algorithms without and with projected pattern. The third and fifth
column (Table 1) shows the number of points forming a cloud. Since the authors’
aim is to implement a system running in real-time, the operating time of individual
algorithms was also measured.

Table 1 Stereo correspondence result

Reconstruction
without pattern

Reconstruction
with pattern

Picture Pairing
method

Number
of points in
the cloud

Time
(ms)

Number
of points in
the cloud

Time
(ms)

Man SAD 66 463 48 62 965 68
SGBM 182 904 352 215 671 291
F-SGBM 175 258 390 204 044 388
VF 429 045 1205 460 070 1191

Fern SAD 40 156 48 55 207 71
SGBM 225 379 422 236 139 423
F-SGBM 208 348 428 221 201 504
VF 442 565 1300 455 558 1198

Arrangement SAD 38 023 70 34 531 71
SGBM 214 479 298 244 080 298
F-SGBM 189 686 547 224 454 551
VF 443 253 1195 453 025 1292
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4 Conclusions

The obtained results (Table 1) confirm high effectiveness of matching based on the
VF. Achieved points cloud (Fig. 1) easily enables to apply further geometrical anal-
ysis. Clearly some more work is needed to tune up the VF algorithm to achieve
better time effectiveness. Fast block matching based on SAD window is by far the
least effective when confronted with the task of the human body reconstruction.

All matching algorithms are very sensitive to the scene illumination and even
small changes in the amount of light may produce quite different number of dispar-
ities.

It can be observed that some points have not been matched, because they were
not visible in both images at the same time.

In further work, the authors will focus on developing VF algorithm. Tuned al-
gorithm will be able to significantly push up the finalisation and introducing of the
photogrammetric non-invasive medical diagnostic system.
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The Print-Scan Problem in Printed
Steganography of Face Images

Włodzimierz Kasprzak, Maciej Stefańczyk, and Jan Popiołkiewicz

Abstract. The use of steganography and watermarking techniques for a secure iden-
tification and automatic authentication of the holder’s photo in an ICAO-consistent
(travel) document is proposed. A specific distortion of the hidden watermarks is
caused by the print-scan process, as a printed photo is scanned to constitute the
reference pattern in face verification. The main distortions induced by this process
are identified - image rotation and cropping, nonlinear intensity change and additive
color quantization noise. Three steganography methods are selected and adapted for
this application. They provide hidden watermark insertion in the image domain, the
Fourier-Mellin transform domain or in a net of normalized triangle regions. Test
results induce the conditions for the proper use of these methods.

1 Introduction

Image steganography and watermarking are related techniques to hide information
in images or mark (annotate) images with the purpose of secure transmission of
hidden information or of securing the carrier image [3], [9]. Our goal is to pro-
vide additional security for photos of document holders while annotating them with
hidden information (Fig. 1). This task seems to be related to both techniques. We
need to hide and secure the verifying information in the image (which is steganogra-
phy) but we also need to annotate the photo with a message related to the particular
document (i.e. the personal data of the document’s holder, the serial number of the
document).
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In the considered application case the inserted watermark/stego-object may be
modified and even distorted as the carrier image goes through the print-scan (PS)
process, i.e. the image is printed onto the document (onto a paper or plastic card)
and the document is scanned in the course of document holder verification proce-
dure. Several steganography methods, proposed so far, already show some resistance
against the print-scan process. The adaptation to geometric transformations can be
achieved by inserting the hidden information in the domain of the Fourier-Mellin
transform (DFM) [12]. When the inserted stego-object or watermark has a fully
symmetric pattern in the amplitude spectrum then the log-polar transform step of
DFM can even be avoided [13]. Another interesting approach is the insertion of hid-
den information in the neighborhood of characteristic feature points detected in the
image. Before watermark insertion the image region is normalized (made invariant
to geometric transformations) [2]. Some methods insert the hidden information in
the half-tone images created for direct printing. For example, the half-tone dots are
shifted depending on the coded information [11], [4].

Fig. 1 The problem: to secure the authenticity of the photo of document holder

Steganography techniques differ by many aspects. We consider three crucial cri-
teria: the domain of stego-object insertion (image space, frequency space, DFM
domain, normalized image regions), the requirement of an additional secure key
(e.g. [7]) or not, and the type of image synchronization between the insertion and
detection steps - additional templates in the space and frequency domains or self-
synchronization ability. In this paper we propose and test steganography techniques
that are representative for these different criteria and which test to be sufficiently
resistant against distortions introduced by the "print-scan" process.

The paper is organized as follows. Section 2 motivates and introduces our ap-
proach. Section 3 presents the analysis of distortions caused by the print-scan pro-
cess. In section 4 three steganography/watermarking techniques are proposed. Some
test results of the PS distortions and of our implementation are provided in
section 5.



The Print-Scan Problem 493

2 The Application Scenario

In Fig. 2 the scheme of our image steganography/watermarking process is presented,
in which the "print-scan" process (PS) distorts the image and makes it difficult for
the receiver to detect the hidden (verifying) information. Hence, there is an addi-
tional stage needed - the cancelation of distortions caused by printing and scanning
the "paper-like" identity document. Eventually, this may also require to provide (ex-
plicit or implicit) synchronization (i.e. allowing proper image localization) between
sender and receiver.

Fig. 2 The steganography/watermarking -based authentication process for a printed photo of
document holder

The insertion of hidden information into the carrier image can be decomposed
into following steps: 1) Coding (encryption) of hidden information; 2) Insertion of
the steganography object; 3) (option) Addition of synchronization marks. At the
receiver side one can distinguish following steps: 1) (option) Synchronization; 2)
Correction of distortions caused by the print-scan process; 3) Detection of the steganog-
raphy object/hidden watermark; 4) Decoding (decryption) of hidden information.

3 The Print-Scan Process

3.1 Distortion Models

There are two main approaches to the analysis of distortions caused by the print-scan
process: the black-box approach and device modeling.

The Black-Box Approach. In one approach the distortion process is seen as a black-
box and its analysis is reduced to a comparison between the original "sent" image
and the "received" image. The image differences are modeled by three
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transformation types [14]: image space transformations, like rotation and cropping,
nonlinear pixel intensity change, and color noise.

The practical comparison results for two images related by the print-scan process
can be best expressed in terms of their frequency-domain representation (DFT). The
PS process deteriorates the high frequency components stronger than the mid-range
frequencies, while the low-frequency components are retained in a best way. Unfor-
tunately, the steganography object can not be hidden in the low frequencies as it will
became visible in the carrier image. High-valued amplitudes of DFT coefficients are
more resistant against the PS process than the low-valued ones [6].

In [14] it has been observed that the phase-difference between neighbor fre-
quency bands is well retained in the PS process for coefficients with high amplitude
values. Hence, an alternative DFT-based method, called DQIM (differential quanti-
zation index modulation) [14], is hiding the information in the phase difference of
neighbor frequency coefficients.

Device Modeling. The print-scan process analysis can also be focused on individual
distortions introduced by particular devices. There are typical image distortions gen-
erated by a printer: 1) gamma tweaking - a nonlinear change of the pixel intensity
function, usually modeled as I′ = I · exp(r); 2) halftone print - a pixel is converted
to a binary raster of color coefficients (which leads to a color quantization noise); 3)
dot gain - the raster print leads to a phenomenon of an image looking darker than it
is in reality.

The scanning device also generates several image distortions: 1) unwanted rota-
tion of the image due to improper positioning of the document; 2) the cropping of
image from the entire page, leading to unwanted image size scaling and shift; 3)
gamma correction - nonlinear correction of amplitude, e.g. I′ = I · exp(g), where g
is set according to image analysis results; 4) filtering of color quantization noise.

4 Steganography Methods

We have tested the influence of the print-scan process onto three steganography
methods which differ by all the three considered criteria: the insertion domain, the
synchronization mode, and whether a secure key is needed.

4.1 Synchronization

The explicit image synchronization markers are needed when the insertion method
has no self-synchronization ability, i.e. is not able to adapt to effects of wrong doc-
ument positioning and image cropping errors. For the first proposed method it is
helpful to add markers in the image corners that define the image boundary (Fig.
3(a)). There exist also propositions to add image templates in the frequency do-
main [1]. In other methods the synchronization is performed automatically due to
the detection of characteristic image points (Fig. 3(b)).
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(a) (b)

Fig. 3 Image synchronization: (a) by printing an additional frame, (b) by detecting character-
istic image points

4.2 Selected Implementations

A "printed steganography" method was proposed by Fujitsu [5]. It can be character-
ized as follows: insertion in image blocks in the image space, explicit synchroniza-
tion is needed, no key is needed for detection.

The insertion in the DFM domain was proposed in [12]. The characteristics:
insertion in a transformed domain, potentially no synchronization is needed, the
knowledge of character codes is needed. The insertion in the domain of the Fourier-
Mellin transform makes the watermark resistant to geometric transformations of a
cyclic pattern. Still an image cropping can lead to distortions, as the image is not
cyclic. In principle for cyclic patterns, a shift in the image domain makes no change
of the magnitude in the DFT domain. Scaling and rotation in the image domain lead
to a rotation and magnitude change in the polar form of the DFT domain. The log-
arithm operation applied to polar DFT coefficients converts both rotation and scal-
ing operations into a shift in the Log-Polar domain. A second DFT applied to the
Log-Polar domain leads to a representation in which the magnitude values remain
unchanged under all the geometric operations.

The watermark insertion in a network of triangle image regions was proposed in
[2]. A short characteristics: insertion in characteristic and normalized image regions,
self-synchronization is provided, a key is needed and the method provides only a
verification of the watermark. It should be added that a pseudo-randomly generated
watermark (with the use of a secure key) is distributed over all suitable triangle
regions. The insertion process is illustrated in Fig. 8. The detection process tries to
re-detect the regions (they depend on detected image corners) and to compare the
extracted watermark with the known information. If sufficient number of triangles is
found with positive verification result the watermark is assumed to be verified. Our
modified approach uses Shi-Tomasi corner detector (instead of the Harris operator)
and the Wiener filter is replaced by a smoothing filter.
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(a) (b) (c)

(d) (e) (f)

Fig. 4 The watermark insertion into normalized triangle regions freely distributed in the im-
age: a) carrier image, b) selected color channel for information insertion, c) weight mask for
insertion (high variability regions are mostly used), d) the hidden information combined with
the mask, e) color plane with inserted information, f) carrier image with inserted information
(PSNR = 35dB)

5 Tests

5.1 Testing the Distortions

Our laboratory test were performed with the use of color laser printer of type Konica
Minolta. The crucial printing parameters were selected as follows:

300 PPI → 413× 551 pixel→ 3.50× 4.67 cm
600 PPI → 827× 1102 pixel→ 3.50× 4.67 cm

A conventional scanner of type Epson Stylus was used. The document page was
scanned with resolution 2400 dpi, and the photo image was cropped and scaled to
the required size. The default gamma correction coefficient was 2.2. The differences
of the intensity value distribution in the original digital image and the reconstructed
digital image are illustrated in Fig. 5.

Let us assume here that we are able to provide a perfect synchronization between
the input and output images of the PS process. Thus the only distortions will be due
to linear and nonlinear amplitude changes. In order to characterize the sensitivity
to such distortions we have tested separately image components in the image and
frequency domains. A color image is decomposed into color components and further
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(a) (b) (c) (d)

Fig. 5 Example of intensity distortion: (a) original image, (b) scanned image, (c) the relative
difference image, (d) intensity changes shown on a phase plot

Fig. 6 (a) The image decomposition into base color components and 8-bit planes per base
color (the red color component is shown here). (b) The complexities of blocks in the bit plane
images - higher complexity corresponds to higher color amount

into bit planes, corresponding to the binary amplitude code (Fig. 6(a)). Each bit plane
is split into blocks of size 8x8 and the "complexity" of blocks is computed as the
number of bit changes along the rows and columns relative to all possible changes.
A value of 0.3 is assumed to be a threshold for "sufficient" block complexity, i.e. into
a sufficiently complex block a hidden information can be inserted (Fig. 6(b)). The
bit planes with indices from 0 to 2 are best suitable to accept the hidden watermark,
as there are around 50% of blocks of sufficient complexity. In bit planes 3-4 this
amount is low, while in the bit planes 5-7 such blocks appear incidentally only.

The drawings in Fig. 7 present the statistics of bits properly reconstructed in the
output image. We observe that bit planes from 0 to 4 (i.e. having the largest amount
of complex blocks) have a detection rate of around 50% only (drawing (a)). When
individual blocks are considered (drawing (b)), it can be observed that sufficiently
complex blocks in the bit planes 5-7 have a high detection rate (> 60%).



498 W. Kasprzak, M. Stefańczyk, and J. Popiołkiewicz

(a) (b)

Fig. 7 The percentage of properly detected bits in the output image of the PS process with
perfect geometry synchronization: (a) distribution of detection rate per bit plane, (b) detailed
distribution of detection rate per plane and complexity of block

The above observations motivate us to select image blocks, showing sufficiently
high variability of amplitude, instead of single bits for hidden watermark insertion,
when it is performed in the image space.

5.2 Testing the Steganography Method

Some test results of our modified method of normalized triangles are summarized
in Table 1. The information has been inserted in a selected color channel and major
distortions caused by the print-scan process has been simulated. Insertion strength
α is the magnitude coefficient of inserted code: OUT = IN +α ·CODE . Two types
of noise are distorting the image: an additive Gaussian noise with σ = 5 that makes
image blurring, and a multiplicative noise, uniformly distributed in±0.03, that sim-
ulates the quantization noise. The color change is simulated by a linear change of
components in the HSV color space. The Fig. 8 illustrates an example of watermark
verification - proper hidden code has been detected for majority of the triangles,
while the fake code has been rejected for all of the triangles.
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Table 1 Percentage of properly verified triangles for two color channels and two insertion
strengths under different distortions

Parameters Detection rates
Channel Insertion Original Rotated With Hue change Saturation Intensity

strength image by 5 deg noise -25% +25% -10% +10% -10% +10%
B (R G B) 0.02 100% 82 % 45 % 100 % 100 % 82 % 93 % 92 % 50 %
B (R G B) 0.05 100% 82 % 77 % 381 % 72 % 38 % 85 % 701 % 0 %
U (Y U V) 0.02 100% 82 % 54 % 641 % 71% 50 % 85 % 1001 % 82 %
U (Y U V) 0.05 100% 82 % 20 % 121 % 851 % 36 % 69 % 851 % 42 %

1 The watermark becomes visible.

(a) (b)

Fig. 8 Illustration of watermark detection: (a) properly verified triangles (marked by large
circles) if a proper watermark has been inserted, (b) all triangles were rejected (marked by
dots inside of triangles) when a faked watermark has been inserted

6 Summary

We have analyzed and tested the application of steganography methods for the veri-
fication of the identification photo, printed on an ICAO-compatible travel document.
Tests performed in laboratory conditions (for a small number of images, some-
times under a perfect synchronization process) are promising. The "printed Fujitsu"
method and the DFM method can save a small amount of hidden information if
sent through the print-scan process under strong synchronization requirement. The
"insertion in normalized triangle regions" can verify the authenticity of hidden in-
formation and it requires no external image synchronization. The methods are going
to be tested now on data bases obtained in real PS processes.

Acknowledgements. The Authors gratefully acknowledge the support of the BioPKI project
by the NCBiR Agency, Warsaw, under grant O ROB 0027 01/ID 27/2.
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Phototool Geometry Verification

Jarosław Zdrojewski and Adam Marchewka

Abstract. This article is presenting films geometrical stability control process and
its limitations in the exposure machines used in the PCB production. High imag-
ing precision requirement is leading to sophisticated methods of thermal stability
inspection. Presented method can help decrease those deviations and hold process
parameters automatically as needed for the performed task to ensure product quality.

1 Introduction

By analyzing our surroundings we can find from a dozen to hundreds of printed
circuit boards placed in a different subjects ranging from gardening tools, mobile
phones, and ending on supercomputers. Development trends and especially minia-
turization turn into an increase of the requirements for circuit geometry producers
have to face. Exposure is one of the important steps in the production process of
printed circuit boards. It fulfills two important tasks. Initially is responsible for the
very accurate image transfer of the connections from the film to the double-sided
copper resist covered laminate, and on the end of the production process appear
again to prepare base to electronic assembly by imaging the solder mask. The accu-
racy of both processes is particularly important in the case of multi-layer printed cir-
cuit boards, where subsequent stages of the manufacturing operations leading them
to integration into a single circuit. Typical multilayer circuit production process is
complex (Fig. 1) and consists a number of successive stages, such as preparation
of laminates, resist coating, primary image exposure, developing, etching, realizing
automatic optical inspection, bonding, pressing, drilling, exposing outer layers, and
coming back to developing, etching, then printing solder masks, applying labels,
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routing and electrically testing [1, 5]. The technology is so complex, many steps
in the process can and will bring the deviations, and the final goal is electrical re-
liability and mechanical stability. A compromise between the density of elements
and process capabilities must be maintained to provide desired multilayer circuit
precision. Limitations or errors in the manufacturing process will result in mutual
displacement of layers and the geometrical shape deviation which will prevent the
various internal layers being reliable connected using drilled and metalized holes.

Fig. 1 PCB production cycle presenting localization of the exposure process in the PCB
production as one of the first middle and last step in the cycle [11]

The article describes the steps to reduce significantly the position deviation ac-
companying the exposure process. Considerations will address the possibility of
automatic film geometry control, in particular restrictions on the method proposed
by the authors. Exposure process of the multilayer circuit board is realized by print-
ing units equipped with exposure frames (Fig. 2a). Regular exposure frame will take
two films fixed with vacuum to the upper and lower glass. Such films are relative
positioned to each other in the inner layer mode or to the holes in the drilled panel
fastened using two pins. Films have marks used to detect (Fig. 2b) multipoint loca-
tion of the film/panel position. The exposure process based on 2 strong UV sources
can produce heat affecting the films by introducing a thermal geometrical devia-
tion that could influence the crucial outcome of imaging process. The objective is
to minimize the Thermal impact on the final result can be minimized by precise
measurement and control of the associated deviations.

One of the main ideas for this paper is to analyze limitations of previously intro-
duced and presented algorithms [6,10]. Similar problem of detecting specific objects
in digital images was presented in [2]. Because of place where results of image pro-
cessing is used in the exposure unit control process, crucial is to find out if proposed
strategy can significantly impact and improve process stability or is limited, if so
then on what level.
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(a) (b)

Fig. 2 Single tray of exposure machine equipped with a digital cameras (a), Films and panel
targets layout used for relative position verification (b)

2 Targets Analyse

Method proposed in [6, 10] where implemented using the Radon transformation
based registration marks edge detection [3, 5, 8, 9]. The main assumption of the
method was, to consider analyzed image can be described as a sum of the individual
components:

f (x,y) = fl(x,y)+ fo(x,y)+ fe(x,y) (1)

where fl(x,y) - a straight lines component of the image, fo(x,y) - circles component,
and fe(x,y) - noise.

The proposed algorithm consists of two independent stages:

• lines detection in the image (two edges to determine single marker line),
• circle detection (position for circle axis of symmetry).

Lines detection in the image f (x,y) is limited to the search finding local maxim
(peaks) in the image transform. To limit the information contained in the RT coeffi-
cients original image is transformed with the use of Sobel filter. Radon transform is
applied to the resulting image containing edges information. In the resulting array of
RT coefficients, depending on the class of the analyzed image, search of 8 up to 10
local maxims is performed max-local maxlocal(Rθ (x′))n for n ∈ {1, . . . ,10}. Using
located angle θ and x′ values position of individual straight lines can be calculated,
depending on the position of individual marks needed to proceed with a alignment
task the device.

Ideally in consideration, each target (mark) line is defined by two parallel lines.
Which means that among the local maxima found for this purpose, the local maxima
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(a) (b)

Fig. 3 Radon Transform for the horizontal line edges of the film mark

should be found grouped in pairs, which Rθ (x′n)−Rθ (x′m)∈ {0o,180o}where n,m∈
{1, . . . ,10}.

During the implementation of the method (especcialy the particular images) not
every angle was considered to be taking in account, but only those for which we
expect to detect mark line as follows: 0o, 45o, 90o, 135o. Of course it was necessary
to check a limited range of tolerance for a searched lines inclination. So Radon
transform (Fig. 3) is performed only for certain angle ranges θ . Assumed tolerance
is ±2o and the angle during analyze will vary 0.001o.

With such approach it was possible to increase the method accuracy with main-
taining an appropriate, desired respond rate for the device (exposure unit).

Already during the experiments proved that the designated lines indicating edges
of the target marks line are not perfectly parallel to each other. Angle in between
them can vary within the limits 0 ÷0.001o. This is due to the imprecision of the
image acquisition elements (introduced by optic, lens, prisms and mirrors and add,
electronic components like camera sensor, A/D converter) and edge detection al-
gorithm. Taking into consideration the real image resolution is defined by optic at
1px = 15μ and maximum length of the edge of the pointer is 350px, an error at the
0.35px level or 5.25μ has to be taking in account. This is a significant measurement
error, but however, it is important to remember, that edges of the given mark are
used only to calculate relative location in between marks located on the single im-
age. Therefore, to represent the mark auxiliary line ld should be determined as a line
parallel to the calculated edges. In most cases this will be the axis of symmetry for
analyzed pair of lines. However, in other cases angle bisector ld should calculated
for lined defining mark.

Lets l1 : A1x+B1y+C1 = 0 i l2 : A2x+B2y+C2 = 0 - will represent line for the
edges of the single mark. Angle bisector in between them can be marked as fallow:

|A1x+B1y+C1|√
A2

1 +B2
1

=
|A2x+B2y+C2|√

A2
2 +B2

2

(2)
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We have to solution of the equations (2).

ld1,2 =

⎧⎨
⎩

A1x+B1y+C1√
A2

1+B2
1

= A2x+B2y+C2√
A2

2+B2
2

A1x+B1y+C1√
A2

1+B2
1

= −A2x−B2y−C2√
A2

2+B2
2

(3)

Fig. 4 Calculating intersection point and center line to define mark line location

For each of the four markers auxiliary line ld must be calculated Fig. 4). But only
for a couple {ld1 , ld2} intersection point should be calculated to define film location
in relation to the other film mark or to the hole in the panel depending on the type
of process. We assume that mark lines are perpendicular to each other. In such case
the solution of the problem is limited to intersection point of two angle bisectors
finding. Despite varying amounts of possible solutions there is only one belonging
to the field of the image.

For the above analysis, we will define the measurement error. Lets dm will be
the length of the mark line, αe - maximum angle deviation for two lines limiting
the the mark line and defined as a distance betweeen points po1 i po2 satisfying the
following conditions:

po1 =

{
y =−x
y =− tan(180−αe/2)x+ tan(αe/2)dm/2

,

po2 =

{
y =−x
y =− tan(αe/2)− tan(αe/2)dm/2

.
(4)

Substituting known values, our measurement error is: 0.015px·15μm = 0.225μm.

3 Experimental Results

Series of tests for real images and sample panels and films registered by the ex-
posure machine were conducted. The group contained images whose double sided
registration panel. This type of procees inlude both top, and bottom film and the
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Fig. 5 Dimensional deviation and alignment deviation [dX, dY] alignment deviations (LT
Left top camera, RT right top camera, LB Left bottom camera, RB right bottom camera), PD
process deviation

(a) (b)

(c) (d)

Fig. 6 Images with detected marks for four cameras system
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panel targets (Fig. 5). For this group trials were conducted to calculate values definig
films deviations (Fig. 6). All deviation are calculated in the way taking in account
difference between level of deviation (single micrometers) and distance between
targets (ususly hundreds of milimeters). In this case ignoring the dY componet when
calulating dX deviation and ingnoring dX when calculating dY will not create error
bigger then 0.05μ .

4 Conclusion

This article presents an approach to analyze of automatic films dimensions control
using new optimized method. Goal was to analyze limitations of previously intro-
duced and presented algorithms. Results of image processing are used in the expo-
sure unit control process. All measurements are important in the proposed strategy
and can significantly impact and improve exposure process stability. Films in ex-
posure unit running on the base of standard imaging technology are crucial for the
process fidelity. Any thermal or initial based on laser plotter error mistake will be
copied during the exposure cycle over several or hundreds of panels, finally leading
to producing panels for scrap. All film measures data is verified using the predefined
tolerance levels and finally resulting information is saved in the database for the pro-
cess optimization purpose. The proposed method of getting inputs from marks on
the films is based on Radon Transform. Beside image analyze, research process was
extended by fallowing film and panel geometry verification step and calculating de-
viations having significant impact on the production process. Proposed algorithm
can detect marks fast and correctly. Because of it’s μ resolution it allows to elimi-
nate mistakes of image processing methods’ imperfections. The presented method
was tested with film marks with a low modulation grade and blurred symbol im-
ages. It is necessary to remember that stability of the process can be illumination
dependent especially in the production conditions of a yellow room. In some cases
especially for panels with resist covered holes top film mark image is deformed.
However, in the future work an analysis of border conditions to detect marks and its
limitations will be considered
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Structure from Motion in Three – Dimensional
Modeling of Human Head

Anna Wójcicka and Zygmunt Wróbel

Abstract. A human face is an important component of the model form. Is the main
instrument of communication and expression of emotions and personality so three -
dimensional model of the head must imitate exactly the actual anatomy and features
which is one of the most difficult tasks facing graphic. The paper presents a model of
a human head reconstruction using structure from motion - the acquisition of three-
dimensional models of a series of 2D images. In detail describes the mathematical
basis of the method and then refers them to build the model in a computer program.
It has been shown that due to the very good quality three - dimensional model, the
method of Structure from motion is a competition in modeling objects for standard
graphic programs.

1 Introduction

The creation of computer graphics led to a revolution in the world of visual effects
and film. As far as evolution 3D modeling, analysis and processing of images, ani-
mation and speech synthesis become more advanced, hardware faster and cheaper,
computer graphics spread on the internet, games, commercials and movies. The
first feature film which shown in fully animated form was ‘Young Sherlock Holms’
(1986). The bigger challenge was to use computer graphics to create realistic models
of creatures and people. ‘Jurassic Park’ (1993) is the first example of a film which
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fully integrated computer form the live action. The dream of computer graphics was
to create a fully synthetic human form indistinguishable from a real person, exam-
ples may be movies: ‘Tony de Peltrie’ (1985), ‘Randez-vous a Montreal’ (1988),
‘Sextone for President’ (1989). But it was obvious to the audience that they are
computer-generated. Jar-Jar Binks from movie ‘Star Wars: Episode I’ (1999) is the
first fully articulated synthetic humanoid actor. Recent advances in lighting model-
ing and texturing led to create more realistic forms. The ‘Final Fantasy: The Spirits
Within’ (2001) movie is described as the most ambitious attempt to use synthetic
actors to portray in the film realistic people [18].

A human face is an important component of the model form. Is the main in-
strument of communication and expression of emotions and personality. Realistic
animation is one of the most difficult tasks facing for animator and graphic. Model
face must imitate exactly anatomy and features real. It should allow the geometric
representation of a person. In the literature this is called compatibility [19] or stat-
ics [22]. Face models are used in the production of movies, cartoons, in animation
and realistic in telecommunications and human-computer interaction (HCI). In the
cartoon, face model should give personnel mines and personalities, often exagger-
ated. In realistic animation, face shape and movements must be compatible with
human anatomy. In applications to communications, human-computer interaction
interact and there is an additional requirement of computational efficiency. In some
applications, the model’s face must exactly match a person.

The paper presents a model of a human head reconstructed using Structure from
motion (SfM). The head model is reconstructed from three-dimensional models
build based on a series of 2D images. The mathematical fundamentals of the SfM
have been described in details referred to the reconstruction of the 3D model using
Agisoft PhotoScan.

2 Methods

Nowadays, create model of a human head from scratch was no easy task. Transfer of
static properties of the model geometry in a computer program is a challenge. Stan-
dard face models can be constructed as a flat polygon mesh or the surface of a higher
degree. Mostly due to the simplicity, are use the multi-angle models [19, 26]- rela-
tively easy to set up and modeling . There are three methods for interactive design
applied in the creation of models: wire method (low resolution), modify the simple
shape represented with high resolution and design the area of a high-resolution [18].
These methods for creating three-dimensional models are often not easy to make be-
cause they require a lot of experience and patience. The more realistic models need
more time to devote to his execution.

Structure from motion (SfM), developed in the 80’ [24] is a technique for ob-
taining information about the geometry of 3D scenes from 2D images [18]. Due to
the low computational capabilities of computers at that time, it had no followers.
Currently, the computer programs based on SfM gaining a large popularity, as an
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easy way to allow perform three-dimensional model of an object. It is studied in
the fields of computer vision and visual perception, which has a number of applica-
tions in different areas, such as archeology [20], topography [11], psychology [25].
An interesting example is the use of SFM in Google street application [5]. Struc-
ture from motion techniques are used in a wide range of applications including
photogrammetric survey [12], the automatic reconstruction of virtual reality models
from video sequences [28], and for the determination of camera motion footage of
real-world scenes [4, 13].

The most important challanges aimes to recover 3D models of usually rigid ob-
jects from an uncalibrated or calibrated sequence of 2D images. SfM method to
create a 3D model can be divided into two main phases: retrieving camera motion
and reconstructing a 3D model. The first stage of - retrieving camera - consists of
two steps: estimating the fundamental matrix [2, 8], obtain the motion of the cam-
era. The second stage - reconstructing a 3D model - also consists of two steps which
are the recovery of 3D scene points and rendering of a 3D model As it presented in
figure 1. [4].

Fig. 1 Action scheme of Structure from Motion method

The first stage in the creation of 3D models from 2D images is searching for
corresponding points in the photos, adjusting them, then determine the position of
the camera for each shot and refines camera calibration parameters. The result is
the sparse point cloud and a set of camera positions are formed. The point cloud
represents the results of photos alignment [17]. In the next stage of the received
point cloud model is reconstructed in 3D and rendered. The basis of this method is
the epipolar geometry, which describes the relationship between position of camera
systems one to the other, presented in figure 2 – define corresponding points in an
image pair. This relation called the fundamental matrix or the essential matrix, and
it is represented by a 3 × 3 singular matrix.



512 A. Wójcicka and Z. Wróbel

Fig. 2 The epipolar geometry.Scene 3D point X is projected to the two images giving raise
to a correspondence (u, u”). The camera projection centers Camera and Camera” and the 3D
point X form an epipolar plane which constrains the positions of u and u” to the corresponding
epipolar lines. Epipolar lines of different scene points intersect in the epipoles e and e” in the
first and second image respectively

Essential matrix describes the pair of calibrated views defined in intrinsic cam-
era parameters. Intrinsic camera parameters can be obtained by calibration which
is performed before or after the taking of images. Alternatively it can be computed
from a self-calibration within the process of SfM. The Essential matrix was in-
vented by Longuet-Higgins in [16]. Longuet-Higgins describes [16] how an essen-
tial matrix relating a pair of calibrated views can be estimated from eight or more
point correspondences by solving a linear equation [4]. If cameras have been un-
calibrated, camera motion is calculated from fundamental matrix. There are some
methods for estimating fundamental matrices presented. These are the 8-Point Algo-
rithm [16], the Least Median of Squares (LMedS) Algorithm [21], and the Random
Sample Consensus RANSAC Algorithm [3]. Essential is a specific matrix will fall
of fundamental matrix, in which the image parameters are normalized. The equation
E = kT

2 Fk1 presented relationship between the essential matrix E and the fundamen-
tal matrix F. Assume matrices k1and k2represent the matrices of intrinsic camera
parameters.

Next step is extracting the motion of the camera. In 2D images are recorded the
camera motion information (the orientational and positional of camera). This infor-
mation are necessary to create 3D model. Differences in camera motion resulting
from the method of obtaining images that come from a single camera movement when
shooting or in case two moving cameras. The motion can be represented by a 3 × 3
rotation matrix and a 3×1 vector. Camera motion can also be acquired from the fun-
damental matrix from at least seven point correspondencesor extracted from splitting
the essential matrix. For computing camera motion from essential matrix can be use
methods which were proposed by Horn [7], and by Hartley and Zisserman [10].

Next step is extracting the motion of the camera. In 2D images are recorded the
camera motion information (the orientational and positional of camera). This infor-
mation are necessary to create 3D model. Differences in camera motion resulting
from the method of obtaining images that come from a single camera movement
when shooting or in case two moving cameras. The motion can be represented by a
3 × 3 rotation matrix and a 3×1 vector. Camera motion can also be acquired from
the fundamental matrix from at least seven point correspondences or extracted from
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splitting the essential matrix. For computing camera motion from essential matrix
can be use methods which were proposed by Horn [7], and by Hartley and Zis-
serman [4, 10, 18]. The obtained parameters of camera motion and corresponding
points extracted from pairs of images are required for the reconstruction of the 3D
model. This stage of SfM aims to create a point cloud consisting of relative posi-
tions of all point correspondences. In the next stage of the cloud of points is subject
to the rendering process. All points belonging to the cloud are defined separately in
the space, do not contain information on local connectivity between points. Trian-
gulation method local point cloud points are the forms of a triangular mesh surface.
Model surface is divided into triangles in such a way that each wheel described in
the three neighboring points does not contain any other point. It is Delauney tri-
angulation [1], which is widely used in the visualization. It is obvious that the 2D
triangulation is more effective than the 3d. Therefore, prior to triangulate the 3D
model, the cloud point was projected into one of the images. Triangulation is per-
formed on this image - projection. Then point clouds are combined based on the
triangulation of its projection. Based on the triangular mesh we can render a surface
using a graphics rendering library, for example OpenGL [23].

3 Experiment

Nowadays, many programs can perform 3D model by Structure from motion for
example: Agisoft PhotoScan,123D Catch or Arc3D. For the purpose of this work
AgiSoft PhotoScan has been selected due to easy user interface and advanced mode
of operation. Pictures can be taken with any standard digital camera with reason-
ably high resolution (5 megapixel or more). Wide-angle lenses be better adapted to
mapping relationships between objects in space than telephoto lenses. Fish eyes and
ultrawide angle lenses are poorly modeled by the distortion model implemented,
which leads to inaccurate reconstructions. Avoid on the photos not textured, shiny
and transparent objects, flat surfaces. To perform 3D object model glossy photo
must be carried out under a cloudy sky, which causes the least amount of reflec-
tions. In the pictures should appear moving objects and unwanted foregrounds. Best
results are obtained when the information is captured from multiple viewpoints –
three or more, with large number of images. Unfortunately, the number of images
entails hardware limitations. None of the pictures do not cut and converted into ge-
ometrically, becouse this images will be a source of errors and incorrect results in
reconstructed model. Photometric modifications do not affect reconstruction results.
Calibrated cameras have the information about camera motion that can be use to es-
timate the field of view of the photo. It is save in EXIF part of photo. If the data
are available, you can expect the best results during the reconstruction model. Oth-
erwise, the program automatically assumes that the 35mm focal length equivalent
equals to 50 mm and tries to align the photos in accordance with this assumption.
If the focal length is significantly different from 50 mm the alignment can give in-
correct results or even fail. In this case, it is necessary to manually calibrate the
camera [6, 17].
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3.1 Aligning Photos

Three – dimensional model of a human head has been reconstructed from a series
of 44 calibrated images, made from three viewpoint. Pictures were taken with a
standard digital camera with wide angle lens. Schematic of series of photo, made
in different viewpoint is shown in figure 3. Then, loaded images into computer pro-
gram - Agisoft PhotoScan. Then the images were subjected to Aligning photos. As
a result of this process, the program detects camera motion and then on the basis of
individual images sets the corresponding point – figure 3.

Fig. 3 Dialog box from Agisoft PhotoScan - aligning photos, which show diagram of visual-
ization of the images position in space. These images are aligned by the program in order to
prepare the data for the reconstruction of the three - dimensional model.

As can see, it detected motion camera viewpoint in which the images were made.
Alignment parameters can be modified in the Align Photos dialog box. It is improve
the process of detecting the camera motion is recommended to set higher accuracy
which Increases processing time. In the initial stage, can be use a lower accuracy.
Aligning photos process with a large number of photos may take a relatively long
time, which is intended mainly on matching of detected features across the pho-
tos. This time can be accelerated by applying photo mask elements which can’t be
reconstructed in a 3D model. Mask used to reconstruct a model of a human head.
At this stage, it can still manually adjust the wrong position of photos, if any are
detected. At the moment a cloud of points that can be exported to other graphics
program that will allow the construction of 3D model.

3.2 Building Model Geometry

Next step is building model geometry. It can choosen several methods of reconstruc-
tion. It is recommended to start to build a model with the lowest quality, evaluate
the results and then recompute the results using a higher quality setting. As shown
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in figure 4, the human head was separated from the background using a mask, so
part of the background submissive inaccurate reconstruction. All of these errors can
be removed during the selection mask (but it should be done for all the images
separately) or on the finished model after exporting the graphics program. The tri-
angulation model shown in figure 5.

Fig. 4 Geometrical model of the human head

Fig. 5 The triangulation model of human head

3.3 Building Model Texture

Building model texture is the next step of building three - dimensional model of
human head. Several methods are available texture mapping model in the Build dia-
log box Texture: generic-default mode, adaptive orthophoto-applied to flat surfaces
such as buildings, orthophoto, single photo, keep uv. The result of facial skin texture
mapping shown in figure 6.

Ready 3D model can be saved in various formats to allow further work in a
graphics program such as Wavefront OBJ, 3DS file format, VRML, COLLADA,
Stanford PLY, Autodesk DXF, U3D, Adobe PDF exporting results. In addition there
are useful function which enables Agisoft PhotoScan software export the data to the
cloud geometry and and texture as separate files.
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Fig. 6 Facial skin texture mapping: a) anterior view b) anterior - right view (magnification of
upper face) c) left view d) anterior-top view

4 Conclusions and Future Work

The reconstruction of the human head performed by SfM method has been succes-
fuly accomplished. As it can seen in the results the presented method is efficient to
create a model of a human head. Quality of three-dimensional image with textures
gives the photorealistic effect which suggests spatiality of image. The quantitative
measurement of the image quality was considered as a more advanced and extended
task designated to describe in a separate paper. Similar to the reported in the liter-
ature and discussed in the introduction achievements in the standard modeling, the
results obtained with the SfM does not deviate from the well-known.

Structure from motion opens up the possibility of modeling difficult to obtain 3D
models without use of standard methods for drawing graphics programs. A major
impact on the quality of 3D model is accurate shots of images and their quantity. Due
to high accuracy the mesh, it can modify 3D model in graphics programs (Maya, 3D
StudioMax).

In our future work we will focus on improving method effectiveness and effi-
ciency which may be a strong side of SfM and the software. This parameters should
be the subject of detailed research and metrology, depending on the resolution, num-
ber of images and the hardware on which the reconstruction takes place.
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A Short Overview of Feature Extractors
for Knuckle Biometrics

Michał Choraś

Abstract. In this paper an overview of image processing methods for feature ex-
traction applied to knuckle biometrics also termed as FKP (finger-knuckle-print) is
presented. Knuckle is a part of hand, and therefore, is easily accessible, invariant to
emotions and other behavioral aspects (e.g. tiredness) and most importantly is rich
in texture features which usually are very distinctive. In this paper a short overview
of the known recent approaches to human identification on the basis of knuckle
images is given.

1 Introduction

Even though biometric identification systems became our reality and are no longer
science-fiction visions, only several modalities have been widely deployed and such
systems still have many drawbacks. The most known and often used modalities are
fingerprints, face, hand geometry and iris. For example fingerprint and faces are
widely deployed in large-scale systems such as border control, asylum control and
biometric documents. But due to the problems with large-scale scalability, secu-
rity, effectiveness and last but not least user-friendliness and social acceptance new
emerging modalities are still investigated. One of such new and promising modali-
ties is human knuckle.

In this paper the overview of feature extractors for such emerging modality, namely
knuckle or finger-knuckle-print (FKP) is presented. Knuckle is a part of hand, and
therefore, is easily accessible, invariant to emotions and other behavioral aspects
(e.g. tiredness) and most importantly is rich in texture features which usually are very
distinctive. Knuckle biometrics methods can be used in biometric systems for user-
centric, contactless and unrestricted access control e.g. for medium-security access
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control or verification systems dedicated for mobile devices (e.g. smartphones and
mobile telecommunication services).

The sample knuckle image from IIT Delhi Database is presented in Figure 1 [1].

Fig. 1 Sample knuckle images from IIT Delhi Database [1]

2 Feature Extractors for Knuckle Biometrics

Most of the applied methods originate from known signal processing transforma-
tions or image processing methodologies. In general those can be categorized as
approaches based on:

• Gabor-based approach (including e.g. 1D Log-Gabor),
• Ridgelets and transforms (Radon, Riesz),
• (Probabilistic) Hough transform (PHT),
• SIFT and SURF,
• Phase correlation functions.

2.1 Gabor-Based Features

It seems that Gabor based feature extraction is most common approach for knuckle
biometrics. Of course in such approach (due to high dimensionality of Gabor filter-
ing output) various dimensionality reduction techniques are also engaged.

The general function of the two-dimensional Gabor filter family can be repre-
sented as a Gaussian function modulated by a complex sinusoidal signal [2]. Specif-
ically, a two-dimensional Gabor filter ψ(x,y;σ ,λ ,θk) can be formulated as:

ψ(x,y;σ ,λ ,θk) = exp

(
−x2

θk
+ γ2y2

θk

2σ2

)
exp

(
2πxθk

λ
i

)
, (1)

where xθk = xcosθk +ysinθk; yθk =−xsinθk +ycosθk; σ is the standard deviation
of the Gaussian envelope along the x- and y-dimensions; γ is the spatial aspect ratio
and; λ and θk are the wavelength and orientation, respectively [3] [4].

Foe example, Shariatmadar et al. [5] apply Gabor feature extraction followed by
PCA and LDA for four fingers. Then feature level fusion is made before the match-
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ing process. Yang et al. [6] use Gabor filtering features and OLDA (Orthogonal
LDA). Similarly, 8 Gabor filtering orientations and 5 scales are also used in FKP
recognition based on Local Gabor Binary Patterns ( [7]).

Meraoumia et al. [8] propose to use result of 1D Log-Gabor filtering in a palm-
print and knuckle multimodal system. 1D Log-Gabor filters were also used by
Cheng et al. [9] to calculate features of knuckle images in a contactless scenario
(images acquired by smartphones).

Zhang et al. ( [10]) proposed to use Gabor filters create so called competitive cod-
ing (CompCode) representations of knuckle images. Later they (Zhang et al. [11])
proposed Gabor filtering to create improved competitive coding (ImCompCode) and
magnitude coding (MagCode) representations of knuckles. The same authors also
proposed to use known Gabor characteristics to obtain ensemble of local and global
features/information. They proposed an LGIC (local-global information combina-
tion) scheme basing on CompCode as well as Phase Only Correlation (POC) and
Band Limited Phase Only Correlation [12].

It is worth to mention that global subspace methods such as PCA, LDA and ICA
can be used not only for dimensionality reduction (of. e.g. Gabor filtration based
vectors) but also as global appearance feature extractors as shown in [13].

2.2 (Probabilistic) Hough Transform

In [14] image is analyzed by means of Probabilistic Hough Transform (PHT), which
is used both for determining the dominant orientation and also for building the inter-
mediate feature vector. This feature vector (describing the knuckle texture) is built
using the PHT output information, which contains set of line descriptors represented
by formula 2, where LDi(N) stands for N− th line descriptor of i− th image, (bx,
by) the Cartesian coordinates of line starting point, (ex, ey) the Cartesian coordinates
of line end point, θ the angle between the line normal and the X-axis, and d the
particular line length expressed in pixels.

The number of extracted lines (N) depends strictly on knuckle spatial properties
and varies, therefore these are not directly used to build feature vector.

LDi(N) = [bxN ,byN ,exN ,eyN ,θN ,dN ] (2)

Due to the fact the particular knuckle may be rotated, the dominant orientation based
on Hough transform is extracted using the θ angle from the line descriptors, which
is used to rotate analyzed image in opposite direction to align the dominant line
perpendicular to y-axis. After that the y position of particular line and its length is
used to build the feature vector. The 30-bins 1D histogram is calculated since the
longest and characteristic lines of knuckles are concentrated around one rotation
angle.

The vectors obtained by PHT were named ”basic” since these are relatively short
(one row vector of length 30) and are used for general data set clustering to de-
crease the number of computations and comparisons of complex features vector in
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Fig. 2 Sample knuckle images and their representation after applying PHT transform

further phases of our human identification system. The set of line descriptors (eq. 2)
obtained from Hough transform are then converted to image representation giving
input for matching algorithm.

2.3 SIFT and SURF Feature Extractors

The SIFT stands for scale invariant feature transform. It is often used to extract
salient points and is used in many applications such as biometrics or retrieval [15,
16]. SIFT features and their variations are based on image gradients of the pixels
in a window around a salient point, and do not take color information into account.
Therefore it was proposed as knuckle feature extractor in [17] and [18]. Authors
used SIFT transform after enhancing the image, e.g. by Gabor filters.

The SURF stands for Speeded Up Robust Features and is robust image detector
and descriptor. It was firstly presented by Herbert Bay in 2006 [19]. It is widely used
in object recognition and 3D reconstruction. The key-point of the SURF detector is
the determinant of the Hessian matrix, which is the matrix (eq. 3) of partial derivates
of the luminance function.

∇2 f (x,y) =

⎡
⎣

∂ 2 f
∂x2

∂ 2 f
∂x∂y

∂ 2 f
∂x∂y

∂ 2 f
∂y2

⎤
⎦ (3)

det(∇2 f (x,y)) =
∂ 2 f
∂x2

∂ 2 f
∂y2 −

(
∂ 2 f

∂x∂y

)2

(4)

The value of the determinant (eq. 4) is used to classify the maxima or minima of the
luminance function (second order derivative test). In the case of SURF the partial
derivatives are calculated by convolution with the second order scale normalized
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Gaussian kernel. To make the convolution operation more efficient the Haar-like
function are used to represent the derivates.

Fig. 3 Detected fiducial SURF points for queering image and its corresponding matches for
the template image

If the determinant value is greater than threshold (estimated during experiments
on learning data set) then it is considered as a fiducial point. The greater the thresh-
old is the less points (but strong ones) are detected. For each of the fiducial points
the texture descriptor is calculated.

In [14] SURF points are used to find the closest matching (if any) between query-
ing image and the templates selected by PHT-based classifier (used by authors in
previous step to create intermediate vector (see section 2.2).

Firstly, the points yielding the Hessian determinant value greater than threshold
are selected for both querying and the template images resulting in two points data
set. Basing on texture descriptors the matching pairs between those sets are found
and the outliers (points in one data set that do not have representative in the second
data set) are removed. Then the matching cost between those sets is estimated using
eq. 5:

mcost =
N

∑
i=0

d(pi− 1
N

N

∑
j=0

p j,qi− 1
N

N

∑
j=0

q j), (5)

where N, d, p and q represents the number of matching pairs, Euclidean distance,
point from template image and point from query image respectively. Example of
such a mapping is shown in Fig. 3.

Authors of [20] fused both extractors: SIFT and SURF, which allows to describe
local patterns (of texture) around key characteristic points. Of course, the images
are to be enhanced before feature extraction step.

2.4 Ridgelets and Transforms (Radon, Riesz)

Another approach to knuckle feature extraction is to use ridgelets or known signal
processing transforms such as Radon Transform and Riesz Transform. Ridgelets
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are able to represent features of images with many lines such as knuckles. Ridgelets
are based on Radon transform, in particular on FRAT (Finite Radon Transform).
Wavelet transform is used to each projection of the Radon transform. Digital form
of ridgelets applied on FRAT is called Finite Ridgelet Transform (FRIT).

Such approach was used in several papers by Goh et al., e.g. in both [21] and
[22] in their proposition of bi-modal knuckle-palm biometric system (however, they
proposed other feature extractors to palmprints).

In [23] Radon Transform was used, but in different manner. Authors proposed
to apply Localized Radon Transform (LRT) for a discrete image to create so called
KnuckleCodes which are later matched (similarly to FingerCodes and IrisCodes
used for other modalities).

In a recent paper Zhang and Li ( [24]) proposed to use Riesz transform to encode
local characteristics of knuckle images. Authors successfully applied 1st order and
2nd order Riesz transforms to calculate so called RCode1 and RCode 2 and reported
a very promising results. Both RCode1 and RCode2 were applied by authors to
knuckle and palmprint images.

2.5 Phase Correlation Based Knuckle Similarity Matching

Another approach to represent local knuckle features is based on Phase Correlation
Function (PCF) also termed as Phase Only Correlation (POC) [25] [26]. Phase cor-
relation approach relies on Discrete Fourier Transform (DFT) and Inverse DFT and
shows similarity between two transformed images.

In most realizations, in order to eliminate meaningless high frequency compo-
nents (in classic PCF/POC all frequencies are involved), the Band-Limited Phase
Only Correlation (BLPOC) is used [25]. In [27] PCF was used for both knuckle and
palmprint in a bi-modal system.

3 Conclusions

Knuckle of finger-knuckle-print modality becomes an emerging trend in biomet-
rics and computer vision communities. The major goal of this paper was to briefly
present image processing based feature extractors applied to the task of human iden-
tification on the basis of knuckles. It was not author goal to compare, assess or
evaluate the described approaches.

It is worth to note that most proposed methods and papers are rather recent which
proves growing interest in knuckle biometrics.

Apart from applying various, mostly texture oriented methods, the current no-
ticeable trends are also:

1. application of knuckles in multi-modal biometric systems, mainly with palm-
print, hand features or hand veins [8] [21] [24] [28],
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2. application of knuckles in contactless (touchless) scenarios, especially with im-
ages acquired by mobile phones [9] [21] [29].
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18. Hemery, B., Giot, R., Rosenberger, C.: Sift Based Recognition of Finger Knuckle Print.
In: Proc. of Norwegian Information Security Conference, pp. 45–56 (2010)

19. Bay, H., Tuytelaars, T., Van Gool, L.: SURF: Speeded up robust features. In: Leonardis,
A., Bischof, H., Pinz, A. (eds.) ECCV 2006, Part I. LNCS, vol. 3951, pp. 404–417.
Springer, Heidelberg (2006)

20. Badrinath, G.S., Nigam, A., Gupta, P.: An Efficient Finger-Knuckle-Print Based Recog-
nition System Fusing SIFT and SURF Matching Scores. In: Qing, S., Susilo, W., Wang,
G., Liu, D. (eds.) ICICS 2011. LNCS, vol. 7043, pp. 374–387. Springer, Heidelberg
(2011)

21. Goh, K.O.M., Tee, C., Teoh, B.J.A.: An innovative contactless palm print and knuckle
print recognition system. Pattern Recognition Letters 31, 1708–1719 (2010)

22. Goh, K.O.M., Tee, C., Teoh, B.J.A.: Bi-modal palm print and knuckle print recognition
system. Journal of IT in Asia 3 (2010)

23. Kumar, A., Zhou, Y.: Human Identification using Knuckle Codes. In: Proc. BTAS (2009)
24. Zhang, L., Li, H.: Encoding local image patterns using Riesz transforms: With applica-

tions to palmprint and finger-knuckle-print recognition. Image and Vision Computing 30,
1043–1051 (2012)

25. Zhang, L., Zhang, L., Zhang, D.: Finger-Knuckle-Print Verification Based on Band-
Limited Phase-Only Correlation. In: Jiang, X., Petkov, N. (eds.) CAIP 2009. LNCS,
vol. 5702, pp. 141–148. Springer, Heidelberg (2009)

26. Aoyama, S., Ito, K., Aoki, T.: Finger-Knuckle-Print Recognition Using BLPOC-Based
Local block Matching, pp. 525–529. IEEE (2011)

27. Meraoumia, A., Chitroub, S., Bouridane, A.: Fusion of Finger-Knuckle-Print and Palm-
print for an Efficient Multi-biometric System of Person Recognition. In: Proc. of IEEE
ICC (2011)

28. Kumar, A., Prathyusha, K.V.: Personal Authentication Using Hand Vein Triangulation
and Knuckle Shape. IEEE Transactions on Image Processing 18(9), 2127–2136 (2009)
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Three-Stage Method of Text Region Extraction
from Diagram Raster Images

Jerzy Sas and Andrzej Zolnierek

Abstract. In the paper the combined approach to the problem of text region recog-
nition problem is presented. We focused our attention on the chosen case of text
extraction problem from specific type of images where text is imposed over graph-
ical layer of vector images (charts, diagrams, etc.). For such images we proposed
three-stage method using OCR tools as some kind of feed-back in process of text
region searching. Some experimental results and examples of practical applications
of recognition method are also briefly described.

1 Introduction

Although optical character recognition (OCR) is a mature and widely used tech-
nique as far as clear text image is being processed, its performance is still low in
case of text printed over textured background or the text is an element of the im-
age consisting of many graphical elements not being text characters. In such cases,
before the image is passed to OCR engine, the text must be extracted from back-
ground or the graphical elements not constituting the text must be removed. In this
work we consider the specific case of text extraction form specific type of images
where text is imposed over graphical layer of vector images. Typical examples of
category of images are: plots, UML diagrams, organization charts, flow charts, elec-
tric schematic diagrams etc. Many works have been described in literature aimed on

Jerzy Sas
Wroclaw University of Technology, Institute of Applied Informatics,
Wyb. Wyspianskiego 27, 50-370 Wroclaw, Poland
e-mail: jerzy.sas@pwr.wroc.pl

Andrzej Zolnierek
Wroclaw University of Technology, Faculty of Electronics, Department of Systems and
Computer Networks, Wyb. Wyspianskiego 27, 50-370 Wroclaw, Poland
e-mail: andrzej.zolnierek@pwr.wroc.pl

R. Burduk et al. (Eds.): CORES 2013, AISC 226, pp. 527–538.
DOI: 10.1007/978-3-319-00969-8_52 © Springer International Publishing Switzerland 2013

jerzy.sas@pwr.wroc.pl
andrzej.zolnierek@pwr.wroc.pl


528 J. Sas and A. Zolnierek

text extraction from real world pictures ( [3]), where text appears over the com-
plex background. In comparison with such kind of problems, text extraction from
diagram-like images seems to be relatively easy. The experiments made with dia-
gram images showed however that methods elaborated for text extraction from real
word images, exhibit tendency to detect big number of "false positive" areas, i.e.
the image fragments not being actually text areas are detected. The method pre-
sented in this article is an extension of approaches known from the literature, where
multi-pass approach is used ( [3], [4]). The first pass selects candidate fragments,
possibly containing text, using edge-density based methods borrowed from the lit-
erature ( [8]). Typically, it selects much more fragments that is finally expected.
Then two subsequent passes refine this selection by applying more restrictive crite-
ria based on geometric features of the fragment contents, specific for text images.
The last selection stage uses results of OCR recognition ( [2]). The relation of rec-
ognized text to the area aspect ratio as well as the analysis of the recognized string is
used in order to further restrict the set of text area candidates. On the other hand in
( [7]) connected-component-based character locating method is presented. Then in
this method we can find several stages including color layers analysis, an aligning-
and-merging-analysis and OCR applications. Another attempt is presented in ( [1])
where mathematical morphology is used in text extraction before standard OCR tool
is applied. In all above mentioned papers during the process of text region findind,
before OCR module is applied some heuristic methods are proposed. Almost the
same methodology is proposed here, but the novelty of this paper consists in field of
application (charts, diagrams etc.) where appropriate algorithms should be applied.
Moreover we propose using OCR module as some kind of feed-back in process of
text region extraction.

The work described here is a part of wider project aimed on knowledge acquisi-
tion from electronic sources. Text extraction from images is used there a)for support
of automatic images annotation (i.e. labeling images with keywords), b)finding doc-
uments which contents may help in answering user queries, c)extracting knowledge
from images. Separation of text from remaining graphical elements of the image
also makes easier the process of recognizing elements appearing on the image and
finding determining relations between them. In order to achieve the last aim, it is
necessary to precisely separate geometrical elements of the image (in the case of
diagrams being considered here - line segments obtained as the result of the image
vectorization) for text in the situation where graphics and text touch each other. This
topic is also mentioned in this article.

The organization of the paper is as follows: after introduction the problem state-
ment is presented in second section. Next, the description of three-stage method of
text region extraction is presented. Every stage of our complex method is presented
in subsequently subsections containg as well very well-known algorithms as well
new ideas of this work. In the section 3 the results of empirical investigation are
presented and in the end we conclude this paper.
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2 Extraction Method of Region with Text

As stated in the introduction, the text extraction form the image is carried out for
the sake of analysis of documents containing images. The complete electronic doc-
ument (either scanned and stored as complete image, or structured, e.g. described in
HTML) is first subdivided into structural elements (chapters, chapter titles, sections,
paragraphs). The document analysis extracts images embedded in the document and
stores them as raster images. These images are input to the text extraction procedure
described here. Let us consider a digital raster image automatically extracted from
the complete documents image containing some geometrical shapes (line segments,
polygons, ellipses, vectorized symbols specific to diagram type etc.) and possibly
containing areas where text is located. Text areas can be included inside the geo-
metrical shapes, can be located out of them or can intersect edges of geometrical
shapes. Our aim is to split the image into two layers: graphical and textual. The
graphical layer contains all geometrical shapes not being elements of text. The tex-
tual one contains only elements belonging to texts included in the image. For the
sake of OCR processing and in order to bind text to graphical shapes it is neces-
sary to gather characters in the textual layer into text regions. The text region is the
rectangular area tightly enclosing characters constituting the text string.

In the previous work the method of text regions extraction using texture features
(local stochastic properties of visual features in pixels of the image) based on the
algorithm described in ( [8]) was applied. However, this method was excessively
finding the region, which did not contain any text. In this work the methods based
on texture properties are also used but they are augmented with additional features
calculated for candidate regions which are rectangle covering the connected com-
ponent. These features include the texture properties (in the form of a map like in
( [4])) and the shape characteristics.

For the sake of further application in document analysis, the text extraction pro-
cedure creates the following artifacts:

• two binary images containing separated graphical and textual layer,
• the set of images corresponding to individual extracted text regions in two ver-

sions: as a binary image with white background and black foreground and as a
simple fragment of the gray scale input image (including background),

• XML file describing the extracted text regions (position in the image, size, rec-
ognized text,link to the text region image).

The method proposed in this paper consists of three stages:

• first the set of candidate regions (which usually apart from the correct regions
contains also the regions without the text) is determined and for such regions the
feature vectors for pattern recognition task are calculated,

• in the second stage the candidate regions are classified as text regions or regions
without the texts using the classifier (in which the above mentioned feature vector
is used) based on simple decision tree, the regions recognized as not containing
text are rejected from further considerations,
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• on the last stage the elements classified as text region are recognized using stan-
dard OCR tool and the final decision about the region of interest is made using
the likelihood of OCR decisions.

2.1 Determining of Candidate Regions

In our method it is assumed that texts appearing on the image are horizontally ori-
ented. In order to extract vertically oriented texts proposed method is first applied
to the original image. Then identified text regions are replaced by background color
and the modified image is rotated by 90 degrees. Next the text extraction procedure
is applied again to the rotated image. The ultimate text region set contains regions
detected in the first or second pass.

The stage of candidate region elicitation consists of the following operations:

• conversion of the image into gray scale,
• filtering with the median filter to remove some noise being usually the result of

scanning or lossy compression applied to the image,
• increasing the font sharpness by applying sharpening filter with Laplace mask,
• binarization of the image using Otsu method,
• removal of long line segments,
• finding connected components,
• removal of the connected components which are of one pixel size (in this way

we can eliminate the reminder of the noise),
• the division of connected components into sets of big and small components,

where the threshold value is experimentally chosen,
• removal of big connected components,
• merging the connected components into candidate regions basing on their geo-

metric neighborhood.

The removal of big connected components is motivated by the assumption that the
size of text in the image is limited and big graphical elements probably are not
text characters. The size threshold for separation of big and small components is
determined taking the image resolution xres,yres and the maximal assumed text size
st (assumed to be 70 pixels).

fS = max(0.3 ∗min(xres,yres),st) (1)

Application of connected components as elements of candidate regions fails if the
text is intersected by elements of other geometrical shapes. In order to avoid such
cases as much as possible, we applied the additional step consisting in removal of
long line segments. The lines removal procedure must not destroy the overlapping
text image, because it would decrease the text detection accuracy as well as the
accuracy of the OCR procedure. In order to achieve it, the binary raster image is
skeletonized and vectorized, i.e., its representation as the set of line segments is
created. Using vector representation of the image, basic 2D shapes like triangles,
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ellipses and rectangles are recognized. The shape recognition procedure applies the
set of geometric rules specific to each shape. All line segments belonging to recog-
nized shapes are marked as excluded and assigned to the set E . Additionally, line
segments not assigned to recognized shapes but which length exceeds the threshold
defined by equation 1 are also assigned to E . Next, width of the lines in the original
image corresponding to segments in E is approximated. Let π(e) denotes the set of
pixels of the skeleton line approximated by the line segment e ∈ E . The line width
is evaluated as the doubled average distance between the skeleton line pixels π(e)
corresponding to the approximating line segment e to the closest background pixel:

we = 2
∑p∈π(e) minb∈B d(p,b)

| π(e) | , (2)

where d(p,b) denotes the Euclidean distance between pixels p and b and B is the
set of background pixels. The idea of the line width approximation is shown in
Fig. 1. Having line widths approximated, the lines in the set E are redrawn with
the background color using their approximated widths. In this way, the long line
segments disappear from the image. Unfortunately, also segments of text regions
may be overwritten with the background color. To repair it, the foreground pixels
located on the opposite sides of the line consisting of pixels π(e) are connected by
1-pixel wide line segments drawn in the foreground color if their distance in less
than

√
2we.

Fig. 1 Line width approximation by finding the closest background pixel

2.2 Classification of Candidate Regions

The stage of selection of candidate region consists of two steps:

• computing features for candidate regions,
• classification of candidate regions in order to eliminate the regions, for which the

probability that they include the text is very small.
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The regions elicited during the first stage of the whole process are separated only
on the base of size and neighborhood of connected components in the binary image.
In most cases, these regions in fact include the text fields but also very often the
pseudo text regions which include other graphic elements of the image are created.
That is why we need the selection process in which we can reject the region with
small probability of text inclusion basing on another more complicated criteria. We
applied typical approach using two-class pattern recognition, where the classes are:
"the area includes text" and "the area does not include text". For candidate regions
we determined the following features:

• foreground pixels coverage factor fFB = n(a)FG/(x
(a)
res ∗y(a)res), where n(a)FG is the num-

ber of foreground pixels in the region a and x(a)res , y(a)res define the horizontal and
vertical resolution of the region,

• the ratio of average line thickness to the height of the corresponding region (it
allows for rejection of such regions in which this ratio is small what happens
typically for graphical elements),

• the difference between the average background brightness and the average fore-
ground pixels brightness (it allows for rejection of regions which are rather tex-
tures areas),

• density of connected components, i.e. the ratio of the connected components
number to the area width / height aspect ratio

fCD =
n(a)C

x(a)res/y(a)res

(3)

where n(a)C is the number of connected components in the area a,
• the average width of consistency component calculated with respect to the height

of the field (we assumed that consistency components correspond to the individ-
ual graphic characters, so their width should be less or equal to the height of the
field),

• the average distance of foreground pixels to the regression line y = ax+ b (ob-
tained by the Least Square Method) for the set of foreground pixels with respect
to the hight h of the field (it allows for rejecting the regions containing the simple
shapes like a line segments):

fAD =
∑n

i=1 | yi− axi− b |
nh

(4)

• maximal distance of foreground pixels to the regression line determined for the
set foreground pixels, divided by the hight of the region,

• the average value from gradient map obtained as a sum of directional detectors
of edges obtained by the method described in ( [4]).

The classification rules for text regions or for the regions without the text are of the
form of comparison the feature values with their thresholds. Next these predicates
are used in a classifier based on simply decision tree. In such manner, a part of
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candidate regions is rejected and the rest of them is subsequently processed using
OCR tool.

2.3 Verification of Text Recognition with OCR Tool

The regions selected during the second stage of classification process now are an-
alyzed by OCR tool. In our work, taking into account its accuracy proved by other
researchers, the Tesseract OCR tool was chosen. Unfortunately, Teseract as well as
many other robust OCR systems does not provide the evaluation of confidence of
the recognition results. Because this knowledge is important in our system, then we
try to estimate the confidence taking into account the contents of the recognized text
string. One of the obvious approaches may use Levenshtein distance ( [6]) of the
recognized string to the closest sequence of words from the fixed dictionary. This
approach hardly can be applied in the problem being considered here because it is
almost impossible to build the dictionary of symbols appearing in a diagram. We
however observed that in the case of the falsely selected regions, OCR applied to
it produces the sequence of characters mainly containing symbols not being letters
nor digits (dirty symbols). The set of dirty symbols consists of semi-graphic charac-
ters, punctuation marks " .,:;~! " and operators " #, -, +, /, *, &, ^" (if they appear
side by side). If the sequence recognized by OCR contains plenty of such symbols
(especially out of the set of typical punctuation marks like ".,:;~" then the result is
not reliable, and most probably the region passed to OCR is not a true text region.
As a measure of the likelihood for the recognized inscription, the following formula
is adopted. The leading and trailing white characters: spaces and tabs, are not taken
into account:

η = max(0,
l− nd− np− 0.2nL

l
) (5)

where: l is the length of the recognized string, nd is the number of dirty charac-
ters contained in the string not being typical punctuation marks nor operators, np is
the number of punctuation marks and operators not being neighbors of other dirty
characters and nL is the sum of minimal Levenstein distances computed for sub-
sequences of the recognized string consisting exclusively of letters or digits. By
minimal Levenstein distance with respect to the dictionary, we mean the distance to
the closest word in the dictionary. In order to calculate nL the complete dictionary is
necessary for language which is used in the inscriptions on the image. In some types
of diagram (for example in UML diagrams) inscriptions containing the identifiers
which are not the words from the vocabulary are very likely to appear. That is why
this factor has small significance in the formula (5). The small value of likelihood
coefficient denotes either that the quality of image is insufficient for correct recogni-
tion or the region transfered to the OCR module does not contain pure text. In both
cases it seems to be a reasonable cause for rejecting the field as real text region.

Additionally for evaluation of text likelihood one can use the comparison be-
tween expected and real width of text field. We noticed that in the case of false
classification of the field as text region, there are significant differences between the
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real width of region under consideration and its expected width calculated as a sum
of average widths of its component characters. These width are computed with re-
spect to the high of the text field. By taking into account above mentioned relation,
the recognition accuracy evaluation can be calculated as:

λ =
√

2−|log2(w/hwest )| (6)

where west is the estimated width of text recognized by OCR module, obtained by
summing average ratio coefficients (width/hight) for all characters appearing in rec-
ognized inscription. Finally the likelihood of recognition is determined as product
ηλ . During experiments we found that the region should be rejected if calculated
likelihood is less than 0.3 .

3 Experimental Results

In tests we used seven typical class of diagrams: organization charts, UML sequence
diagrams, pie charts, line charts, UML use case diagrams, flow charts, column
charts. As a pattern the text field was chosen. We defined the text field as a geo-
metrical closed region containing literary marks creating at least either one word
of length not less than three or a number consisting of at least one digit. We did
not expect recognition of isolated very short words of length less than three letters
because they do not contain any useful information in document serching process
and moreover it is very difficult to discriminate them from another small graphic
elements of the image. As a measure as usual accuracy and recall were chosen. In
the description of empirical studies the following notation was introduced:

• nt p - the number of text fields, which were correctly found on the image,
• ntn - the number of text fields, which were on the image but we did not find them

correctly,
• n f p - the number of subimage, which were recognized as a text fields but in fact

they are not (we did not count the region including only one letter or pair of
letters, beacuse in reality we deal with text data).

In consequence the total number of words on the images is equal to nt p + ntn while
the total number of regions indicated by our method is equal to nt p +n f p. The accu-
racy and the recall were determined as follows:

fK =
nt p

nt p + ntn
, fP =

nt p

nt p + n f p
(7)

The result of empirical investigation concerning the accuracy and the recall of text
extraction are presented in the table 1.

Let us notice that our investigation was focussed on accuracy of text region find-
ing but not on the accuracy of OCR.
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Table 1 Accuracy and recall of text extraction for different kind of diagrams

Category nt p ntn n f p fK fP

Organization charts 1595 175 77 0.9011 0.9539
UML sequence diagrams 291 37 36 0.8872 0.8899

Pie charts 143 14 3 0.9108 0.9795
Line charts 1177 185 67 0.8642 0.9461

UML use case diagrams 112 3 8 0.9739 0.9333
Flow charts 442 40 3 0.9170 0.9933

Column charts 703 72 26 0.9071 0.9643
Total 4463 526 220 0.8946 0.9530

The accuracy of our method is the greatest in the case of flow diagrams and block
schemes and the least for schemes of UML sequences. The accuracy is decreasing
in these case when:

• there exist parts of text which intersect with the graphic elements of the image,
• there exist small grapic elements of shapes similar to literary marks,
• there exist text elements written with the small font (the accuracy rapidly is de-

creasing when the font is of hight less than seven pixels).

We can also notice that the long inscriptions, which are the most important in text
recognition on the image, were almost always correctly found. In the case of inscrip-
tion written with the small letters the OCR module plays the crucial role as well in
text region finding as in final text recognition. In this work external OCR module

Fig. 2 The results of text extraction on the UML sequence diagram
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Fig. 3 The results of text extraction on the line chart

Fig. 4 The results of text extraction on the UML use case diagram

Fig. 5 The results of text extraction on the flow chart
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was applied and its accuracy had the geatest influence for accuracy of whole method
in the case mentioned above.

The results of text region extraction on the images of chosen investigated cate-
gory were presented on the pictures 2 to 6. Additionally on the picture 7 the result
of application of proposed method for drawings which is not a chart or a diagram is
presented. The fields identified as the text regions are enclosed by rectangular boxes
filled with gray shade.

Fig. 6 The results of text extraction on the column chart

Fig. 7 The results of text extraction on the image which is not a diagram

4 Conclusions

In this paper we have focused our attention on the three-stage algorithm of text
extraction from the images in case of text printed over textured background or the
text is an element of the image consisting of many graphical elements not being
text characters. In this work we consider the specific case of text extraction form
specific type of images where text is imposed over graphical layer of vector images.
Typical examples of category of images are: plots, UML diagrams, organization
charts, flow charts, electric schematic diagrams etc. For such images we adopted
several heuristic algorithms allowing finding the text region. We also applied some
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kind of feed-back in this process using OCR tool taking into account its estimated
accuracy.

Presented experimental results concerning proposed method imply the following
conclusions:

• this algorithm seems to be an interesting alternative to another algorithms for text
extraction,

• the accuracy and the recall of our method is aceptable for practical application,
• it can be effectively used also in the case when do not deal with diagrams,

although more practical investigations should be made. In particular we plan to ap-
ply our method to ICDAR 2003 benchmark base although our method is diagram-
oriented. Moreover, it seems that applying own OCR procedure or procedure in
which the support vectors for decision making are known could improve the quality
of whole system because these factors play important role there.
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gramme project POIG.01.01.02-14-013/09.
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Time Series of Fuzzy Sets in Classification
of Electrocardiographic Signals

Jacek M. Leski and Norbert Henzel

Abstract. A way of an application of time series of fuzzy sets to classification of
QRS complexes of ECG signal for selected averaging of this signal is presented. Af-
ter the formulation of the problem the notion of time series of fuzzy sets is recalled.
The time series of fuzzy sets are created on the basis of the original noisy signal.
The parameters of successive fuzzy sets are used as a feature vector for a classi-
fier. In the presented paper, the �2-regularized iteratively reweighted least squares
classifier and its kernel version are used. The MIT-BIH annotated ECG database is
used in the experiments. The multi-fold cross-validation procedure using 100 pairs
of learning and testing subsets are applied to validate the classification results. The
obtained results (generalization error less than 1%) are very promising.

Keywords: Biomedical Signals Classification, Fuzzy Sets, Time Series.

1 Introduction

Fuzzy sets have been created to describe and to process an imprecise information,
that can easily be expressed in an natural language prepositions, that are friendly
to humans/experts. The biomedical signals are difficult to describe using traditional
methods of mathematical modeling. Since 1996, one can observe attempts to use
concepts of fuzzy sets in the description and the analysis of biomedical signals.
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In [1] the concept of the so-called fuzzy signal has been proposed and has been
used to entropy and energy measures of fuzziness in ECG signals processing. The
idea of representation of ECG signals using a sequence of information granules was
introduced in [2]. Paper [4] presents unification of the methods of description ECG
signals using fuzzy sets, called the time series of fuzzy sets. The ECG signal is pro-
cessed in a moving window in time domain and transformed into a time series of
membership functions, which describe fuzzy sets. In special cases the method of
fuzzy signal and sequence of information granules can be considered.
The averaging method of the ECG signal in time domain requires classified QRS
complexes, because the use of only one complex of different morphology for aver-
aging results in serious errors of the method. The classification of QRS complexes as
one of the two classes: the normal (dominant) class and the ventricular one, causes
some problems for noisy signals.
The main goal of this work is to show that the concept of the time series of fuzzy
sets can be used for classification of noisy QRS complexes. The next goal is to in-
vestigate the generalization ability of the QRS �2-regularized iteratively reweighted
least squares classifier and its kernel version [6] using the real-world benchmark
MIT-BIH [7] database.

2 Time Series of Fuzzy Sets

In [4] it was noted that the method based on fuzzy signal and method using infor-
mation granules have similarities, of which the most important are:

• both methods convert the sequence of signal samples contained in a time window
into the set of fuzzy triangular or trapezoidal membership functions;

• time sequence of the created fuzzy sets has a linguistic interpretation and can be
used for classification of signals.

However, these methods also differ considerably:

• subsequent time windows overlap for the method based on fuzzy signal, whereas
for information granules subsequent time windows are adjacent;

• the membership function for information granules are created by the solution of
the optimization problem, whereas for the fuzzy signal a fuzzy set is created by
ordering of the signal samples;

• the sequence of resulting fuzzy sets are used in two different ways: to determine
entropy or energy measures of fuzziness, or to create a fuzzy vocabulary.

An idea to unify both of the above-mentioned methods uses the concept of fuzzy
time series. Let us consider the nth signal sample and the window formed from
2k+ 1 samples of the original signal:

{g(n− k),g(n− k+ 1), · · · ,g(n), · · · ,g(n+ k− 1),g(n+ k)}, (1)
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were g(n) denotes discrete signal. After the ordering operation with respect to the
amplitude of the samples, we obtain:

g(1)(n)≤ g(2)(n)≤ ·· · ≤ g(2k+1)(n) (2)

The above operations are performed for every jth discrete time index windows lo-
cation, i.e. · · · ,g(n−2 j),g(n− j),g(n),g(n+ j),g(n+2 j), · · · . For j = 1 the fuzzy
signal method is obtained, while for j = 2k, the method based on information gran-
ules is derived.
There are many ways to create a membership function of a fuzzy set on the basis of
the ordered signal samples. However, they are characterized by high computational
complexity. In [4] it was proposed a method to create a membership function with
low computational effort, while not susceptible to noises associated with ECG sig-
nal, i.e.: muscle noise, baseline wander and powerline interference.
It is proposed to take gaussian membership functions with the values of the param-
eters calculated on the basis of the samples contained in a given window (1):

μA(n,k)(g) = exp

{
− [g− c(n)]2

s(n)

}
, (3)

where A(n,k) stands for fuzzy set for discrete time n and window length (2k+ 1);
c(n) and s(n) denotes central value and dispersion, respectively. The central value
for nth discrete time is calculated as the median value of signal samples in the anal-
ysis window: c(n) = g(k+1)(n) (see (2)). Denote the deviation of samples from the
central value as ri(n) = g(i)(n)− c(n), where i = 1,2, · · · ,2k+ 1, and using robust
estimator of dispersion we obtain [4]:

s(n) = 1.4826

(
1+

5
2k

)√
med

i
ri(n)2, (4)

where ’med’ stands for the median operation. In practical application Gaussian
membership function can be approximated using a simpler, triangular membership
function. The triangular membership function is represented as a symmetrical tri-
angle with base length equal to 2p(n), where, based on [5], p(n) = 2.375s(n), and
a maximum placed at c(n). For each QRS complex the time series of fuzzy sets is
created using the following parameter values k = 10 and j = 22. Figures 1 and 2
present examples of the time series of fuzzy sets for normal and ventricular heart-
beats, respectively. Feature vector for the ith QRS complex takes the form:

x�i � [c(FPi− 6 j), · · · ,c(FPi), · · · ,c(FPi + 7 j),
s(FPi− 6 j), · · · ,s(FPi), · · · ,s(FPi + 7 j)] ,

(5)

where FPi denotes the fiducial point for the ith QRS complex.
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Fig. 1 An example of QRS complex taken from the normal class (bold line) and corresponding
time series of triangular fuzzy sets (doted line for center value; normal line for triangle base)

3 Classification Methodology – Linear Case

The classifier is designed on the basis of a training set, TR
(N) = {(x1,θ1) ,

(x2,θ2) , · · · ,(xN ,θN)}, where N is QRS complexes cardinality, and each indepen-
dent feature vector, containing the parameters of fuzzy sets xi ∈ IRt has a corre-
sponding dependent datum θi ∈ {+1,−1}, which indicates its assignment to one
of two classes, ω1 (normal) or ω2 (ventricular): θi = +1 iff xi ∈ ω1 and θi = −1
iff xi ∈ ω2. Defining the augmented pattern vector x′i =

[
x�i ,1
]�

, we seek a weight

vector w =
[
w̃�,w0

]� ∈ IRt+1, such that

d (xi)� w�x′i = w̃�xi +w0

{≥ 0, xi ∈ ω1,
< 0, xi ∈ ω2,

(6)

where d (xi) is a linear discrimination function.
If we multiply by−1 all patterns of the training set that are members of ω2 class,

then (6) can be rewritten in the form θiw�x′i ≥ 0, for i = 1,2, · · · ,N. According to
the statistical learning theory [9] the safer approach is to seek the vector w, such that

θiw�x′i ≥ 1 (7)
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Fig. 2 An example of QRS complex taken from the ventricular class (bold line) and cor-
responding time series of triangular fuzzy sets (doted line for center value; normal line for
triangle base)

and minimizing w̃�w̃. Let X be the N× (t + 1) matrix

X� �
[
θ1x′1,θ2x′2, · · · ,θNx′N

]
. (8)

Then inequalities (7) can be rewritten in the matrix form Xw & 1, where 1 denotes
the vector with all entries equal to 1 and the symbol & stands for componentwise
inequality. The error vector is defined as e = Xw− 1. We seek vector w by the
following minimization [6]

min
w∈IRt+1

J (w)�
N

∑
i=1

hi

2
L
(

θiw�x′i− 1
)
+

τ
2

w̃�w̃, (9)

where L (·) stands for a loss function used to approximation of misclassification
error, hi is a weight corresponding to the ith pattern. The second term is related to
the maximization of the margin of separation (classifier complexity minimization).
Parameter τ > 0 controls the trade-off between the complexity of classifier and the
amount up to which errors are tolerated.

If we choose the quadratic loss function then in matrix notation (9) takes the form

min
w∈IRt+1

J (w)� 1
2
(Xw− 1)�H(Xw− 1)+

τ
2

w̃�w̃, (10)
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where the matrix H= diag(h1,h2, · · · ,hN). Indeed, this loss function is symmetric –
the patterns equally distant from the edge of the region of separation, independently
they lie on the right or on the wrong side has the same penalty. To obtain asymmetric
loss function, it is proposed in paper [6], that the weights hi may be used. If we set
hi = 0 for ei ≥ 0 and 1 otherwise, then only patterns lie on the region of separation
are penalized. However, to check the sign of ei we must known vector w. Thus,
criterion function (10) should be minimized by iteratively reweighting scenario. Let
us denote w, H and e in kth iteration as w(k), H(k) and e(k), respectively. Criterion
function (10) for kth iteration takes the form [6]

min
w(k)∈IRt+1

J(k)
(

w(k)
)
� 1

2

(
Xw(k)− 1

)�
H(k)
(

Xw(k)− 1
)

+ τ
2

(
w̃(k)
)�

w̃(k),

(11)

where

h(k)i =

{
0, e(k−1)

i ≥ 0,

1, e(k−1)
i < 0,

(12)

e(k−1) = Xw(k−1)− 1. (13)

Thus, to minimize the criterion function for the kth iteration the weights are ob-
tained using (12), (13) and the result of optimization of the criterion function for the
previous iteration. To start this sequential optimizations we set weights in the 0th
iteration as hi = 1 for all i. Above minimization is called as Iteratively Reweighted
Least Square (IRLS) method with control the complexity of a solution [6]. The loss
function obtained in (11), (12) is called Asymmetric SQuaRe (ASQR) function.
Classifier design methods need to be robust. Thus, for a better approximation of
misclassification error, the absolute error function may be easily obtained by tak-
ing [6]:

h(k)i =

⎧
⎪⎨
⎪⎩

0, e(k−1)
i ≥ 0,

1∣∣∣e(k−1)
i

∣∣∣
, e(k−1)

i < 0. (14)

In this case, reweighting is used for both asymmetrization (relaxation) and changing
the loss function. The loss function obtained in (11), (16) is called Asymmetric
LINear (ALIN) function. Many other loss functions may be easily obtained [6]:

• Asymmetric HUBer (AHUB)

h(k)i =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

0, e(k−1)
i ≥ 0,

1, −1≤ e(k−1)
i < 0,

1∣∣∣e(k−1)
i

∣∣∣
, e(k−1)

i <−1.
(15)
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• SIGmoidal (SIG)

h(k)i =
1∣∣∣e(k−1)

i

∣∣∣
2 {

1+ exp
[
α
(

e(k−1)
i + 1

)]} . (16)

• Asymmetric SIGmoidal-Linear (ASIGL)

h(k)i =
1∣∣∣e(k−1)

i

∣∣∣
{

1+ exp
[
α
(

e(k−1)
i + 1

)]} . (17)

• Asymmetric LOGarithmic (ALOG)

h(k)i =

⎧
⎪⎪⎨
⎪⎪⎩

0, e(k−1)
i ≥ 0,

log

(
1+
∣∣∣e(k−1)

i

∣∣∣2
)

∣∣∣e(k−1)
i

∣∣∣2
, e(k−1)

i < 0.
(18)

• Asymmetric LOG-Linear (ALOGL)

h(k)i =

⎧⎪⎪⎨
⎪⎪⎩

0, e(k−1)
i ≥ 0,

log

(
1+
∣∣∣e(k−1)

i

∣∣∣2
)

∣∣∣e(k−1)
i

∣∣∣
, e(k−1)

i < 0.
(19)

The condition for optimality of (11) for the kth iteration, as a system of linear equa-
tions, is obtained by its differentiating with respect to w and setting the result equals
to zero (

X�H(k)X+ τ Ĩ
)

w(k) = X�H(k)1, (20)

where Ĩ is the identity matrix with the last element on the main diagonal equals zero.
In [6] it is proposed to solve (20) using conjugate gradient method.

The iteratively reweighted least square error minimization procedure for classi-
fier design can be summarized in the following steps:

1. Fix τ > 0 and H(0) = I. Set the iteration index k = 0.
2. obtain w(k) by using conjugate gradient method to (20).
3. e(k) = Xw(k)− 1.
4. H(k+1) = diag

(
h(k+1)

1 ,h(k+1)
2 , · · · ,h(k+1)

N

)
, where h(k+1)

i = f
(

e(k)i

)
, for

i = 1,2, · · · ,N, and f (·) stands for selected loss function.

5. if k > 1 and
∥∥∥w(k)−w(k−1)

∥∥∥< 10−3, then stop

else k← k+ 1, go to 2.
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4 Classification Methodology – Nonlinear Case

Among nonlinear classifiers the so-called kernel-based based methods are of special
interest in last years [8]. The methods may be motivated by the Cover’s theorem
on separability of patterns. This theorem states that nonlinearly separated patterns
in the input space can be linearly separable in a new space obtained by nonlinear
mapping of the original one, if the dimensionality of new space is high enough [3].
Let Φ : x ∈ IRt %−→ Φ (x) ∈F be a nonlinear transformation of the input vectors
x into a feature space F , which may be high- or even infinite-dimensional. Taking
into account that K may be decomposed K(xi,x j) = Φ (xi)

�Φ (x j) means that we
design a linear classifier in the feature space F , i.e. a nonlinear one in the original
input space. The most commonly used kernel function is gaussian:

K (x,xi) = exp
(
−χ ‖x− xi‖2

)
; χ ∈ IR+, (21)

where χ denotes parameter. Defining (N×N)-dimensional kernel matrix

K = [θiθ j K(xi,x j)]
N
i, j=1 , (22)

ΓΓΓ� = [γ0,γ1, · · · ,γN ]
�, ΘΘΘ� = [θ1,θ2, · · · ,θN ]

� and K̃ = [ΘΘΘ K ], minimized crite-
rion for weighted (using H(k)) least square loss takes the form

min
ΓΓΓ (k)∈IRN+1

J(k)
(

ΓΓΓ (k)
)
= τ

2

(
ΓΓΓ (k)
)�

Ĩ �K Ĩ ΓΓΓ (k)

+ 1
2

(
K̃ ΓΓΓ (k)− 1

)�
H(k)
(
K̃ ΓΓΓ (k)− 1

)
,

(23)

where matrix Ĩ = [0 I] is used to unregularize the bias term. The decision function
of the classifier for input pattern x can represented as

d (x) =
N

∑
i=1

θiγi K(x,xi)+ γ0, (24)

where {γi}N
i=0 are parameters of the classifier obtained in the process of training.

The training is done using an algorithm similar to the one presented for linear case.
For details see [6].

5 Numerical Experiments and Discussion

All experiments were done on Hewlett-Packard HP Compaq dx7300 Intel Core 2
CPU 6300 @ 1.86 GHz with 1GB RAM, running Windows XP (Service Pack 2) and
MATLAB 6.5 environment. For experiments the well-known benchmark database
MIT-BIH [7] was used. This database includes 48 of 31 min. long ECG recordings
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with annotations. From 82182 QRS complexes marked as Normal (N) and Ven-
tricular (V), 105 Ns and 105 Vs was randomly selected for further analysis. This
set of QRS complexes were interpolated to sampling rate equal to 2000 Hz (using
MATLAB ’interp’ function), and then, transformed into time series of fuzzy sets,
and next, were randomly partitioned into 100 pairs of training (35 Ns and 35 Vs
QRSs) and testing (70 Ns and 70 Vs QRSs) sets. The structure of experiments is as
follows: for database 10% of splits were used to estimate the parameters (regular-
ization parameter and kernel parameter). These parameters were used to 100-fold
cross validation. The averege and standard deviation of generalization error were
used to compare the performance with various approximations of misclassification
error in both linear and nonlinear classifiers.

6 Results

In experiments the regularization parameter τ was in the range from 0.1 to 2.5 (step
0.01). The Gaussian kernel (21) was used. The kernel parameter χ was selected
from the set {0.001,0.005,0.01,0.05,0.1,0.2,0.5}. Table 1 shows the average gen-
eralization performance and standard deviation. Clearly, the classification results
differs significantly for the linear and the nonlinear classifier. In general, the mean of
classification error is about three-fold more significant for the linear classifier with
respect to the nonlinear one. In the case of standard deviation, the difference is about
two-fold in favor for the nonlinear method. In the case of the linear classifier, the
least mean value of classification error is obtained for the ASQR function. Slightly
higher mean value is obtained for the ALOGL function. In the case of standard de-
viation the situation is opposite. The smallest standard deviation is obtained for the
ALIN function. For the nonlinear classifier the picture is quite different. The best
classification quality is obtained for the ASQR, the AHUB and the ALOG functions.

Table 1 Comparison between various approximations of misclassification error for linear and
nonlinear (kernel) IRLS classifier on the MIT-BIH dataset

Loss
Classification error

Linear Nonlinear

Mean ± St.Dev τ Mean ± St.Dev τ χ

ASQR 2.893± 1.970 1.27 0.679± 0.821 0.15 0.01
ALIN 3.229± 1.635 1.91 1.043± 0.840 0.17 0.10
ASIG 3.543± 1.805 1.95 1.043± 0.840 0.21 0.10
ASIGL 3.529± 1.816 1.95 1.043± 0.840 0.21 0.10
AHUB 3.250± 1.834 1.83 0.679± 0.821 0.12 0.01
ALOG 3.164± 1.980 0.14 0.679± 0.821 0.11 0.01
ALOGL 2.921± 1.858 2.41 1.614± 0.736 0.35 0.01
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Second best classification errors are get for the ALIN, the ASIG and ASIGL func-
tions. The worst mean of classification errors is received for the ALOGL function;
in contrast, this function permits to get the best standard deviation of all examined
cases.

7 Conclusions

In the work, the �2-regularized iteratively reweighted least squares classifier and its
kernel version are used to classify noisy QRS complexes to one of the two classes,
i.e. the normal and the ventricular. The time series of fuzzy sets are created on
the basis of the original noisy signal. The parameters of successive fuzzy sets are
used as a feature vector for a classifier. An extensive experimental analysis on MIT-
BIH benchmark database showing that proposed method are good alternative, in
terms of generalization performance, with respect to the methods known from the
literature. For the linear classifier the best performance is observed on the ASQR
and the ALOGL approximation of misclassification error. For the kernel version
of classifier the best are the AQRS, the AHUB and the ALOG approximations.
Additionally, feature vector used to classification, based of fuzzy sets parameters,
may enable sharing the knowledge with human experts (physicians). The obtained
classification quality seems to confirm, that the classification of the time series of
fuzzy sets is appropriate for application in selective signal averaging.
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Interpolation Procedure in Filtered
Backprojection Algorithm for the Limited-Angle
Tomography

Aleksander Denisiuk

Abstract. A new data completion procedure for the limited-angle tomography is
proposed. The procedure is based on explicit integral interpolation formula for band-
limited functions. The completed data can be used in standard filtered backprojec-
tion tomographical algorithm. The results of numerical simulation are presented.

1 Introduction

The limited-angle tomography and related problem of interpolation of band-limited
function are of constant attention from early sixties till nowadays. It appears in
many fields, including signal processing, medical imaging, geophysics, astronomy,
electron microscopy. See [5–8, 12]. Mathematically it consists of reconstruction of
a function f from its Radon transform f̂ known for incomplete data of angles.

The problem is characterized with strong ill-posedness. The standard regulariza-
tion procedure of minimizing the L2 norm of extention gives poor results [7]. So, dif-
ferent other approaches were developed for regularization, see for instance [3,9–11].
In this article we propose a new procedure of data completion, based on explicit
integral formula of interpolation of a band-limited function [1]. Data, completed
with our procedure, can be used in standard filtered backprojection tomographical
algorithms.

The relation of the limited-angle tomography to interpolation of band-limited
functions was pointed out in [1]. However, this way was never realized in practice.
The purpose of this article is to discretize the interpolation formula from [1] and
to work out a procedure of completion of the tomographical data, measured with
angular limitation.

To fix notations, let us introduce the standard parametrization (ω , p) on the set
of lines on the plane:
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Lω,p = {ω1x1 +ω2x2 = p},
where ω = (ω1,ω2) = (cosϕ ,sinϕ) is the unit normal vector of line Lω,p, and p is
its distance from the origin.

The Radon transform is defined as follows:

f̂ (ω , p) =
∫

Lω,p

f (x)ds =
∫

f
(
x0

1 + sinϕt,x0
2− cosϕt

)
dt, (1)

where x0 = (x0
1,x

0
2) is a point on a line Lω,p, x0

1ω1 + x0
2ω2 = p. One can see that

f̂ (−ω ,−t) =− f̂ (ω , t), so we restrict the domain of f̂ to ϕ ∈ [0,π ].
The limited angle problem consists of reconstruction of a function f (x) from

its Radon transform f̂ (ω , p), given only for ϕ ∈ [0, 1
2(π − ϕ0)]∪ [ 1

2 (π + ϕ0),π ],
v. Fig. 1, where cone of unknown normals is colored in gray.

ϕ0

2

ξ1

ξ2

(ξ1, ξ2) = s(ω1, ω2)

Fig. 1 Limited-angle problem. Unknown normals cone is shown in gray.

We will use the following form of the Fourier transform and its inverse:

f̃ (ξ ) = (
√

2π)−n
∫

e−ixξ f (x)dx,

f (x) = (
√

2π)−n
∫

eixξ f̃ (ξ )dξ ,

where xξ = x1ξ1 + · · ·+ xnξn. Integration is performed over Rn. We will consider
only two-dimensional case, n = 2, but our results can be obviously generalized to
higher dimensions.
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Let us also recall the Fourier slice theorem ( [2]):

f̃ (sω) = (
√

2π)−n
∫

e−isp f̂ (ω ,q)dq, (2)

f̂ (ω , p) = (
√

2π)n−2
∫

eisp f̃ (sω)ds, (3)

We will assume that function f is supported into the unit ball, supp f ⊂B= {‖x‖2≤
1}.

The paper consists of four sections. In section 2 we obtain explicit analytical
solution of the problem, based on the integral interpolation formula from [1] (theo-
rem 2). In section 3 we apply this formula for reconstruction of the filtered Radon
transform of f , the main result of this section is the theorem 3. In section 4 we
discretize the obtained formula for using in the standard filtered backprojection re-
construction algorithm. The theorem 4 is a preliminary step to discretization, it con-
cretizes the theorem 3 to the case of filter (8). Results of the numerical simulation are
presented in section 5. We use a phantom similar to that of [7] for our simulations.

2 Analytical Interpolation

Let us remind the theorem of integral interpolation of a band-limited function from [1].

Theorem 1 ( [1]). Let ψ ∈L2(R), suppψ̃ ⊂ [−1,1]. Then for any ρ > 0, ξ ∈ (−ρ ,ρ)

ψ(ξ ) =
1
π

e
√

ρ2−ξ 2
∫

|η|>ρ

sin
√

η2−ρ2

|η− ξ | ψ(η)dη (4)

Since function f is supported in the unit ball, the theorem 4 is applicable to ψ(ξ ) =
f̃ (ξ ,ξ2), where ξ2 is fixed, i.e. f̃ is restricted onto the line ξ2 = const, Fig. 1. In that
way it is possible to interpolate the Fourier transform to the whole plane. As a result
one obtains the following theorem.

Theorem 2. Let f ∈ L2(R2), supp f ∈ B. Then for any ω = (cosϕ ,sinϕ), where∣∣ π
2 −ϕ

∣∣< ϕ0
2 , the following interpolation formula is valid:

f̂ (ω1,ω2, p) =
1

2π2

∫
ds
∫

|τ|>a

dτ
∫

dqKω,p(s,τ,q) f̂

⎛
⎝ τ√

τ2 +ω2
2

,
ω2√

τ2 +ω2
2

,q

⎞
⎠ ,

(5)
where ω = (cosϕ ,sinϕ),

Kω,p(s,τ,q) =
sin
(

s
√

τ2− a2
)

|τ−ω1| e
is
(

p−q
√

τ2+ω2
2

)
+|s|
√

a2−ω2
1 ,

a = ω2 tan(ϕ0/2), ϕ0 characterizes the unknown angle range, Fig. 1
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Proof. To prove the theorem, one should start with the formula (3). Then substitute
into it the interpolation formula (4). And, in turn, substitute the slice theorem for-
mula (2) into the result. Finally, one should switch from η to τ coordinate with the
following substitution η = sτ and take use of the equality ρ = as.

3 Filtration

The standard tomographical reconstruction algorithm consists of two steps: filtration
and backprojection. We will interpolate the Radon transform of filtered function fb,
where

f̃b(ξ ) = Φb(|ξ |) f̃ (ξ ),

parameter b characterizes resolution of reconstruction, [7]. Here Φb(s) is a filter
function supported in [−b,b].

Filtration implies that integration with respect to s in 5 is restricted only to finite
interval [−b,b], so the formula 5 will be transformed as follows:

Theorem 3. Let f ∈ L2(R2), supp f ∈ B. Then for any ω = (cosϕ ,sinϕ) where∣∣ π
2 −ϕ

∣∣< ϕ0
2 the following interpolation formula for the filtered Radon transform

is valid:

f̂b(ω , p) =
1

π2

∫

|τ|>a
dτ
∫

dqKb,ω,p(τ,q) f̂

⎛
⎝ τ√

τ2 +ω2
2

,
ω2√

τ2 +ω2
2

,q

⎞
⎠ , (6)

where ω = (cosϕ ,sinϕ),

Kb,ω,p(τ,q) =
∫ b

0
Φb(s)e

s
√

a2−ω2
1 coss

(
p− q
√

τ2 +ω2
2

) sin
(

s
√

τ2− a2
)

|τ−ω1| ds,

(7)
a = ω2 tan(ϕ0/2), ϕ0 characterizes the unknown angle range, Fig. 1

4 Discrete Interpolation

Now we will discretize the formula 6. Consider the standard parallel scanning
scheme [7]. It means that the following data are given for j = 0, . . .P− 1, l =
−Q, . . . ,Q:

g j,l = f̂ (cosθ j,sinθ j,sl), where θ j = π j/P,sl = hl,h = 1/Q.

Limited-angle restriction means that the data are given only for θ j, satisfying |π/2−
θ j|> ϕ0/2, i.e. j < P π−ϕ0

2π and, j > P π+ϕ0
2π .
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Consider the following filter, parametrized by ε ∈ [0,1] (cf. [7]):

Φb(s) =

{
1− ε s

b , 0≤ s≤ b,

0, s > b.
(8)

Integral in 7 can be calculated explicitly. So, the theorem 3 can be reformulated in
the following way:

Theorem 4. Let f ∈ L2(R2), supp f ∈ B, filtration function be defined in (8). Then
for any ω = (cosϕ ,sin ϕ) where

∣∣ π
2 −ϕ

∣∣< ϕ0
2 the following interpolation formula

for the filtered Radon transform is valid:

f̂b(ω , p) =
1

2π2

∫

|τ|>a
dτ
∫ dqKb,ω,p(τ,q)

|τ−ω1| f̂

⎛
⎝ τ√

τ2 +ω2
2

,
ω2√

τ2 +ω2
2

,q

⎞
⎠ , (9)

where ω = (cosϕ ,sinϕ),

Kb,ω,p(τ,q) = (1− ε)E1(α,β ,γ)+
ε
b

E2(α,β ,γ)

+
sinν+√

α2 +(β + γ)2
− sinν−√

α2 +(β − γ)2
, (10)

where

Eλ (α,β ,γ) =
eαb sin((β + γ)b−λ ν+)
(
√

α2 +(β + γ)2)λ
− eαb sin((β − γ)b−λ ν−)

(
√

α2 +(β − γ)2)λ
,

α =
√

a2−ω2
1 , β = p− q

√
τ2 +ω2

2 , γ =
√

τ2− a2, ν± = arctan((β ± γ)/α), a =

ω2 tan(ϕ0/2), ϕ0 characterizes the unknown angle range, Fig. 1.

Remark 1. The case ε = 0 was considered in [1]. The present result has different
form, more suitable for discretization.

Passing to discretization of this formula, let us make a substitution τ = ω2 cotθ in
the formula (9). It will be rewritten in the following way, which is opportune for
direct discretization, using given data:

f̂b(ω , p) =
1

2π2

∫

| π2−θ |> ϕ0
2

∫ Kb,ω,p(ω2 cotθ ,q)dqdθ
sinθ |ω2 cosθ −ω1 sinθ | f̂ (cosθ ,sinθ ,q) , (11)

Note that the standard filtered backprojection algorithm reconstructs a function of
essential band width b. So, the integral with respect to η in (4) should be restricted to
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finite segment |η |< b. As a corollary, the integral with respect to τ in (9) should also
be restricted to some finite segment. We use the segment |τ| < 1.5. This threshold
was found empirically.

Finally, the filtration kernel (10) has a large multiplier eαb, which increase com-
putational errors. This multiplier depends on the direction ω . So, the filtration level
could be chosen interdependently for each direction. We use b= ln(50)/α , so errors
are increased up to 50 times..

Summarizing, we get the following modification of the standard filtered back-
projection algorithm (cf. [7]):

1. For j = 0, . . . ,P− 1 compute ψ j =
π j
P

a. if direction ϕ j is given (|π2 −ψ j|> ϕ0
2 ), compute convolutions

v j,k = 1/Q
Q

∑
l=−Q

wb(sk− sl) f̂ (cosψ j,sin ψ j,sl), k =−Q, . . . ,Q

where wb(s) is the filtration kernel corresponding to (7). Explicit expression
of wb can be found in [7].

b. else (direction is missing) compute interpolated convolutions

v j,k =
1

2πQP

P−1

∑′

i=0

Q

∑
l=−Q

Kb,ω,pk(ω2 cotθi,sl)

sinθi|ω2 cosθi−ω1 sinθi| f̂ (cosθi,sinθi,sl),

where k = −Q, . . . ,Q, ω = (cosψ j,sin ψ j), kernel K is given in (10), sum-
mation with respect to i is performed only for those i, that satisfy 1.5ω2 <
| tanθi| and

∣∣ π
2 −θi

∣∣> ϕ0
2 .

2. At each point x = (x1,x2) of reconstruction interpolated discrete backprojec-
tions are computed:

fbi(x) =
2π
P

P−1

∑
j=0

(
(1− u)v j,k + uv j,k+1

)
,

where u and k for each pair of x and j are defined by the following formulas:

s = x1 cosθ j + x2 sinθ j ,k ≤ sQ < k+ 1,u = sQ− k.

Remark 2. The proposed algorithm can be used with any other filter Fb(ξ ) (such
that Fb(ξ ) = 0 for |ξ |> b). If we set in (7) ε = 0, composition of filtrations with (7)
and with Fb is equivalent to filtration only with Fb. So, discrete interpolation should
be followed by discrete filtration with Fb.
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5 Numerical Simulation

The results of numerical simulation are presented at the figure 2. We use a phantom
similar to that of [7]. The original function has value 2 inside the ellipsoidal ring
and 0.8 inside the smaller ellipse. The value of ε in filter (8) is equal to 1. There
were 72 directions and 227 lines in each direction used.

In limited-angle problem we supposed that interval of 30◦ in unknown, i.e. 14
directional data are missing.

Fig. 2 Original function (top-left) and reconstruction: complete data (top-right), standard
regularization procedure (bottom-left) an interpolated data (bottom-right). Unknown inter-
val is 30◦. The original function has value 2 inside the ellipsoidal ring and 0.8 inside the
smaller ellipse.

Comparing errors of reconstruction, given at the figure 3, one can see significant
improvement of reconstruction inside the object. At the same time outer artifact
where weakened only slightly. Note that from tomographical point of view the inte-
rior of the object is the matter of interest.
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Fig. 3 Error of reconstructions (left-to-right): complete data, standard regularization proce-
dure, interpolated data

6 Conclusions

We proposed a new universal data completion procedure for the limited-angle to-
mography. Our procedure can be used in the standard filtered backprojection recon-
struction algorithm. The numerical simulation demonstrates that data completion
allows to decrease some artifacts and improve reconstruction.
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Classification of Uterine Electrical Activity
Patterns for Early Detection of Preterm Birth

Janusz Jezewski, Adam Matonia, Robert Czabanski,
Krzysztof Horoba, and Tomasz Kupka

Abstract. Preterm birth is the leading cause of a neonatal death, so it is extremely
important to distinguish the pregnancy at risk of preterm threatening labour. Moni-
toring an electrical activity of the uterine muscle seems very promising as a method
which enables noninvasive recording of good quality electrohysterographic signals.
The developed instrumentation enabled recording of signals by means of electrodes
attached to abdominal wall and determination of quantitative parameters describ-
ing the contractions detected. Our research material comprised 3 groups of patients:
with physiological pregnancy, with the symptoms of premature threatening labour
and patients during at term labour. The classification of uterine activity signals in
each pair of groups was made using nonlinear Lagrangian Support Vector Machines
which allows for improving the computational efficiency and learning quality of
the SVM algorithm. The obtained results show that the proposed approach is able
to differentiate between the contractile activity in physiological pregnancy and that
connected with a risk of premature labour. Identification of these high-risk pregnan-
cies leads to an enhanced perinatal surveillance.

1 Introduction

Preterm birth is the leading cause of a neonatal death. Therefore, it is extremely im-
portant to recognize a high-risk pregnant women with premature uterine contraction
activity [17] [18] [22]. As it has been confirmed in clinical practice, the classical
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method based on analysis of mechanical uterine activity is not sufficient for precise
discrimination of patients at risk of premature labour. Thus, it seems very promis-
ing to introduce into clinical practice the electrohysterography (EHG), as a method
which enables noninvasive recording of a good quality signal of the uterine electrical
activity [8] [10] [12].

Contraction of the uterine muscle cell is a result of the flow of ion currents [8]
[20] [25]. In the signal being a difference between potentials recorded from two elec-
trodes on maternal abdominal wall, the electrical activity during uterine contractions
is manifested by the bursts of action potentials. The bursts occur synchronously with
the mechanical uterine activity [9]. Slow wave component represents occurrence of
bursts, whereas the fast wave component (with useful frequency band 0.1÷3 Hz) is
supposed to comprise information on electrophysiological properties of the uterine
muscle. The EHG signal can be modeled as an action potentials fast wave whose
amplitude is modulated by the slow wave corresponding to the contractions fre-
quency [12] [25]. Such model allows us for a detection of the uterine contraction
patterns in the electrohysterogram and their time domain analysis in a similar way
as for conventional mechanical activity signal. The additional spectral parameters
can be obtained exclusively from the analysis of the EHG fast wave [11] [26] [27].
Different procedures of qualitative assessment of electrohysterographic signals are
proposed in literature [16] [23] [24]. Recent investigations have focused mainly on
methods for predicting preterm labour on the early stage of pregnancy [21].

In this paper we described an attempt for evaluation of a risk of premature labour
by classification of the EHG signals using the modified algorithm of the support vec-
tor machine (SVM) to analyze data and to recognize patterns. The machine learning
methods have been successfully applied in solving a broad range of problems in
perinatal medicine [13]. The early solutions [14] [15] focused mainly on the use of
artificial neural networks. Recently, the learning procedures using principles of the
statistical learning theory are becoming increasingly popular as powerful methods
for data classification [6] [7]. In our investigation we applied the Lagrangian support
vector machine (LSVM) [19], which improves the computational efficiency of the
standard SVM algorithm by replacing a quadratic programming procedure of the
Lagrange multipliers estimation with the linearly convergent iterative algorithm.

2 Methods

The system for acquisition and analysis of signals recorded on maternal abdomen
consists of a microcontroller-based signal recorder and external computer. Typi-
cal configuration of the abdominal electrodes comprises four electrodes placed in
vertical line crossing the navel and the reference electrode placed above the pubic
symphysis. Additionally on the left leg, the common mode reference electrode is
placed. Such configuration provides four unipolar signals to be recorded during the
monitoring session (Fig. 1).
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Fig. 1 Unipolar raw EHG signals (left side) relating to activity of the upper and lower part of
uterine muscle and corresponding bipolar signals (right side) together with associated con-
traction curves and markers of contraction patterns detected.

The duration of monitoring was between 10 and 60 minutes, which allowed us
to recognize from 15 to 25 uterine contractions in each signal. The patients were
divided into three groups: group I with 27 patients with physiological pregnancy,
group II comprising 21 patients with the symptoms of premature threatening labour,
and finally group III with 14 patients during at term labour (in the first stage) [27].
Each EHG signal was represented by classical timing parameters as well as by the
parameters relating to pattern description in a frequency domain [12] [26].

Recording circuit in a form of external optically isolated module enables acqui-
sition of uterine electrical activity signals from a maternal abdomen [11]. Entire
circuit enables the amplification of recorded signals from the tens of microvolts
up to a few volts level. Moreover, the band-pass filtering with a lower cut-off fre-
quency being changed from 0.05 Hz to 0.5 Hz also secure the circuit against too
large low-frequency interferences. Tuning can be done using virtual instrumenta-
tion screen at the beginning of monitoring by a visual assessment of the abdominal
signals recorded. The high cut-off frequency is established at 100 Hz, hence at the
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sampling frequency of 500 Hz, the recorder circuit is fully protected against a pos-
sibility of aliasing occurrence.

2.1 Signal Analysis

The EHG signals underwent the off-line analysis using the LabView graphical pro-
gramming environment (National Instruments). On the first stage two bipolar signals
are calculated using the four unipolar channels as relating to the upper (BP1 = V2
– V1) and the lower (BP2 = V4 – V3) part of the uterine muscle (Fig. 1). Bipolar
acquisition channels thanks to high value of CMRR are able to suppress so called
common interferences and thus provide good quality of the EHG signals. However,
a use of bipolar channel limits the area of uterine muscle from which the working
potentials can be measured to the depth corresponding to a distance between the
electrodes.

The analysis of contraction curve, that is represented in classical approach by
tocogram, relies on determination of quantitative parameters describing the detected
uterine contraction patterns in the time domain: occurrence rate R, duration TD, rise
time TA, amplitude A and area S (Fig. 2). Contractions detection relies on finding
those segments in the contraction curve whose amplitude exceeds the established
threshold level for > 30 s. The threshold level is higher than the so called basal
tone, representing some resting electrical activity of the uterine muscle cells.

Fig. 2 Time domain parameters important for the contraction detection. Below is a segment
with burst of spikes selected from raw EHG signal to determine the frequency domain pa-
rameters.
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In order to detect the contractions in electrohysterogram and then to perform their
classical time domain analysis, at first it is necessary to extract the slow wave corre-
sponding to contraction curve from the acquired signal. The method of extraction of
EHG slow wave is based on calculation of consecutive root-mean-square values in
one-minute window stepped with 3 s. Unlike the uterine mechanical activity, where
the signal values change in an established range (0 to 100 arbitrary units), the am-
plitude of electrohysterogram strongly depends on a given patient [12]. Therefore,
the algorithm applied for contractions detection should be able to compensate the
amplitude variation between electrohysterograms [12].

In every window of four-minute width and with one-minute step, samples of the
slow wave are ordered from the lowest to the highest value, and then the mean
value from the 10% of samples from the lower side is calculated and taken as the
consecutive sample of the basal tone. So, this process can be called as the joint
median and moving average filtration. The basal tone is resampled to 20 Hz. Such
window comprises prelabour contraction of about 1.5 min duration together with
a non-activity segment. In the same window the value of 25% of the difference
between the maximum and minimum values of the slow wave is calculated and
added to the basal tone samples. In that way the threshold level is determined. The
contraction is recognized when the EHG slow wave remains above the threshold
level for at least 30 s, and its amplitude exceeds the double distance between the
basal tone and threshold level. After the contractions were detected in both bipolar
signals, the signal to noise ratio (SNR) was calculated as the signal power within
contractions to the segments between them. The bipolar signal of higher SNR was
chosen for further analysis.

After calculation of contraction timing parameters, the segments with bursts of
action potentials are selected from the raw EHG signal (Fig. 2). Contraction in-
tensity represents a number of spikes within the burst corresponding to the uterine
contraction. Action potential spike has a form of biphasic wave, which consists of
two deflections in negative and positive direction. The average value of positive
and negative peaks recalculated into one-minute interval is assumed as the intensity
of the particular contraction. Within the burst segments the parameters exclusive
for uterine electrical activity are determined: the signal power P, median frequency
Fmed and maximum power frequency Fmax. Median frequency represents the compo-
nent frequency which splits the power density spectrum into two parts comprising
the same power. Maximum power frequency indicates the dominant component in
power density spectrum [26].

2.2 Classification Method

The support vector machine is a learning method based on the structural risk
minimization principle, which results in high learning efficiency with improved
generalization capability [4]. The SVM algorithm is widely used to solve various
problems relating both to classification and nonlinear regression [2] [3]. The task of
the SVM classifier is to find a hyperplane in the multi-dimensional feature space,
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which separates the considered classes with the largest distance (margin). The data
(input vectors) that ensure the margin maximization are called the support vectors.
The standard SVM procedure formulates a binary linear classifier. However, in most
practical applications the considered data are not linearly separable. Thus, the input
vectors are usually mapped into a space of higher dimension (using so called ker-
nel functions), where the probability of finding the hyperplane allowing for linear
separation is much higher [5].

In practical implementation a computational complexity and thus the learning
speed of the classifier is crucial. Thus, we applied a modified SVM method – the
Lagrangian support vector machines (LSVM), which solves the constraint mini-
mization problem with linearly convergent iterative algorithm instead of a quadratic
programming procedure. It allows improving the computational efficiency while
maintaining the learning quality.

Consider a training set {xn, yn}, consisting of N, t–dimensional input feature
vectors xn ∈ Rt and corresponding class labels yn ∈ {−1,+1}. With the assumed
degree of misclassification ξ ∈ RN , the problem of linear SVM consists in finding
parameters w ∈ RN , b ∈ R of the separating hyperplane that maximizes the margin
between considered classes:

yn(wT xn− b)≥ 1− ξn. (1)

In order to obtain the unknown parameters the following minimization problem is
defined:

min
w,ξ

wT w
2

+ γeT ξ , (2)

with constrains:
D(Aw− eb)+ ξ ≥ e, and ξ ≥ 0, (3)

where: e ∈ RN is the vector of ones, D ∈ RN×N is a diagonal matrix of class labels
and A ∈ RN×N is the matrix of the input vectors A = [xT

1 ,x
T
2 , ...,x

T
n ]

T .
The LSVM replaces the sum of slack variables eT ξ with the sum of their squares

ξ T ξ and includes the bias b2 in the minimization criterion:

min
w,ξ ,b

1
2
(wT w+ b2)+

γ
2

ξ T ξ . (4)

Its solution, under the constrain (3), is formulated as the unconstrained minimization
of the Lagrangian [19]:

L(λ ) =
λ T

2

(
I
γ
+D(AAT + eeT )D

)
λ − eT λ , (5)

where: λ ∈RN ,λ > 0 are Lagrange multipliers and I ∈RN×N is the identity matrix.
The classifier parameters can be obtained by partially differentiating L with respect
to w, b, ξ and equating the resulting equations to zero, while the unknown Lagrange
multipliers are the result of the simple iterative scheme:
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λ (k+ 1) = Q−1(e+(Qλ (k)− e−αλ (k))+), (6)

where: k is the iteration number, Q= I
γ +HHT , H=D[A

...−e] and (x)+ =max(0,x).
The iterations are convergent for any λ (0) if:

0 < α <
2
γ
. (7)

Finally, the linear LSVM classifier is defined as:

y(x) = sgn(λ T DAx+ b). (8)

After introducing kernel functions K(A,x), the nonlinear solution can be obtained:

y(x) = sgn(λ T DK(A,x)+ b). (9)

We used radial kernel functions in our investigations.
As inputs to the LSVM we used the quantitative parameters of uterine electrical

activity patterns. The parameters of the algorithm have been established by means
of the grid search method. The predictive capabilities of quantitative EHG signal
parameters were evaluated with a help of receiver operating characteristic (ROC).

The area under the ROC curve (AR) is equal to the probability that the rank of a
randomly chosen instance for a risk of premature labour X is higher than a randomly
chosen normal one Y [1]:

AR = Prob(X > Y ). (10)

It allows us to analyze the relation between the basic measures of the prediction
performance (sensitivity SE and specificity SP), as a function of the discrimination
thresholds of a given EHG parameter.

3 Results and Discussion

General descriptive statistics determined for quantitative parameters of contractions
detected in the slow wave component of EHG in the material collected is presented
in Table 1. The diagnostic significance of all the EHG quantitative parameters was
determined using the AR values and the obtained results are listed in Table 2. We
assumed that the AR value below 0.62 relates to poor classification capabilities and
thus we repeated the classification using a reduced set of inputs (only those with AR

value higher than 0.62).
That condition was fulfilled by five parameters: amplitude A, area S, signal power

P as well as median and maximum power frequency Fmed and Fmax. Classification re-
sults as regards to each pair of the groups for a whole and limited sets of parameters
are presented in Table 2. We noted an increase of classification efficiency in the all
group pairs after selection of the input parameters which were characterized by higher
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Table 1 Descriptive statistics of quantitative parameters of uterine contractions recognized
for particular groups of patients

Parameter Group I Group II Group III
Stat. significance

I-II I-III II-III

R [l/10min] 3.2±0.6& 3.4±1.0 3.5±1.1 - - -
TD [s] 88.6±17.6 85.1±20.5 93.7±25.5 - - -
TA [s] 1371.2±651.8 1132.7±672.2 1511.5±923.7 - - -
A [uV] 33.8±53.6 62.2±75.3 70.4±114.2 ∗ ∗ -
S [a.u.] 1815±3011 2841±2809 3812±5997 ∗ ∗ -

I [l/1min] 17.5±3.7 18.0±4.5 18.2±4.2 - - -
P [uV2] 1823±5390 7493±18098 9429±28049 ∗ ∗ -
Fmed [Hz] 0.30±0.12 0.35±0.10 0.33±0.08 ∗ - -
Fmax [Hz] 0.25±1.18 0.32±0.29 0.27±0.09 - - -
∗difference between two groups which is statistically significant (p < 0.05).
&mean ± SD.

AR value. Considering a high efficiency of EHG signals classification (84.21%) ob-
tained for a pair of group I and II, we can conclude that the method proposed is able to
differentiate between contractile activity in physiological pregnancy from that being
symptoms of premature threatening labour. Additionally, the classification results re-
ported for the group II and III show very similar properties of the contractions being
detected during at term labour and contractions connected with a risk of premature
labour.

Table 2 The AR values for all inputs (contraction parameters) obtained for particular group
pairs together with classification efficiency of EHG signals relating to original and reduced
set of parameters

Parameter Group I-II Group I-III Group II-III
R [l/10min] 0.539 0.522 0.517
TD [s] 0.550 0.585 0.622
TA [s] 0.612 0.524 0.639
A [uV] 0.690 0.675 0.520
S [a.u.] 0.690 0.677 0.507

I [l/1min] 0.541 0.587 0.546
P [uV2] 0.677 0.680 0.527
Fmed [Hz] 0.700 0.659 0.531
Fmax [Hz] 0.628 0.634 0.514

Set of parameters Classification efficiency
Original 57.89% 64.71% 47.06%
Reduced (AR >0.62) 84.21% 82.35% 57.14%
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Our study has shown that a set of parameters can be obtained by analysis of
the uterine electrical activity signals both in time and frequency domain. These pa-
rameters can be used as inputs for the modern classification methods. The obtained
results are similar to those obtained in our previous study [27] where a simple sta-
tistical approach was applied to find the difference between the groups. However,
the LSVM-based classification of the EHG signals has an advantage over the simple
statistical approach. This provides a clinically useful tool that can classify signals
during on-line monitoring and thus inform on symptoms of premature threatening
labour.

The noninvasive electrohysterography provides more complete information on
functioning of the uterine muscle than classical analysis of mechanical activity so it
may play a leading role in modern perinatology.
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Abstract. In this paper, we present a computer aided diagnosis tool to discriminate
between healthy subjects and patients with bipolar disorder (BD) using the deforma-
tion Jacobian obtained during the registration process of their structural (T1) mag-
netic resonance imaging (MRI) acquisition. To be able to compare MRI images of
different subjects, first we need to register those images to a common template. We
perform a two step registration: affine and nonlinear. To avoid the curse of dimen-
sionality, we reduce the dimensions of each image performing a feature selection
and linear transformation process. First, we select the voxels with the square differ-
ence above a given threshold and, second, we apply principal component analysis
(PCA) for further dimensionality reduction of the selected features. Results are ob-
tained over an on-going study in Hospital de Santiago Apostol collecting anatomical
T1-weighted MRI volumes from healthy control subjects and BD patients. We per-
form several experiments with different thresholds achieving up to 90% of accuracy
when classifying the selected features with linear support vector machines (SVM)
classifier.
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1 Introduction

Bipolar disorder (BD) is a psychiatric disorder that implies at least one episode of ma-
nia or hypomania or a mixed episode which is usually related to a depressive episode,
changes in mood states and psychotic symptoms [25]. It is associated with cognitive,
affective and functional impairment [2]. A diagnosis of bipolar disorder is made on
the basis of symptoms, course of illness and, when available, family history, but there
are multiple studies based on neuroimaging that have identified several regions that
are affected by the disease [1,2,10,21]. Magnetic resonance imaging (MRI) obtains
images based on the different water content among different structures. These images
can be processed to measure volume or shape of, in our case, brain structures.

In this paper, we compare brain structural MRI of healthy controls with patients
with bipolar disorder, to assess if we are able to discriminate between both groups
selecting relevant information embedded in the images. We focus on the application
of Machine Learning (ML) algorithms on the basis of feature vectors extracted from
the deformation of the structural MRI images in order to create computer aided di-
agnosis (CAD) tools. CAD systems are desirable in order to improve the prediction
accuracy complementing the neuropsychological assessments performed by expert
clinicians [4, 7]. Previous to the feature extraction process, a careful registration of
the volumes is performed, including affine and non-linear registrations to a standard
template, to ensure that the same voxel site corresponds to the same anatomical
location across subjects. After non-linear registration, we obtain the deformation
transformation required to match the template to the corresponding subject image.
The Jacobian of the deformation at each voxel will be used to extract the relevant
features as done in several relevant previous works [4, 11, 17].

Previous works on ML for CAD based on MRI data have performed the fea-
ture extraction on structural MRI anatomical data using Voxel Based Morphometry
(VBM) [14, 16], Pearson’s correlation across volumes [2, 5, 7, 22] and other several
pattern recognition techniques such as principal component analysis (PCA) [4], lat-
tice independent component analysis (LICA) [23], partial least square (PLS) [12]
and so on. In this paper, we use PCA to reduce the dimensionality of our dataset to
later on, classify the selected features using a linear kernel support vector machine
(SVM) classifier [3, 24].

In section 2, we present the database of the experiment, we recall the definition
of PCA, and we explain the feature selection process. Next section presents the
experiments and obtained results and finally, in section 4, we present the discussion
and our conclusion.

2 Materials and Methods

2.1 Database

Patients included in the present study were referred to the psychiatric unit at Alava
University Hospital, Vitoria (Spain) from the hospital catchment area for the
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investigation of memory complaints. All patients were living independently in the
community. Selected subjects underwent a standard protocol including: clinical eval-
uation, a cognitive and a neuropsychological evaluation, and brain imaging (MRI).

Forty men and women elderly subjects were included in the present study. The
healthy control group included 20 subjects without memory complaints (mean age
74.10 (SD:8.03 years)) and BD group included 20 subjects fulfilling DSM IV’s
criteria [13] (mean age 70.37 (SD: 9.07 years)). Subjects with psychiatric disorders
(i.e. major depression) or other conditions (i.e. brain tumors) were not considered
for this study.

Structural MRI data were used to validate the proposed CAD approach. MR scan-
ning was performed on a 1.5 Tesla scanner (Magnetom Avanto, Siemens). Study
protocol consists of 3D T1-weighted acquisition (isometric 1x1x1mm, 176 slices,
TR=1900ms, TE=337ms and FOV=256/76%), a 3D Flair sequence (isometric
1x1x1mm, 176 slices, TR=5000ms, TE=333ms and FOV=260/87.5%).

2.2 Principal Component Analysis (PCA)

Principal component analysis (PCA) is a non-parametric method to extract relevant
information from multidimensional data sets. PCA reduces the complexity of the
data set projecting it to a lower dimension and revealing simplified structures that
underlie it [9]. Each principal component is a linear combination of the original
variables and they are orthogonal to each other.

PCA computation consists of five main steps [18]:

1. Consider that the original data set is a matrix Xm×N of m×N, whose rows
indicate the features and columns the samples.

2. Subtract the mean of the data set X to obtain a zero mean dataset: Z=X− x̄1N ,
where x̄ = (1/N)∑i=1

N xi.
3. Compute the data covariance matrix: Cm×m = E

[
ZZT
]
, where E denotes the

expected value.
4. Perform the eigen-decomposition of Cm×m obtaining a matrix of eigenvectors

V = {vi} , i = 1, . . . ,m and a vector of eigenvalues D = [λ1, . . . ,λm]. The eigen-
vectors correspond to the axes of the principal components.

5. Sort the principal components by their respective eigenvalues in decreasing
order. Choose the p < m first eigenvectors, Vsel .

6. Obtain the new data set: XPCA = VselZT

2.3 Feature Extraction Process

Image Preprocessing

The careful preprocessing of the data is of paramount importance. After converting
DICOM images into NIfTI format, T1-weighted sMRI volumes were skull stripped.
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A two step registration process was then performed: first, we applied an affine regis-
tration to the Montreal Neurological Institute (MNI152) standard template; second,
a non linear registration procedure using the default parameters and a scaled con-
jugate gradient minimization method. The spatial normalization of each subject of
the database has been performed with FSL FLIRT and FSL FNIRT [19] with a tem-
plate resolution of 2× 2× 2. A visual check has been performed for all images in
every processing step carried out in this experiment. In Fig. 1, we show the pipeline
followed to preprocess the images.

Fig. 1 Preprocessing pipeline. In this image, we show the brain of a healthy subject. First
image is the original acquisition (original T1). We extract the brain to obtain the skull stripped
image. Using a standard template (MNI152), we apply a linear (affine) registration and then,
a non linear registration. Deformation Jacobian is the transformation needed to obtain the
final non linear registered image.

Tensor Based Morphometry (TBM)

The objective of TBM is to localize regions showing shape differences among groups
of brains, based on deformation fields. A template T is non-linearly registered to a
subject S, obtaining a displacement vector −→u (r) such that T (−→r −−→u ) corresponds
with S (−→r ), where −→r denotes the voxel location. So, the Jacobian matrix describes
the local volume change of the deformation in the neighborhood of a given voxel. It
is defined by:

Ji =

⎛
⎝

∂ (x−ux)/∂x ∂ (x−ux)/∂y ∂ (x−ux)/∂ z

∂(x−uy)/∂x ∂(x−uy)/∂y ∂(x−uy)/∂ z

∂ (x−uz)/∂x ∂ (x−uz)/∂y ∂ (x−uz)/∂ z

⎞
⎠

In principle, the Jacobian matrices of the deformations should be more reliable in-
dicators of local brain shape than absolute deformations [6]. In this experiment, we
use the Jacobian matrices to find discriminant features for disease detection in a
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supervised classification algorithm. The determinant of the Jacobian matrix, Ji, is
the most commonly used scalar measure of deformation for TBM analysis [11] and
it is commonly used to analyze the distortion necessary to deform the images into
agreement. When the change is near zero, the determinant of Ji (det(Ji)), is also
zero, meaning that there is no local difference in volume between subject and target
images. If det(Ji)> 1 then, the neighborhood adjacent to the displacement vector in
voxel i was stretched to match the template (i.e., local volumetric expansion), while
if det(Ji)< 1, then it is associated with local shrinkage.

Discriminant Feature Selection

Voxel sites with similar values in healthy subjects and BD patients are discarded
since they do not provide discriminant information. We compute the mean of the
controls and the mean of the patients of the training set for each voxel site. Then, we
compute the square difference between both means. The resulting volume highlights
the voxels sites with maximal differences between both groups. We define a mask
by selecting voxel sites with difference value above a given threshold, which is
determined by inspection of the histogram of the voxels’ differences distribution.
That mask will be applied to the whole data set, obtaining the feature vectors that
will be the input to the principal component analysis step. In Fig. 2, we show the
locations of the voxels for a threshold=0.4.

PCA Transformation

In Fig. 3, we show a plot of the first three feature dimensions (left) and the three
principal components obtained after PCA transformation (right). It is possible to
see how, after PCA transformation, features appear spreader and it seems easier to
separate between groups.

3 Experiments and Results

We perform a leave one out cross-validation technique. To quantify the results, we
compute F − score (also called, F1 score or F −measure) which is a measure of
the test’s accuracy. It is defined as the harmonic mean between precision and recall
(also known as sensitivity) [15]:

F− score = 2 · precision · recall
precision+ recall

,

where precision is defined as the positive predictive value, precision = T P
T P+FP , and

recall is referred as the true positive rate, recall = T P
T P+FN . We also compute two

other scores, Accuracy= T P+TN
T P+TN+FP+FN and Speci f icity = T N

T N+FP ; where true pos-
itives (TP) are the number of patient volumes correctly classified; true negatives
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Fig. 2 Voxel location (in red) for a threshold=0.4 over a MNI152 template with voxel resolu-
tion of 2×2×2. We add circles in yellow with clarification purposes.

Fig. 3 Left: first three dimension of the experimental data. Right, first three dimensions of
original data; left, first three PCA components of the experimental data. In blue (asterisk)
healthy controls are shown. In red (filled circles) patients with bipolar disorders.
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(T N) are the number of control volumes correctly classified; false positives (FP)
are the number of control volumes classified as diseased patients; false negatives
(FN) are the number of diseased patient volumes classified as control subjects and
N, the total of subjects. We have labeled patients as class 0 and controls as class 1.

We tried to classify with different number of PCA projections. We start classify-
ing with first PCA component, and add a new dimension each iteration. Finally, we
select the dimension with the best performance in terms of F-score. In Tab. 1, we
show the classification results for different thresholds applied over the square differ-
ence between the means of healthy subjects and patients. Results are encouraging,
reaching 90% accuracy and 95% sensitivity.

Table 1 Classification results for a features selection procedure based on PCA and a linear
SVM as classifier. Th: threshold; Acc: accuracy; Sens=sensitivity or recall; Spec: specificity.
In brackets, we show the number of features selected.

Th (#ft) 0.1 (6759) 0.2 (1257) 0.3 (331) 0.4 (114) 0.5 (49)

% All PCA(6) All PCA(8) All PCA(21) All PCA(16) All PCA(22)

Acc 60.00 72.50 67.50 67.50 75.00 72.50 70.00 90.00 72.50 77.50
Sens 65.00 80.00 70.00 75.00 75.00 85.00 65.00 95.00 75.00 85.00
Spec 55.00 65.00 65.00 60.00 75.00 60.00 75.00 85.00 70.00 70.00

F 61.90 74.42 68.29 69.77 75.00 75.56 68.42 90.48 73.17 79.07

Fig. 4 Scores for different number of features when applying a threshold=0.4. We show 4
different scores: accuracy (Acc), sensitivity (Sens), specificity (Spec) and F-score.
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4 Discussion and Conclusion

In this paper, we present a CAD tool to discriminate between healthy controls and
BD patients using the deformation Jacobian obtained during the registration process
of T1-MRI to MNI152 template. After two-step registration process, we perform a
feature selection based on the square difference of voxel values between groups and
PCA. Once we have selected the relevant features, we train and test a SVM classifier
to discriminate between controls and BD patients.

Applied methodology is free of circularity because we perform a leave one out
cross-validation technique when computing the voxels square difference between
groups and, in addition, PCA is a no supervised technique. We subsample images to
a 2× 2× 2 mm resolution, considering that discriminant features of BD are not to
be found at voxel resolution level but at a higher structural level. This way, we re-
duce the complexity without loss of information. The idea of using the deformation
Jacobian instead of the final registered image is because Jacobian matrices of the
deformations should be more reliable indicators of local brain shape than absolute
deformations [6].

Selected voxels are mainly located in thalamus and angular gyrus, but also in pre-
cuneous cortex, precentral and postcentral gyrus, supramarginal gyrus, right lateral
ventricle, superior parietal lobe, inferior temporal gyrus and cerebellum. Thalamus
is one of the most relevant biomarkers in bipolar disorder [8, 10, 20] but also su-
perior parietal lobe [1], precuneous cortex, precentral gyrus and cerebellum [8] are
found in the literature as disorder biomarkers. These findings validate our approach
because with no a priori information related with the disease, we find regions in the
brain that are discriminant and they match with the medical literature related with
bipolar disorder.

Main limitation of this study is that results come from a small database. There-
fore, more extensive testing will be needed to confirm our conclusions.
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Genetic Algorithms in EEG Feature Selection
for the Classification of Movements of the Left
and Right Hand

Izabela Rejer

Abstract. The crucial problem which has to be solved when an effective brain-
computer interface (BCI) is to be design is: how to reduce the huge space of features
extracted from raw EEG signals? One of the techniques of feature selection often
used by BCI researches are genetic algorithms (GA). This approach, in its classic
form, allows obtaining a feature set which gives the high classification precision,
however, the dimension of this set is often still too large to create a reliable classifier.
The paper presents a modified version of genetic algorithm, which is capable of
choosing feature sets of a slightly lower classification precision but significantly
smaller number of features. The practical application of the proposed algorithm will
be presented via a benchmark EEG set submitted to the second BCI Competition
(data set III - motor imaginary).

1 Introduction

Assuming the recording of EEG signals from only 32 electrodes and calculating the
signal power separately in 5 frequency bands and individually per each of 5 seconds,
the number of features in BCI feature space would be equal to 800. Obviously such
a large number of features could not be introduced to the classifier due to large
number of trials which had to be performed in order to collect enough training data.
Since, it is recommended to use at least 10 times more training data per class than
the features [7], at least 16000 observations would be necessary in case of only two
classes. Of course, the given number of 16000 observations would be enough only
in case of problems with linear or slightly non-linear characteristic [3]. In case of a
strong non-linearity, the given ratio of 10 observations per class should be related
to the number of the classifier free parameters rather than to the number of features,
which additionally enlarges the required amount of data.
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Carrying out 16000 experiments in case of analyzing EEG signals is impossible
for at least several reasons. First of all, it is the time which would be needed for
dealing with this task that creates a problem. Assuming that one experiment takes
10 seconds - 16000 experiments take 45 hours. If it was possible to carry out the
experiments simultaneously with 45 subject, the task would not be so hard. Unfor-
tunately, the oscillations forming EEG signals are subject specific, which means that
all data applied to the classifier has to be collected from the same subject.

The second problem is the habituation phenomenon [6]. This phenomenon means
that when the experiment time extends, the power of brain rhythms extenuates. The
explanation of the habituation phenomenon is that when new skills are mastered,
higher cortical areas overtake the functions of the lower ones and the lower areas
become less involved in the recognition process.

Apart from the habituation effect, certain aspects of subject condition such as
high level of fatigue or varying level of concentration and attention make it im-
possible to conduct a large number of trials with the same subject. Theoretically,
it should be possible to divide the whole experiment into a set of sessions, carried
out over a longer period of time, but in practice it would be very difficult to pre-
serve comparable conditions of succeeding sessions. Health problems, changes in
mental condition or changes in attitude towards the experiment are factors which
may change the characteristic of the subject cortical rhythms. When such situations
occur during the regular application of the interface, they have a negative impact
only on the temporary precision of classification; however, if they occur during the
process of establishing the interface, to be exact - while training the classifier, all the
future results are biased. That is why, during the process of building the interface, all
sessions should be carried out in very similar conditions, that is with a stable mental
and physical state of the subject, who is the most variable factor of such experi-
ments. Hence, a more reasonable solution than to make a few days pauses between
succeeding sessions is to carry out the whole experiment, divided into sessions and
small breaks, on the same day.

Taking into account the aforementioned facts, it is often that the number of
records collected from one subject is no more than 100-200. Such a small num-
ber of records allows building a classifier of about 5-10 input variables (assuming: 2
classes problem, 10 observations per each class and introducing the whole amount
of data to the classifier training set). Comparing the huge dimension of the whole set
of features extracted from raw EEG signal, often exceeding 1000, with 5-10 features
which can be introduced to a classifier, it is obvious that the great reduction of the
original feature space is needed.

One of the methods for feature selection, applied frequently in BCI domain, are
genetic algorithms [6] [8]. Their main advantage is the fact that during the explo-
ration of the space of possible solutions, they do not evaluate solutions one by one,
but evaluate a set of solutions in parallel. Moreover, they are not very prone to get
stuck at local minima and they do not need to make assumptions about the interac-
tions between features [5].

Another feature selection method, popular in the domain of pattern recogni-
tion but rather rarely used in case of EEG feature sets, is a step-selection method.
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A step-selection means that features are added/removed to/from the feature set one
by one in succeeding steps of the survey. At each step this feature is added/removed
to/from a feature set which is the best/worst from the point of view of a given crite-
rion. The main drawback of this method, often underlined in scientific publications,
is that it explores only one possible path in the search space, which made it prone to
get stuck at local minima. This is true in general, however, when a very small sub-
set of features is to be selected in the search process, the step-selection method (to
be exact, the forward step-selection method) looking only for one feature in each
of a few succeeding steps is much more capable of finding the set of features of
high discrimination capabilities than genetic algorithm evaluating the huge subsets
of features at each generation.

The aim of this paper is to introduce the modified version of the genetic algo-
rithm. On the one hand, the proposed modification preserves the inherent advantages
of genetic algorithms - the capability of exploring distant areas of feature space and
avoiding getting stuck at local minima. On the other hand, it inherits the main ad-
vantage of the forward step-selection method, it is the possibility of setting the upper
limit of the number of selecting features. The proposed approach is an alternative for
the genetic algorithm proposed by Koller and Sahami [4] for the feature selection
in the field of text recognition, but is much more straightforward and convenient to
implement.

The paper presents the theoretical aspects of the proposed modification of the
classic genetic algorithm and also results of its practical application for a set of real
EEG data. The data set used in the research is a set submitted to the second BCI
Competition (data set III - motor imaginary) by Department of Medical Informat-
ics, Institute for Biomedical Engineering, Graz University of Technology [2]. The
results of the feature selection obtained with the proposed algorithm were compared
with the results obtained with the classic version of genetic algorithm. The methods
were compared in terms of classification accuracy obtained with SVM classifiers
using selected features.

2 Genetic Algorithms as a Method for Feature Selection

Genetic algorithm (GA) is one of the heuristic methods for solving the optimiza-
tion problems. Nowadays, this method is used in many different research fields,
but it originates from genetic sciences. To run the optimization process with a GA,
first, the problem environment has to be defined, that is: a method of coding prob-
lem solutions to the form of GA individuals, a fitness function used for evaluating
individuals in each generation, genetic operations used for mixing and modifying
individuals, a method for selecting individuals and other additional GA parameters.
The individuals of a GA are problem solutions and are composed of chromosomes
and genes.

The most popular approach adopted when a GA is to be used in the feature se-
lection process is a classic version of a GA, with one-point crossover and one-gene
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mutation. The individual is composed of only one chromosome and its number of
genes is equal to the number of features existing in the problem at hand. Each gene
can take one of two binary values zero or one. Zero indicates that the feature of the
number equal to gene index is not present in the solution coded in the individual,
one - means that the feature is present in the current solution [1] [6].

In case of analyzing a data set of too low ratio of observations to features, launch-
ing the process of looking for the optimal subset of features from the full set of
features or from the middle of this set (which is the case when a GA utilizes the
uniform probability distribution while choosing the initial population), can cause
that the removal of most of the features from the feature set can be impossible be-
cause of the direction of the fitness function. For example, this is the case when the
selection process is guided directly by the classifier results. The problem is that the
classifier optimization process is mostly aimed at maximizing the classifier preci-
sion. Removing some features from the feature set results in reduction of a number
of classifier parameters, which mostly implies the reduction of the classifier preci-
sion. In this way, the fitness function based directly on a classifier precision prefers
individuals containing more features. This is not desirable algorithm behavior be-
cause in general, the more parameters have to be trained, the lower generalization
capabilities of the classifier.

Theoretically, the selection process has not to be guided purely by the classifier
results. It is possible, for instance, to equip the GA fitness function with a penalty
term, which will punish the individuals coding too many features. It is also possible
to develop some specialized genetic operators converting such unwelcome individ-
uals into individuals carrying a smaller number of features. In practice, however, the
scale of the required reduction of the feature set is so large that it is extremely dif-
ficult to develop a stable function penalizing individuals carrying too many features
or functions for converting these individuals. A much better solution seems to be
to define such a way of coding individuals and such genetic operators which would
allow searching the space of feature subsets with a limited number of features. The
scheme of such an algorithm, proposed by the author of this paper, is given below.

1. An individual is composed of the number of genes equal to the maximal number
of features. The maximal number of features is a GA parameter and is set by
the user in relation to the number of observations, classifier mapping function
and the overall problem characteristic.

2. Each gene can take an integer value from the interval {0,1...F}, where F denotes
the dimension of the feature set. The initial value of the interval, value zero, was
introduced on purpose - each time when it occurs in an individual, the number
of classifier inputs is reduced by one.

3. Because of a very small ratio of number of genes to the total number of features,
the basic genetic operation in proposed algorithm is mutation. Not only each
individual in the population is mutated but also each gene of each individual.
To be exact, an individual has a set of off-springs, each created by mutating
one gene of the parent individual. Due to this, a large amount of new genetic
information is introduced to population in succeeding algorithm generations.
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4. The same factor and also a very aggressive version of mutation are responsi-
ble for changing the order of two basic GA steps - selection and reproduction.
In the proposed approach, the reproduction takes place first. During this step
the mother population is enlarged by adding new individuals created during the
mutation and crossover. Next, the population is reduced to the initial size by
selecting the individuals of the highest values of a fitness function. Due to the
aggressive mutation a high variability of the population is achieved and due to
reversing reproduction/selection steps best solutions are preserved (the selec-
tion is made not only between new created individuals but also between parent
individuals, it is individuals which were the best in previous generation).

5. The fitness function is pure classifier accuracy.

The proposed algorithm permits individuals with duplicated features. Such solution
was taken on purpose, because it allows evaluating individuals with a smaller num-
ber of features than the maximal number, set in the beginning of the algorithm. Each
time when an individual with duplicated features appears (as a result of genetic op-
erations or as a result of random initialization of a starting population), all its genes
of the same value (apart from one) are set to zero. As a result, a smaller number of
input variables is introduced to the classifier and it is possible to test whether higher
classification precision cannot be obtained with a smaller number of features.

3 Experiments Settings

In order to verify the practical usability of the proposed genetic algorithm, a data set
submitted to the second BCI Competition (data set III - motor imaginary) by Depart-
ment of Medical Informatics, Institute for Biomedical Engineering, Graz University
of Technology [2] was used. The data set was recorded from a normal subject (fe-
male, 25y) whose task was to control the movements of a feedback bar by means of
imagery movements of the left and right hand. Cues informing about the direction
in which the feedback bar should be moved were displayed on a screen in the form
of the left and right arrows. The order of left and right cues was random. The exper-
iment consisted of 280 trials, each trial lasted 9 seconds. The first 2s was quiet, at
t=2s an acoustic stimulus was generated and a cross âĂIJ+âĂİ was displayed for 1s;
then at t=3s, an arrow (left or right) was displayed as a cue. The EEG signals were
measured over three bipolar EEG channels (C3, Cz and C4), sampled with 128Hz
and preliminary filtered between 0.5 and 30Hz. The whole data set, containing data
from 280 trials, was then divided into two equal subsets - the first one intended for
classifier training and the second intended for external classifier test. Since only data
from the first subset was published with target values (1 - left hand, 2- right hand),
only this subset could be used in the process of classifiers training and testing.

The original data set, after removing the mean values from each canal, was trans-
formed to a set of frequency band power features. The signal power was calculated
separately for:
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• 12 frequency bands: alfa band (8-13Hz) and five sub-bands of alfa band (8-9Hz;
9-10Hz; 10-11Hz; 11-12Hz; 12-13Hz); beta band (13-30Hz) and also five sub-
bands of beta band (13-17Hz; 17-20Hz; 20-23Hz; 23-26Hz; 26-30Hz),

• each of 9 seconds of the trial,
• each of 3 canals (C3, Cz, C4).

Since the number of extracted features (equal to 324) was much too high in com-
parison to the number of observations (equal to 140), the feature selection process
was performed. In order to reduce the number of features, two versions of genetic
algorithm, described in Section 2, were used.

Because of a very adverse ratio of features to observations a classic linear SVM
method was used in the classification process (in order to limit the overfitting phe-
nomena). The classification threshold was set to 0.5 and hence all classifier results
greater than 0.5 were classified as class “2” (right hand) and results smaller or equal
to 0.5 were classified as class “1” (left hand). The classifiers accuracy was tested
with 10-fold cross-validation. The final accuracy measure of a given feature set was
the mean value calculated on the basis of classification accuracy obtained for all
validation sets. The accuracy of one validation set was calculated according to the
following equation:

Ak =
Rk

Uk
, (1)

where: Ak - accuracy of k validation subset (k=1...10), Rk - number of properly
classified cases from k validation subset, Uk - number of all cases in k validation
subset.

4 Results and Discussion

4.1 Genetic Algorithm - Classic Approach

At the first stage of the survey the classic version of a genetic algorithm was used.
The main parameters of the algorithm were set as follows: number of individuals:
50, number of chromosomes per individual: 1, number of genes per chromosome:
324; number of generations: 100. One individual coded one possible solution of
the problem, it is one possible subset of the feature set. The initial population was
chosen randomly with uniform probability distribution. Two classic genetic opera-
tions were used: one-point crossover (with the probability 0.8) and one-gene mu-
tation (with the probability 0.025). Individuals proceeding to next population were
selected according to the tournament method with the probability equal to 0.75.
In order to avoid losing the best solution during the genetic operation or selection
process, the record of the best individual was kept separately from the current popu-
lation. After completing generation number 100, the algorithm was stopped and the
feature subset coded in the individual of the highest value of the fitness function was
accepted as the best one.
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At first the algorithm was run only once and the feature subset presented in Table
1 was obtained. The mean classification accuracy of the initial population of the
algorithm was equal to 68.06% and the accuracy of the best individual, encoding 153
features, was equal to 77.42% After completing the algorithm, mean classification
accuracy rised to 83.55% and the accuracy of the best individual, encoding 169
features, rised to 96.77%.

Table 1 A set of 169 features chosen by the classic genetic algorithm; value X indicates
features which were encoded in the best individual (of accuracy equal to 96.77%), obtained
in the first run of the algorithm

canal C3 Cz C4

second 1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9

8-13Hz X X X X X X X X X X X X X

8-9Hz X X X X X X X X X X X X

9-10Hz X X X X X X X X X X X X X

10-11Hz X X X X X X X X X X X X X X X X

11-12Hz X X X X X X X X X X X X

12-13Hz X X X X X X X X X X X X X X X X X X

13-30Hz X X X X X X X X X X X X X X X X X

13-17Hz X X X X X X X X X X X X X X X X X

17-20Hz X X X X X X X X X X X X

20-23Hz X X X X X X X X X X X X X X X X

23-26Hz X X X X X X X X X X X X X

26-30Hz X X X X X X X X X X

The result seemed to be rather odd not only because of the very high classifi-
cation accuracy but especially because of the large number of features encoded in
the best individual - even larger than the number of observations used in the sur-
vey (126 observation in each of the training sets). Such results have aroused serious
doubts about the generalization capabilities of the classifier trained with the data set
encoded in the chosen individual.

In order to find out whether choosing such a large set of features is a standard
algorithm behavior, nine more runs of the algorithm were performed. Their results
are presented in Table 2. As it can be observed, each run of the algorithm presents
more or less similar behavior - the number of features chosen in succeeding runs
(from 151 to 174) is always too large to obtain a classifier of high generalization
capabilities.

Obviously, such algorithm behavior could be also a result of too small number
of algorithm generations. In order to find out whether this is the case, the algorithm
was run ten more times with enlarged training time (number of generation was set
to 1000). After completing all ten runs, it occurred that there were no significant



586 I. Rejer

changes in the size of feature subsets. Since at each run the same classification pre-
cision was obtained - 100%, further training of the algorithm was of no reason.
Hence, two different conclusions of this experiment could be drawn - the first: all
feature subsets chosen in each algorithm run are equally important, and the second:
the algorithm, starting from a large number of features, has no tools for discarding
redundant features and instead of this, adds to the set of really important features a
lot of other features chosen randomly from the feature set. Which of these conclu-
sions is the proper one, will be discussed in next section.

Table 2 Results obtained in succeeding algorithm runs (classic version); Mean [%] - mean
accuracy obtained in the last generation, Best [%] - accuracy of the best individual, Number
of features - number of features encoded in the best individual

No. Mean [%] Best [%] Number of features
1 83.55 96.77 169
2 71.48 92.59 165
3 69.00 90.00 171
4 77.60 92.00 151
5 86.96 100.00 165
6 80.95 90.48 158
7 83.04 95.65 174
8 80.74 92.59 157
9 83.21 92.86 160
10 79.66 93.10 173

4.2 Genetic Algorithm - Proposed Approach

At the second stage of the survey the modified version of a GA, proposed in this
paper, was run. In order to run the algorithm, the maximal size of feature subset had
to be established. Taking into account the fact mentioned in Section 1, that in case of
a linear classifier at least 10 training data per class per each input feature should be
gathered in order to properly train the classifier [7], the maximal size of the feature
set was set to 6 (each training set contained 126 observations). Other algorithm
parameters were set as follows: number of individuals: 10, number of chromosomes
per individual: 1, number of genes per chromosome: 6; number of generations: 50.
The initial population was chosen randomly with uniform probability distribution.
Two genetic operations were applied: one-point crossover (with the probability 1)
and all-genes mutation (with the probability 1). Ten individuals of the highest value
of a fitness function were chosen to next population. After completing generation
number 50, the algorithm was stopped and the feature subset coded in the individual
of the highest value of the fitness function was accepted as the best one.
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This time, the algorithm was run at once 10 times. The results are presented in
Table 3. Two facts can be noticed after taking a closer look at the Table 3. First,
the classification accuracy obtained in succeeding algorithm runs was very high -
it almost reached the same level as in the first experiment, when the feature sub-
sets were composed of tens of features. So high accuracy, obtained with a classifier
equipped with only 6 input variables, meant that the algorithm indeed chose the fea-
tures significant for the classification process. Another very important fact was that
the algorithm returned similar feature subsets. Only 15 of all 59 features encoded in
all ten individuals did not repeat in different runs, remaining 44 genes encoded 11
features appearing in different combinations. Some of the features repeated even in
more than 50% of algorithm runs (feature no. 104 in 8 runs, feature no. 24 in 7 runs
and feature no. 5 in 6 runs). This meant that the algorithm behavior was stable and
it also additionally underlined the fact that chosen feature subsets were of a high
quality.

Table 3 Results obtained in succeeding algorithm runs (modified version); Mean 1st/last [%]
- mean accuracy obtained in the first/last generation, Best 1st/last [%] - accuracy of the best
individual of the first/last generation, F1, F2, F3, F4, F5, F6 - numbers of six features encoded
in the best individual (the features descriptions can be found in Table 1, where first data cell
denotes features no. 1, second data cell in the same row - feature no. 2 and so on)

No. Mean 1st Best 1st Mean last Best last F1 F2 F3 F4 F5 F6

1 53.93 74.29 86.79 93.57 5 6 24 104 150 208

2 54.73 79.29 87.56 92.86 5 23 24 87 107 199

3 58.36 78.57 86.93 93.57 6 24 86 104 107 237

4 52.57 69.29 86.38 93.57 5 23 24 26 133 199

5 56.44 77.86 85.95 93.57 86 104 105 156 164 276

6 54.59 72.14 86.23 94.29 5 104 108 156 240 267

7 53.84 72.86 86.74 94.29 24 86 87 104 126 238

8 51.66 75 85.67 94.29 6 24 86 104 287

9 53.09 67.86 85.35 92.14 5 24 55 104 107 199

10 56.87 75.71 85.04 94.29 5 63 104 107 156 267

One could ask why the algorithm did not return exactly the same subset of fea-
tures? The explanation is rather simple. Most of the extracted features were highly
correlated (for example the features coding signal power in band 8-13Hz and fea-
tures coding signal power in band 10-11Hz) and any swaps between them did not
bring any significant difference in the classification precision. This means that all
feature subsets, chosen in succeeding algorithm runs, should be regarded as equal
in terms of feature significance. Of course if the BCI was to be created over the
algorithm results, the set number 8 should be applied, since it is composed of the
smallest number of features (5 features) and gives the highest rate of classification
precision (94.29%).
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Now it is the time to come back to the previous section, where the question was
ask whether different feature subsets, chosen in different runs of the classic genetic
algorithm, could be also regarded as subsets of the same importance. At this mo-
ment, the answer is straightforward: if six features are enough to obtain almost the
same classification precision as 160 features, this means that about 150 features are
redundant and have been chosen randomly (regardless of the optimization criterion).
Hence, the subsets of features chosen in different runs of the classic GA cannot be
regarded as equally important (most of all, because they can contain lots of unim-
portant features).

5 Conclusion

While comparing both algorithms, it should be underlined that the proposed modi-
fication of a classic genetic algorithm allows choosing a significantly smaller subset
of important features without reducing the classification precision. The classifica-
tion precision, exceeding 92% in all 10 cases, is really a good result. Moreover, this
precision was obtained with linear SVM classifiers equipped with only 5 or 6 fea-
tures, which allows to believe in high generalization capabilities of these classifiers.

Coming to future work, it should be stated that feature subsets, obtained with the
proposed algorithm, were similar but not the same. It can mean that the features are
highly correlated, as it was stated in the paper, but it can mean also that six features
is still too much in the given problem and that the similar accuracy can be obtained
with even a smaller number of features.

A second aspect which should be addressed now is how to force the algorithm
to evaluate more feature subsets containing the smaller than maximal number of
features? It seems that in order to deal with this task a specialized genetic operators
aimed directly at reducing number of features should be developed and introduced
to the algorithm.
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On the Use of Programmed Automata
for a Verification of ECG Diagnoses∗

Mariusz Flasiński, Piotr Flasiński, and Ewa Konduracka

Abstract. The recent results into constructing a formal model of a syntactic pat-
tern recognition-based System for Teaching ElectroCardioGraphy (STECG) are pre-
sented. A class of programmed attributed regular grammars (PARG) is defined as a
formal tool for a generation of ECG patterns. A programmed attributed finite-state
automaton (PAFSA) is introduced for an analysis of ECG patterns. PAFSA is a basic
formalism for a development of the STECG system.

1 Introduction

The idea of using computers for an ECG analysis was formulated in 1960s [24]
and it was developed in 1970s [12]. Since then a lot of methods have been defined
and a variety of computer systems for ECG diagnostics have been implemented.
What is interesting, in an area of an ECG analysis both main approaches to pattern
recognition are used. Apart from a "classical" decision-theoretic approach (includ-
ing artificial neural networks) [1, 5, 6, 14–18, 21, 25], syntactic pattern recognition
methods are widely applied [2,13,20,23,27–29]. The use of syntactic models results
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from the fact that an ECG signal is treated in cardiology as a structure consisting
of substructures such as e.g. a P wave, a QRS complex, a T wave, a PR segment,
an ST segment etc. It means that syntactic pattern recognition, which treats a pat-
tern as a complex structure, which can be decomposed into subpatterns that in turn
are decomposed into simpler subpatterns, etc [4, 10, 11, 19] seems to be convenient
especially for representing and analyzing ECG signals.

Fig. 1 A subclass-superclass - based ontology defined in the STECG project

A classification of an unknown object/phenomenon to one of a pre-defined class-
es/categories is the main goal of pattern recognition-based systems. In case of med-
ical applications disease entities or abnormalities of organ functioning are defined
as classes. Then, in both approaches the system should classify a representation of
symptoms describing an unknown phenomenon to one of such classes. In case of a
decision-theoretic approach phenomena are represented by feature vectors and they
are assigned to one of clusters, which represents classes in a feature space by a clas-
sifier. In syntactic pattern recognition a phenomenon is represented as a symbolic
structure belonging to a formal language and it is classified to a category by a formal
automaton [4,10,11,19]. If a classification task is concerned, none of the approaches
prevails over another. However, if the system not only should classify an unknown
phenomenon, but also characterize/describe its structural features, syntactic pattern
recognition seems to prevail over "standard" pattern recognition approaches (prob-
abilistic, discriminant function-based, neural networks, etc).

The recent results of a research into constructing a formal model of the Sys-
tem for Teaching ElectroCardioGraphy, STECG conducted at IT Systems Depart-
ment, Jagiellonian University, and Institute of Cardiology, Jagiellonian University
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are presented in the paper. The main task of the system not only consists in verify-
ing a diagnosis made by a student on a basis of an electrocardiogram, but also in
assessing a diagnostic justification proposed by her/him. For the second purpose,
the system should have an ability to characterize both structural and numerical fea-
tures of an electrocardiogram. Therefore, a syntactic approach has been used for
constructing the STECG system.

In section 2 we discuss a key issue of defining structural primitives, which are
used for defining a syntactic representation of an electrocardiogram. A programmed
attributed regular grammar, PARG is introduced in the third section. In section 4 we
define a programmed attributed finite-state automaton, PAFSA, which is a basic for-
malism for implementing a syntax analyzer in the STECG system. The final section
contains concluding remarks.

2 Definition of Structural Primitives

A functionality of the STECG system differs from typical pattern recognition-based
ECG analysis systems. A classification of an unknown electrocardiogram to one of
pre-defined classes is the main goal of such systems. STECG has to identify struc-
tural and numerical features of an electrocardiogram in order to verify a diagnostic
justification proposed by a student. Therefore, the system has to simulate, some-
how, a process of interpreting an electrocardiogram by a physician. In other words,
STECG is a system designed on the basis of an image understanding paradigm [26]
rather than the pattern recognition one. It means that for a design of STECG a
formal conceptualization of the system domain, i.e. its ontology (in the Artificial
Intelligence sense), should be defined. This ontology, which is based on a subclass-
superclass (inheritance) relation, represents a taxonomy of phenomena considered
in the STECG project. It determines a scope of the project as it is shown in Fig. 1.

Fig. 2 A structural-parametric representation of a class Right Bundle Branch Block
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Defining a set of structural primitives, which are adequate for a syntax analy-
sis in an image understanding process has been the second key issue. As we have
mentioned it in Introduction in syntactic pattern recognition complex patterns are
decomposed into subpatterns that in turn are decomposed into simpler subpatterns,
etc. The elementary patterns are called primitives and they are represented with
symbols of a formal language alphabet. Such primitives have to be determined not
only for a classification purpose (as it is made in typical ECG analysis systems), but
also taking into account their adequacy for identifying structural ECG subpatterns
that are essential in justifying a diagnosis. Therefore, a definition of primitives in
the STECG project has been made on the basis of analyzing, together with a spe-
cialist in ECG diagnosing, a variety of electrocardiograms, which have been then
described with the help of structural and parametric features. An example of such a
description for a class Right Bundle Branch Block, RBBB (in V1 and V2 leads) is
shown in Fig. 2. Some of primitives belong to a standard set of structural elements
used for representing electrocardiograms. However, for a purpose of an image inter-
pretation/understanding during a task of assessing a diagnostic justification certain
additional (unique) primitives have to be defined. An example (sub)set of primi-
tives identified for a class Intraventricular Conduction Disturbances, ICD, being a
superclass of Right Bundle Branch Block, RBBB (cf. Fig. 1) is shown in Fig. 3.

As we can see in Fig. 2, a parametric description should be defined apart from
identifying structural features for a purpose of ECG interpretation. Only then, a
complete structural-parametric characterization of electrocardiograms, which al-
lows the system to assess a diagnostic justification is possible. This parametric

Fig. 3 A set of primitives for a class Intraventricular Conduction Disturbances
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description is used for attributing a formal grammar and controlling its derivation
process. These formalisms are introduced in the next section.

3 Programmed Attributed Regular Grammar

As we have discuss it in a previous section a structural representation of an elec-
trocardiogram allows the system to asses a diagnostic justification proposed by a
student. However, it is not sufficient to distinguish the difference between certain
classes assumed in the ontology of the STECG project. For example, in a superclass
Right Bundle Branch Block, RBBB to differentiate its subclass Incomplete Block,
IRBBB from its subclass Complete Block, CRBBB (cf. Fig. 1) the system should
check a parameter QRS length, which in the first case (IRBBB) belongs to an inter-
val (0.10s,0.12s), whereas in the second case (CRBBB) is greater than or equal to
0.12s. (The same holds for a superclass Left Bundle Branch Block, LBBB.)

Programming formal grammars allows one to enhance their generative power
and, as a consequence, to enhance a discriminative power of corresponding au-
tomata. In standard programmed grammars, introduced by Rosenkrantz [22], such
enhancement is achieved via controlling an order of production applications in a
derivation process. Since, as we have discussed it above, distinguishing between
certain classes of the STECG ontology is possible on the basis of numerical pa-
rameters only, programming based on primitive attributes should be applied for our
grammar. It has been used for an image understanding with the help of graph gram-
mars by Bunke [3]. We use his formalism of a production applicability predicate for
a string regular grammar.

Let us define a programmed attributed regular grammar, PARG in the following
way.

Definition 1. A programmed attributed regular grammar, PARG is a quadruple

G = (V,Σ ,P,S)

where: V is a finite set of symbols, Σ ⊂V is a set of terminal symbols, N =V \Σ is
a set of nonterminal symbols, P is a finite set of productions of the form:

(π : X −→ α), in which

π : A −→ {TRUE,FALSE} is the predicate of the production applicability, A is a
finite set of attributes, X ∈ N ,α ∈ Σ ∪ΣN, S ∈ N is the starting symbol.

An application of a production in PARG is possible only, if its predicate π is
fulfilled. Let us consider the following two productions for a class Incomplete Right
Bundle Branch Block, IRBBB.

1. π = (lPR(i) > 0.12) ∧ (lPR(i) = lPR(i−1)) : X (0) −→ PRX (1),
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Fig. 4 A part of a programmed attributed finite-state automaton for a class Incomplete Right
Bundle Branch Block, IRBBB

where X (0), X (1) ∈ N, PR ∈ Σ is a terminal symbol representing a structural prim-
itive corresponding to a PR segment (cf. Fig. 2). The predicate of the production
applicability says that the length of the PR segment should be greater than 0.12s
and its length should be (approximately) equal to the length of a previous PR seg-
ment (cf. Fig. 2).

2. π = lrSR′ ∈ (0.10s,0.12s) : X (1) −→ rSR′X (2),

where X (1), X (2) ∈ N, rSR′ ∈ Σ is a terminal symbol representing one of structural
primitives (namely rSR’) corresponding to a QRS segment (cf. Figs: 2 and 3). The
predicate of the production applicability says that the length of the rSR’ (QRS)
segment should be greater than 0.10s and less than 0.12s (cf. Fig. 2).

Syntactic parts of PARG grammar productions have been defined with the help
of a grammatical inference method of formal derivatives [10] in the STECG project.

4 Programmed Attributed Finite-State Automaton

Since we have defined a grammar allowing us to control a derivation process on a
basis of attributes of structural primitives, we have applied a programmed attributed
automaton as a formalism for implementing a syntax analyzer in the STECG system.
A control table of the automaton can be defined easily, because there are simple rules
of such a definition for regular grammars. Of course, a finite-state automaton has to
be enhanced by a mechanism of a transition control. This enhancement has been
made by a predicate of a transition permission.
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Let us define a programmed attributed finite-state automaton, PAFSA in the fol-
lowing way.

Definition 2. A programmed attributed finite-state automaton, PAFSA is a quin-
tuple

A = (Q, I,δ ,q0,F)

where: Q is a finite nonempty set of states, I is a finite set of input symbols, δ is the
transition function of the form:

δ : Q× I×Π −→ Q, in which

Π : A −→ {TRUE,FALSE} is the predicate of the transition permission, A is a
set of attributes, q0 ∈ Q is the initial state, F ⊆ Q is a set of final states.

A definition of the predicate of the transition permission is straightforward. If a
transition corresponds to a production of a PARG grammar, then a predicate of its
permission is determined by the predicate of the applicability of this production. An
example of a part of a programmed attributed finite-state automaton for a class In-
complete Right Bundle Branch Block, IRBBB is shown in Fig. 4. The first transition
(from a state X (0) to a state X (1)) corresponds to the first production introduced in a
previous section. As it is easily seen both predicates of: the production applicability
and the transition permission are equal. The same holds for the predicates of: the
second transition (from a state X (1) to a state X (2)) and the second production from
a previous section.

Fig. 5 An example of verifying an ECG diagnosis by the STECG system
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5 Conclusions

The System for Teaching ElectroCardioGraphy, STECG2 works in an interactive
way. Firstly, an electrocardiogram is chosen randomly from the system library. Sec-
ondly, for an idealized ECG record a student proposes a diagnosis. Then, system
suggests a set of structural and parametric characteristics and relations between
them, which can be used for a diagnostic justification. The student has to choose ad-
equate structural characteristics, proper values of parameters, correct relationships
characteristics as a justification of the diagnosis. At the end, the system verifies
them. An example of the system interface at the moment of verifying a diagnosis
and a diagnostic justification is shown in Fig. 5.

The preliminary version of the system has been implemented for a part of the
ontology shown in Fig. 1, which corresponds to a superclass Electrical Conduction
Disturbances, ECD. Our experience concerning the use of syntactic pattern recog-
nition in similar projects (e.g. in a project of constructing a system for an analysis of
an auditory brainstem response, ABR [8]) shows that in case of extending the scope
of an application domain of the system an enhancement of a formal model is usually
necessary. Fortunately, such an enhanced model based on context-free dynamically
programmed grammars and automata, a DPLL(k) model, has been constructed re-
cently at IT Systems Department, Jagiellonian University in Cracow [7,9]. The next
results of the research into the System for Teaching ElectroCardioGraphy, STECG
will be a subject of further publications.
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Blood Flow Modeling in a Synthetic Cylindrical
Vessel for Validating Methods of Vessel
Segmentation in MRA Images

Grzegorz Dwojakowski, Artur Klepaczko, and Andrzej Materka

Abstract. The paper presents new concept of validating blood segmentation meth-
ods. The idea is to create a Magnetic Resonance Angiography simulator which can
generate synthetic MRA images based on pattern objects. In order to reproduce
angiographic sequences such as Time of Flight or Susceptibility Weighted Imag-
ing, laminar flow in digital phantoms was modeled. Results were presented and
discussed. Comparison of the new concept with existing validation methods was
carried out.

1 Introduction

Magnetic Resonance Imaging (MRI) is one of the most popular radiology tech-
niques used to obtain anatomical images of the human body [4]. Modern MRI scan-
ners can receive high resolution 3D images with good contrast between different
tissues. In comparison to traditional X-rays or Computer Tomography, MRI is non-
invasive because it does not use ionizing radiation. Another advantage is the number
of different sequences. Using angiographic techniques such as Time of Flight [3]
and Susceptibility Weighted Imaging [18] methods combined together, results in a
full map of veins and arteries [9]. Such a map carries important information about
patient health and can be used in diagnosis and planning surgical operations.

Image segmentation methods are created in order to help physicians in analyz-
ing those complex images [6]. Separating vessels from other tissues can result in
revealing important information. Reconstructing vessel walls may lead to detect-
ing clots, narrowings or other anomalies much faster than without image processing
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Fig. 1 Comparison of standard MRI imaging sequence with described concept

techniques [21]. Although results of blood segmentation algorithms can increase the
scope of knowledge about patient health, they are rarely used in clinics. Diagnos-
ticians cannot rely on segmented images and must make diagnoses based on their
knowledge and medical experience. This is mainly due to problems with validating
results of blood segmentation methods [13]. Their results cannot be compared with
some ground truth pattern. Firstly, after transformation and rasterization of input
data during the imaging sequence, a significant part of information is lost irrevo-
cably. Secondly, there is no method to get precise dimensions of a patient vessel
network. It is not possible to measure such complex structures inside a human body.

In order to use image processing methods for medical purposes there is a need
of creating a reliable validation method. A method which not only allows to eval-
uate the correctness of reconstructed structures but also helps in the process of de-
veloping segmentation algorithms. To meet these requirements we propose a new
method of validation. We want to simulate angiographic imaging sequences using a
computer unit (cf. Fig. 1). This allows us to replace real image data with a 3D dig-
ital model of human vessels. A properly implemented simulator working on known
patterns will create an effective and objective criterion of validation for image seg-
mentation methods.

In standard MRI imaging, contrast is acquired thanks to chemical and physical
differences between tissues. However, in magnetic resonance angiography (MRA)
sequences voxel brightness is also dependent on the position of proton particles
in time. Here, the phenomenon of blood flow is utilized. During the imaging pro-
cess blood is moving in vessels while other tissues are stationary. Therefore, an
appropriate simulation of this phenomenon is crucial for the postulated approach to
succeed.
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At an early stage of this project development laminar flow was modeled and ap-
plied in a simple digital tubular phantom vessel. The reason for this is the existence
of real test objects with exactly the same parameters. After performing blood flow
simulation for digital phantom there is a possibility to measure values obtained in
a physical model and to compare the results. This phantom can be used not only to
test the correctness of blood flow simulation but also to validate results of MRA se-
quences. If successful this could lead to using more complex vessel models, similar
to the ones in a human body.

2 Blood Vessel Segmentation

Image segmentation techniques are used to divide data into regions with common
characteristics. In case of MRA images the purpose is to separate blood vessels
from other tissues. As mentioned earlier, it allows to portray arteries and veins as a
3D model. Data in that form is much easier to be analyzed than 2D cross-sections.
Additionally, segmentation allows to automatically search for risk regions based on
vessel diameter.

There are plenty of segmentation algorithms to choose from [15]. Depending
on which part of the body has been imaged and what types of vessels need to be
detected different methods should be applied. We can divide vessel segmentation
techniques into two main categories: the mathematical morphology approach and
geometrical methods [10]. Algorithms from the first group are considered to be fast
but not very effective. The best example is image thresholding or a more advanced
technique known as region growing. Output images are obtained almost instantly,
but—e.g in cerebrovascular imaging—it is impossible to separate small veins from
white matter or even from the bone. There are more advanced morphology methods
such as watershed segmentation or top-hat.

Algorithms from the second group not only use the voxel brightness level but
also the relative position of neighboring points. Deformable models or generalized
cylinders approach are thought to give accurate results. However, the time needed
to process a high resolution MRA 3D image is very long and the reconstruction of
veins with small diameters (compared to the size of the voxel) is impossible. Base
on experiments, low level geometric methods seem to be more appropriate. Usage
of Hessian matrix to find local direction of white tubular objects is one of these
methods [11].

In order to test various attempts and develop new ones, an image segmentation
application was created. Using implemented image functions and filters there is a
possibility to build and run complex algorithms in a short time. Additionally, thanks
to an intuitive graphic user interface (see Fig. 2) and advanced task tracking system,
changing used parameters or adding new methods to existing process posses no
problem.
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Fig. 2 Graphical user interface of created segmentation software

3 Validation of Biomedical Image Processing Methods

Although some segmentation algorithms results looks promising it is difficult to
perform an objective assessment of their correctness [8]. The Most common method
of validation is relying on medical knowledge and subjective assessment made by
physicians [5]. However, gathered information cannot be used as a reliable pattern
due to uncertainty and poor reproducibility.

The Second group of validation methods is based on physical phantoms. These
artificial structures are mainly used to calibrate MRI scanners, but can also be used
to test results of segmentation methods. This time, the pattern is familiar and com-
parison can be made. This method of validation is much more accurate, but has its
drawbacks. Physical phantoms are expensive and, so far, there is no structure similar
to the real blood network. This is a result of complicated topology and small vessel
diameters.

The third group consists of digital phantoms. Similarly to physical structures they
provide a priori known and measurable reference pattern [1]. A complex geometrical
shape is much easier to create using computer 3D graphics. What is more, they are
much faster and cheaper to create. They can be duplicated with different parameters
and can be used to create large sets of test objects. The only disadvantage is that it
is not possible to use these phantoms in a real MRI scanner.

All three methods have their drawbacks and potentials. An ideal solution seems
to be a combination of all methods. As a pattern we would like to use easy to create
digital objects, with known dimensions and blood flow inside it.

4 MRA Simulation

Problems with validating segmentation results can be solved by an MRA simula-
tor. Simulating movement of blood in vessels allows implementing angiographic
sequences and obtaining images similar to those from a real scanner (with noise and
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distortion caused by imaging sequence). Contrary to image acquisition using real
MRI apparatus, the input object is known and can be used as a reference source.

Simulating the physical phenomena of an MRI scanner is a complex problem.
Only a few attempts to this issue can be found in literature [2, 14, 16, 17], but they
work only for static objects. In case of angiographic imaging, these methods cannot
be used because sequences such as Time of Flight (ToF) and Susceptibility Weighted
Imaging (SWI) are based on blood flow in arteries and veins. In ToF, image contrast
is acquired by unsaturated molecules of blood which flows through acquisition vol-
ume in a given time moment. SWI depends on blood oxygenation and uses ampli-
tude and phase gradient echo, with compensated blood flow effect.

5 Blood Flow Modeling

Simulation of laminar flow is performed in COMSOL Multiphysics software by
solving incompressible Navier-Stokes equations. This type of blood movement,
known also as stratified flow, assumes that fluid moves in parallel layers [12] . Each
layer has its own speed and slides past one another so there is no lateral mixing.
Blood flows in one direction. Velocity is greatest in the middle of the cylinder. The
value decreases as we approach the vessel wall. For simulating blood flow in a pipe
this model is sufficient. For more complex structures with many branches and bifur-
cation there is a need to use turbulent model of flow.

To solve flow equations there is a need to set viscosity and density of the liquid.
Based on literature these values for blood were adjusted to 1060 Kg/m3 (density)
and 0.005 Ns/m2 (dynamic viscosity).

The goal of this part of the project is to simulate blood flow in a complex artificial
model of a vessel tree. It cannot be done until it is certain that the simulation is
consistent with the real flow. That is the reason why the geometric shape of a digital
pattern should be uncomplicated and identical to the physical phantom. If successful
this could lead to using vessel models, similar to these in a human body.

Firstly, Geometry objects are created on the model of the Flow Phantom Set
produced by Shelley Medical Imaging Technologies [20]. This Model is compatible
with the high class CompuFlow 1000 MR pump which allows to force and precisely
control the flow in test objects [19].

This Phantom Set consists of 4 straight (Fig. 3a) and 1 U-bend tubes (Fig. 3b).
The geometrical parametrs of the tubes are as follows:

• Straight tubes phantom QA-STV (all tubes are 207 mm long)

◦ 8 mm diameter vessel with 75% sinusoidal stenosis by diameter
◦ 8 mm diameter vessel
◦ 8 mm diameter vessel with 50% sinusoidal stenosis by diameter
◦ 5 mm diameter vessel

• U-bend phantom QA-USV

◦ 8 mm diameter, 44 mm midline radius-of-curvature
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There is no fluid leek through the walls and no deformation caused by flow. This
simplification makes the model easier to implement. Created digital models are an
exact copy of their real equivalents, including details such valves and silicone con-
trol drillings (cf. Fig. 4).

6 Results

Blood flow simulation was performed for both phantom sets. Fluid flow is forced by
setting pressure difference between input (11208 Pa) and output (11148 Pa) bound-
aries [7]. There is no slip allowed through phantom walls. Distribution of pressure
and velocity of particles inside straight vessels are depicted in Fig. 5 and 6. In a
vessel with a 5 mm diameter pressure distribution is linear. According to the the-
ory of laminar flow, highest velocity is obtained in the center of the tube. Moving
towards the wall this value decreases. Based on the laminar flow solution, particle
tracing was performed. The Number of molecules was set to 32. All of them were
defined by density and diameter. At the beginning, all particles are located at in-
put boundary. With time, each element moves towards the exit. All trajectories are
straight lines parallel to the main axis of the vessel. The fastest particles reach its

(a) (b)

Fig. 3 Physical silicon phantoms: a) straight cylinders with stenosis, b) U-bend tube

(a) (b)

Fig. 4 Digital phantoms based on respective real models illustrated in Fig. 3
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Fig. 5 Pressure distribution in 4 tubular phantoms. Value range is 11136–11208 Pa.

Fig. 6 Velocity magnitude in 4 tubular phantoms. Value range is 0–0.18 m/s.

goal in about 2.5 second; ones next to the wall are over five times slower. Results
from this study are relevant to values obtained in laminar flow simulation.

Similar situation can be observed for a second straight tube of 8 mm. The main
difference is time of flight of particles in the middle of the tube which equals 1.19
seconds. These values are relevant to the theory where local velocity depends on
distance from the edge of the vessel.

Next two phantoms contain sinusoidal stenossis. Parameters of the flow are still
the same. Due to narrowing, pressure distribution is no longer a linear function.
Although in a phantom with 75% stenosis values of magnitude velocity are similar
to those in a straight tube, small acceleration is visible in the narrowing region.
The fastest particle reaches a distance of 207 mm in 1.25 s which is 0.06 slower
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Fig. 7 Particle trajectories in vessel with 50% stenosis by diameter

Fig. 8 Velocity magnitude in U-bend phantom. Value range is 0–0.12.

than in previous test. In the case of a vessel with 50% narrowing (Fig. 7), pressure
applied on the particles before reaching stenosis is almost constant and equals the
input parameter. Velocity magnitude is no longer a constant value. It changes from
0.2 m/s in the input section to about 0.4 m/s in the middle of stenosis. Time of the
flow is much longer and equals 1.79 s. After the narrowing, the density of particles
is higher because they do not return to their previous positions. The final U-bend
phantom is different from previous 4 tubes. It is much longer and bent to an angle
of 180 degrees. Because of the lack of narrowings, pressure is a linear function.
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Time of flight for the particles in the middle equals 3.55 s. In the curve section
small deviations from the central axis can be observed in the molecules trajectory
(cf. Fig. 8).

7 Conclusion

A new concept of validating blood segmentation methods was presented. The idea
was compared with existing methods. For the purpose of implementing angiographic
sequences blood, flow was simulated in digital phantoms specially created for this
project. Expected values and 3D coordinates were gathered and will be used in
future validation process. Although much work still needs to be done, this report
brings us closer to the final goal of a project—an MRA Simulator

Acknowledgements. This paper was supported by the Polish National Science Centre grant
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Swarm Optimization and Multi-level
Thresholding of Cytological Images for Breast
Cancer Diagnosis

Marek Kowal, Paweł Filipczuk, Andrzej Marciniak, and Andrzej Obuchowicz

Abstract. This paper presents a novel approach for multi-level thresholding of cy-
tologic images. Typically, thresholding is applied in order to segment the image into
regions of interest or objects, each having a high level of homogeneity in some pa-
rameter such as luminance. Homogeneous regions are then used to generate a set
of features discriminating categories occurring in a given diagnostic problem. In-
stead of homogeneity measure, our approach uses a classifier to evaluate the quality
of segmentation solution directly. The candidate solutions (sets of threshold val-
ues) are generated with use of the stochastic swarm intelligence-based metaheuris-
tics. Experimental results demonstrate the promising performance of the proposed
classification-driven segmentation in application to breast cancer diagnostics.

1 Introduction

Recently there has been an increase in interest in computer-aided cytology. Several
researchers have studied the segmentation of cytological images of breast tumors,
proposed new features or classification algorithms [6, 7, 10, 13–16, 21].

Most of the contemporary computer-aided cancer diagnosis systems are based on
the assumption that a nucleus of the cell is the place where a breast cancer malig-
nancy can be observed. Hence, it is crucial for any camera-based automatic diagno-
sis system to separate nuclei from the rest of the image. Correct extraction of nuclei
can be very difficult due to noise, nuclei overlapping or high variation of image pa-
rameters (outcoming from changing lighting conditions, tissue staining etc.). In this
paper, a new approach not requiring detection of any real objects (such as nuclei or
cytoplasm) has been proposed.
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We assume that malignancy can be discriminated from the morphometric features
describing homogeneous regions in the image, apart from the fact whether these re-
gions are corresponding to any semantic objects or not. There might be an implicit
mapping between regions determined by clusters in luminance space and classes of
cancer, good enough for practical implementation in diagnostic decision supporting
system. We have made an attempt to find this mapping using three swarm optimiza-
tion algorithms, where the adjustment of thresholding parameters was driven by the
feedback from classifier.

The paper is divided into 4 sections. Section 1 presents an introduction into breast
cancer diagnosis. Section 2 describes the proposed approach and provides basic con-
cepts about swarm optimization algorithms used in this work. Experimental investi-
gations are shown in Section 3. The paper ends with our conclusions.

2 Multi-level Thresholding and Swarm Optimization

Image thresholding is the key technique in image processing field [8, 18, 19]. Fre-
quently, the criterion used to select the optimal set of thresholds is based on the
image histogram [11, 17]. However, histogram-based criteria can not guarantee ob-
taining high diagnostic accuracy. Instead of homogeneity measure a predictive accu-
racy is used to evaluate threshold sets. Objects extracted in this manner usually have
no medical interpretation but hypothesis arises that their morphometric features can
discriminate benign from malignant cases.

Proposed scheme of threshold evaluation is similar to wrapper strategy usually
applied to feature selection [12]. In the first step, threshold set to be evaluated is
applied to segment 225 benign and 225 malignant images. Next, segmented objects
are measured using 3 features: ratio of the area of the region to the total area of the
image, ratio of the perimeter of the region to the sum of perimeters of all regions,
ratio of the Euler number of the region to the sum of Euler numbers of all regions.
For each image n f = 3(K + 1) features are calculated, where K is the number of
thresholds. Finally images are classified using k-nearest neighbors (kNN) classifier
with parameter k = 7 chosen experimentally [2]. Predictive accuracy of kNN clas-
sifier was estimated using the n-fold cross-validation technique [3]. The fold was a
set of 9 images representing 1 patient. This means the images belonging to the same
patient were never at the same time in the training and testing set.

Searching for optimal thresholds is NP-hard problem and classical methods are
applicable only when the set of thresholds is small enough. Moreover, since the
wrapper strategy must train classifier 50 times (because cross validation is used)
for each threshold set, the evaluation of objective function becomes computation-
ally very expensive. To overcome this problem swarm intelligence (SI) algorithms
as searching strategies are applied to find optimal thresholds [1, 4, 20, 22]. Three
promising algorithms, i.e., ant colony optimization (ACO), honey bee mating opti-
mization (HBMO) and firefly algorithm (FA) were chosen to solve the problem and
are described in detail further in this section.
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2.1 Ant Colony Optimization

In the early 1990s, ACO was introduced by Marco Dorigo [4] as a novel nature-
inspired meta-heuristic, which underlying idea was to use several constructive com-
putational agents simulating the behavior of real ants. While an isolated ant moves
practically at random (exploration force), an ant encountering a previously laid
pheromone trail can detect it and decide with high probability to follow it and con-
sequently reinforce the trail with its own pheromone (exploitation force).

After initialization of pheromone values, the main loop consists of three iterative
main steps. In the following, we give a more detailed description of ACO applied to
the problem of multi-level image thresholding.

Initialize. At the start of algorithm, parameters are set, i.e. all pheromone
values are initialized to a value τ0 and stopping criterion is established.

Construct Ant Solutions. A set of m ants constructs candidate solutions
to the problem. Each candidate solution is composed of solution components c j

i ,(i =
1, . . . ,L−1), that are instantiations of binary random variables ( j ∈ {0,1}). A solu-
tion component c1

i indicates that threshold tk,(k = 1, . . . ,K) is selected at i-th level of
histogram, while c0

i indicates that it is not. Each solution component c1
i is associated

with pheromone trail τi. A solution component c1
i is chosen with probability

pi
(
c1

i

)
=

τi

∑ j τ j
. (1)

To meet the cardinality constraint of the number of thresholds (i.e. #(c1
i ) = K),

candidate solutions are constructed as follows. First, the probabilities pi (ci) ,(i =
1, . . . ,L− 1) are calculated for all components c1

i . Then, pseudo-random numbers
Yi ∈ (0,1),(i = 1, . . . ,L− 1) corresponding to solution components are drawn from
the standard uniform distribution. Finally, the random variable Zi = pi−Yi is calcu-
lated and K components corresponding to maximum realizations of Zi are chosen.

Once all candidate solutions are constructed, they are evaluated according to the
objective function. The value of best solution Tbs is stored in memory as best-so-far
solution. Tbs can be updated in the subsequent iterations with the value of the solu-
tion obtained as current iteration best solution, if it has a better objective function
value.

Apply Local Search. Once the best-so-far solution Tbs is established, it is
further improved by applying local search based on the single-flip neighborhood.
In the single-flip neighborhood a solution T = (t1, t2, . . . , tK) is a neighbor of T ′ if
they are different in exactly one variable t. In addition, we assumed that the variable
realizations in neighboring solutions must differ by a value of 1 . This means that in
case of M-level thresholding, 2M neighboring solution to Tbs is evaluated.

Update Pheromone Trails. The pheromone update rule is based on elitist
strategy, which is popular ACO-variant and consists of two parts. First, a pheromone
evaporation, which uniformly decreases all the pheromone values is performed. Sec-
ond, the best-so-far solution from the current or earlier iteration is used to increase
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the values of pheromone deposit on solution components that are parts of best solu-
tion. The update rule is given by:

τi j ← (1− rho)τi j +wF(Tbs) (2)

where ρ ∈ (0,1] is a parameter called evaporation rate, F stands for quality function
and w is weighting parameter.

2.2 Honey Bee Mating Optimization

HBMO algorithm belongs to the general class of SI methods that models the behav-
iors of social insects. It is inspired by the marriage behavior of honey-bees [1, 5, 9].
A mating process starts with a dance performed by the queen who then flight far
from the nest. Drones follow the queen and seven to twenty drones can mates with
her. When the queen lays eggs, she fertilize some eggs by injecting at random a
mixture of the sperms stored in the spermatheca.

In order to develop the algorithm, some simplifications was introduced to the
model of mating procedure. Population of drones D = {D1,D2, . . . ,Dnd} is gen-
erated once at the beginning of the algorithm and does not change during the al-
gorithm. In contrast to the original HBMO algorithm it was decided to ignore the
brood care role of workers during reproduction procedure. The mating flight starts
with the queen Q initialized with some speed S(0). The flight is continued until the
spermatheca of capacity ns is full or the speed drops below given threshold Smin and
then the queen returns to the nest. After each mating iteration, the queen’s speed is
reduced according to the following formulae:

S(k+ 1) = αS(k), (3)

where α ∈ [0,1] is the decreasing factor. Subsequent drones involved in the mating
process are chosen randomly with uniform distribution from the set D. The proba-
bility of adding the sperm of selected drone Drand to the spermatheca of queen Q
(successful mating) is given by annealing function:

P(Q,Drand) = e
−| f (Q)− f (Drand )|

S(k) , (4)

where f (Q) and f (Drand) are the objective function values of the queen and the
randomly chosen drone respectively. When the mating flight is over the queen starts
laying nc eggs and fertilize them by randomly selecting with uniform distribution a
sperm from the queen’s spermatheca. The brood B j is generated by modifying the
queen’s genome using the following equation:

B j = Q+β (Prand−Q), (5)

where B j = [B1
j ,B

2
j , . . . ,B

c
j] is the j-th brood, Prand is the randomly selected drone’s

genome from the spermatheca, β ∈ [0,1] is the randomly generated value with
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uniform distribution during each breeding process and c is the size of the genome.
In the next step, nm randomly selected broods with uniform distribution are affected
by the mutation defined by the following formulae:

Bk
rand = Bk

rand± (δ − ε)Bk
rand, (6)

where k and δ ∈ [0,1] are randomly chosen with uniform distribution, ε ∈ [0,1] is
predefined and the + or− sign occurs with equal probability. Finally the brood Bbest

with the highest value of objective function is selected. It replaces current queen if
the objective function of Bbest is higher then the objective function of the queen Q.

2.3 Firefly Algorithm

FA is an optimization technique developed in 2007 by Yang [22]. The algorithm is
inspired by the flashing behavior of fireflies. Each firefly interacts with each other
with certain strength. The attractiveness depends on the light intensity, which is
associated with the objective function, and the distance between the fireflies. It is
assumed that there is no sexual distinction between fireflies. Furthermore, less bright
firefly will always be attracted by brighter one and the brightest firefly will be moved
randomly.

The light intensity I(r) varies according to the inverse square law

I(r) =
Is

r2 , (7)

where Is is the intensity at the source and r is the distance between two fireflies.
Light is absorbed in the media with an absorbtion coefficient γ . The combination of
the inverse square law and the absorbtion can be approximated to avoid singularity
at r = 0 in Is/r2 by

I(r) = I0e−γr2
, (8)

where I0 is the original light intensity. As the firefly attractiveness is proportional to
the brightness seen by its neighbor, the attractiveness function is determined by

β (r) = β0e−γr2
, (9)

where β0 is the attractiveness at r = 0. To determine the distance affecting the attrac-
tiveness between any two fireflies i and j at positions xi and x j Euclidean measure
is used

ri j = ‖xi− x j‖ . (10)

In each iteration less attractive fireflies move to the brighter ones. The movement of
the firefly i at location xi to firefly j at location x j is expressed by

xi(t + 1) = xi(t)+β0e−γr(x j− xi(t))+αεi (11)
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where α is the randomization parameter, and εi is a vector of random numbers. In
this work the vector εi is determined using a random number generator uniformly
distributed in [−0.5,0.5].

3 Experimental Results

T All methods presented in this work were tested on real medical data. For this
purpose, 450 images were collected from 50 patients (25 benign and 25 malignant).
Each patient is represented by 9 images. The number of images was recommended
by the specialists from the hospital and allows for correct diagnosis by a pathologist.

The cytological material was obtained by fine-needle biopsy from patients of the
Regional Hospital in Zielona Góra, Poland. Biopsies without aspiration were per-
formed under the control of ultrasonograph with a 0.5 mm diameter needle. Smears
from the material were fixed in spray fixative (Cellfix by Shandon) and dyed with
hematoxylin and eosin (H&E). The time between preparation of smears and their
preservation in fixative never exceeded three seconds. All cancers were histologi-
cally confirmed and all patients with benign disease were either biopsied or followed
for a year.

The images were recorded by a Sony CCD Iris color video camera mounted
atop Axiophot microscope. The slides were projected into the camera with 160×
objective and 2.5× ocular giving together an enlargement of 400×. Images are un-
compressed TIFF files, 704×578 pixels, 8 bit/channel RGB. Sample images and
thresholding results are presented in Fig. 1. To measure the quality of thresholding
we applied the classification procedure described in Section 2. The three global op-
timization algorithms presented in Sections 2.1, 2.2, and 2.3 were involved to find
optimal threshold values and compared for their performance (classification rate).
To determine the optimal number of thresholds N∗ the testing procedure was per-
formed for N = 2, . . . ,10. The relationship between the number of thresholds and
discriminative power of extracted features is shown in Fig. 2.

To compare the performance of the algorithms we use the number of objective
function evaluations. Bearing in mind that all investigated methods are stochastic
global optimization algorithms, we performed 10 replications for each algorithm
and each number of thresholds. To keep the computational effort constant the length
of each repetition is set to 500 objective function evaluations. The parameters of the
algorithms have been adjusted in the process of preliminary testing and their values
are as follows:

ACO population of ants = 10, w = 2, ρ = 0.01, τ0 = 0.5,
HBMO population of drones = 100, ns = 50, nc = 25, nm = 3, α = 0.98, ε = 0.5,

S(0) = 1, Smin = 0.05,
FA population of fireflies = 20, γ = 0.0001, α = 10.

Objective function values for the best found solutions and their median over 10 runs
for all compared algorithms are presented in Table 1.
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Fig. 1 Original images (left), and sample thresholding results for N = 5 (right)
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Fig. 2 The best achieved classification results depending on number of thresholds
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Table 1 The best and median (in brackets) objective function values obtained from 10 runs
for number of thresholds N from 2 to 10 using ACO, HBMO and FA algorithms

N ACO HBMO FA 11T

2 0.8356 (0.8222) 0.8311 (0.8200) 0.8422 (0.8222) 11T
3 0.8511 (0.8433) 0.8556 (0.8422) 0.8556 (0.8311) 11T
4 0.8600 (0.8500) 0.8556 (0.8378) 0.8711 (0.8533) 11T
5 0.8822 (0.8589) 0.8556 (0.8411) 0.8756 (0.8667) 11T
6 0.8667 (0.8522) 0.8622 (0.8444) 0.8733 (0.8611) 11T
7 0.8667 (0.8456) 0.8578 (0.8356) 0.8689 (0.8378) 11T
8 0.8778 (0.8556) 0.8622 (0.8378) 0.8622 (0.8389) 11T
9 0.8711 (0.8511) 0.8600 (0.8411) 0.8644 (0.8356) 11T

10 0.8511 (0.8444) 0.8467 (0.8367) 0.8400 (0.8133) 11T

4 Conclusions

In the performed real-data experiment, the adjustment of segmentation parameters
was driven by the feedback from classifier. The preliminary results indicated by high
prediction accuracy seems promising. Application of kNN classifier allowed to find
optimal number of thresholds, above which the results are worsening. The satisfac-
tory explanation of this fact can be the curse of dimensionality. Increasing amount
of irrelevant information has a serious influence on convergence of distances for any
given pair of instances in feature space, what is reflected in k-NN classifier results.
Further research should be performed in order to find better quality feature space.
For example, the current feature set can be extended (or replaced) with another mor-
phometric, topological or texture features.
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(ed.) Image Processing and Communications Challenges 3. AISC, vol. 102, pp. 295–
302. Springer, Heidelberg (2011)

7. Filipczuk, P., Kowal, M., Obuchowicz, A.: Breast fibroadenoma automatic detection us-
ing k-means based hybrid segmentation method. In: Proc. IEEE International Sympo-
sium on Biomedical Imaging: from nano to macro, ISBI 2012, Barcelona, Spain, pp.
1623–1626 (2012)

8. Gonzalez, R.C., Woods, R.E.: Digital Image Processing. Prentice Hall, New Jersey
(2001)

9. Horng, M.-H.: A multilevel image thresholding using the honey bee mating optimization.
Applied Mathematics and Computation 215, 3302–3310 (2010)
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Detecting Overlapped Nuclei Regions
in the Feulgen-Stained Cytological Smears

Bogusław D. Piętka and Annamonika Dulewicz

Abstract. Projects related to clinical implementation of computerized image pro-
cessing in cytology face a common problem of distinguishing between artifacts and
the objects of interest which should be measured and analyzed. Secondary Screening
Instruments are computerized devices used to detect possible presence of cancerous
or precancerous cells and, independently or in collaboration with pathologist, select
slides for additional manual review. In order to do the work efficiently they have to
detect actual abnormalities distinguishing them from artifacts in the form of over-
lapping cells or nuclei. The paper reports a trial approach to perform this important
discrimination.

1 Introduction

The potential benefit of Secondary Screening Instruments (SSI) is that they increase
the overall sensitivity of a cytological screening by detecting the presence of pos-
sible abnormalities missed during a primary screening. Be-cause primary screening
(i.e. first time examination of a slide) is not 100

Most projects related to clinical implementation of computerized image process-
ing in cytology face a common problem of distinguishing between artifacts and
the objects of interest which should be measured and analyzed. Since most of al-
gorithms for cancer cell identification rely on some kind of abnormality detection,
artifacts left in a sample would generate too many undesired, false-positive alarms,
making such a system impractical.
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Generally, artifacts are undesired objects or phenomena influencing the appear-
ance of a smear and obstructing, or even preventing, proper analysis of important
factors of cytological sample. Several examples of the artifacts are presented in Fig.
1.1.

Fig. 1.1 Examples of the artifacts found in a cytological smear (Feulgen-stained urine sample

Although there are different types of artifacts, in this paper we are focusing on
just one, particular sort of them; two overlapping nuclei (Fig. 1.2).

Fig. 1.2 Examples of particular type of artifacts in the form of two normal (non-cancerous)
overlapping nuclei

2 Searching for Textural Markers of the Overlap

In the case of evident nuclei overlap it is relatively easy for a human ob-server to
distinguish two regions of different textural nature (Fig. 2.1). Let us try to find some
objective, quantitative indicators of the occlusion. There are three basic methods
used to describe the texture of a region: statistical, structural and spectral. Since
the structural and spectral techniques are pri-marily used to find a kind of period-
icity, directionality or repetitive pixel arrangement, they are not well suited for the
problem under consideration. Therefore, the only promising approach seems to be
statistical one. Starting from the simplest, first order measures of a region texture,
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the his-tograms h(zi) ( i = 1, 2, . . . N, zi = 0, 1 . . . N-1, N = 256) of the two distinct
areas (AuB and C) from figure 2.1 are computed (Fig.2.2). Actually, prior to his-
togram calculation, all images are normalized by means of the contrast stretching to
saturate the bright background (255).

Fig. 2.1 An example of manually selected regions used for studying the overlap phenomenon

In general, intensity distributions of regions A and B are computed sepa-rately.
Since our experiments proved they are highly similar, it was decided to combine
them into one region. Thus, we get two histograms describing one, overlapping
object:

HAU B = HA +HB and HC

Fig. 2.2 The image from Fig.2.1 after normalization and grey level distributions of two dis-
tinct areas: overlapped (C-top) and non-overlapped (AuB-bottom)

Although differences between locations of the two histograms on the grey level
axes are clearly visible, they do not constitute sufficient overlay indica-tion. They
are not even the most essential for the overlap identification. For example, a single
malignant nucleus also tends to have its histogram shifted to the darker grey levels
as a result of increased presence of heterochromatin (Fig. 2.3). However, we have
noticed statistical significance of the higher order central moments of the histograms
in distinguishing such cases from the overlaps.
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Fig. 2.3 Suspicious nucleus and the grey-level distribution of its dark region

To construct objective statistical descriptors of a texture, four parameters of the
grey-level distribution were computed. In addition to the mean value μ they were:
variance, skewness and kurtosis according to the following formulas:

σ2 =
1

N− 1

N

∑
i=1

[h(zi)− μ ]2

γ =
1

(N− 1) ·σ3

N

∑
i=1

[h(zi)− μ ]3

δ =
1

(N− 1) ·σ4

N

∑
i=1

[h(zi)− μ ]4

where the mean value μ is defined as

μ =
1
N

N

∑
i=1

[h(zi) · zi]

and N = 256 is the total number of grey levels in the histogram.
Fifty image samples for each of the three area types (normal, dark-malignant

and overlapped) were collected, processed and the resulting data supplied to un-
supervised clustering algorithm. Our goal was not to perform precise discriminant
analysis but to discover any general patterns that may be present in the collected
data set.

3 Experimental Results

In the very beginning of the data analysis process it was found that the mean value
of the histograms has the lowest discrimination power in comparison with others.
Therefore, it was decided to perform unsupervised clustering of the data basing only
on the three descriptors: variance, skewness and kurto-sis. Moreover, since the goal
of the investigations was to get some qualita-tive knowledge about the phenomenon
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we are going to show the results graphically. For this purpose the KlustaWin soft-
ware package was used that is able to perform different kinds of data clustering and
present the results as a two or three-dimensional scatter-plots [5]. The software is
an open-source project for scientific purposes.

It may be informative to see the scatter-plots from three different perspec-tives
(Fig. 3.1-3.3) where selected histogram parameters were assigned to the X, Y, Z
axes as follows

σ2 =⇒ X (variance)

γ =⇒ Y (skewness)

δ =⇒ Z (kurtosis)

Numerical values of the data on every axis were normalized to the same range 0-1.

Fig. 3.1 2-D scatter-plot as can be seen from variance-skewness surface perspective

From the perspective of variance-skewness surface it is impossible to clearly dis-
tinguish any clusters. However, perceptive observer would draw a divi-sion line or-
thogonal to X axis at approximately x=0.55. The zones created in this way represent
overlapping textures (left) and non-overlapped regions (right).

It may be easily noted that the scatter-plot from Fig. 3.2 (variance-kurtosis)
demonstrates much better separation than that from Fig. 3.1 (variance-skewness),
and mainly thanks to the kurtosis (Z axis). This surface is best suited for distin-
guishing between dark-malignant regions and overlapped regions which usually
have high density as well. Finally, the last scatter-plot in Fig. 3.3 is definitely the
best one. It seems that the pair of descriptors skewness-kurtosis would be enough to
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Fig. 3.2 2-D scatter-plot as can be seen from variance-kurtosis surface perspective

Fig. 3.3 2-D scatter-plot as can be seen from kurtosis-skewness surface perspective

obtain very good separation between the three kinds of textures under study. Sus-
picious textures are characterized by the high kurtosis (cluster on the right). On
the other hand, non-overlapped textures histograms have wide tails implicating low
values of the kurtosis. To get an impression of the data distribution in full three-
dimensional space there is a 3-D scatter-plot shown in Fig. 3.4 below.



Detecting Overlapped Nuclei Regions in the Feulgen-Stained Cytological Smears 627

Fig. 3.4 3-D scatter-plot combining all three parameters; variance, skewness and kurtosis

4 Summary

It was found useful when describing textural features of nuclear overlaps to divide
the problem into two distinct levels of complexity. First, in every ini-tially extracted
object, a trial is performed to divide the total area into two regions with differ-
ent textural properties. If the division may be performed successfully, a detailed,
histogram-based analysis of the textures is conducted to identify overlapping re-
gions.

Since it was just an initial approach to solve the problem, the regions were ex-
tracted manually and then subjected to computer analysis by means of image proc-
essing tools. It was shown that combination of properly selected descriptors of the
region texture (skewness and kurtosis) can perform quite good separa-tion in the
data space. Simple reclassification based on the centroids of the clusters (Fig. 3.4)
is presented in the table below (Fig. 4.1).

Unfortunately, at this particular moment we have not finalized the task of design-
ing a fast and reliable procedure for automatic segmentation of the whole object
which is necessary to complete the task. The work is under progress and will be the
subject of a paper in near future.
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Fig. 4.1 Results of the sample textures reclassification (150 items)
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Density Invariant Detection of Osteoporosis
Using Growing Neural Gas∗

Igor T. Podolak and Stanisław K. Jastrzȩbski

Abstract. We present a method for osteoporosis detection using graph representa-
tions obtained running a Growing Neural Gas machine learning algorithm on X–ray
bone images. The GNG induced graph, being dependent on density, represents well
the features which may be in part responsible for the illness. The graph connects
well dense bone regions, making it possible to subdivide the whole image into re-
gions. It is interesting to note, that these regions in bones, whose extraction might
make it easier to detect the illness, correspond to some graph theoretic notions. In
the paper, some invariants based on these graph theoretic notions, are proposed and
if used with a machine classification method, e.g. a neural network, will make it pos-
sible to help recognize images of bones of ill persons. This graph theoretic approach
is novel in this area. It helps to separate solution from the actual physical properties.
The paper gives the proposed indices definitions and shows a classification based on
them as input attributes.

1 Introduction

Osteoporosis is a now a frequent illness. It strikes mainly female population. Treat-
ment is long, usually life-long, with abnormally high costs. An early diagnosis is of
the utmost value. Due to aging society, osteoporosis is becoming more a and more
prevalent illness.

Several methods, which are based on X–ray images, micro–tomography, and
some which are invasive. The main objective of this paper is to propose a novel ap-
proach to the analysis of tomography images which computes some invariants based
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on a graph representations of 3-D images. This approach uses first a Growing Neu-
ral Gas (GNG) machine learning algorithm to obtain the graph, then graph–theoretic
methods to compute the invariants. In the end, other machine learning methods are
used to classify images.

1.1 Background and Motivation

Osteoporosis is defined as “a systematic skeletal disease characterized by low bone
mass, deterioration of trabecular architecture and increased fragility of bone” [13].
Main methods to assess the fracture risk are based on densitometric measurements:
Bone Mineral Density and Content (BMD, BMC) since the decrease of bone mass
is the most frequent observation.

In a density measurement we find a deviation from population mean of the bone
density. However, this method it is feasible to detect advanced osteoporosis, be-
cause in early stages of disease density does not decrease noticeably. Even though
decreased BMD is said to be the primary symptom, very frequently patients with
normal BMD have their bones fractured. Early diagnosis of is crucial, since changes
in bone structure are often irreversible.

The current, image recognition based, methods compute several factors which
may help to quantify the bone structure. Among them node-number, node-to-node
strut count, terminus-to-terminus strut count, node to terminus ratio, trabecular bone
pattern factor, structure model index, structural anisotropy measures, and several
others. Most are based on the image recognition using segmentation, dilation, and
other similar methods (see, e.g. [7, 8, 11]). Recently, topology based methods are
also employed [1].

1.2 Contributions and Organization of This Paper

The main objective of this paper is to suggest an alternative approach to the problem,
which may yield new method for detection early bone changes. It is in part a graph
theoretic approach (as, e.g., suggested in [12]), but we propose here a novel method
to obtain such a graph using a machine learning methodology. We believe that the
proposed approach will provide methods to assess risk of osteoporosis earlier than
it is possible now.

Most of the methods used now try to extract, from images, some physical values,
which are then used for a classification process. We want to find a solution which
is based on more abstract and holistic measures of the bone structure. Using GNG,
a graph representing bone is obtained, and then some theoretical measures of it are
found. Since this is a different approach, we believe that if it shall be added to the
current systems, a substantial growth of classification accuracy will be obtained. It
is even more significant, because it is not clear what are the main factors indicating
early osteoporosis. In the long run our goal is to build detector of early changes in
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bone, and the first step is building density invariant classifier of bones afflicted with
osteoporosis.

In the work below first present how the extraction of graph is performed, then
describe all the proposed invariants, then present our experiments and the future
work.

2 Preliminaries

It is important to make the basic distinction in the structure of bone, which consists
of shell and inner part, both responsible for its strength and endurance. We have
taken bone density measurements using X–Ray scan, as in Fig. 1, where brightness
of the pixel reflects its density measured in g/dm3. We shall investigate the topolog-
ical structure of the bone, which agree with its physical properties. X-ray scans are
noisy, and it may not be easy to extract 3D information from them.

Fig. 1 An X-Ray of a healthy and a bone with osteoporotic changes

2.1 Growing Neural Gas Algorithm

For this purpose we have used Growing Neural Gas algorithm, an unsupervised
clustering algorithm proposed by Fritzke [5]. Let some process P generate points
in K-dimensional space. A GNG model is a graph composed of nodes, each with
a reference vector w in the K-dimensional space and an error attribute, and edges
which connect some nodes. Each edge has an age attribute. For each data x, the al-
gorithm finds the first n f and second ns nearest nodes. All nodes emanating from n f

have their age increased. If the nodes are not connected, an edge is added, otherwise
it’s age is set to 0. Edges with age higher than some maximum set, are removed.
Nodes n f and ns are moved towards x by ε f and εs fractions, respectively. Error of
n f is increased by factor ‖x−wf‖2.
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Every given number of epochs a node nq with highest error is found, and a new
node is added between nq and one of its connected neighbors with highest error. This
corresponds to adding nodes in areas of high density. Using such procedure, a GNG
clusters the data space into separate clusters described with connected components.

Using GNG is justified by its theoretical properties which were crucial for our
research. To name the most important, the graph resulting from GNG is in strong
correspondence with original object’s physical strength [6]. Therefore, the resulting
graph reflects density distribution and physical links between bone elements. The
resulting graph is spatial, because it also carries position information. Even more
important, every point in our 3D space also possesses density attribute, therefore
density of a vertex in GNG graph will be equal to weighted average density of
points in its neighborhood. Let G = (V,E) denote graph output from GNG. Now φv

is a vertex density and vx/y/z is it’s position in X–ray space.
It was crucial to produce high-resolution graphs in order to capture subtle holes

and irregularities in bone structure. Unfortunately, original GNG implementation
was much too slow to meet our aims. We have implemented GNG in C++ with Rcpp
port to R, using very fast implementation suggested by Fiser [3]. Procedures respon-
sible for searching for the closest nodes, and biggest error were the bottlenecks of
the original implementation. Thanks to Uniform Grid and Lazy Heap structures, we
can bring down running time of one query to O(1). This implementation scales very
good with the number of nodes, therefore we managed to produce high-resolution
graphs.

3 Methodology

Before diving into the details, we shall give some intuition behind the research. Ev-
erything in nature that is in general sense symmetrical and regular, is good. We have
assumed that throughout all healthy bones, there are maintained invariant of density
and shape properties, like regularity, number of components, etc. Our experiments
have proven this assumption, see Fig. 2. All bones, that we have examined, share
some general way of organization. E.g., it is well known that healthy bone structure
is anisotropic (see e.g. [10]).

First the exterior and interior parts are extracted, then processed separately, since
they have significantly different biological structure. Afterwords 3D points were fed
into GNG algorithm sampled accordingly to density measured by X–Ray. Then a
set of graph measures selected for this problem are computed. These are the indices
which we claim to be useful for later ill/healthy classification. Using these indices,
a training set is built, which is later used with some machine learning approach.
To prove that these indices are invariant of densities, we have standardized bone
densities of healthy and ill patients. Different different classifiers were used at the
end.
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Fig. 2 GNG graphs of an ill and a healthy bone — notice changes in structure

3.1 Extraction

Since denser points will be more significant for GNG, we need to proceed very
carefully with extraction not to include very dense shell areas in the inner part of the
bone. The objective is to get rid of X–ray noise and separate, with strong confidence,
bone into data sets (see Fig. 3). To achieve the separation, we fit a two Gaussian
distributions sum model using Expectation–Maximization EM method to obtain a
rough separation.

Fig. 3 Extraction steps described in the text

In the second step generalized convex hull is fit to the inner part, with points close
to the edge removed. They can be dense hindering the exposure of more interesting
inner substructure and holes by GNG. The last step consists of fitting Gaussian
distribution to each coordinate and density and removing unlikely points — in fact
we compute a bounding box for the bone in four dimensions. Processing of the shell
part follows roughly the same schema.

GNG parameters were fitted experimentally to obtain fast convergence. Actually,
the graphs obtained proved to be highly independent of parameter values. Along
with the spatial information about a point, we attach probability of its occurrence.
One could use linear scaling to range [0,1], however it’s use results in a healthy
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person graph being poorly connected, because of very dense parts that would have
very high probability of occurrence. Having this in mind, we used scaled sigmoidal
function

p(x) =
1

1+ e−β x
, β =

1
threshold

ln

(
α

1−α

)
, (1)

where β is fitted to maintain invariant that 70% most dense points have got α or
bigger probability function. Threshold is found by fitting density function to points’
density histogram, while α is picked during the experiment. Points are sampled by
GNG algorithm according to this probability.

In the next step, using the graph representation, we compute some quantities, that
in our view describe well the topological structure of GNG graph.

3.1.1 Interior/Exterior Densities

Because we cannot make indices completely independent of density, we feed into
the classifier densities of the bone. Hopefully, it will be able to learn to scale other
indices accordingly.

3.1.2 Graph betweenness and Graph Communities

Healthy bone structures are much more regular. A graph’s edge represents the like-
liness that two vertices represent the same cluster in a bone. Therefore, densely
connected sub-graphs represent separate biological substructures of a bone. Thus,
we want to measure the number of bridges (i.e. edges whose removal increases the
number of connected components) in the graph, which is correlated with the number
of dense substructures in the bone.

Naturally, bridges are very unlikely to occur in a densely connected GNG, there-
fore we measure generalized bridges, that is edges with high number of shortest
paths that cross them, i.e. the edge betweenness, see Fig. 4. Similarly we can find

Fig. 4 Edge betweenness visualization of an osteoporotic bone (on the left) and a healthy one
(on the right). These are the most important edges in the bone, also revealing the underlying
structure of the bone. This structure differs noticeably in an ill bone
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number of graph communities, i.e. densely connected sub-graphs. We have used
fastgreedy.community() procedure from the igraph package in R [9].
Community membership, see Fig. 5, induces partition of the graph. Both measures
are strongly correlated with the bone overall health, whereas are not affected by
density, but rather by density distributions.

Fig. 5 Communities found for an osteoporotic and a healthy bone

3.1.3 Generalized Vertex Degree

The most basic graph measure is the degree sequence. GNG actually performs a
bone triangulation, therefore we need a more generalized version of vertex degree
to overcome this difficulty. Let du,v denote Euclidean distance of two nodes. Let R
be a constant radius of sampling sphere. We define

Bv = {u : du,v ≤ R}, (2)

and now we may define a generalized vertex degree as d̂v = #Bv.

3.1.4 Ball Density

Similarly, we compute distribution of ball density. We take the defined above Bv and
treat neurons found in this ball as "samples" of density of the ball of radius R. We
fit a cube into our ball, and partition it into 27 identical cubes (3× 3× 3). Let c be
the center point of a cube. For Bv cube density (see Fig. 6) is defined as

φsubcube =
∑u∈subcube φu ∗ exp −du,c

R

∑u∈subcube exp du,c
R

. (3)

Now the generalized density is defined as

φ̂u =
1

27 ∑
subcube∈cube

φsubcube. (4)
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Let μ denote mean of φsubcube. We also define hu – ball homogeneity as

hu = max
(
(φsubcube− μ)2) . (5)

Fig. 6 Generalized ball density distribution in healthy and ill bones. Ill bones have skewed
distributions due to higher number of very dense regions

3.1.5 Opposite Nodes Path Lengths

For the inner part slices we find nodes which lie on the border and then find the
shortest paths between opposite nodes. This can be quickly computed using the
igraph package functions. It appears that the mean shortest path for healthy bones
is lower with lower variance too. This comes from the fact, that ill bones have lower
homogeneity.

4 Experiments and Results

We have processed and extracted around 2000 X–Ray scans, approximately 200
per person. One measurement consisted of randomly picked 15 scans formed into
a 3D point cloud. Using randomized α parameter and different density scaling we
obtained almost 700 samples for machine learning algorithm.

Each training example consisted of a vector of the following values, all computed
from graphs (all normalized): density means and variances (both inner and outer
parts), bridge number means and variances (inner/outer), number of communities
(inner/outer), ball density mean and variance (inner), ball homogeneity and skew-
ness (inner), generalized vertex degree (inner) opposite nodes mean path lengths and
variances (inner). Some of them mirror the bone’s density, some show the graphs
connectivity, some are based on the paths found in the graph.

Edge weights are one of the cornerstones of the methodology described in this
paper because, as it can be seen from the theoretical properties of GNG graphs,
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short edges are likely to connect nodes belonging to some common dense regions.
In indices like edge betweenness, communities, or ball density, edges play a major
role.

We have used vectors of computed indices as an input for a learning algorithm.
To compare generalization, we used different classification schemes: feed-forward
neural networks, SVM’s, decision trees and random forest, see Tab. 1. To assess
accurately the generalization error, we used the Efron’s “.632 estimator” [2], com-
puting each experiment for 100 bootstrap experiments. This approach pulls down
the optimism of a cross–validation.

Table 1 Experiment results

Training algorithm Err(.632) generalization error

nnet feed-forward neural network 0.096
RSNNS feed-forward neural network 0.080
Support Vector Machine radial kernel 0.140

linear kernel 0.150
rpart decision trees 0.160
random forest 0.150

It must be noted, that these are results which completely do not use any densito-
metry. Actually, the bone densities in the experiment were artificially standardized,
so that the system would use rather the GNG structure description, not actual den-
sity values. The actual osteoporosis detection systems arrive at a 92–95% detection
rate. Our system is not far behind.

5 Future Work

It is a report from an ongoing work. The main objective is to find measures which
will make it possible to predict whether a person, while still healthy, may be sus-
ceptible to some form of osteoporosis. The now used methods are able to detect the
illness only when it is already at a fully developed stage. The possible treatment is
then only symptomatic.

We believe that the proposed approach, if used together with current methods,
will pull up the correctness rate of osteoporosis detection. We want to extend this
work in the direction of detecting people’s liability to this illness, long before the
actual symptoms become to be seen.

The authors wish to express their thanks to P. Dlotko and Z. Tabor for making
their image databases available to us.
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Cost Sensitive Hierarchical Classifiers for
Non-invasive Recognition of Liver Fibrosis Stage

Bartosz Krawczyk, Michał Woźniak, Tomasz Orczyk, and Piotr Porwik

Abstract. Liver Fibrosis caused by the Hepatitis Virus type C (HCV) may be a seri-
ous life-threatening condition if is not diagnosed and treated on time. Our previous
research proved that it is possible to estimate liver fibrosis stage in patients with
diagnosed HCV only using blood tests. The aim of our research is to find a safe
and non-invasive but also inexpensive diagnostic method. As not all blood tests are
equally expensive (not only in meaning of money, but also time of analysis), this ar-
ticle introduces a Cost Factor to the hierarchical classifiers. Our classifier has been
based on a C4.5 decision tree building algorithm enhanced with a modified EG2
algorithm for maintaining a cost limit.

Keywords: machine learning, cost sensitive classification, hierarchical classifier,
decision trees, multi-stage pattern recognition, medical informatics, liver fibrosis.

1 Introduction

According to the Polish National Institute of Hygiene about 730 thousand people
living in Poland is infected with the Hepatitis Virus type C. This liver disease often
leads to a condition called liver fibrosis, which in its final stage may cause a liver
cirrhosis - a serious life-threatening condition. Hepatitis in most cases has a chronic
form, without an inflammation or any other visible symptoms.

For an adequate treatment it is important to estimate the degradation of the in-
fected organ. The liver biopsy is often used as a diagnostic method of choice, but it is
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an invasive, potentially painful and even life-threatening procedure (and because of
that it cannot be repeated in short periods of time). There are also some alternative,
non invasive tests, which can be divided between biological and physical [5]. In the
first group there are tests like ELF® [6, 7] or FibroTest® [3], but they are expensive
commercial products and are not refunded by the Polish National Health Fund. The
second group mainly consists of liver elastography. All the alternative liver fibrosis
diagnostic methods use biopsy as the reference, but it is important to remember that
also this method can give false results in up to 35% of cases [1, 15].

In our previous works we have proven that it is possible to estimate liver fibrosis
stage, basing on a non specific blood tests [8, 10]. The main advantages over the
biopsy of this diagnostic method is the fact it does not require hospitalisation and it
can be repeated in regular periods of time without any damage to the patient. Due to
limited funds for patients examination the cost of examination is also an important
factor, so we have decided to introduce a cost factor into our classifiers. Our goal
is to minimize the amount of expensive and time consuming blood tests without a
noticeable raise of classification error rate. This would ease the doctors’ decision to
send a patient for such examination regularly.

From a technical point of view we have used a multi-stage hierarchical classifier
in the form of decision trees, built using a C4.5 algorithm. For the purpose of includ-
ing a complex cost limiting functionality we have used a modified EG2 formula.

2 Liver Fibrosis Recognition

Liver fibrosis is a condition where fibrous tissue accumulates in the liver. The stage of
fibrosis can be determined by histological examination of liver tissue sample. The re-
sult may be classified according to different scales, but in this article the METAVIR
[2] classification is used. The METAVIR has been specifically designed and vali-
dated for patients with hepatitis C. Accuracy of all classification systems relying on
a histological image of the liver depend on a sample size and doctor’s experience.

For the presented research we acquired a medical data records from 103 patients
of the Gastroenterology and Hepatology Branch of the Independent Public Central
Hospital of the Silesian Medical University.

We have also composed a cost factor basing on an actual financial cost of mark-
ing a particular parameter from blood, which may vary between 5PLN up to over
50PLN, and also on a blood sample analysis time required for marking that parame-
ter, which may vary from less than an hour up to a week. As the condition is chronic
it may be thought that time is not a critical parameter, but if it would be possible to
have a diagnosis within an hour or two it would be possible to diagnose a patient
on an outpatient basis and would also have a positive psychological meaning for a
patient (not having to wait for a days for a diagnosis to come).

Table 1 presents number of examined patients for each fibrosis stage (F0..F4)
and Table 2 presents characteristics of acquired medical records and adopted cost of
marking each of the parameters.
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Table 1 Number of patients with given fibrosis stage [n (%)]

F0 F1 F2 F3 F4
2 34 5 16 46

(2%) (33%) (5%) (15%) (45%)

Table 2 Blood test results characteristics [name / mean (std. deviation) / associated cost].

HB (g/l) 14 (1.80) 1
RBC (106/μ l) 4 (0.69) 1
WBC (103/μ l) 6 (2.35) 1
PLT (103/μ l) 161 (73.08) 1
PT (sec.) 13 (9.99) 6
PTP (%) 91 (17.23) 6
APTT (sec.) 37 (7.29) 6
INR 1 (0.16) 6
ASPT (IU/l) 69 (55.14) 30
ALAT (IU/l) 77 (65.43) 30
ALP (IU/l) 105 (57.70) 5
BIL (mg/dl) 2 (2.42) 6
GGTP (IU/l) 94 (101.31) 5
KREA (mg/dl) 1 (0.24) 4
GLU (mg/dl) 93 (17.44) 4
Na (mmol/l) 138 (3.28) 5
K (mmol/l) 5 (5.74) 5
Fe (mmol/l) 92 (63.51) 5
CRP (IU/l) 5 (28.77) 11
TG (mg/dl) 107 (53.76) 5
CHO (mg/dl) 191 (53.23) 5
Ur. acid (mg/dl) 6 (1.35) 4
TP (g/dl) 7 (0.84) 4
TIBC 316 (95.02) 5
Neutr (103/μ l) 3.42 (1.35) 25
Lymph (103/μ l) 2.05 (0.55) 1
Mono (103/μ l) 0.58 (0.19) 1
Eos (103/μ l) 0.17 (0.13) 1
Baso (103/μ l) 0.03 (0.02) 1
Albu (%) 59.3 (7.04) 5
Glb. Îś1 (%) 2.9 (1.31) 30
Glb. Îś2 (%) 8.8 (2.57) 30
Glb. Îš (%) 10.8 (1.63) 30
Glb. Îş (%) 18.4 (6.89) 30
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3 Cost Sensitive Hierarchical Classifier

The idea behind the multi-stage approach [16] resolves around breaking up a com-
plex decision into several simpler tasks [4]. The decision tree classifiers are the
most popular algorithms devoted to the multi-stage pattern recognition [13]. The
synthesis of such a hierarchical classifier is a complex problem [12]. It involves
specification of the following components:

• design of a decision tree structure,
• feature selection used at each nonterminal node of decision tree,
• choice of decision rules for performing the classification.

The central choice designing a decision tree is selecting the best attribute to test at
each node of such a hierarchical classifier [19]. In this paper we use the information
gain that measures how well the given attribute separates the training examples ac-
cording to the target classification. This measure is based on the Shanon’s entropy
of set S:

Entropy(S) =
M

∑
i=0

−pilog2 pi, (1)

where pi is the proportion of S belonging to class i.
The Information Gain of an attribute A relative to the collection of examples S,

is defined as

Gain(S,A) = Entropy(S)− ∑
c∈values(A)

|Sv|
|S| Entropy(Sv), (2)

where values(A) is the set of all possible values for attribute A and Sv is the subset
of S for which A = v.

Let us now introduce a cost-sensitive modification of such a hierarchical classi-
fier. The motivation behind such a choice of the classification method lies in the fact,
that we would like to make our proposed non-invasive examination as affordable for
the patient as possible. Therefore we would like to construct a classifier exhibiting
a high possible accuracy that uses features with low total cost [18].

We use the the Núnez’s proposition, known as EG2 [9] that can be formulated as
follows:

ICF(S,A) =
2Gain(S,A)

(Cost(A)− 1)ω (3)

where ω is the strength of the bias toward the lowest cost attributes; in case of
ω = 0 the feature acquisition cost is ignored and ICF as the same features as Gain
function, if ω = 1 - mentioned cost plays the most important role.

We propose to use different values instead of information gain function to deter-
mine which attribute has to be chosen for the node creation [11]. Firstly, we add the
following input parameters:
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• TOTAL-COST, which means cost connected with classifier exploitation (as a
general initial value is fixed by expert),

• MAX-COST-LIMIT which means maximum cost limit connected with classifier
exploitation,

• STEP , which is the increase of the TOTAL-COST in the next induction step,
• EXPECTED-QUALITY, which denotes the expected performance of the inducted

cost sensitive decision tree (that can be expressed as accuracy, error, sensitivity
or any other measure).

In our approach we propose to select a subset of attributes that total cost sum does
not exceed the cost limit given as a parameter for the classifier. In case when set of
attributes is empty or cost of the previous chosen attributes and cost of any remain-
ing one exceed the cost limit we return the single node tree with label equal to the
most common value of labels in all examples.

We add a procedure to evaluate an obtained cost sensitive decision tree. If the
overall quality of the classifier inducted at the n-th step is lower than the expected
quality we add a n+1 step by adding another node and increase the total cost by the
cost associated with the newly selected attribute. This is done as long as we achieve
the expected quality or the total cost exceeds the maximum cost limit. In case when
the total cost is greater than the limit and the quality is not satisfactory we return the
tree from the last step and inform the end-user that the inducted cost sensitive tree
does not fulfill the given assumptions.

4 Experimental Investigations

4.1 Set-Up

The aim of the experiment was to compare errors and size of the decision tree clas-
sifiers obtained via C4.5 procedure which consider the classification (attribute ac-
quisition) cost limit. We carried out two group of experiments.

The conditions of the experiment were as follow:

• all experiments were made for different limits of cost and ω values for EG2
modification.

• for experiments we chose pruned decision tree obtained via C4.5 [14].
• for pruning the Rule Post Pruning method was used.
• all experiments were carried out using modified Quinlan’s implementation of

C4.5 and own software created in the R environment [17]. For this purpose we
modified the C4.5 algorithm source code.

• Probabilities of errors of the classifiers were estimated using the 10-fold cross-
validation method.
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4.2 Results

The correlation between the given maximum cost limit and achieved accuracy is
presented in Fig. 1, while Fig. 2 shows how the size of the tree (i.e., how many
features are used) depends on the given cost limit.
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Fig. 1 Classification error with the respect to the maximum classification cost for the tested
dataset

4.3 Results Discussion

From the Fig. 1 we can see that it is possible to build an accurate classifier while
reducing the overall cost of the examination. The overall cost of all of features equals
to 315. By the usage of our proposed cost-sensitive hierarchical classifier we were
able to find a trade-off between the accuracy and cost. The optimal solution returns
a classification accuracy of circa 80%, while having a total cost of used features
equal to 160. This allows for almost a half of the reduction of the total cost of the
examination.

Of course it is possible to have a lower cost if we input a stricter cost limit to the
classifier. It is possible to further reduce the cost to up to 100, while maintaining
the accuracy on the level about 70%. Further decrease of the cost is connected with
the significant drop of accuracy and therefore is of no practical clinical value and
cannot be implemented in the proposed decision support system.

Let us now take a look on the size of built decision trees. For optimal solution
classifier uses circa 9 features (this is an average as the size of the tree may differ
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Fig. 2 Decision tree size with the respect to the maximum classification cost for the tested
dataset

for each of the validation folds). The lowest maximum cost that still provides a
satisfactory accuracy is based on 6 features. Interestingly for higher cost limit the
number of selected features drop - this indicates that in such a case the classifier have
selected few very costly features - for low values of upper bound on the total cost
such situation must be omitted. Therefore classifier selects more weaker features of
low cost, which combination still provides a high discriminative power.

The influence of cost parameter ω on the performance of our classifiers in not
as big as we expected. When discarding the influence of the cost the tree tends to
consist of few expensive features. Introducing cost factor prevents this selection -
yet there are no significant differences between the tested values of ω .

Finally we would like to identify the most frequently used features. It is obvious
that for each fold of the cross validation the selected subset may differ but following
features were selected in a stable way (eight out of ten times or more): ALP, APTT,
ALAT, GGTP, Ur. Acid, TIBC, Glb α1, Glb α2.

5 Conclusions

By our experiments, we have shown that, what is obvious, the classification error
rate decreases with the growth of the cost limit, but there is a point from which
error rate not only stops to decrease but starts to grow. The optimal cost is slightly
above the 50% of the cost of marking all the parameters and the decision tree size
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for this optimal cost is 9, so the optimal classifier uses only 9 out of 34 parameters
to evaluate the result. In about 80% of validation folds 8 out of 9 chosen parameters
were the same, so it is possible to define a stable, minimal subset of parameters
which is required for the purpose of evaluation the stage of Liver Fibrosis.

For the further research it is possibly worth to include into the Cost Factor also
the dependencies between blood test parameters as some requires other to be made
before and some are always made together from one sample. Also volume of blood
sample required for examination could be considered as a cost affecting parameter.

Acknowledgements. Bartosz Krawczyk and Michał Woźniak are supported by the Polish
National Science Center under a grant N N519 650440 for the period 2011-2014.
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A Blinking Measurement Method for Driver
Drowsiness Detection

Belhassen Akrout and Walid Mahdi

Abstract. The increasing number of accidents is attributed to several factors, among
which is the lack of concentration caused by fatigue. In This paper, we describe the
approach developed to detect the driver’s drowsiness state from a video-based sys-
tem to alert him and also reduce the number of accidents. Our approach uses a
noninvasive method which excludes any human related elements. The latter calcu-
lates geometric descriptors. We analyze the signal extracted from the previous step
by combining the two methods EMD (Empirical Mode Decomposition) and BP
(Band Power). This analysis is confirmed by the SVM (Support Vector Machine) to
classify the state of alertness of the driver.

1 Introduction

Road safety is an issue that has been raised by several countries to increase the
number of accidents. In this paper, we focus on the problem of detecting driver
drowsiness state to reduce the number of accidents and improve road safety. Many
efforts have been made to detect the state of driver’s drowsiness. Some methods are
based on EEG signal analysis [14] [15] and others analyzes the video driver [22]
[23] [1] [3] [4] [24] [25]. We are interested in our work to examine the measures
related to the speed of eye closure from a sequence of images to determine the
driver’s state.

Approaches to drowsiness can be divided into two categories. The first category,
called mono-variables, calculates the time of eye closure. Indeed, the size of the iris
surface depends on its state in the video. This analysis can be used to determine the
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state of the eye (open or close) [1] [2] [3]. Other studies calculate the distance be-
tween the upper and lower eyelids to locate eye blinks. This distance decreases if the
eyes are closed and increases when they are open [4] [5] [6] [7]. These approaches
can alert the driver in case of prolonged eye closure. The duration of eye closure
used as an indication varies from one work to another. Sarbjit [2] considers that a
person is asleep if the eyes remain closed for a period of 5 to 6 seconds; in this case,
we speak of total sleep. On the other side, the micro-sleep is detected if the driver
goes through a state of sleep for a short time (2-3 seconds). For Horng [1], the driver
is considered drowsy if he closes his eyes for 5 consecutive frames. Hongbiao [6]
considers that the state of drowsiness is determined when the distance between the
eyelids is less than 60% for a period of 6.66 seconds. Yong [7] divides the opening
state of the eyes into three categories (open, half open, closed). This division allows
concluding the driver’s drowsiness if the eyes are kept closed more than four con-
secutive images or eyes move from a state of half open to a closed state for eight
successive images. Besides, the percentages of detection of fatigue vary in litera-
ture. Yong reached 91.16% of correct average rate for recognition of the condition
of the eyes. As for Horng, he explains that the average accuracy rate for detection of
fatigue can reach 88.9%. Wenhui [8] reached 100% of rate of detection efficiency.
All these works compute their results with subjects that their numbers varie from
two to ten people (four individuals for Wen-Bing [1], five subjects Hiroshi [1] for
ten Tnkehiro [4] and only two for Yong [7]).

The second type of approach is called multi-variable. In this context, the maxi-
mum speed reached by the eyelid when the eye is closed (called velocity) and the
amplitude of blinking calculated from the beginning of blink until the maximum
blinking are two indications that have been studied by Murray [9]. The latter shows
that the velocity amplitude ratio (A/PCV) is used to prevent the driver one minute in
advance. Takuhiro [10], uses an infrared camera and suggests five levels of vigilance
namely non-drowsy, slightly drowsy, sleepy, rather sleepy, very sleepy and asleep.
Takuhiro proposes several criteria: The percentage of eye opening, the number of
blinking, the duration of eye closure, the blinking interval and the surface of eye
opening. This work has been tested using a base of ten subjects. A correlation rate
that is greater than 0.90 is achieved. Picot presents a synthesis of different sizes as
the duration to 50%, the PERCLOS 80%, the frequency of blinking and the velocity
amplitude ratio. Picot [11] shows that these criteria are more relevant to the detec-
tion of drowsiness. These variables are calculated every second on a sliding window
of the length of 20 seconds. They are fused by fuzzy logic to improve the reliability
of the decision. This study shows a percentage of 80% of good detections and 22%
of false alarms.

In the case of multivariate approaches, we find that some methods are based on
the analysis of the EEG signal. These invasive methods require a technical cooper-
ation between the hardware and the driver. They use a large number of parameters,
which require more data for learning. Nevertheless, video-based approaches, rest on
the segmentation of the iris of the eye so as to extract the features for the subsequent
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steps. The segmentation of the iris is calculated by the difference between 2 images
by using an infrared camera. The disadvantage of this method lies in the noise sen-
sitivity of the luminance. In this context, we support the localization of the iris, the
method of Circular Hough Transform. This method shows sturdiness in the face of
the desired shape, an ability to adapt even to images with poor or noisy quality as
well as an identification of all directions thanks to the use of a polar description.
Single-variables Approaches, present a very high rate of successes detection, but
the disadvantages is that the detection of the state of drowsiness is determined in
a very advanced stage. We also concentrate in our work to study the characteris-
tics that have the goal to predict the driver state before sleeping, and analyzing the
speed of closing eyes. It is from these remarks that we develop in this paper our ap-
proach called spatiotemporal drowsiness detection by calculating descriptors from
a sequence of images in a specific time.

2 Proposed Approach

This paper presents an approach for detecting drowsiness of a driver by studying the
behavior of conductor eyes in real time by an RGB camera (Fig. 1). This approach
requires a critical step presumed through the automatic face detection, first, and the
detection of the box that encompasses both eyes, in the step that follows.

 CCD Camera

 Driver

 Face detection  Eyes location

Blink detection

Drowsiness detection

Features extraction

Fig. 1 Detection scheme of drowsiness

2.1 Face Detection and Eyes Localization

In order to come to delight the face and the eyes, our approach exploits the object
detector of Viola and Jones that is about a learning technique based on Haar features.
This method [12] uses three concepts: the rapid extraction of features using an in-
tegral image, a classifier based on Adaboost and the implementation of a cascade
structure. Fig.2 shows the detection result of the face and the eyes.
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Fig. 2 Detection results of both face detection and eye localization

2.1.1 Iris and Both Eyelids Detection

With reference to the observation of the eye, we note that human eyes are charac-
terized by horizontal contours representing the eyelids and the wrinkles or vertical
contours as the ones of the iris. The application of two-scale Haar wavelet allows
extracting the vertical, horizontal and diagonal contours. The vertical contours are
used in the localization of the iris following application of the Circular Hough Trans-
form. The use of the wavelet allows us to highlight the contours that we want to spot
frequently. In our case, the scale of the second rate improves the contours of the iris
and the two lids which are going to be detected.

Edge Extraction Based on 2D Haar Wavelet

The Haar wavelet [20] allows us to split the image to find the vertical and hori-
zontal details for the detection of the iris and both eyelids. The wavelet transform
is characterized by its multi-resolution analysis. It is a very effective tool for noise
reduction in digital image. We can also ignore certain contours and keep only the
most representative ones. This type of analysis is allowed by the multi-resolution.

Iris and the Two Eyelids Detection Based on Circular Hough Transform

In general, the Circular Hough Transform [13] has two spaces, the space XY and pa-
rameter space which varied according to the detected object. Our approach involves
the detection of the iris by applying the Hough transform on the vertical details of
the eye. Both eyelids are located using the Circular Hough Transform on the image
of horizontal details of the Haar wavelet decomposition (Fig.3).

(a) (b)

Fig. 3 Detection of the iris and the two eyelids. (a) Result of contour detection by the Circular
Hough Transform, (b) 3D shape of the accumulator for the detection of the iris.
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2.2 Geometric Features Extraction

With reference to the detection of the iris, the upper eyelid and lower one, we can
extract geometric features able to characterize the state of drowsiness of a driver.
We propose two geometric features Dih and Dib (Fig.4).

Ci

C2 Dih

Dib

P1

P2

}
}

I(X0,Y0)

J(Xj,Yj)

Ph

Pb

C1
+

+
+

+

+

+

Fig. 4 Representation of features from the figure of the eye

These features represent the distance between the point J and respectively the
point Ph and Pb, Eq.(1).

Dih =
√
(x j− x1)2 +(y j− y1)2 and Dib =

√
(x j− x2)2 +(y j− y2)2 (1)

We note that,Ph and Pb are calculated from the intersection between the straight line
which passes through J and perpendicular to the line (P1P2) and the two circles C1

and C2, where the equation of one of the two circles is follow as:

R2 = (x0− x)2 +(y0− y)2 (2)

And the perpendicular to line (P1P2) is calculated by applying the by Eq.(3).

y = ax+ b => y2 = ax2 + b2 + 2axb (3)

By replacing y2 into R2 after development we obtain the Eq.(4).

(1+ a) x2 +(2ab− 2x0− 2y0) x+(b2 + x2
0 + y2

0−R2) = 0 (4)

The straight line (P1P2) is determined after the detection of two points P1 and P2

(Fig.4) which represent the intersection of two circles C1 and C2 such as the squared
equation of circle C1 is:

R2
1 = (x1− x)2 +(y1− y)2 (5)

And the squared equation of circle C2 is written as follow:

R2
2 = (x2− x)2 +(y2− y)2 (6)
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The difference between R2
1 and R2

2 allows to determinate the tow points P1 and P2 by
the Eq.(7).

x2A+ x+[x2
1+ y2

1 +N2−R2
1− 2y1N]−R2

2 +R2
1 = 0 (7)

Such us:

N =
R2

2−R2
1− x2

2 + x2
1− y2

2 + y2
1

2(y1− y2)
(8)

While:

A = [
(x1− x2)

2

(y1− y2)2 + 1] (9)

And:

B = [
2y1(x1− x2)

(y1− y2)
− 2N(x1− x2)

(y1− y2)
− 2x1] (10)

2.3 Experiments and Prototypes

In this section, we describe the experimental studies we conducted to validate the
two features Dih and Dib previously proposed. In order to produce realistic data, a
human subject is placed in front of our system to simulate different possible move-
ments of the head, the eyelids and the positions of the iris, probably related to dif-
ferent states of fatigue. This experiment consists of studying the temporal variation
of both features and normalizing the initial state of the Eq.(11).

f (xt ) = (Dt
ih +Dt

ib)/Vi (11)

The initial value Vi is calculated at the beginning of the algorithm when the eyes
were open nearly 75% (Fig.6).

100% 75% 50% 25% 00%

Fig. 5 Different states of an open eye

The nature of the signal (Fig.6) obtained is non-stationary and non-linear.

Fig. 6 An example of f (xt)calculated states of an open eye
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The Fourier Transform or Wavelets, made the time-frequency analysis of signals
possible. These latter methods do not properly handle non-stationary and non-linear
signals. It is from these arguments that we justify the adoption of a method called
Empirical Mode Decomposition [16] (EMD). This method does not depend on a
core of basic function (such as Wavelets) and depend on the original signal. EMD
method decomposes the f(xt) signal into a local average a(xt), which is the average
of the upper and lower envelopes of f(xt) and another element oscillating intensely
IMF(xt). With iteration we can repeat the above procedure until a non-oscillating
residue r(xt) Eq.(12).

f (xt) = ∑
i

IMFi(xt)+ r(xt) (12)

The EMD is based on the extraction of the function in which all maxima are positive
and all minima are negative (Intrinsic Mode Function) and the sieving step (Sifting
Process) which represents the subtraction of the signal f(xt) from the local average
a(xt) so as to write the original signal as combinations finished oscillation Eq. (12).
Interpolation method makes sometimes the program not converging. This issue is
addressed through improved this method by increasing the accuracy of calculation
[19].

The decomposition of the signal (Fig.7) shows a strong oscillation in the first
IMF1(xt) when the driver is drowsy. This observation argues for the choice of the
first IMF(xt) to extract the most relevant information of the signal by combining
the EMD and BP algorithm on a sliding window of a second, since a normal blink
lasts no more than 0.2 seconds [21].
The BP method [17] applies a band pass filter passing only a frequency interval,
which is the band of the cut between the high and low frequency, this interval, is
averaged after it is squared. The descriptors extracted are validated by the results of
classification with the SVM algorithm [18], in order to determine the status of driver
drowsiness. Fig.8 shows the states of good detections drowsiness presented by the
value 1 and vigilance by the value of 0.

Fig. 7 Decomposition of the signal f (xt) to IMFi(xt)

A few false alarms appear in the result of the classification. These false alarms
(Image 2196 to image 2220 of Fig. 8) are due to a blurring of the subject in the video
recorded. The feature extraction method with BP and EMD, and the classification
performed by the SVM algorithm shows satisfactory results. This new approach
validates the relevance of the two geometric descriptors.
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Fig. 8 Result of fatigue detection by SVM classification

Table 1 Result of Fatigue Detection

Videos Real Drowsiness Generated alarm Correct alarm Recall Accuracy

1 10 9 9 0.9 1
2 13 14 12 0.92 0.85
3 7 7 6 0.85 0.85
4 12 14 11 0.91 0.78
5 9 8 8 0.88 1
6 7 8 6 0.85 0.75
7 6 6 6 1 1
8 8 8 7 0.87 0.87

Average 0.897 0.887

Table 1 shows the detection result of fatigue on the eight test videos. The expert
advice in this step is necessary to determine the actual drowsiness of a driver. The
recall rate is calculated from the correct alarm index and those determined by the
specialist. The accuracy is calculated as a ratio between the correct and generated
alarms.

The results of the proposed approach, for detecting the driver drowsiness state,
have a good average Recall and Precision (near 0.9). However, the errors generated
alarms are explained by the effect of blurring recorded with RGB camera. These
errors influence the detection of the iris and then the values of the descriptors.

3 Conclusion

This paper presents an approach to detection of reduced alertness, based on com-
puter vision. Our system uses the state of the eyes by the video analysis of several
topics. The steps of drowsiness detection, locate face and eyes driver using Haar
features in the first. The circular Hough Transform allows the detection the iris cen-
ter and the points of intersection for the two lids (Fig. 7), in order to operate the
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two geometric descriptors. The result of signal after the extraction of two geomet-
ric descriptors is non-linear and non-stationary. A BP and EMD method allows the
analysis and extraction of this type of signal. This analysis is confirmed by the SVM
method to find satisfactory results for the benefit of classification. The results of this
approach show a good accuracy rate (88.7%). To improve them we need to deter-
mine the yawn states, monitoring and estimating the 3D pose of the face that can
be important clues about the state of driver alertness. All these methods present the
goal of future works to improve our results
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Description of Human Activity Using Behavioral
Primitives

Piotr Augustyniak

Abstract. Human activity is a subject of tracking and recognition in various aspects
including: public security, health lifestyle or home monitoring of elderly. A multi-
modal surveillance system is proposed to recognize the action and to assess the sim-
ilarity of temporal behavioral patterns. The system uses sensor networks, automatic
measurement module and decision making procedure to recognize the potentially
dangerous events. It uses behavioral primitives (as positions, movements or vital
signs) and their temporal relations to determine the current activity of the subject.

The idea of decomposition of human behavior description is developed through-
out this paper. In principles it originates from the signal theory and assumes that
any behavioral pattern can be represented by a linear combination of independent
elementary actions. These actions should be carefully selected to provide a minimal
redundancy and ease the measurement and robust recognition in real systems.

1 Introduction

Telemedical tools for distant monitoring and management of outpatients became
practical during last years in particular for diabetic, asthmatic or cardiac patients [6],
[17], [5], [16]. Combination of medical methods and traditional (video)surveillance
technologies led to extending of the monitoring range beyond the purely medical
purposes. It can be applied in service of virtually any individual for health-based
supervision of the body and behavior, and targeted to a wide range of customers in
the ageing society such as families or independently living people.
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1.1 Combining Telemedical and Surveillance Techniques

While the monitoring of asthmatic or diabetes uses conventional event-based con-
nections, cardiovascular diseases require a more sophisticated approach [4], [8], [1],
where high data volume or patient-side interpretation must be supported for seam-
less monitoring and instant alerting. Because of the cardiovascular representation
of motion, feelings or sleep, cardiac monitoring sensors may also be useful for
behavior tracking [2]. Most systems being in use today are dedicated to a partic-
ular purpose and use a closed architecture, however a need for adaptive sensor sets
and support of an open specification-based multimodal record has been clearly ad-
dressed in recent papers.

Surveillance or objects tracking systems are wide spread in supermarkets, air-
ports, delivery and manufacturing automation. Various technologies are used for
object identification including video analysis (e.g. code bars), approach detection
(e.g. radio-frequency identification tags) or interactions with static elements of the
environment. The image-based methods assume the invariance of visual features
of objects and despite their uneven performance in detecting a human in unstable
natural lighting conditions, are today the most common solution for supervision of
people [13], [9]. In many presence detection systems, visual sensors are comple-
mented with radio wave or ultrasound-based tactless detectors and with sensitive
elements of the subject’s environment.

1.2 Multimodal Representation of Behavior

Combination of these well mastered techniques leads to a new generation of human
behavior surveillance systems expected to detect any danger events in an everyday
life and to prevent its consequences [7], [11]. The system consists of an adaptive
smart sensor array (consisting of wearable and infrastructure embedded sensors),
behavior analysis subsystem detecting and classifying any outstanding event and a
habits synthesis subsystem gathering and generalizing information about subject-
specific features. The behavioral record plays a central role in the whole system,
thus the proper representation of the human activity is a key issue to be solved.

The information gathered by the sensor array is instantly processed to identify the
subject status. The status includes selected diagnostic parameters and information
about subject’s motion and interaction with the elements of house infrastructure.
The behavioral pattern is a multimodal timeline record of subject’s status including:
probability-ordered list of current status, average and standard deviation values of
expected duration, probability-ordered list of subsequent status and optional point-
ers to detailed subject-related sensor data (video sequence, sounds, acceleration, po-
sitioning or cardiac signals). The redundancy of data acquired from different sensing
modes are further used by the analytical subsystem to:

• maintain the continuity of monitoring in case selected data are not available (e.g.
the subject is outdoor), and

• identify multiple subjects supervised in a common area.



Description of Human Activity Using Behavioral Primitives 663

2 The Idea of Decomposition of Behavioral Description

The human is performing very complicated actions in his or here everyday life, mak-
ing their machine recognition and classification very difficult. Moreover, the action
performed is influenced by subject’s specificity (e.g. habits, conditions, health state),
and by a random human factor, thus the realizations differ even if repeated in iden-
tical laboratory conditions. The machine representation of human action is further
influenced by limitations of measurement equipment or procedures. Consequently,
behavior classification algorithms cannot be directly based on classification of im-
ages, sounds or other signals.

To overcome these issues a three step algorithm was proposed:

1. the gathered data is processed accordingly to the measured modality (that’s why
we call the sensors ’intelligent’),

2. the multimodal data are combined to recognize the behavioral primitives, and
3. the compound human action is integrated accordingly the contribution of each

primitive.

Before the algorithm can be put into practice, an universal set of behavioral primi-
tives should be defined. From the signal theory point of view, the primitives need to
be independent (i.e. uncorrelated) and constitute a complete set (i.e. be able to rep-
resent any possible behavior). For a practical implementation, the definition should
respect the limitations of measurement and processing in the sensor network.

2.1 Selecting a Decomposition Base for the Behavioral Record

The decomposition base for a specific behavioral record is a set of primitives such
that any behavior b belonging to the space of expected behaviors B could be repre-
sented as integral of these primitives:

∀b∈B : b =

∫
p(k) ·n(k)dk (1)

In practical implementations, due to limited dimensionality of decomposition space,
the integral should be replaced by linear combination.

∀b∈B : b = p0 ·n0 + p1 ·n1 + . . .+ pk ·nk (2)

where k is the space dimensionality, pk ∈ P are decomposition base, and nk ∈N are
decomposition coefficients.

The example set of poses proposed as behavioral primitives of human activity
decomposition base is presented in Figure 1. Although a real human action is rarely
simple enough to be represented by a single primitive, our results show, that in
most cases a robust representation can be achieved with very limited number of
primitives.
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Fig. 1 Set of poses proposed as behavioral primitives of human activity decomposition base

The necessity of completeness of the decomposition space assumes that all ele-
ments of subject’s behavior are predictable and thus is hardly feasible in practice. To
make the practical decomposition complying to the theory, all unexplained events
are classified to a complementary category ’others’ (for convenience indicated by
index 0 in each dimension).

∀b∈B : b =
K

∑
k=1

pk ·nk + p0 ·n0 (3)

where K is the number of primitives in decomposition base, p0 stands for all unex-
plained actions, and n0 is the unexplained contribution in analyzed action.

2.2 Basic Operations on a Decomposed Behavioral Record

This approach led us to formulate a Fourier-like discrete multidimensional decom-
position of human state description. Each dimension corresponds to a measurement
modality (e.g. position, acceleration, heart rate) and S() being the current state of
the subject is expressed by coordinates in a decomposition space:

S(m1± δm1,m2± δm2, ...mM± δmM) = (4)

where M is the number of measurement modes, mk is the most prominent primitive
in k-th mode, and δmk is the uncertainty (i.e. contribution of other significant prim-
itives) in k-th mode.

Assuming orthogonality of the modality space, the distance D between two states
S1 and S2 of the same subject in selected moments, or between the current and the
reference states may be expressed by a conventional Euclidean formulae:

D(S1,S2) =
√
(m1,2−m1,1)2 +(m2,2−m2,1)2 + ...+(mM,2−mM,1)2 (5)

where mk,1 is the most prominent primitive in k-th mode in state S1, and mk,2 is the
most prominent primitive in k-th mode in state S2.
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Thanks to selecting in each dimension a zero value as representation of any un-
classified event, such events don’t influence the distance between states.

3 Gathering the Behavioral Information

The proposed description of human activity was tested in a mulitimodal surveillance
system for elderly. The prototype was build for studying complementary operation
of wearable sensor network and building-embedded sensor network in one-to-one
cooperation model (i.e. one supervised subject in his or her home). The wearable
sensors accompany the subject in every activity, so the data issued are automatically
labeled with the appropriate identifier. Embedded sensors data are specific for the
environment and records changes made to it in result of subject activity. The sys-
tem makes benefit from overlapping information from different sensing modes, and
continues the monitoring in case selected data are not available (e.g. the subject is
outdoor). The behavioral data is used to determine the subject’s health status and
commands to the smart environment. More details about the system may be found
in [3].

3.1 Decomposition of Human Shape for a Posture Detector

An important part of the system was a motion picture-based pose detector [10],
being an implementation of novel idea of an expandable fall detector. Human shape
is first extracted from the environment. After calibration of the system, including
background scene acquisition and expected subject appearance, subsequent video
frames are segmented in order to extract the shape of the subject. Various techniques
of background removal were tested including thresholding of noise in RGB and
CIELab color spaces and Gaussian mixture models in HSV color space.

Contextual analysis of subsequent frames allow for extracting motion parameters
for the whole body as well as for selected segments (e.g. hands or foots). Here
again, many variants of thresholding of differential noise in RGB and CIELab color
spaces were tested, but most reliable results were achieved with optical flow-based
method. This algorithm estimates a geometrical transformation matrix best relating
two considered frames. The matrix describes directions and distances of motion for
each pixel in the frame.

Based on shapes and motion estimates the software builds the mobile contour of
the subject, allowing for determining the pose and its temporal attributes. The size
of contours has to be normalized before the pose is compared with set of patterns.
The contour matching was performed in three spaces:

1. projection histograms using Manhattan metric,
2. projection histograms using Bhattachary metric, and
3. contour features provided by Snyder-Krish-Shetty method [15].
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The visual system was expected to provide substantial information to the detection
of subject’s behavior. However, during the tests Mikrut and colleagues showed that
this method hardly distinguishes ’sitting’ and ’bending’ positions (correct recogni-
tion rates: 58.0% and 9.6% respectively), and sometimes even confuses ’standing’
with ’lying’ (when a lying subject shows a remarkable vertical element) [10].

3.2 Complementary Information for Human Activity Monitoring

As demonstrated above, visual methods are not sufficiently robust to determine
human activities, even belonging to assumed behavioral primitives. Therefore the
visual data has to be completed by readouts from wearable sensors. In this role,
we used a waistline-mounted gyroscope and wrist-mounted accelerometers. These
sensors, although require independent power supply, additional subject preparation,
wireless transmission, synchronization and processing of data, provide complemen-
tary information about trunk position (vertical or horizontal) and hands activity
allowing for support of pose recognition and extension of primitives range by ’work-
ing’ and ’walking’. The block diagram of the multimodal acquisition system for
behavior investigation is presented in Figure 2.
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Fig. 1 Block diagram of the multimodal acquisition system for behavior investigation

4 Conditions and Results of Tests

Implementation of a prototype of assisted living surveillance system allowed for an
experimental verification of the idea of using behavioral primitives for description
of human activity. We performed a two step experiment having different aims:

• First, we attempted to verify how accurately the patterns specified as behavioral
primitives are reproduced by a real system.
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• Next, we pursuit a real live scenarios to check how the everyday life activity are
decomposed into behavioral primitives.

4.1 Testing Conditions

For the first experiment we asked 17 volunteers to follow as exactly as possible
the given behavioral patterns of ’standing’, ’bending’, ’sitting’, ’lying’, ’walking’,
and working’. Each pose was reproduced 7 times by each person. The recording
was made in the laboratory in controlled lighting and uniform visual background.
For the second experiment a two piece apartment was arranged in the laboratory
consisting of:

• A ’bedroom’ with a sofa bed, a camera (with infra red lighting) and microphones
(this arrangement was also used for sleep quality studies [12], [14]), and

• A ’kitchen’ with two sensorized appliances (tap and electric kettle), and a camera.

This arrangement was attributed with specific set of rules: for example no lying was
allowed out of the bed, the kettle could be removed from the stand for no longer than
1 minute, the tap could be on only when the subject is close to it. etc. Four young
volunteers were testing the prototype system performing actions as: lying, getting
up, sitting, walking, working accordingly to 17 schedules differing by state order
and duration. Each session lasts for ca. 20 minutes and aim to simulate an excerpt
of everyday life. Some schedules contained events violating the rules set for the
arrangement, a subset of schedules included also outdoor activities as walk, short
run and rest. The behavioral patterns were collected by the sensors continuously,
and the system was expected to recognize the subject status and with respect to its
temporal changes to classify the behavioral pattern into one of four possible clusters:
normal, suspicious, dangerous, critical.

4.2 Test Results

The accuracy of reproduction of assumed behaviora primitives in a prototype surveil-
lance system is given in tab. 1. Comparing these data with the results of purely visual
discrimination cited above allow to assess the contribution of the complementary
information from the wearable sensors. The decomposition of simulated activities
from everyday life into a base of behavioral primitives is presented in tab. 2. For
the reason of commodity all values are normalized and given in percents. Last col-
umn of table 2 contains the value of contribution of unexplained events. This value
represents how well the decomposition basis fits to actual activities.
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Table 1 Results of accuracy of behavioral primitives reproduction

Primitive Average Standard Deviation
’standing’ 97.1% ±3.3%
’bending’ 67.7% ±15.8%
’sitting’ 83.8% ±12.3%
’lying’ 93.2% ±5.1%
’walking’ 87.4% ±7.0%
’working’ 91.0% ±5.8%

Table 2 Results of decomposition of activities from real live scenarios into behavioral primi-
tives

Activity
description

standing bending sitting lying walking working unexplained

cooking 38.1% 3.1% 5.8% 1.1% 17.8% 23.8% 10.3%
computer typing 2.1% 5.3% 37.4% 2.8% 1.3% 29.6% 21.5%
teeth brushing 26.3% 19.7% 4.8% 2.3% 6.8% 24.4% 15.7%
floor cleaning 12.7% 17.4% 5.8% 18.3% 7.1% 14.6% 24.1%

5 Discussion

We developed the idea and prototype application of behavioral primitive-based
decomposition of human activity record. The set of selected primitives does not
constitute an orthogonal decomposition base (in the meaning of independence of
primitives), however the primitives are relatively easy for discrimination from co-
incidence of visual and accelerometric data. A ’standing’ pose was the easiest for
discrimination, but for several reasons, even for the primitives, the recognition led
to ambiguous results:

• There is no parameter-based distinction between ’standing’ and ’bending’ pose,
• If the subject in ’bending’ or ’sitting’ pose is oriented face to the camera, the

system confuses it with ’standing’,
• If the subject in ’lying’ pose shows a remarkable vertical element, he or she could

be erroneously classified as ’standing’,
• During the test, the poses played by volunteers showed subject-related variability.

Adding the complementary information from the wearable measurement system re-
markably improved the correct recognition rate. Although ’walking’ and ’working’
primitives are still hardly recognized based on rhythmicity of the hands movements,
that’s where the optical flow analysis may help to distinguish both items. Table
2 shows that even using a simplified decomposition we could reliably guess the
activity performed by the subject. Despite the part of some actions unexplained
on proposed base has the highest contribution, the most important contributions of
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primitives clearly reveal the principal character of the activity. This is not considered
as drawback since:

• In the aspect of security of an elderly at home, the detailed information it is not
required,

• The surveillance system may easily be extended by complementary sensors re-
porting the interaction of the subject with his or her environment (e.g. electric
kettle, tap, iron etc.).

More sophisticated methods, analyzing temporal relations of motion patterns (e.g.
forwards-backwards movement of a hand or alternate movements of two legs) may
also bring another way to discriminate more specific actions.
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How to Become Famous? Motives in Scientific
Social Networks

Adam Matusiak and Mikołaj Morzy

Abstract. Scientometry is the discipline for measuring the success and influence of
scientific work. This is usually done by analyzing scientific networks, most notably,
citation networks and co-authorship networks. In our work we are taking another
approach: we observe the evolution of individual scientific careers through the lens
of social scientific recognition measured by the membership in program committees
of conferences and editorial boards of scientific journals. Then we compare the data
on program committee membership and editorial board membership with the his-
tory of scientific publications to find frequent sequences of events that lead to one’s
invitation to a prestigious conference or journal. We call these sequences motives
and we define a few distinct classes of such motives. The large body of data har-
vested from the Web allows us to experimentally verify the validity and benefit of
the proposed approach.

1 Introduction

Scientometrics is the area of research concerned with measuring scientific work.
Many people mistakenly consider scientometrics to be the analysis of citation rela-
tionships of scientific publications or ranking of scientific journals and conferences.
Also, one may find the term “scientometrics” being used to denote the measuring of
individual scientists’ rankings, influence or prominence. However, these measure-
ments are properly addressed by bibliometrics. Scientometrics, on the other hand,
performs both qualitative and quantitative measurements of science. Within scien-
tometrics one finds methods accommodated from such disciplines as data mining,
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information retrieval or machine learning. Recently, many attempts have been made
to employ methods and algorithms of social network analysis and mining in scien-
tometrics. Scientometrics also maintains its close relationships with philosophy and
sociology of science, as well as the history of science [13].

We have decided to follow the social network analysis angle of research and to
observe how scientific networks change over time. Contrary to previous attempts,
we have not constrained ourselves to citation and co-authorship relations, but we
have augmented the dataset with informations on soft relations between individual
scientists. By soft relations we mean co-membership in program committees of sci-
entific conferences and co-membership in editorial boards of scientific journals. We
argue that this social aspect of scientific endeavor should be used as a proxy for so-
cial recognition of one’s scientific value. For instance, when the program committee
of a new conference is formed, it is in the best interest of conference chairs to build
a program committee as famous as possible. Therefore, when deciding whom to in-
vite to the program committee, conference chairs use their personal acquaintances
to find prospective members. This process is even more expressed with scientific
journals. Editorial boards of journals tend to be much more static, and the impact of
the editorial board on the value and perception of the journal by the community is
much greater than the influence of a program committee on the perception of a sci-
entific conference. We draw this conclusion from our own experience of how these
informal decisions are being made within the scientific community.

In our work we perform social network analysis and mining on datasets repre-
senting both publication authorship and social aspects of science environment. We
are looking for meaningful and useful patterns in these merged datasets to find mo-
tives that are prominent. These sequences can be thought of as building blocks of
scientific careers and using them in scientometrics provides additional insights into
the informal and invisible structure of scientific community. In particular, we can
observe how publishing in particular venues or co-authoring papers with particu-
lar authors influences future scientific career in terms of invitations to conference
program committees or editorial boards of journals. Our goal is to discover the most
reliable patterns that can both explain the social aspect of scientific development and
serve as recommendations for publication venues for young scientists. Our most im-
portant contribution reported in this paper is the preparation of the dataset used to
measure scientific development, identification of the most important motives and
their verification in the gathered data.

The paper is organized as follows. In Section 2 we review the related work. We
present the most important motives in Section 3. The dataset used in our experiments
is described in Section 4 and the results of the experimental evaluation of our model
are reported in Section 5. The paper concludes in Section 6 with a brief summary.

2 Related Work

The analysis of the collaboration scientific networks has been long considered to
be among key applications of large scale social network analysis, as witnessed by
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seminal works by Newman [8] and Barabási [1]. An interesting line of research
has been proposed by Tomassini and Luthie [12] where the authors are scrutinizing
the development of the collaboration network over time in search of characteris-
tic features of the evolving network. Their work has been thoroughly grounded in
a large dataset available on co-authorship and citation data. Huang et al. [5] have
been pursuing a similar research trajectory modeling the evolution of the collabo-
ration network and measuring the impact of various parameters on the shape and
characteristics of the resulting network. In [10] authors attempt to map the field of
Computer Science from the network perspective by clustering together similar pub-
lication venues. An interesting historical approach to scientific collaboration evolu-
tion is presented in [7], where the authors follow the development of a collaboration
network from the early days until the advent of the Web. A more individualized ap-
proach is presented in [6] where the author tries to make an inference on pragmatical
aspects of micro-structures that appear among collaborating individuals. However,
previous work differs significantly from what we are doing, since we are employing
the data on program committee and editorial board membership. As we have pre-
viously stated, these data represent sociological aspects of the scientific endeavor
and they allow us to measure the publicly perceived reputation of individual scien-
tists, that may stem from reasons other than pure scientific merits. To the best of
our knowledge this is the first attempt to observe how one’s publication career is
influenced by social milieu and recognition from the peers.

Another area strongly related to our current research is the scientometrics. It is
a well established research discipline with its core ideas described in works such
as [13], [4] and [11]. Scientometrics uses not only the analysis of co-authorship and
citation, but reaches to the philosophy of science [9] and sociology of science [2].
Our work extends previous attempts by incorporating data which represents social
aspects of scientific environment, yet does not come from surveys (which can and
often are biased), but from hard data.

3 Motives

Let us now introduce basic notation used throughout the remainder of the paper. We
are concerned with the discovery of sequences of atomic events, such as publishing
a scientific paper, being invited into a program committee, or being added to the
editorial board of a journal. We are trying to find the most pronounced sequences of
events, and we will refer to frequent sequences as motives. Let us use the following
notation:

• Et(ai,e j) is a predicate stating that the author ai belonged to the program com-
mittee of the venue e j at the time t1,

1 We deliberately use e j to denote a publication venue (conference or journal) because we
treat both the fact of publishing a paper and the fact of belonging to a program committee
or editorial board as certain types of events.
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• Pt(aia jak . . . ,e j) is a predicate stating that the authors ai,a j,ak, . . . published in
the venue e j at the time t,

• Ct(ai,a j) is a predicate stating that authors ai and a j co-authored a paper at the
time t.

Using these atomic events as building blocks we can introduce the basic motives
for scientific career development. We will further refer to the left hand side of the
motive as the antecedent of the motive, and the right hand side of the motive as the
consequent of the motive.

1. Introduction by publication: Pt(ai,e j) → Et′(ai,e j), t < t ′ The author ai first
publishes in a venue, and as the result the author is invited to join the program
committee or editorial board of the venue. An important constraint is that the
publication of a paper must precede the invitation to the committee or board.
This motive represents the most frequent and common way of replenishing the
ranks of program committees.

2. Introduction by cloning: Et(ai,e j)→ Et′(ai,e j), t < t ′ This motive reflects the
natural evolution of program committees and editorial boards, where the list
of members is simply cloned from the preceding year. One may think of this
motive as the typical static transition of a program committee or editorial board
from one year to another, with scientists simply transfered between consecutive
publication venues.

3. Publication by repetition: Ct(ah,a j) → Ct′(ah,a j), t < t ′ This simple motive
measures the willingness of people to cooperate in the future after producing
a joint research. In itself this motive does not contribute to the development of
scientific career, but in connection with the next motive it may be important to
realize the instances of publication by repetition.

4. Introduction by co-publication: Ct(ah,ai) ∧ Pt(ahai,e j) → Et′(ah,e j) ∧
Et′(ai,e j), t < t ′ This motive measures the probability that a joint publication
between authors ah and ai in the venue e j increases their chances of being in-
vited to serve in the committee for this venue. In other words, instances of this
motive represent successful development of a scientific career as a result of co-
operation with a (possibly famous and recognized) scientist.

5. Publication after introduction: Et(ah,e j)∧Et(ai,e j)→ Pt′(ahai,e j), t < t ′ The
final motive reflects the tendency of scientists to publish their work (especially
joint work) in publication venues for which they serve in program committees
and editorial boards. This is understandable since one of the main reasons of
including a particular scientist in a program committee or editorial board is the
possibility of gaining more submissions using social environment of the invited
individual.

Of course, this list is far from complete, it is an initial attempt to recognize most
typical motives that constitute scientific careers of individuals. For each of the pre-
sented motives we compute the number of occurrences of the antecedent, the num-
ber of occurrences of the consequent, given that the antecedent has also occurred,
and the conditional probability of the motive. These measures have been computed
both for the entire dataset (denoted by DBLP), and for the dataset constrained to
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Polish scientists only (denoted by OPI) in order to compare how the motives differ
between a localized subset and the entire dataset. Table 1 contains the results.

Table 1 Frequency and confidence of motives

DBLP OPI

motive total match prob. total match prob. ratio
M1 996 890 29 863 3% 16 268 833 5.12% 1.71
M2 214 542 33 850 15.78% 6738 921 13.67% 0.87
M3 3 578 579 649 114 18.14% 67 454 13 226 19.61% 1.08
M4 3 578 579 71 027 1.98% 67 454 1753 2.60% 1.31
M5 12 532 066 13 140 0.10% 303 217 332 0.11% 1.04

There is very little difference in the presence of motives between the DBLP and
the OPI datasets. Furthermore, we see a strong incentive to continue previous col-
laboration (almost 20% of pairs of co-authors produced at least one more joint pub-
lication in the future). Committees are partially built from previous members as the
motive “Introduction by simple cloning” is quite common. On the other hand, we
do not see a significant influx of new members into the committees and editorial
boards from amongst the authors, the motive “Introduction by publication” does not
seem to be popular.

4 Dataset

We have harvested a large dataset consisting of scientific papers’ co-authorship, aug-
mented with the information on the submissions of papers to conferences and jour-
nals, as well as information on the participation of individual scientists in program
committees of conferences and editorial boards of journals. Following the terminol-
ogy introduced by Granovetter [3] we refer to the relationships of co-authorship as
strong ties, and we treat the relationships of co-membership in a program commit-
tee or editorial board as weak ties. The rationale between this distinction is such
that the co-authorship of papers implicates friendship, joint effort and first-hand ac-
quaintance, while sitting on the same committee might, but as well might not, sig-
nify direct acquaintance between scientists. The primary source of data used in our
research was provided by DBPL 2, a large online library of computer science pub-
lications. DBLP provided data on authors’ names, publications, publication venues
and co-authorship of publications. We have also crawled the WikiCFP 3 website for
all “Call for Paper” announcements. We have parsed these documents to identify
scientists listed in program committees of conferences. For journal editorial boards

2 http://dblp.uni-trier.de
3 http://www.wikicfp.com/cfp

http://dblp.uni-trier.de
http://www.wikicfp.com/cfp
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we have crawled journal webpages for lists of editorial board members. The final
result was the dataset with the following characteristics:

Table 2 Dataset characteristics

Entity Quantity Entity Quantity

scientist 1 025 692 publication 1 759 452
publication-author link 4 722 415 book/journal 32 450
committee-member link 410 044 committee 14 531
event 1 773 983 conference 6146

We have also created a constrained dataset with very detailed and high-quality
data from the OPI database4. We have discovered 156 595 unique profiles of sci-
entists, 11.24% of whom were matched with the DBLP dataset (which means that
Polish computer science is over-represented in OPI database). Our dataset focuses
on computer science and other closely related fields. Thus, although our experimen-
tal evaluation of motives is valid for computer science, other domains of science
may be characterized by significantly different publication culture.

5 Experiments

In order to perform a more detailed scrutiny of each motive, we have computed the
time-series of each motive and the analysis of the time span between the antecedent
and consequent of each pattern. Below we present the results along with a short
commentary. Please bear in mind that the dataset has been collected at the very be-
ginning of 2012, so the last data points represent the year 2011. This may influence
the frequencies and confidences of motives at the end of each scale, close to year
2011, because for many motives the antecedent is present in the database, but the
consequent has not happened yet. In all the figures “Total” corresponds to the entire
dataset, while “OPI” represents the dataset constrained only to the scientists present
in the OPI database. Timespan is measured in years and all reports on the timespan
have been normalized to the range of 〈0,1〉.

As can be easily noticed in Fig. 1, this motive is decreasing in frequency. The
left hand side figure presents the frequency of motive appearance throughout the
years, while the right hand side figure presents the normalized probability of the
time span of the motive (i.e. how probable it is that the consequent of the motive
follows the antecedent of the motive in a given number of years). We see that it
becomes harder and harder to construct a career in the scientific community only by
publishing in a conference or a journal, because only 7% of authors will be invited

4 OPI is the scientific unit of the Ministry of Science and Higher Education responsible for
managing information on the entire Polish science
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Fig. 1 The frequency and the time span of the pattern Introduction by publication

to join the committee or an editorial board of their respective publication venue.
Secondly, an invitation usually happens directly after publication, the probability of
invitation into the committee as the result of a publication decreases linearly with
the time passed from the publication date.

Fig. 2 The frequency and the time span of the pattern Introduction by co-publication

Introduction by co-publication was a popular motive until 2006 (Fig. 2), but since
that year we see a steady decrease in the frequency of this motive. We see this
behavior both in the full dataset and in the dataset constrained to Polish computer
science. The reasons for the decline in co-publication remains unknown and requires
further investigation. The time span distribution is similar to the first motive, an
invitation is most likely within one year of the publication.

In Fig. 3 we are observing a stable distribution of the motive “Introduction by
cloning”. There is a 50% chance that a member of the program committee or edito-
rial board will continue to serve in the subsequent year. An interesting phenomenon
is visible in the time span distribution for this motive. The cloning of a program
committee or editorial board happens almost exclusively within one year (a large
spike around value 1 in the figure). This suggests that once a person quits a pro-
gram committee or editorial board, the probability of return is extremely small. This
cloning technique is ubiquitous and, in our opinion, it hurts the dynamics of the
science environment because it effectively blocks access of junior researchers to
program committees and editorial boards.



678 A. Matusiak and M. Morzy

Fig. 3 The frequency and the time span of the pattern Introduction by cloning

Fig. 4 The frequency and the time span of the pattern Publication by repetition

In order to understand the frequency distribution of the motive “Publication by
repetition” one must remember that our dataset might not contain enough data points
representing events from 2011. This is our only explanation for the sudden drop in
frequency displayed in Fig. 4. Otherwise the distribution is stable and we see that
on average one in three pairs of collaborators will publish joint research again in the
future. Interestingly, the time span distribution suggests that there is a very strong
inclination towards continuing joint research in short time spans. Most probably,
what we are seeing here are multiple joint publications reporting on a single research
project that contribute so strongly to this particular shape of the distribution.

The fifth motive “Publication after introduction” (Fig. 5) might seem counter-
intuitive. This motive represents a publication in a venue after being invited to the
program committee or an editorial board. One may think of this motive as repre-
senting the social role of program committees which allow researchers to strengthen
their professional ties and start research projects. Indeed, the frequency of this mo-
tive is very low as compared to other motives. Furthermore, it might be the case
that the two researchers share their affiliation which predominantly drives their co-
operation and that there is no causal relationship between the antecedent and the
consequent of the motive. We note that this motive requires further investigation.
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Fig. 5 The frequency and the time span of the pattern Publication after introduction

In order to investigate whether this closed form of PCs is really hurting young sci-
entists we have measured the dynamics of the change of the cardinality of PCs. The
results are presented in Fig. 6. As we can see (left figure), the number of conferences
and workshops grows quickly. However, the structure of a PC remains stable with
the average number of members being around 18. However, there is a great vari-
ability between conferences and workshops, with few very large conferences and
many more small conferences and workshops. This variability is reflected by high
values of the standard deviation. Because the cardinality of PCs is not normally
distributed, we use additional measures of median and median absolute deviation
which are more appropriate for such distributions. We see that both measures re-
main very stable throughout the years (right figure). Thus, we conclude that despite
the enormous growth of the number of conferences and workshops, their cardinality
remains remarkably stable and the ubiquitous copying of one year’s PC to the next
year is indeed hurting younger scientists.
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6 Conclusions

In this paper we have presented the new model of motives for the analysis of sci-
entific cooperation networks. We want to extend this simple model and combine
it with Bayesian network techniques to build a predictive model capable of sug-
gesting possible development of young scientists’ careers resulting from particular
publication choices. Such network could be used as a recommendation engine that
would suggest conferences with the greatest possible payoff in terms of scientific
social recognition. It is obvious that for each discipline there exists a set of top tier
conferences for which no recommendations are necessary. Nevertheless, young re-
searchers are faced with a huge number of secondary publication venues and it is
not clear which ones to choose to maximize the development of scientific career,
given limited research funds and publication possibilities.
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AdaBoost for Parking Lot Occupation Detection

Radovan Fusek, Karel Mozdřeň, Milan Šurkala, and Eduard Sojka

Abstract. Parking lot occupation detection using vision systems is a very important
task. Many systems use different sensors and their combinations to find out whether
the parking lot or space is occupied or not. Using CCTV systems makes it possible
to monitor great areas without a need of many sensors. In this paper, we present
a method that uses the boosting algorithm for car detection on particular parking
spaces and shifting the image to obtain a probability function of car appearance.
Using the model of parking lot, we achieve occupancy of each parking space. We
also experimented with the detector that is based on the histogram of oriented gra-
dients (HOG) with a support vector machine (SVM). Nevertheless, we found some
drawbacks of this detector that we describe in experiments. On the grounds of these
drawbacks, we decided to use the AdaBoost based detector.

1 Introduction

Traffic information systems rely on multiple information sources. It is necessary to
acquire as much data as possible, but we also require high reliability of this data.
Parking lot occupation information systems are useful for intelligent car assistants
for on-line planning and finding of spaces for parking.

In some parking lot occupation detection systems, many different sensors are
used and it considerably increases the price of whole system. Recently, these sensors
are replaced with CCTV systems in many fields. The motivation for this is that one
camera placed on parking lot can monitor all parking spaces at once.
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The problem of parking lot detection system is to find out occupation of parking
spaces. The systems that are available can be divided into two categories, car based
systems and parking space based systems. The car based systems are based on find-
ing the cars in the images. The parking space based systems depend on their state
with respect to their particular area, which is often combined with the background
subtraction models.

In our approach, we work with the images from a camera and we use the Ad-
aBoost based algorithm to find cars in the specific parking space. If it is found, then
the parking space is marked as occupied. Otherwise, it is marked as free. Boosting
algorithms are quite fast, but there might be many parts of the image that can be
similar to cars. We use only a part of car image for detection and this way we try to
minimize the error of false detection. Therefore, our method is a combination of car
and space driven methods.

We also shift the detection area in the image to compute probability function.
The function is computed as a sum of successful car detections. According to this
and a preset threshold, we mark the parking space as occupied or not. This makes
our approach less false detection prone.

In this paper, we describe our approach in detail. We provide the readers with
information on the boosting algorithms and the problem of classification. Then we
show the results of our approach and discuss them in the conclusion.

2 Releated Work

Many methods for object detection and recognition using machine learning methods
were developed recently [3,8,10]. The object detection systems can be divided into
several classes: feature based, model based, background subtraction based, etc. Re-
lated work based on car detection can be also divided into the two main classes [4]:
explicit and implicit.

The explicit models [5,7,9] use generic models of cars. It is represented as an 2D
or 3D model of the car. The models are also often decomposed to sub models and are
detected separately according to their features. The combination of these features
is then used for the detection of whole car. The most used features are based on
rectangular car borders, windshields, intensity of color, or intensity of shades. The
car is detected if enough evidence of car presence is found.

Implicit modeling is based on appearance [1, 3, 6]. It uses sample images to de-
scribe the model of the car. Classifiers or statistical tools are used in this modeling
for classification of the input samples according to the extracted features. For exam-
ple, the detection methods that are based on the support vector machine (SVM) were
presented in [2,8]. The algorithms for detection are based on finding (matching) the
car models in the whole input image. Some methods are focused on contextual-
knowledge [7, 13]. In this case, the cars are detected only on roads or parking lots.

The detectors that are based on the histogram of oriented gradients (HOG) with
SVM are also capable of this detection task [2]. Nevertheless, this detector had a
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high number of false positive detections in noisy images. That is the reason why we
use the algorithm that are based on the Haar-like features with AdaBoost. We show
in our experiments that the proposed detector achieves better results in noise images
than the detector that is based on HOG with SVM.

3 Boosting, AdaBoost

Our training data obtained from the parking space can be used with many classifiers.
We use the algorithm proposed by Viola and Jones [11, 12] due to its success in
many detection tasks and due to the reasons that was described above. Viola and
Jones used Haar-like features, integral images, AdaBoost and cascade structure in
their framework.

Haar-like features consist of white and black regions and the features are defined
as difference of the sum of pixels between the regions. The response to the Haar-
like features is computed very quickly using the image representation called integral
images. The features can be used as weak classifiers. Generally, many variations of
these features can be formulated.

AdaBoost is used to select the most useful and relevant classifiers (features). The
main idea of AdaBoost algorithm is to create a strong classifier as a linear combi-
nation of weighted simple weak classifiers. Single Haar-like feature can represent
a simple weak classifier. The input for AdaBoost is a training set S = (x1,y1), ...,
(xm,ym), where xi represent sample (in our case cars) and yi represent possible eval-
uation (positive samples are marked as 1, negative samples has 0). The algorithm
works in an iterative way and it is changing the importance of data in each its step.
Finally, AdaBoost choose effecient features ("weak" classifiers) according to the
lowest error and it creates "strong" classifier using a linear combination of weak
classifiers.

Viola and Jones object detection framework uses cascade structures to achieve
a better classifier speed. The cascade consists of several stages. The stages consist
of several simpler classifiers. The main idea of cascade is the rejection of negative
candidates in the early stages of cascade. The candidate that successfully passes all
phases of cascade is marked as a positive detection (in our case as the car).

4 Our Approach – Proposed Method

Our approach consists of several steps. These steps are shown in the diagram in
Figure 1. In the first step, we obtain the image from the camera. The location of
our camera is on the roof of the near building that is above the parking lot. Sample
images obtained from this camera are shown in Figure 2. In the second step, we get
the coordinates of the parking spaces. Each parking space is defined by four coordi-
nates and we manually draw a map of parking spaces. The map of parking spaces is
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frames from camera
obtain the coordinates 
of the parking spaces obtain the trainig set

the training phase probabilistic mask final detection
improvements 

by sliding window

normalization of 
the training set

Fig. 1 The diagram containing the basic steps of our approach

Fig. 2 The images from our parking lot

shown in Figure 2. Finally, the coordinates are obtained for each parking space from
this map. After obtaining the coordinates, we can process images from each parking
space separately. These images are normalized for the training phase. The normal-
ization includes an important preprocessing steps: a perspective transformation, cut
off the background and size normalization. We use a normalized images as an input
to the training phase. After the training phase, we obtain our classifier. We use this
classifier in the detection phase. In the next section, we suggest the following steps
to improve detection in our application of parking space.

4.1 Improvements of Detection Rate

In order to achieve higher detection rate, we propose several techniques that should
increase rate of correct car detection and concurrently decrease false positive rate.
The first technique is called window shift. We search for car not only in the win-
dow located in a position of parking space, but we also slightly shift this window
in 8 additional directions (right, left, top, bottom, right-top, left-top, right-bottom
and left-bottom). The detection algorithm is carried out in all these positions. The
number of car detections in one area (9 windows) tells us about the probability
of occupancy. If the number is high and it is close to 9, we can mark this space as
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an occupied one. On the other hand, if the number is close to zero, there is a high
probability that the detection was only accidental. In order to mark these position as
correctly as possible, we use a probabilistic function which will be presented later.
It is obvious that this approach reduces the situations of accidental detections of cars
in empty spaces and detections of empty spaces in occupied spaces.

The second technique is called the reduction of window. Because of shifting the
window, higher probability of false detection in empty spaces can emerge (despite
that it mostly reduces this problem). It is caused by interference of neighboring
car to detected area. Therefore, we slightly lower the size of searching window by
5−10%. Because of that, the shifted windows do not cover so much the neighboring
parking spaces and it reduces the false positive rate. Concurrently, it still preserves
the advantage of shifting (probability of detection of wrong parked cars and higher
probability of correct result because of the higher number of detections).

The third technique is optional and can be eliminated by better marking of park-
ing spaces. The problem lies in strong perspective distortion of parking spaces near
the edge of the image. Therefore, we should not mark the parking spaces in the
ground level because a large portion of the car could be depicted in a neighboring
parking space or even out of the parking lot. It is more appropriate to mark the park-
ing space approximately in the height of headlamps. On the other hand, it is more
simple to mark the spaces in the ground level and adjust the searching window by
our third technique of automatic perspective correction. This correction should in-
crease the car detection rate in the edges of frame but is also could suffer from the
problem of detection of boundary stones and shadows as cars. Therefore, the detec-
tor should be learned for such negative images, otherwise, many of empty spaces
in the edges could be detected as cars. Our classifier was not trained for such cases
yet, so we do not use this improvement in our tests. Preliminary tests showed better
results in moderately distorted spaces but higher false positive rates were achieved
in extreme edges and this should be addressed in future work.

As mentioned before, the output from the shifting improvement gives us a prob-
abilistic model that increases the reliability of parking space occupancy detection.
Each time car is detected in shifted area, a Gaussian function is cumulated in prob-
ability image. Once it is done for all parking spaces, we get the probability that
gives us information about presence of the car in each part of the image (Fig. 3).
Each parking space is then processed separately and a threshold is set to distinguish
whether the parking space is occupied or not.

Many detectors use the whole image as an input. These detectors process the
input image in all positions, scale etc. Such approaches are computationally de-
manding. On the other hand, these approaches allow detection of objects at various
locations and sizes. The motivation for the use of our approach with our proposed
improvements is to avoid processing the whole image in all different scales and po-
sitions in order to accelerate the detection phase of the algorithm while maintaining
satisfactory detection results.
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Fig. 3 The accumulated probabilities of car presence over the whole image

Fig. 4 The example of positive (left) and negative (right) training samples

5 Experiments

5.1 Training Set

We created a set of training images that contains 4500 positive and 4500 negative
samples. The examples of these positive and negative samples are shown in Fig. 4.
The positive set consists of cars from the first row (the cars closest to the camera).
The cars from the first row are slightly similar to the cars from the back rows (the
cars differ mainly in their size between the front and back rows). Furthermore, the
samples are not affected by the camera distortion in the first row. The cars in our
set were obtained with different climatic and lighting conditions for better detection
properties. Moreover, these samples have good image quality and images taken from
the first row have the potential to create a data set of a car in the future. Such images
could be used in other detection applications. Each positive sample was resized to
20× 24 pixels for the training phase.

The negative set of training images was taken from our parking spaces. Each
parking space (without cars) was used to the training set. We created this negative
set with different climatic and lighting conditions for better detection properties as
in obtaining the sample of cars.

5.2 Real World Tests

Before continuing to experiments with the proposed detection method, we regard as
desirable to describe the selection of this approach instead of detector that is based
on the HOG descriptors with SVM. We experimented with the parameters of HOG
based detectors and we suggested the optimal configuration (HOG1). Each positive
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Table 1 The detection accuracy of proposed algorithm and the HOG based detector in noisy
images

Approach Cars Det. Cars Rate Empty sp. Det. spaces Rate Accuracy
HOG1 18 17 94.4 % 430 179 41.6 % 43.8 %

Proposed 18 14 77.7 % 430 425 98.8 % 94.2 %

Table 2 The detection accuracy of algorithm and its enhancements

Move Resize Cars Det. Cars Rate Empty sp. Det. spaces Rate Accuracy
- - 591 566 95.8 % 417 379 90.9 % 93.8 %

yes - 591 580 98.1 % 417 370 88.7 % 94.2 %
yes -2 % 591 578 97.8 % 417 378 90.6 % 94.8 %
yes -4 % 591 578 97.8 % 417 381 91.4 % 95.1 %
yes -6 % 591 576 97.6 % 417 387 92.8 % 95.5 %
yes -8 % 591 563 95.3 % 417 390 93.5 % 94.5 %
yes -10 % 591 563 95.3 % 417 397 95.2 % 95.2 %
yes -12 % 591 548 92.7 % 417 401 96.1 % 94.1 %
yes -14 % 591 550 93.1 % 417 402 96.4 % 94.4 %

and negative sample was resized to 96×96 pixels for the training phase of the HOG
detector. The configuration of HOG1 was designed with the size of block = 16×16,
size of cell = 8× 8, horizontal step size = 8, number of bins = 4. This configura-
tion achieved high detection rates in day illumination. Nevertheless, the HOG based
detector (with SVM) had the high number of false positive detections in night illu-
mination (in images with noise) than the presented detector. The artifacts that are
created by noise have a negative effect to efficient computation of HOG descriptors
and the HOG based detector often detects the spaces as occupied although the cars
are not in these spaces. The detection rates of detectors (without improvements that
we proposed in section 4.1) in noisy images are shown in Table 1.

For the above reasons, we decided to continue to test the presented approach in
next experiments only, because we needed a robust detector that is able to detect
occupied and vacant spaces in parking lots under day and night illumination with
satisfactory results in both illuminations. In order to prove the usefulness of our
algorithm in day illumination, we picked up 18 images of park lot in different times
of a day. We chose not only images in the cloudy weather, but we also used images
in a strong sunlight which causes strong shadows. 9 overcast and 9 sunlight images
were chosen, each of them had 56 parking spaces. In total, 1008 parking spaces were
examined, 591 were occupied and 417 of them were empty. We show the detection
rates with the basic algorithm, algorithm enhanced by moving detection window and
shrinking its size in Table 2. This table shows detection results for all test images
together (cloudy and sunny weather).

Even the basic algorithm without the enhancements gives nice results with 95.8%
correctly detected cars and 90.9% empty spaces. In total, 93.8% of parking spaces
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Fig. 5 The results of detection

were marked correctly. Both numbers can be further improved. If we use the moving
detector window, more than 98% of cars were correctly detected, but the detection of
empty spaces decreased to less than 89%, even though the accuracy slightly raised.
The improvement of car detection rate was achieved by searching for the car mul-
tiple times and we detect 14 more cars from 25 previously undetected. Therefore,
the car can be detected multiple times even in situations when it was not detected
by the basic algorithm at all. Moreover, we can detect the wrongly parked car more
easily. The drawback is that we can also detect the wrongly parked cars in empty
spaces by shifting the detector window. In order to improve this issue, we were
shrinking the size of detector window. It should still detect the wrongly parked cars
in the processed parking space but also should not cover the big part of car from the
neighboring parking space. It is obvious that decreasing the size of detector window
slowly reduces the car detection rate and slowly increases the empty space detection.
Many experiments proved that best results are achieved by shrinking the window by
-6 % -8 %. In such cases, the car detection rate is still higher than 97.5 % and empty
spaces are correctly detected in slightly more than 95 %.

Table 3 shows the difference between cloudy weather (without shadows) and
sunny weather (with problematic shadows). The moving detector window is a sig-
nificant help in overcast images. The car detection rate rises up to 99 % and we
achieved about 96 % to 98 % empty space detection rate with the moving window
and the small shrinking factor. The accuracy is approx. 97.5 % to 98 % with the
shrinking factor from -2 % to -10 %.

On the other hand, the sunny images can be problematic because of strong shad-
ows casted by the neighboring cars to the empty spaces. The car detection rate is
still high even in these difficult conditions with 96 % to 98 % using the shrinking
factor from -0 % to -6 %. The smaller windows than that quickly reduces the car de-
tection rate. Shadows are a real problem because the empty parking space detection
is reduced to 85 % to 88 % with the same parameters and quickly rises up to 95 %
with smaller windows. The goal is to choose such shrinking factor that has still the
high car detection rate and also has not the very low empty parking space rate. In
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Table 3 The detection accuracy of algorithm and its enhancements for different conditions

Cloudy Weather Sunny Weather
Move Resize Det. Cars Det. Spaces Accuracy Det. Cars Det. Spaces Accuracy

- - 95.3 % 93.2 % 94.4 % 96.3 % 88.6 % 93.1 %
yes - 98.0 % 91.7 % 95.4 % 98.3 % 85.8 % 93.1 %
yes -2 % 99.0 % 96.6 % 98.0 % 96.6 % 84.8 % 91.7 %
yes -4 % 98.3 % 96.1 % 97.4 % 97.3 % 86.7 % 92.9 %
yes -6 % 99.0 % 97.6 % 98.4 % 95.9 % 88.1 % 92.7 %
yes -8 % 97.0 % 98.1 % 97.4 % 93.5 % 89.1 % 91.7 %
yes -10 % 97.0 % 98.5 % 97.6 % 93.5 % 91.9 % 92.9 %
yes -12 % 94.6 % 97.6 % 95.8 % 90.8 % 94.8 % 92.5 %
yes -14 % 95.3 % 98.1 % 96.4 % 90.8 % 94.8 % 92.5 %

Fig. 6 The results of detection in another parking lot

future work, we are going to try to improve the empty parking space rate in sunny
weather by a shadow removal. The result of detections are shown in Figure 5.

We tried to apply our algorithm to the another parking lot with the same classifier.
The results are presented in Fig. 6. It is obvious that the trained classifier is sufficient
even for the another parking lots. In all three testing images, we achieved 100.0
% detection rate, but we need to say that this parking lot is more simple for the
detection algorithm than the former one.

6 Conclusion

We presented the AdaBoost based algorithm for the detection of occupancy of park-
ing spaces provided with the few improvements ensuring the higher robustness of
our method. Our test showed that this method provided the high detection rate of
about 98 % in cloudy weather a 93 % in strong sunlight. In future work, we will
focus on improvement in sunny images, probably with the shadow removal method.

Acknowledgements. This work was supported by the SGS in VSB Technical University of
Ostrava, Czech Republic, under the grant No. SP2013/185.



690 R. Fusek et al.

References

1. Bileschi, S.M., Leung, B., Rifkin, R.M.: Component-based car detection. Street Scene
Images. S.M. Thesis, EECS, MIT (2004)

2. Dalal, N., Triggs, B.: Histograms of oriented gradients for human detection. In: IEEE
Computer Society Conference on Computer Vision and Pattern Recognition, CVPR
2005, vol. 1, pp. 886–893 (June 2005)

3. Heisele, B., Riskov, I., Morgenstern, C.: Components for object detection and identifica-
tion. In: Ponce, J., Hebert, M., Schmid, C., Zisserman, A. (eds.) Toward Category-Level
Object Recognition. LNCS, vol. 4170, pp. 225–237. Springer, Heidelberg (2006)

4. Hinz, S.: Detection and counting of cars in aerial images. In: Proceedings. 2003 In-
ternational Conference on Image Processing, ICIP 2003, vol. 3, pp.III- 997–III-1000
(September 2003)

5. Hinz, S., Schlosser, C., Reitberger, J.: Automatic car detection in high resolution urban
scenes based on an adaptive 3d-model. In: 2nd GRSS/ISPRS Joint Workshop on Remote
Sensing and Data Fusion over Urban Areas, pp. 167–171 (May 2003)

6. Leibe, B., Leonardis, A., Schiele, B.: Combined object categorization and segmentation
with an implicit shape model. In: ECCV Workshop on Statistical Learning in Computer
Vision, pp. 17–32 (2004)

7. Moon, H., Chellappa, R., Rosenfeld, A.: Performance analysis of a simple vehicle detec-
tion algorithm. Image and Vision Computing 20(1), 1–13 (2002)

8. Papageorgiou, C., Poggio, T.: A trainable system for object detection. Int. J. Comput.
Vision 38(1), 15–33 (2000)

9. Ram, T.Z., Zhao, T., Nevatia, R.: Car detection in low resolution aerial images. In: Image
and Vision Computing, pp. 710–717 (2001)

10. Schneiderman, H., Kanade, T.: A statistical method for 3d object detection applied to
faces and cars. In: Proceedings of IEEE Conference on Computer Vision and Pattern
Recognition, vol. 1, pp. 746–751 (2000)

11. Viola, P., Jones, M.: Rapid object detection using a boosted cascade of simple features.
In: Proceedings of the 2001 IEEE Computer Society Conference on Computer Vision
and Pattern Recognition, CVPR 2001, vol. 1, pp. I–511 – I–518 (2001)

12. Viola, P., Jones, M.J., Snow, D.: Detecting pedestrians using patterns of motion and ap-
pearance. In: Proceedings of Ninth IEEE International Conference on Computer Vision,
vol. 2, pp. 734–741 (October 2003)

13. Zhao, T., Nevatia, R.: Car detection in low resolution aerial images. Image and Vision
Computing 21(8), 693–703 (2003)



Blink Detection Based on the Weighted Gradient
Descriptor

Krystian Radlak and Bogdan Smolka

Abstract. In this paper some modifications of the eye blink detection method
based on the weighted gradients are presented. We propose some novel techniques
of denoising of the obtained waveforms and fully automated zero-crossing detec-
tion capable to detect eye blinks. These modifications were tested on two different
databases. The evaluation of results show that the introduced modifications improve
performance of the proposed detection framework, in which the pixels of each video
frame are divided into two groups according to the direction and magnitude of the
hybrid gradient vectors. The distance between their centers of gravity is used for
the determination of the eye movement characteristics. The proposed technique can
also be used for the analysis of eye movements and can be utilized in systems which
are monitoring human fatigue, drowsiness and emotional states.

1 Introduction

The eye movements analysis is a very active research area related to fatigue, drowsi-
ness or human cognition [1, 17]. Variability in eye blink rate is subject of research
of psychologists, ergonomists and engineers, but manual analysis of blinks is very
tedious and time consuming.

The study of a correlation between eye blinking dynamics and human behavior
in the real world applications are of high importance and potential, as eye move-
ments can reliably reflect the human emotional conditions [3, 13]. The evaluation
and recognition of eyelid movements can limit the accidents caused by falling asleep
and help report the efficiency and concentration at work. It can also be used in the
human-machine interface devices and can be applied as an indicator of some typical
signaling method for people with limited upper body mobility [8].
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The eye blinking is also the subject of research conducted by psychologists. One
of the most interesting research fields in behavioral science is the analysis of blink-
ing rate treated as a deception indicator. Elevated blink rates are observed in subjects
who try to mask their true emotions [15], and a decreased blink frequency is typ-
ical for people who are not telling the truth, followed with an increased blinking
afterward [9].

Despite the great interest in the analysis of human blink patterns, effective and
accurate computer vision algorithms for the eye movement analysis are still un-
der development. In our recent work [16], we presented a brief overview of exist-
ing methods and presented a novel blink detection algorithm, which we call the
Weighted Gradient Descriptor (WGT). The accuracy of the algorithm
was evaluated on 5 video sequences registered in our laboratory with the high speed
camera and on the ZJU Eyeblink Database [12], which was used as a benchmark in
some relevant papers [5–7, 12, 18, 20].

Pan et al. [7, 12] introduced using the ZJU database, an undirected Conditional
Random Field framework (CRF), incorporated with a discriminative measure of eye
states. In their approach, a three-state set for eyes: open α , closed γ , ambiguous β
are defined and the eye blink was modeled as a state change pattern of α → β →
γ → β → α . CRF allows to estimate the probability of a transition between a given
state and offer several advantages over hidden Markov models.

Divjak and Bischof [5,6] used the normal flow and OpenCV’s implementation of
the Adaboost and Lukas-Kanade feature tracker to detect and track face and eyes po-
sition using the ZJU database. The normal flow technique is utilized to describe four
states: Open, Closing, Closed and Opening, that allow to distinguish between blink
and holding eyes closed for a certain period of time. Transitions between states are
determined by the mean magnitude of the normal flow and its dominant orientation.
The main drawback of the algorithm is that it fails when flow direction fluctuates,
which leads to incorrect transitions between states in the deterministic finite state
machine.

Torricelli et al. [18] proposed a simple frame differencing and image binarization
with empirically determined threshold. This approach is based on the assumption,
that if blink occurs then two regular blobs are obtained in a binarized image. Next,
this binary image is denoised and eye’s proportion is analyzed according to anthro-
pometric knowledge.

Wu et al. [20] proposed a framework, which can be used to detect the driver’s
drowsiness by analysis of the eye state. In their approach, the face is localized using
the Adaboost algorithm, the left eye position is detected using Support Vector Ma-
chines (SVM ) classifier and features are calculated using the radial-symmetry and
distance transform. The eye state is also determined by SVM classifier, but with Lo-
cal Binary Patterns (LBP) features. In two experiments some video sequences from
ZJU Eyeblink database was used as training set and the rest of them as test set.

In this paper we introduce some modifications to the WGT method and we
present an efficient and fully-automated zero crossing detection algorithm for de-
tection of blinks from the acquired waveforms. This work is organized as follows.
The next Section provides a short description of our WGT method. In Section 3 we
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present zero crossing detection technique. In Section 4 we show some modifications
of the WGT method and discuss the obtained detection results. Section 5 concludes
the paper.

2 The Weighted Gradient Descriptor

Our approach is motivated by the work of Polikovsky et al. [14] in which the au-
thors have shown that a 3D gradient descriptor is capable to recognize small facial
movements recorded by a high-speed camera. However, the proposed descriptor is
not intuitive and difficult to analyze. In our recent paper [16], we simplified their ap-
proach and proposed a new, fast and accurate blink detection algorithm. Our basic
idea was to reduce the dimensionality of the features used in [14].

The first step of the proposed scheme is the face localization using the Adaboost
implementation proposed by Viola et al. [19] and modified by Lienhart et al. [10],
followed by eye localization using the cascade-models described by Santana et al.
in [4]. As cascade-models may return more than one eye localization and some
of them can be false positive, therefore it is necessary to use other eye detection
methods for validation. Hence, we changed our eye localization scheme. At the
beginning we mark the right eye region manually in the first frame and then we track
the eye position using the cascade-models described by Santana [4] in the small
neighborhood of the eye region localized in the previous frame. We also assumed,
that if the eye region position during the tracking step was not detected, then we
copy the eye localization from the last frame. This simplified approach allows for
correct eye localization in all of the tested video sequences.

Subsequently, we calculate the partial derivatives into y coordinate and time (t)
direction for each pixel within the localized eye region for two consecutive frames
of a video sequence defined as:

Iy(x,y, t) = I(x,y+ 1, t)− I(x,y− 1, t),
It(x,y, t) = I(x,y, t + 1)− I(x,y, t− 1).

(1)

The couples of spatio-temporal derivatives can be treated as a vector denoted as
Iyt(x,y, t) = [Iy(x,y, t), It(x,y, t)], which represents vertical motion between frames.
In this way, all vectors are divided into two groups. The first group contains all
vectors for which It component is greater than zero and the second group consists of
all vectors for which It is negative. Subsequently, we calculate a linear combination
of the vectors with weighting coefficients equal to absolute value of the components
It in each group. Finally, we obtain two weighted vectors v(t)↑,v(t)↓ and calculate
the difference between the y-coordinates of those vectors, which will be called the
waveform and denoted as D(t). The weighted gradient vector v(t)↑ is joining the
initial spatial position (vx0(t)↑,vy0(t)↑) defined as:
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vx0(t)↑ =
∑

x,y,It (x,y,t)>0
|It(x,y, t)| · x

∑
x,y,It (x,y,t)>0

|It(x,y, t)| , vy0(t)↑ =
∑

x,y,It (x,y,t)>0
|It(x,y, t)| · y

∑
x,y,It (x,y,t)>0

|It(x,y, t)| , (2)

with a terminal point (vx1(t)↑,vy1(t)↑) defined as:

vx1(t)↑ =
∑

x,y,It (x,y,t)>0
|It(x,y, t)| · (x+ δx · Iy(x,y, t))

∑
x,y,It (x,y,t)>0

|It(x,y, t)| ,

vy1(t)↑ =
∑

x,y,It (x,y,t)>0
|It(x,y, t)| · (y− δy · It(x,y, t))

∑
x,y,It (x,y,t)>0

|It(x,y, t)| , (3)

where δx,δy are parameters connected with the scale of the vectors. The weighted
gradient vector v(t)↓ is defined analogously. The visualization of the weighted gra-
dient vectors is presented in Fig. 1.

In the next step we compute the D(t) waveform defined as:

D(t) = d(t) · (||v(t)↑||+ ||v(t)↓||), where d(t) = vy0(t)↓ − vy0(t)↑. (4)

v(t)↑
(vx 0(t)↑ , vy 0(t)↑ )

(vx 1(t)↑ , vy 1(t)↑ )

v (t)↓

d(t)

(vx 0(t)↓ , vy 0(t)↓ )

(vx 1(t)↓ , vy 1(t)↓ )

Fig. 1 The visualization of the Weighted Gradient Descriptor

The obtained waveform is noisy, therefore we propose some modifications to
overcome the problems connected with accurate blink detection. More details and
properties about this descriptor can be found in [16].
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3 The modifications of the WTG

During the experiments we observed that it is beneficial to modify the formula de-
scribing the waveform D(t):

D̂(t) = d(t) · ||v(t)↑|| · ||v(t)↓||, where d(t) = vy0(t)↓ − vy0(t)↑. (5)

This simple modification allows for reduction of noise in the waveform and facili-
tates easier analysis and interpretation of this curve.

Let us consider only It(x,y, t) for each pixel and its sign. Then, we divide all
pixels into two groups. The first group contains pixels for which It(x,y, t) > ε and
the second group consists of pixels for which It(x,y, t) < −ε . This assumption is
necessary, because the eyelid movement causes a strong change of It(x,y, t) values.
The pixels whose It(x,y, t) are in the range [−ε,ε] are treated as noise. The center
of gravity of those groups of pixels is defined as:

vx0(t)↑ =
∑

x,y,It (x,y,t)>ε
|It(x,y, t)| · x

∑
x,y,It (x,y,t)>ε

|It(x,y, t)| ,vy0(t)↑ =
∑

x,y,It (x,y,t)>ε
|It(x,y, t)| · y

∑
x,y,It (x,y,t)>ε

|It(x,y, t)| . (6)

The vx0(t)↓,vy0(t)↓ is defined analogously. In the next step we compute the D̃(t)
waveform defined as:

D̃(t) = d(t) ·
(

∑
x,y,It (x,y,t)>ε
|It(x,y, t)|

)
·
(

∑
x,y,It (x,y,t)<−ε

|It(x,y, t)|
)
, (7)

where again d(t) = vy0(t)↓− vy0(t)↑. The distance between the centers of gravity of
the two groups of vectors is used for the description of the eye movement dynamics.

Another problem, which should be considered is the influence of eyebrow move-
ments and of the noise corrupting the images of the eye region. Generally, the peaks
in the waveform which are caused by the eye blinks depend slightly on the posi-
tion and size of the selected eye region. However, if the rectangular region of the
eye is too large and the noise decreases the video quality, then the centers of grav-
ity of the two groups of pixels can be shifted causing distortions of the waveform.
This effect is especially noticeable when the eyebrow is moving. To minimize the
influence of the size of the detected eye region and to diminish the influence of the
eyebrow movement, we multiply It(x,y, t) values by a two-dimensional Gaussian
Kernel (GK).

The eye blink is analyzed using the waveform, in which the blink is represented
by a zero-crossing point between a local maximum and a local minimum. The eye
closure is exhibited by a positive peak in the waveform and the eye opening is cou-
pled with a negative waveform peak. In the spontaneous blink the time of closing
is shorter than time of opening, therefore a stronger positive peak is obtained. To
denoise the waveform, we used the running average smoothing algorithm. For the
detection of a blink, we propose a simple scheme:
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• Calculate the maximum value Dmax and the minimum value Dmin in the wave-
form.

• Find a local maximum argument tmax for which D(tmax)> Dmax/n1 in the wave-
form, where n1 is a scaling parameter and in subsequent k frames try to find a
local minimum argument tmin for which D(tmin)< Dmin/n2, where n2 is another
scaling parameter and k determines the number of frames, after which the local
minimum should appear. If you find a new local maximum argument t ′max before
a local minimum, then tmax = t ′max.

• If you find tmax, tmin, then estimate a linear regression for the data x = tmax,tmax +
1,. . . , tmin and y = D(tmax),D(tmax + 1), . . . ,D(tmin).

• If the slope of the regression line is smaller than λ , then between a local max-
imum and minimum the blink is detected. The zero-crossing point is calculated
as the mean of tmax and tmin.

The visualization of the detection scheme is presented in Fig. 2. The use of a linear
regression is necessary, because the waveform can be noisy and simple analysis of
maximum and minimum locations can provide poor results.

120 140 160

0

0.5

1 D m a x

D m i n

t m a x t m i n

t

D
(t
)

Fig. 2 The visualization for zero-crossing detection algorithm

4 Results

The proposed approach has been tested using our own database of video sequences
and on the ZJU Eye blink Database described in [12]. We compare our results with
other approaches validated on this database. The results will be presented using
Detection Rate (DR) and number of False Positives (FP) to facilitate comparison
with other blink detection techniques.

In the prepared experiment, five subjects were recorded during short interviews
in a controlled environment with a Basler camera at 100 fps and 640×480 pixel res-
olution (one of the subjects was wearing glasses). A single video sequence contains
from 8129 to 16012 frames. In five sequences we manually annotated the states of
the right eye of the subjects.
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Below, we present our preliminary results of analysis of the waveform for the
videos recorded using a high speed camera. We used the described automatic zero-
crossing detection algorithm and the results are presented in Tab. 1. As we can see,
the D̃(t) waveform allows to obtain relatively low false positive and a high detection
rate.

Table 1 Summary of the algorithm performance (FN- Frame Number, DB - Detected Blinks,
DR - Detection Date, FP - False Positive)

(a) Manually marked
blinks

FN Blinks
Person1 16013 32
Person2 8128 33
Person3 11498 99
Person4 10213 55
Person5 13179 81

(b) Detected in D(t) wave-
form

DB DR FP
Person1 31 96.88% 17
Person2 32 96.97% 11
Person3 88 88.89% 27
Person4 51 92.73% 14
Person5 80 98.77% 11

(c) Detected in D̂(t) wave-
form

DB DR FP
Person1 28 87.50% 6
Person2 32 96.97% 4
Person3 85 85.86% 7
Person4 47 85.45% 6
Person5 80 98.77% 8

(d) Detected in D̃(t) wave-
form

DB DR FP
Person1 28 87.50% 2
Person2 32 96.97% 3
Person3 87 87.88% 0
Person4 39 70.91% 5
Person5 77 95.06% 2

We observed a decreased efficiency of the proposed algorithm for the Person
4, which was caused by atypical blinking pattern and persistent eye movements.
The differences between the original method described in [16] and the introduced
modifications are shown in Fig. 1.

The ZJU Eyeblink Database contains 80 videos. The subjects were recorded in four
different positions with a web camera at 30 fps and 320× 240 pixel resolution. The
authors claim, that the total number of blinks in the database is 255, but we observed
258 blinks. The difference can be caused in the applied definition of the blink.

The annotations were prepared using ELAN Linguistic Annotator software [2,
11]. During the tests on ZJU Eyeblink Database we obtained the best results for the
D̃ waveform. The used parameters are ε = 0.02, the standard deviation parameters
in the GK were σx = σy = 30. We achieved 98.83% of detection rate and only 1
false positive. The achieved results are very satisfactory, however this database does
not contain eye movements, eye occlusions or head movements. Some examples
of the obtained waveforms are presented in Fig. 2. The results achieved by other
researchers are shown below.
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Fig. 1 The comparison of three waveforms D(t), D̂(t), D̃(t) divided by a maximal value in the
waveform to show them in one plot. In the rectangular box a part of the waveform is presented
in the enlarged view. The manually annotated blinks are denoted using a dashed line.

In [20] the authors presented the accuracy rate of eye state recognition. In the first
experiment the accuracy was 87.13% for closed eyes and 93.62% for opened eyes.
In the second experiment the accuracy was 90.11% for closed eyes and 78.44% for
opened eyes. The rest of the results are shown in Tab. 2.
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Fig. 2 Exemplary waveforms D̃(t) obtained for the ZJU Blink Database. The bold lines rep-
resent the detected zero-crossings, which are signatures of the eye blinks and the dashed lines
represent the points, when blinks are starting and ending.

Table 2 Comparison of the performance of eye blink detection methods tested on the ZJU
Eyeblink Database

Method FN Blinks DB DR FP

Our best results 11830 258 255 98.83% 1
Other approaches

Conditional Random Field [7, 12] 11800 255 - 88.8% or 95.7% <0.1%
Normal flow [6] 11800 255 - 70% 13%
Normal flow [5] 11800 255 - 97%±7% 2%±6%
Anthropometric properties [18] - - - 95.7% 7%

5 Conclusion

In the paper, some modifications of the eye blink detection framework presented
on [16] have been proposed. The novel approaches were tested on our database and
ZJU Eyeblink Database. The obtained results were compared with the other methods
which used the ZJU Eyeblink database. The comparison with existing techniques
confirms the high efficiency of the proposed approach and its high potential for the
application in systems analyzing the blinking patterns.
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Touchless Input Interface for Disabled

Adam Nowosielski and Łukasz Chodyła

Abstract. New interfaces for human-computer interaction are based on sophisti-
cated methods of image processing and pattern recognition. They are based on some
kind of visual system and offer touchless and convenient medium for communica-
tion for the user. On the other hand, there is a great number of people who suffer
from some form of disability. They are unable to use standard input devices (mouse
and keyboard) or take advantage from new sensors (e.g. Kinect). For people unable
to control hand or body movements special assistive devices and interfaces are pro-
posed. An interface for controlling an operating system is proposed in the article. It
is based on processing video stream from a simple webcam. The solution is open
and extensible. It can be used by disabled users or in hands-busy applications.

1 Introduction

According to World report on disability [15] over 1 billion people in the world have
some form of disability. Almost one fifth of them encounter significant difficulties in
their daily lives. To improve their participation in social activities and increase their
independence new assistive devices and technologies are being introduced. That also
includes communication and information technologies for enabling or improving
services in digital world to people with disabilities. Information access is extremely
important nowadays and control/input devices play the key role.

In last decades much work has been done in the human-computer interaction.
Contemporary research on new interfaces focuses on computer vision and pattern
recognition approaches. Hands-free control of electronic devices by natural user in-
terface using gestures is gaining more and more attention. What seems to be natural
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for healthy people is of no use for disabled. To increase their independence specific
assistive technologies are introduced. The following techniques (addressed later in
the article) are used most frequently:

- eyetracking,
- brain computer interfaces,
- speech recognition,
- computer vision approaches.

The rest of the article is structured as follows. In Sect. 2 touchless interfaces for
disabled are considered. Section 3 describes the proposed solution and some details
are provided in Sect. 4. The article ends with a summary.

2 Touchless Techniques for Input Interfaces

There are four main techniques for touchless interfaces. The first one - eyetracking -
offers sophisticated methods for capturing humans’ gaze direction. Eye movements
are used as control medium for human computer interaction (HCI) or for activity
analysis (usually off-line systems) [5]. In the first case eye movements replace tra-
ditional control devices or are used supplementarily by affecting the interface in
real time. Examples include supporting multimedia learning [2] or graphics sys-
tems [7]. In case of off-line systems eye movements do not affect the user interface
but are recorded and used in: psychology and vision research, cognitive studies, us-
ability analysis, interface analysis, user experience testing (e.g. web page viewing
behaviour), market research, etc. The main reason for low popularity is the high cost
of commercial eye trackers. However, papers on low-cost eyetrackers construction
appear in the literature [8].

The most common eye trackers capture image of the pupil by a video camera
sensitive to the infra-red spectrum. The eyes are exposed to direct invisible infra-red
(IR) light and corresponding corneal reflections are measured enabling the estima-
tion of observer’s gaze point [8].

An example of proprietary solution is the CEye system from Tobii [13]. It is
designed for people with Cerebral Palsy, ALS, stroke/aphasia, spinal cord injuries
and other conditions. The movement of the eyes - eye control - is directly interpreted
for mouse movement. To select an icon or the letter a simple blink is used.

In Brain-Computer Interfaces (BCI) presence of specific patterns in a person’s
brain activity is analysed. Any form of communication begins with the user’s in-
tent which activates certain brain areas. The nervous system transmits signals to the
corresponding muscles. This triggers the movement process necessary for the com-
munication or control task. The BCI bypasses this process. Measured brain activity
associated with the user’s intent is converted into control signals for BCI appli-
cations [3]. Methods of processing the brain signals seems to play the vital role
here [1]. BCI interfaces attract great attention with new proposals and prototypes
being introduced.
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Speech is another medium for human-computer interaction. Speech recognition
technology has been a topic of research since the 1950s [11]. It has great potential
in dialogue systems and in device control (smartphones, operating systems). Fur-
thermore, speech is used for dictation eliminating the need to type. This technology
is mature and for those who are able to use it, should be considered as a significant
medium in HCI.

Finally, to provide people with disabilities the way to manipulate in electronic
world, computer vision techniques are used. There are solutions operating in visible
and infrared light. Most approaches use head or marker tracking. In the first case
control over a computer is allowed by movement of the head. First, the user face is
detected and then tracked by one of the many methods [17]. An example of mouse
replacement with head tracking is the Enable Viacam (eViacam) [6]. It is markerless
solution that works in visible spectrum. It works on standard PC equipped with a
webcam. Face and mouth detection/tracking are of most importance here.

In marker systems special visible distinctive material is used for easy foreground
separation. Markers are usually placed on the selected part of the body. SmartNav
from NaturalPoint [9] is an example complete product. It works in infrared light and
uses: infrared emitters, reflector and an infrared camera. It offers hands-free cursor
control with movements of the head or any other part of the body.

Many computer vision approaches take advantage from the user eyes. These so-
lutions, however, can not be considered as eyetracking techniques since no user gaze
point is tracked. The image plane position of the eyes is detected and its localization
changes are transferred to a control system [12]. Eye blink is frequently used for
confirmations. Systems which utilize this technique must discriminate between two
blinking types, namely involuntary blink and steering blink. They should differ in
time duration. An interesting project of text entry solely with eye blink is presented
in [10]. The interface consists of the screen keyboard with periodically highlighted
columns and rows. The user makes a selection with the eye blink.

3 Interface Conception

The use of standard input devices for some people is limited to their disabilities. The
current price level of special assistive devices is far too high for many individuals.
These solutions cannot be extended independently of the proprietor. Appearance of
low-cost products and open source applications seems to be of great importance
here.

Presented approaches and solutions (Sect. 2) show that hands-free mouse al-
ternative may be successfully achieved with the use of camera and body (usually
head) movements. However, many of them lacks versatility. They are limited only
to mouse or keyboard input. Additionally, they are confined how the user should
interacts (detection of the single feature without the possibility of change).

Two most important tasks in human-computer interaction include text input and
mouse control. An interface for controlling an operating system is proposed here as
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an alternative for a physical device. The main elements include the onscreen key-
board and the visual gesture interpreter. The main interaction is through the move-
ment of the user, recognized by processing video stream from a simple webcam.
User movements, interpreted as gestures, enable a key on the keyboard selection
or cursor control in the mouse mode. The user have the possibility to link a ges-
ture to an external system procedure (e.g. to launch an application: web browser,
mail client, text editor, etc.). The gesture is defined as an ordered set of moves
(referred further as actions). Recognized gesture triggers the definied procedure.
Actions composed from horizontal and vertical movement are only accepted.

Figure 1 shows the QVirtboard. It is the final interface displayed with two variants
of feedback presentation to the user. The first mode (denoted by ’A’ letter) presents
cropped image acquired by the camera with guiding lines and rectangles. In second
mode (’B’) an action map is provided. Both modes will be addressed later. They can
be set interchangeably by the user. For the experienced, the feedback might also be
turned off. For those who begin - it is indispensable.

Fig. 1 QVirtboard - the onscreen interface

It was assumed that presented non-contact control interface should be open and
extensible for new steering mechanisms. For this purpose, the Linux operating sys-
tem was selected as the target platform and appropriate programming structures for
extensions were adopted. The details, however, are omitted in this study.

4 The Interface Principles and the Gesture Detection

To use computers with the proposed interface a webcam and the presence of sin-
gle or multiple markers are needed. The user is assumed to possess a characteristic,
distinctive colour feature. It is used as a marker. It should be of solid colour and
examples include: part of the clothing, colour eyeglasses, body part, head (face),
mouth, head cover (a cap, a band or a hat), microphone boom etc. The main idea
is to use any available object provided it is sufficiently distinctive in the individual
user surroundings. It was assumed that user should work without additional spe-
cial hardware equipment (e.g. infrared lighting, infrared camera, additional sensors,
etc.).
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The most important part here is the calibration process. The user can select sin-
gle or multiple markers (which will be addressed later). The procedure base on the
single point selection. Pixels from the closest neighbourhood are verified for sim-
ilarity. Those similar are used for the generation of the colour marker model. The
HSV colour space was chosen. The HSV colour space separates the luminance and
the chrominance signals and makes it possible to correctly process the colour in-
formation. Examples of image processing using the colour information include face
detection [14] [4], facial features localisation [16] [4] and many others. Four mark-
ers and their corresponding image masks are presented in Fig. 2 (white denotes
pixels corresponding to the colour marker model).

Fig. 2 Example markers (left column), detection result (middle column) and image masks
(right column). Types of markers from above: a sticker, mouth, part of a cap, the whole face.
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Beside colour, some background modelling mechanisms are incorporated into the
method of marker detection. Since it is the user who moves in front of the camera the
background detection and adaptation excludes the moving objects. When the user is
still, no movement is detected. While he/she moves some movement is detected and
used additionally in marker detection process.

4.1 Gestures and Actions

The idea of gesture interpretation relies on marker projection on the action map
(marker plane). The action map allows proper classification of the user movement.
The idea is presented in the scheme (A) on the Fig. 3 and in the form of the fi-
nal appearance of the marker field (B). Neighbourhood of the detected marker is
surrounded by certain neutral area - the gray area on the figure (A). This prevents
accidental actions induced by noise or subtle and natural position changes.

Fig. 3 Action map: the scheme (A) and the final appearance (B)

The marker movement from the neutral position, so called the dead zone, to a
direction sector is interpreted as an action an added to the corresponding move-
ment sequence. The gesture thus is defined as an ordered set of moves (actions).
Recognized gesture triggers the defined procedure. The selection of the key on the
onscreen keyboard is an example. However, it should be the user or his attendant,
who configures gestures and corresponding reactions.

The problem with the action map is with the change in the starting position. It
appears when user moves and adopts a new position in front of the camera. The
possibility of dynamic and automatic correction should be provided. Without this
additional mechanism many similar actions would be registered. Hence the action
is only detected when a shift from the dead zone to a direction sector is followed by a
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return to the dead zone. Otherwise, new starting positions are adopted. Duration time
is crucial here. Experiments conducted with volunteers showed that at the beginning
users tend to extend the default time but after some experience they go back to the
original settings.

To help the user with the control over the time, marker was designed in a form
of animated circle shape. The area of the pointer field is gradually decreased. When
it takes a 360 degree turn inside a direction sector its current position will be up-
dated as new central position. This also prevents from subtle position changes by
the user inside the dead zone. Only significant changes are interpreted as actions.
Naturally, user movement ability is taken into consideration hence the interface is
fully adjustable.

4.2 Marker Modes

There are two marker modes: the tilt mode and the rotation mode. In the first mode,
movement of the single marker is tracked inside the image frame. Its relative posi-
tion is used for the control process. With the rotation mode two markers placed on
the edges of a rotated object are needed. Their movement around the vertical axis
is tracked. Their captured positions in the image plane are not taken into account.
Their size and relative position to one another are relevant. For example, two mark-
ers placed at the edges of the glasses will change their mutual location during head
rotation. The first marker’s visibility will be limited while the second extended. This
would allow the gestures interpretation independent from the location in the image
plane. This will also reduce the number of possible actions by half.

5 Conclusions

There is a great number of people with disabilities who cannot have an effective
control over electronic devices. Some control over computer equipment is a way to
enable them communication and information access.

In the article a visual input interface was proposed. It was constructed in a form
of onscreen keyboard with the capacity of mouse control. The gesture interpreter
processes a video stream from a simple webcam. The user interaction is through
movement (usually head). User movements interpreted as gestures allow a key on
the keyboard selection or mouse operation. Such solution proved to work stable and
efficiently.

It was assumed that presented non-contact control interface should be open and
extensible for new steering mechanisms. The project is accessible through the source-
forge.net service (http://sourceforge.net/projects/qvirtboard/) and the homepage
(http://qvirtboard.sourceforge.net/). The aforementioned homepage includes video
material with examples of system operation.
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The main drawback of proposed approach is the need of configuration with tra-
ditional input devices. The most challenging task here seems to be the development
of a method for automatic configuration. Some steps have been already taken, for
example with automatic marker detection with a simple mouse click during the cali-
bration process. The use of head movements (tracked by a face detection algorithm)
by default with a new user seemed to be a good solution. It would allow further in-
terface modifications and adjustments. Unfortunately, this proved to be cumbersome
for the users since natural head movements are relatively big causing the steering
movements to be comparatively greater.

It must be noticed at last, that compared to traditional input devices (mouse and
keyboard) the proposed interface is much slower. Nevertheless, for some people that
might be the only way to interact with computers.
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Architecture of the Semantically Enhanced
Intellectual Property Protection System

Dariusz Ceglarek

Abstract. This paper presents the structure and the functionality of the Semantically
Enhanced Intellectual Property Protection System. The system uses an extensive set
of semantic net algorithms for the Polish and English language that which allows
it to detect similarities between compared documents on a level far beyond simple
text matching. SEIPro2S benefits result both from using a local document repository
and from Web based resources. The SeiPro2S system uses a mechanism of semantic
compression developed to generalize concepts during a comparison of documents.
The main focus of this work is to give the reader an overview of architecture, applied
mechanisms and some actual results.

1 Introduction

The SeiPro2S system architecture was first described in [4]. The system has been
designed to protect resources from the unauthorized use of intellectual property,
including its appropriation. The most commonly known example of such treatment
is plagiarism, which, as is well known, infringes intellectual property by hiding the
origins (e.g. reusing someone else work without changes to the narration, examples
and the order of arguments). The system is able to detect plagiarism and also is
able to perform tasks such as the protection of intellectual property in documents
assigned to the system (monitoring mode) in which the system periodically monitors
documents listed in the available repositories of documents (e.g. the Internet) and
detects documents violate the intellectual property. In such cases a list of permissible
locations of document copies is prepared for a protected document.

Classic methods employed by plagiarism detection systems base on simple
knowledge representation, in which a document is a set of words that were used.
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This representation yields well-established methods of classification using for ex-
ample vector space model [1]. The SeiPro2S system uses semantic network as
a structure responsible for knowledge representation. Its greatest advantage is by
supplying a system with the right meaning of the concept processed based on its
contextual usage. Benefits one can obtain by applying semantic nets in classification
tasks were described by [1]. For processing documents written in Polish a seman-
tic net SenecaNet was employed in the SeiPro2S system. In [6] have been shown
that the automated method of the SenecaNet network expansion with new concepts
and new lexical relationships using specially constructed transducer enabling that
SenecaNet network has comparable size and performance quality as WordNet real-
izing Natural Language Processing (NLP) tasks.

The SeiPro2S uses a mechanism of semantic compression developed to gener-
alize concepts, allowing to analyze the similarity of the content of compared doc-
uments using similar concepts (expressions having similar semantic meaning) to
the base document. The system can be used (research mode) based on a detailed
description of the research problem, it allows to automatically build a relatively
complete reference base for some research domain. This would allow the finding of
documents dealing with the same idea, but expressed in a different way. Task real-
ized by SeiPro2S for English has been made possible through adoption of Wordnet
and adjusting it to already existing tools crafted for the SEIPro2S system. The de-
tails of the adoption and motivation of transferring Wordnet to SenecaNet format is
discussed in [5].

For the task of finding sources for a suspect document (searching for plagiarism)
working prototype allows to produce a report demonstrating areas copied or para-
phrased from other sources along with clear indicator informing user on ratio of
copied work to the overall document content.

With the developed algorithms using semantic networks developed for the Polish
language as well as English and semantic compression as a mechanism of general-
ization of concepts, SeiPro2s system is able to detect the copied passages, even if
the author was trying to hide his attempts by changing the word order, has been us-
ing synonyms, troponyms, hyponyms or commonly interchangeable phrases when
compiling his document.

The structure of the paper is as follows: there is a brief discussion of the tech-
nologies used which is followed by a description of the system functioning, its ar-
chitecture and performance, with examples from the experiments undertaken and
finally a summary along with an indication of future research directions.

2 SeiPro2S Functionality and Architecture

A sequence of steps which has to be undertake when a document is to be subjected
to similarity check against local document repository and documents obtained from
the Internet.

When the input document is presented to the system, responsible procedure starts
of sampling Internet using fragments obtained from input document. A list of
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Fig. 1 Checking document against a sample of documents obtained from open Internet

potentially viable documents is prepared basing on the occurrence of necessarily
long identical passages. Documents are downloaded and subjected to text-refining.
After completing these steps every downloaded document is indexed. For every doc-
ument an abstract is created and stored in local repository. A key for the whole pro-
cess procedure follows. At first, the most relevant of previously sampled, abstracted
and indexed documents are selected by comparing the indexes. Then, index of input
document is subjected to comparison with hash table containing all keys coming
from local corpora of documents. As a result of this action, a similarity report is
constructed. It conveys following information on the overall similarity of input doc-
ument to every checked document:

• length of the longest identical phrase obtained from the documents from the sam-
pling phase

• similarity indicator, which using percent ratio demonstrates how much of the
submitted text is identical with documents coming both from the sampling phase
and from local repository coming from earlier checks

• checked text along with markup showing which text fragments are identical to
those coming from local repository and current Internet sample.

When SEIPro2S acts in monitoring mode some enhancements are introduced. First
of all, each analyzed document along with first batch of samples obtained from
the Internet is stored in the local repository. Thus, when the system is monitoring
the Internet it can omit all previously checked documents and focus only on the
new ones. Figure 1 presents a sequence of steps which are undertaken when a
document is to be subjected to similarity check against local document repository
and documents obtained from the Internet.
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2.1 System Architecture

Components constituting SEIPro2S system are illustrated on Figure 2. Its main part
is a semantic net module, which works as system engine processing semantic re-
lations. The end user communicates with the system through a Web interface by
defining tasks to be completed by the system. After task is done, the user can view a
report. Other components of SEIPro2S are the sampling agent, downloading agent,
file format adapters, abstractor, classifier and document corpus - as described below.

Fig. 2 SEIPro2S compontents

The sampling agent uses Internet search engines to find documents relevant to
examined text. It uses document abstracts and a semantic network module to gen-
erate multiple queries. Thanks to heuristics, the agent makes use of domain dic-
tionary to narrow down obtained results to specified domain by determining a fre-
quency of domain-typical words. It can also query the search engine with long text
phrases. The sampling agent outputs a list of URLs and passes it to the download-
ing agent, which downloads relevant documents from the Internet and saves them
to local repository. For efficiency matters, the downloading agent works in multiple
threads. Sometimes is necessary to homogenize format of retrieved resources. The
file format adapter follows a well tested approach of flattening any structured file
formats into plain text.

The effect of text-refinement procedure, as performed by the abstractor module,
are the abstracts of documents on which the index is generated (the process of in-
dexing the documents is described in section 2.4).

The SEIPro2S system implements innovative algorithms which ensure, that doc-
ument comparison methods are insensitive to techniques used to disguise plagia-
rism, like changes in word order or using synonyms. A classifier module using
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SHAPD2 algorithm compares documents and searches common phrases which are
long enough (phrase length is a configurable parameter). The classifier uses docu-
ment indexes containing hashing keys for whole sentences.

One more feature of the SEIPro2S classifier is taking into account cases, when
text copying is allowed (e.g. citations marked with quotation marks and references).

The system applies many of well known text mining techniques employing a
variety of algorithms coming from various branches of computer science.

2.2 Text Refinement

Each task performed in the SeiPro2S needs to carry out text-refinement process
(from unstructured text document input to a structure containing stacked sequen-
tially descriptors of concepts found in the input document). Action that make up
the process of text-refinement in documents starts from extracting lexical units (to-
kenization), and further text refinement operations are: elimination of the words
from the so-called information stop-list, the identification of multiword concepts,
bringing concepts to the main form by lemmatization or stemming. It is particularly
difficult task for highly flexible languages, such as Polish or French (multiple noun
declination forms and verb conjugation forms).

Synonyms need to be represented with concept descriptors using semantic net-
work. It allows correct similarity analysis and also increases classification algo-
rithms efficiency without loss in comparison quality [15].

Abstracting process faces another problem here, which is polysemy. One word
can represent multiple meanings, so the apparent similarity need to be eliminated.
It is done by concept disambiguation, which identifies word meaning depending on
its context, is important to ensure that no irrelevant documents will be returned in
response to a query [16]. A very efficient method of concept disambiguation has
been proposed in [3]. It uses semantic network for Polish language and examines
word context to determine its meaning, resulting in 82% accuracy.

The last operation in text refinement procedure in SeiPro2S is a generalization of
concepts using semantic compression (see section 2.3 for details).

The final effect of refinement procedure is the structure of documents containing
ordered descriptors of concepts derived from the input document. This structure can
be stored as an abstract (data for creating index) of the document, and then use the
appropriate algorithm for the implementation of specific classification task, which
may be searching for long common sequences in documents in order to determine
the extent of the originality of the analyzed document.

To build indexes in the SeiPro2S - both in plagiarism detection task as well as in
the task of monitoring violations of intellectual property contained in the documents
entrusted to the system - the system uses a special structure based on hashed whole
sentences, which greatly accelerates the process of joint detection of long passages
(detailed in section 2.4).
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Table 1 Example of semantic compression

Sentence A The life span of a cell depends upon the wear
and tear on that cell

Sentence B Cellś lifetime reposes on accumulated damage
Sentence C Our treasured color TV set and refrigerator was

traded so that our household could carry on through
Sentence A

after compression period time cell rely damage cell
Sentence B

after compression cell period time rely accumulate damage
Sentence C

after compression our love colour television fridge sold family survive

2.3 Semantic Compression

Semantic compression can be defined as an effective technique to generalize con-
cepts, which adapts to the context and take into account the additional requirement
of minimizing the loss of information. The idea of semantic compression was intro-
duced in 2010 in [7] as a method of enhancing the quality and efficiency of classifi-
cation of text documents. Text compression is possible through the use of semantic
net and frequency dictionaries. Concepts with the lowest number of occurrences are
considered unnecessary and they are replaced by their synonyms and their gener-
alizations (hypernyms stored in the semantic net). The aim of this procedure is to
reduce the number of concepts used to represent concepts that occur in text doc-
uments without significant loss of information, which is very important from the
perspective of natural language processing [1]).

In addition, reducing the number of concepts helps in coping with problematic
linguistic phenomena which usually draws attention in NLP: polysemy and syn-
onymy [19] or [16]. When multiple terms used to describe the same or very similar
concept occur relatively rarely, they can be replaced by one common, more general,
concept. Due to employment of statistical analysis in big corpora of documents,
remarked frequency dictionaries are prepared and let system deal with polysemic
words with less effort and lower error rate than solutions not employing this tech-
nique.

In general, the semantic compression enables information retrieval tasks, such as
text matching, to operate on a concept level, rather than on level of individual terms.
This can be achieved not only by gathering terms around their common meanings
(known from synset based approach [18]), but also replacing longer phrases with
their more compact forms.

The emphasized concept level allows for capturing of common meaning ex-
pressed with different set of terms. The process of concepts generalization in se-
mantic compression mechanism is depicted in Figure 3. As a descriptor list for
total N concepts there are selected M concepts with top values of cumulated fre-
quency. A very simple example given in Table 1 can be used to demonstrate the idea
of semantic compression.
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Fig. 3 Selection of M concepts with top cumulative frequencies

2.4 Searching for Common Sequences (SHAPD2)

The task of matching a longest common subsequence is the most important one in
plariarism detection task. Introduction of special structure based on hashing tech-
nique that was later referenced to as a shingling (a continuous sequence of tokens
in a document) can substantially improve the efficiency of deciding on the level of
similarity of two documents by observing a number of common shinglings [17]. A
number of works represented by publications such as [13] or [2] provided plausible
methods to further boost measuring of the similarity between entities. Algorithms
based on shingle technique are commonly utilized to identify duplicates or near-
duplicates because of their ability to perform clustering tasks in linear computational
complexity [14].

The SHAPD2 algorithm (described in [10]) allows for a robust and a resilient
computation of a longest common subsequence shared by one or many input doc-
uments. SHAPD2 is improved and much faster version of the SHAPD algorithm,
which was described in [8].

The SHAPD2 focuses on whole sentence sequences. A natural way of splitting
a text document is to divide it into sentences and it can be assumed that documents
containing the same sequences, contain the same sentences. However, in text docu-
ments, there are situations in which there are long passages of text without full-stop
mark (such as different types of enumerations, tables, listings, etc.). Some sort of
strategy needs to be devised for such cases, i.e. how to split portions of text, which
are longer than reasonable length sentence in a natural language. SHAPD2 utilizes
a brand new mechanism to organize the hash-index as well as to search through the
index.

Indexing
After text-refinement process all documents need to be split into text frames of com-
parable length - preferably sentences, or in case of longer sentences - shorter phrases
(frames). The algorithm uses special coefficient which allows to set the expected
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number of frames which a longer sentence is split into. The process is driven by a
modular additive hashing1 function. Every concept in a sentence is hashed by as-
signing a number from a previously defined range. Further, the individual hashes are
summed to represent a sentence. Thanks to the additive nature of hashing function,
sentences with changed concept order are treated as equivalents.

Thus, the resulting algorithm not only searches the longest common sequences,
moreover the longest common quasi-sequences (allowing minor editing changes
such as syntactic changes, insertions, deletions, and synonyms replacements, as well
as combining or splitting multiple sentences to change their structure).

Detection Long Common Sequences
The SHAPD2 algorithm is able to compare two document’s corpora in single pass.
There are two corpora of documents as the algorithm’s input: a corpus of source
documents (originals) D = {d1,d2, ...,dn}, and a corpus of suspicious documents to
be verified regarding to possible plagiaries, P = {p1, p2, ..., pr}.

In first step, a hash table T is being created for all documents from corpus D,
where for each key the following tuple of values is stored: T [ki, j] =< i, j >, (docu-
ment number, frame number).

For phase 2, a correspondence list CL is declared, with elements of the following
structure: nd - document number, ml - local maximum, and nl - frame number for lo-
cal sequence match. Another data structure is maxima array T M for all r documents
in corpus P, containing records with structure as follows: mg - global maximum, ng
- frame number with global sequence match.

For all documents di from corpus P (suspicious documents), the correspondence
array CL and maxima array TM are cleared. For each frame, set of tuples is retrieved
from index table T . If there are any entries existing, it is then checked whether they
point to the same source document and to the previous frame. If the condition is
true, local correspondence maximum is increased by one. Otherwise, the local max-
imum is decreased. After all frames are checked, table T M storing correspondence
maxima is searched for records whose correspondence maxima is greater than a
threshold set ϕ (number of matching frames to be reported as a potential plagiary).
Frame and document number is returned in these cases.

Phase 2 is performed sequentially for all documents from corpus P.
In order to evaluate the algorithm’s efficiency, a series of experiments was exe-

cuted with Reuters corpus consisting of multiple sets of annotated documents (orig-
inals as well as suspicious documents). A set of 3000 original documents has been
used as source set, and several sets including 1000 to 6000 documents have been
used as a set suspicious documents. The sets were compared using two algorithms:
w–shingling and SHAPD2. All tests have been executed on one computing platform,
a stock laptop computer, clocked at 2.0 GHz.

1 Hashing is a commonly used technique in NLP tasks. In plagiarism detection is used to
identify common word sequences as well as to identify duplicates [14].
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Fig. 4 Processing times (milliseconds) of comparing n documents with a corpus of 3,000
documents using w–shingling and SHAPD2 algorithms

The basic results of efficiency test shows that a comparison of one suspicious
document to a set of 3,000 originals (containing about 3060 words on average) takes
7.13 ms (see Figure 4). As many as 420,700 document-to-document comparisons
were achieved in 1–second intervals. The resulting times of tests’ execution are
presented in Table 2.

Table 2 Processing time [ms] for comparing n suspicious documents with a corpus of 3,000
original documents

n 1000 1500 2000 2500 3000 3500 4000 4500 5000 5500 6000
w-shingling 5680 6654 8581 9478 11967148641689920242232003395550586
SHAPD2 4608 5114 5820 6374 7125 7213 7527 7818 8437 8656 8742

Moreover, the algorithm is utilizing the same techniques, that have already proven
their effectiveness in plagiary detection employing semantic compression [7], as
well as a resilience to false-positives examples of plagiarism [12], which is may
an issue in case of using competitive algorithms. Clough & Stevenson Corpus of
Plagiarized Short Answers [11] was used for the benchmark.

3 Summary

The SEIPro2S system has proved to be a efficient tool in checking whether sub-
mitted content is not an unauthorized copy. SeiPro2S makes it possible to not only
find direct copying, but also to find passages that rephrase the copied content with
another set of words, thus reproducing the original thought. Designed SHAPD2
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algorithm is highly efficient in plagiary detection task and employing semantic com-
pression is strong resilient to false-positives examples of plagiarism (see [9]), which
is may an issue in case of using competitive algorithms.

Working as a authenticity checker is only one possible application of the SeiPro2S
system. Among others, one has to emphasize it as a tool that can monitor whether
important information does not leak out of organization. In addition, system can be
of great help to researchers checking whether their idea was addressed by their peers
granting them with better overview of chosen research field.

There are also few topics for further research. Certain phrases are typical for
some domains (eg. law, science) and therefore their exact occurrence in different
documents cannot be perceived as the act of plagiarism. Next goal is applying
FrameNet approach for establishing equivalent phrases not detecting by semantic
compression mechanism. An investigation how to recognize allowed proper cita-
tions, could also be done.
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Validation of Clustering Techniques for User
Group Modeling

Danuta Zakrzewska

Abstract. Users can be grouped by clustering taking into account multiple features
simultaneously. The efficiency of the method depends on the quality of obtained
user groups. In the paper, the validity index, which indicates cluster quality taking
into account accuracy of models, built on clusters, is considered. We assume that
cluster elements are expressed by vectors of nominal values and that cluster repre-
sentation is in the form of likelihood matrix. As group models frequent patterns will
be considered. The performance of the proposed index will be investigated on the
basis of the experiments carried out for groups of e-learning system users described
by their learning styles. Comparisons to relative criteria of cluster validity will be
presented.

1 Introduction

Finding groups of users of similar preferences can help in tailoring web based in-
formation system to their needs. Users may be grouped supervisingly or by using
clustering technique taking into account multiple features simultaneously. The ef-
ficiency of the last approach depends on the quality of obtained user groups. From
the point of view of adaptation abilities of the system, cluster validity depends not
only on its compactness, but also on the potential for building effective group la-
bels, which describe traits of their members. We will say that cluster forms a "good"
group of users, if it is possible to find the precise pattern of their features.

Despite of commonly used techniques, which measure compactness and separabil-
ity of clusters, the validity index, which takes into account accuracy of models built on
clusters will be considered. It is based on the idea of cluster representation described
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in [11]. We assume that cluster labels are not known previously and that cluster el-
ements are expressed by vectors of nominal values, which can depict different user
features. As group models frequent patterns will be pondered. The performance of
the examined index will be investigated on the basis of the experiments carried out
for groups of students described by their learning styles. We will consider Felder &
Silverman [2] model, for which there exist explicit mappings between nominal and
numerical representations of learning style dimensions. Therefore we can compare
the performance of the examined index to relative validity criteria.

The paper is organized as follows. The related work concerning cluster validation
is depicted in the next section together with the short description of relative criteria.
In the following section the considered validity index is presented. In Section 4 the
case study of student groups is depicted. In Section 5 some experimental results
are described and discussed. Finally, concluding remarks and future research are
outlined.

2 Cluster Validation

There exist several types of cluster validation techniques [6]. As the main criteria for
cluster evaluation Jain & Koronios [5] mentioned the choice of an optimal clustering
schema, as well as compactness and cohesion. The quality criteria can be divided,
depending on the applied mathematical tools, into external, internal and relative.
The first two approaches are based on statistical testing and are computationally
complex, while the third one aims at comparing of validity index values for different
clustering schemes [3]. The effectiveness of some validity indices, as well as of
different clustering algorithms, for both artificial and real datasets was examined
in [7]. All the validity criteria, for different clustering algorithms, have been broadly
investigated in [9].

Relative criteria, which are not so computationally expensive as internal and ex-
ternal ones, enables the inclusion of the proper index as a part of the clustering pro-
cess, and this way, help in choosing the cluster structure of the best possible quality.
Their performance will be compared with the effectiveness of the considered index.

Xu & Wunsch [9] indicated relative criteria to be good tools, not only for com-
paring different clustering algorithms and their parameters, but also for determining
the optimal number of clusters. We will consider two of the examined there indices:
Dunn and SD, the ones which have chosen the majority of the optimal clustering
schemes, in the case of student data (see [12]).

Let us consider a dataset O of n-dimensional objects, which are assigned to K
clusters

{
SCMj, j = 1, ...,K

}
. Let v j denotes the centroid of j-th cluster for j =

1,2, ..,K. Dunn’s index (VD) indicates compact and well separated clusters. It was
introduced by Dunn [1] and is defined as:

VD = min
i=1,...,K−1

max
j=i+1,...,K

d (SCMi,SCMj)

maxi=1,...,K diam(SCMi)
, (1)
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where d(SCMi,SCMj) is the distance between clusters SCMi and SCMj, measured
as the minimum distance between two points belonging to SCMi and SCMj, respec-
tively:

d (SCMi,SCMj) = min
o∈SCMi ,p∈SCMj

d (o, p), (2)

and the diameter diam(SCMi) of the cluster is the maximum distance between two
of its members:

diam(SCMi) = max
o,p∈SCMi

d (o, p). (3)

A high value of VD indicates the existence of compact and well separated clusters.
The SD validity index was introduced by Halkidi, Vazirgiannis & Batistakis [3].

It takes into account two factors: average scattering of clusters SA and total separa-
tion between clusters St and is defined as:

SD = αSA + St . (4)

The first element represents intra cluster variance measures, while the second one
inter cluster distance measures and α is a weight coefficient. The average scattering
of clusters SA is constructed as follows:

SA =
1
K

K

∑
i=1

‖σ(SCMi)‖
‖σ(O)‖ , (5)

where σ (O) and σ (SCMi) are vectors of variances for the dataset O and the cluster
SCMi, i = 1,2, . . . ,K, respectively. Let |O| denotes the number of objects in the set
O, then

σ (O) = [σ1,σ2, . . . ,σn] , (6)

where

σi =
1
|O| ∑

o∈O

(oi− SROi)
2 , (7)

SRO = [SRO1 ,SRO2 , . . . ,SROn ] is the centroid of O, i = 1,2, . . . ,n. Vectors of vari-
ances for clusters are calculated similarly, by taking into account cluster objects,
and cluster centroids.

The total separation St between clusters depends on the number of clusters and
is defined by using distances between cluster centroids. It is constructed as follows:

St =
dmax

dmin

K

∑
i=1

(
K

∑
j=1

∥∥SRi− SR j
∥∥
)−1

, (8)

where
dmax = max

{∥∥SRi− SR j
∥∥ ,1≤ i, j ≤ K

}
, (9)

dmin = min
{∥∥SRi− SR j

∥∥ ,1≤ i, j ≤ K
}
, (10)
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SRi and SR j are centroids of clusters i and j, 1 ≤ i, j ≤ K. A small value of aver-
age scattering of clusters indicate compact clusters, while total separation between
clusters increases with increasing number of clusters. As both of the values are of
the different range a weighting factor α , equal to total separation of clusters for the
maximum number of input clusters, was proposed [3]. The number of clusters, of
minimal SD index can be considered as optimal [3].

3 S_GS Validity Index

Validation of the clustering schema should depend on the aim of grouping. In the
case of user groups building in order to personalise the system, big inner similarity
of members of the same group is required. What is more, possibility to single out
certain characteristics as being dominant in the group is very important. Such feature
will enable building the explicit model of group members of the minimal error. In
the case of user traits of nominal type cluster quality can be examined by using its
representation (see Def. 1).

Let us assume that each user ST is described by a vector of N attributes of nom-
inal type:

ST = (st1,st2, ...,stN) , (11)

where sti may take on ki nominal values, i = 1, ...N. Then group representation can
be defined as follows [11]:

Definition 1. Let GS be a group of objects described by vectors of N components
of nominal type, each of which of M different values at most. As the group rep-
resentation GSR we will consider the set of column vectors gsri, i = 1, ...,N of ki

components, representing attribute values of GS objects where M = max {ki : i =
1, ...,N}. Each component of a vector gsri, i = 1, ...,N is calculated as likelihood
Pi j, i = 1, ...,N; j = 1, ...ki that objects from GS are characterized by the certain at-
tribute value and is called the support for the respective attribute value in GS.

The group representation helps in looking at the group features comprehensively.
The values of the biggest support indicate dominant attribute values for each group
that can be used to build cluster models. The bigger support value means the better
cluster quality. In the ideal case the group representation is constituted by vectors,
which one component is equal to 1 while the others are equal to 0. Then cluster
model can be determined explicitly. As the group modeling concerns all user traits,
all the components of representation vectors should be taken into account simulta-
neously during cluster quality evaluation. Then cluster validity index based on the
group representation can be expressed by a product of maximum values of group
representation column vectors and can be defined as follows:

Definition 2. Let us consider the set of clusters
{

SCMj, j = 1, ...,K
}

built for the
objects of the dataset O. Let for every j = 1, ...,K;

{
gsr ji , i = 1, ...,N

}
be the set

of column vectors of ki components each, being representation of clusters SCMj,
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j = 1, ...,K according to Def. 1. Then the validity index of each cluster SC_GS j can
be defined as follows:

SC_GS j =
N

∏
i=1

max
{

gsr ji [l], l = 1, ...,ki
}
, (12)

and respectively validity index of the clustering schema:

S_GS =
K

∑
j=1

P(SCMj)∗ SC_GS j, (13)

where P(SCMj) is computed as the ratio of the size of SCMj and the size of the
entire dataset O for j = 1, ...,K.

S_GS index takes into account sizes of different groups. Thus, qualities of groups
of large numbers of users have bigger influence on final index values and impact of
small clusters of good qualities on a validity index value is smaller. Maximal S_GS
indicates the optimal clustering schema. The degree of group separation does not
have any influence on S_GS value.

Validation index S_GS can be also used in the case of clusters of users described
by attributes of numerical types if there exist explicit assignments of numerical val-
ues to nominal ones. In that case effectiveness of S_GS approach can be compared
to other validity criteria.

4 Student Case Study

Let us consider Felder & Silverman [2] model, which is based on Index of Learn-
ing Style (ILS) questionnaire, developed by Felder & Soloman [4]. The ILS is a
self-scoring questionnaire for assessing preferences on 4 dimensions of the Felder
& Silverman model, from among excluding pairs: active vs. reflective, sensing vs.
intuitive, visual vs. verbal, sequential vs. global. The index has the form of the
odd integer from the interval [-11,11], assigned for one of the dimensions from the
pairs mentioned above. Each student can be modeled by a vector SL of 4 integer
attributes:

SL = (sl1,sl2,sl3,sl4) = (lar, lsi, lvv, lsg) , (14)

where lar means scoring for active (if it has negative value) or reflective (if it is
positive ) learning style, and respectively lsi, lvv, lsg are points for all the other di-
mensions, with negative values in cases of sensing, visual or sequential learning
styles, and positive values in cases of intuitive, verbal or global learning styles.

Score from the interval [-3,3] means that the student is fairly well balanced on the
two dimensions of that scale. Values -5,-7 or 5,7 mean that student learns more easily
in a teaching environment which favors the considered dimension; values -9,-11 or
9,11 mean that learner has a very strong preference for one dimension of the scale
and may have real difficulty learning in an environment which does not support that
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preference [4]. The above principles of Felder & Silverman model impose rules for
changing SL into a vector ST of nominal values. As scores from -11 to -5 (5 to 11)
indicate the same favorite dimension, number of nominal values can be limited to 3.
Explicit mapping between nominal values and the numerical ones allows not only
to use S_GS index for student cluster validation but also to compare its performance
with the ones of relative validation criteria.

5 Experiment Results and Discussion

The aim of the experiments was to evaluate the proposed validity index and to
compare its performance with the results obtained by relative validity criteria. We
checked modeling abilities of the clusters of the biggest SC_GS values.

For the modeling purposes dominant features of cluster members were consid-
ered. They were regarded as frequent items and used for building association rules
by using Apriori-type algorithm implemented in Weka software [8]. The algorithm
iteratively reduces the minimum support until it finds the required number of rules
with the given minimum confidence. (Confidence of the rule A⇒ B is the likelihood
that the itemset containing A holds also B). In all the rules found out by the algo-
rithm operator ⇒ was changed to ∧, as they were valid for the both sides. Models
for the clusters of the biggest SC_GS values were investigated taking into account
the accuracy measured by their support value.

The tests were done for real data of 194 Computer Science students, who filled
ILS questionnaire. To obtain the most impartial results, data were gathered from
students of different levels and years of studies, including part-time and evening
courses. We consider clusters of disparate structures and sizes, built by application
of clustering algorithms: EM, K-means, Farthest First Traversal (FFT) [8] and two-
phase hierarchical [10]. Students were grouped into 3,4,5,6 and 7 clusters. In the
case of K-means algorithm 2 different distance functions were used: Euclidean and
Manhattan. That way 25 different clustering schemes with the total number of 125
clusters were investigated.

Table 1 presents clusters of the biggest SC_GS values. First columns concern
clustering schema (technique & number of clusters), and its S_GS index. Then quan-
tity of group members, SC_GS and models on clusters are presented. The last col-
umn contains model errors, which are calculated as the ratio of number of students
for whom the model is not valid to the number of all of the students in the clus-
ter. It can be easily noticed that presented models concern majority of the cluster
members.

Table 2 presents clusters of the smallest SC_GS values and is of the same struc-
ture as the previous one. One can easily notice that model errors are much bigger
than in the previous case. Many of them get close to 0.5.

S_GS index values were compared with Dunn and SD indices for all the consid-
ered clustering schemes. Table 3 presents three best schemes indicated by each of
the indices.
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Table 1 Clusters of the biggest SC_GS value

Method Schema S_GS Quantity SC_GS Model Error

Two-phase 7 0.2904 3 0.67 visual∧active 0
sensing∧active 0
sensing∧active 0.33
∧global

EM 5 0.3172 14 0.6603 visual∧active 0

EM 7 0.3152 8 0.5808 sequential 0.125

FFT 7 0.1922 4 0.5625 visual∧active 0
sensing∧active 0.25
∧visual∧global

Kmeans 7 0.3794 39 0.5324 visual∧active 0.154
(Manh)

Kmeans 7 0.2937 39 0.5149 visual 0.077
(Eucl) active 0.2051

Table 2 Clusters of the smallest SC_GS value

Method Schema S_GS Quantity SC_GS Model Error

FFT 4 0.1479 38 0.0993 active 0.3947

FFT 3 0.1356 40 0.1017 visual 0.375
active 0.425

Kmeans 7 0.2937 29 0.1038 intuitive 0.3448
(Eucl) global 0.4483

visual 0.4828

Kmeans 4 0.2187 37 0.1097 visual 0.3784
(Eucl) global 0.4865

intuitive 0.4865

EM 6 0.2518 38 0.1112 no rules

FFT 3 0.1356 12 0.1127 global 0.4167

FFT 5 0.1791 28 0.1127 visual 0.1429
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Table 3 Indices and their best schemes

Best Method Schema S_GS Dunn SD

S_GS Kmeans (Manh) 7 0.3794 0.1367 0.9211
Kmeans (Manh) 6 0.3223 0.1280 0.8486
EM 5 0.3172 0.2236 0.8303

Dunn FFT 7 0.1896 0.5022 0.6982
Two-phase 7 0.2904 0.4533 0.9947
Kmeans (Eucl) 7 0.2937 0.3839 0.7087

SD FFT 7 0.1896 0.5022 0.6982
Kmeans (Eucl) 7 0.2937 0.3839 0.7087
Kmeans (Eucl) 6 0.2838 0.1482 0.7335

Table 4 Clusters and their models for FFT schema

No Quantity SC_GS Model Error

1 16 0.1276 sensing 0.5

2 23 0.2867 active 0.3478

3 12 0.1256 sequential 0.5

4 25 0.1370 visual 0.16
global 0.44
intuitive 0.48

5 5 0.384 global 0
intuitive∧global 0.2

6 109 0.1746 visual 0.2294
sensing 0.4954

7 4 0.5625 visual∧active 0
sensing∧active 0.25
∧visual∧global

Dunn and SD indices were consistent in two of the presented schemes. Both of
them indicated clustering schema of 7 clusters built by FFT method as the best one.
One cluster from the schema can be found in Table 1, with the best models, but it
contains only 4 elements. Models for all the clusters of this schema are presented in
Table 4.
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Table 5 Clusters and their models for K-means schema

No Quantity SC_GS Model Error

1 11 0.2627 global 0.09
intuitive 0.18
intuitive∧global 0.27

2 18 0.2382 active 0.11

3 31 0.4877 balanced

4 17 0.2617 sequential 0.29

5 48 0.3311 visual 0.08
sensing 0.15
visual∧ sensing 0.23

6 30 0.3399 visual 0.03

7 39 0.5324 visual∧active 0.154

S_GS index indicated clustering schema of 7 clusters built by K-means algorithm
with Manhattan distance function as the best (see Table 3). Again one cluster from
the schema can be also found in Table 1 of the best models. All the models of this
schema are presented in Table 5.

Comparison of Tables 4 and 5 shows that the errors of models, in the cluster
schema indicated as optimal by S_GS index, are much lower than the ones from
FFT schema chosen by Dunn and SD indices. However students assigned to the
cluster number 3 of K-means schema were balanced in all the dimensions and no
rules were distinguished. It is also worth mentioning, that in this schema there are
three clusters with two attributes that occur together. We obtain groups of more than
10 objects, that contain intuitive∧global, visual∧ sensing as well as visual∧active
students. In FFT schema indicated by Dunn and SD indices, such situations take
place only for clusters of small sizes.

6 Concluding Remarks

In the paper the problem of validity of user grouping was considered. We assumed
that users can be described by nominal attributes and that they are grouped by un-
supervised classification. As clusters of good quality we considered the ones, for
which user models cover the majority of cluster members. It means the small error
of models built on clusters. As user model association rules were considered.

The new validity index, which takes into account modeling abilities of clusters
was introduced. The presented approach is based on group representation in a prob-
ability form. The proposed index allows to indicate the best clusters as well as the
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optimal clustering schema. The performance of the index was examined for users
of e-learning system described by their learning styles. Application of Felder & Sil-
vermann model, which assumes explicit mappings between nominal and numerical
attributes of learning styles allows to compare the proposed index with relative va-
lidity criteria.

Experiments showed that in most of the cases S_GS index indicated clusters of
good modeling abilities. Model errors for optimal schema chosen by S_GS were
smaller than the ones for the schema indicated by Dunn and SD indices. What is
more, in the case of the last schema some student features which occur together
were not distinguished.

Future research will consist in further examination of the index performance, tak-
ing into account different kinds of users and their features, including user historical
behavior.

References

1. Dunn, J.C.: Well separated clusters and optimal fuzzy partitions. J. Cybernetics 4, 95–
104 (1977)

2. Felder, R.M., Silverman, L.K.: Learning and teaching styles in engineering education.
Eng. Educ. 78, 674–681 (1988)

3. Halkidi, M., Vazirgiannis, M., Batistakis, Y.: Quality scheme assessment in the clus-
tering process. In: Proc. of the 4th European Conf. on Principles of Data Mining and
Knowledge Discovery, Lyon, pp. 265–276 (2000)

4. ILS Questionnaire,
http://www.engr.ncsu.edu/learningstyles/ilsweb.html

5. Jain, R., Koronios, A.: Innovation in the cluster validating techniques. Fuzzy Optimiza-
tion and Decision Making 7, 233–241 (2008)

6. Jain, A.K., Murty, M.N., Flynn, P.J.: Data clustering: a review. ACM Comput. Surv. 31,
264–323 (1999)

7. Maulik, U., Bandyopadhyay, S.: Performance evaluation of some clustering algorithms
and validity indices. IEEE T. Pattern Anal. 24, 1650–1654 (2002)

8. Witten, I.H., Frank, E.: Data Mining: Practical machine learning tools and techniques,
2nd edn. Morgan Kaufmann Publishers, San Francisco (2005)

9. Xu, R., Wunsch II, D.: Clustering. IEEE Press & Wiley, Piscataway, NJ (2009)
10. Zakrzewska, D.: Cluster analysis in personalized e-learning systems. In: Nguyen, N.T.,

Szczerbicki, E. (eds.) Intelligent Systems for Knowledge Management. SCI, vol. 252,
pp. 229–250. Springer, Heidelberg (2009)

11. Zakrzewska, D.: Building group recommendations in e-learning systems. In: Jędrzejow-
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Parking Lot Occupancy Detection
Using Computational Fluid Dynamics

Tomas Fabian

Abstract. In this paper, we present an algorithm for estimating the occupancy of
individual parking spaces. Our method is based on a computer analysis of images
obtained by a camera system monitoring the activities on a parking lot. The main
idea is to use the a priori available information about the parking lot geometry and
the general shape of common cars to obtain a reliable status of a parking space. We
strive to avoid the training phase as much as possible to reduce the time required
to bring the system into a fully operational state. To achieve this goal, we focus on
a probabilistic car model and a physically based feature extraction using computa-
tional fluid dynamics. Despite the fact that the very first system of a similar type has
appeared more than forty years earlier, this area is still an active research topic and
a completely satisfactory solution has not been found yet.

1 Introduction

Visual surveillance systems include a wide range of the computer vision related
areas. Some of the most significant areas are motion detection, moving object classi-
fication, tracking, activity understanding and semantic description. Typical applica-
tions include traffic surveillance, security, classification of activities and behaviours,
the pre-crash safety system of a vehicle, and various commercial applications like
license plate recognition, toll road or speeding detection systems. In addition to
these common usages, there are also more specific applications, e.g. the area of the
parking guidance systems. In the past decade, quite a lot of works concerned in va-
cant parking space detection appeared. There exist four main categories of parking
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guidance systems using different technologies including the counter-based, wired-
sensor-based, wireless-sensor-based and vision-based approaches [1].

The previously published methods can be divided into distinct classes that differ
in the principle used to determine the parking space state. Yamada and Mizuno [12]
analyzed the distribution of segments in parking cell and reported a 98.7% success-
ful detection rate. Lin et al. [8] use an adaptive background model for each parking
space. They suppose that the distribution of parking spaces is known in advance. Wu
and Zhang [11] introduced a new approach in the sense of shadow and occlusion
handling and this work was further improved by Wu et al. [10]. The classification
is done by the general binary SVM classifier adapted by one-against-one strategy
that takes all possible two-class combinations. Huang et al. [4, 5] proposed a robust
parking space detection based on the three-layer Bayesian hierarchical framework.
Ichihashi et al. [6, 7] introduced a parking space state classifier based on fuzzy c-
means clustering and hyper parameter tuning by particle swarm optimization.

The main goal of our approach is to minimize the tremendous learning phase
as much as possible. The necessity of a learning data set preparation can negatively
influence the applicability in general scenarios which can consequently preclude the
ease of practical implementation. Therefore, we use the a priori knowledge of the
parking lot geometry and with the aim of an occlusion handling model (see Fig. 1)
we obtain the normalized images of individual parking spaces (see Fig. 4) providing
a set of discriminative features (see Fig. 2a) indicating the presence of a vehicle.
These features are further transferred with a selective flow (see Fig. 2b) to filter
out the dubious features and the final parking space state is inferred from the total
weight of all features which are passing through the detection zones.

The rest of the paper is organized as follows. Section 2 presents our occlusion
handling method. In Section 3, we discuss discriminative features extraction and
transfer. Section 4 deals with CFD related subject of advection initialization. Weight
assignment procedure is explained in Section 5. Section 6 summarizes the perfor-
mance of the devised algorithm. Section 7 bears final thoughts and conclusion.

2 Occlusion Handling

In order to cope with inter-vehicle occlusions, we propose a probabilistic 3D model
of a vehicle. This model represents all feasible positions of a vehicle inside the
parking space. In the most simplistic way, the model can be represented by a cuboid
positioned at the parking lot surface. The model is fully defined by its width, length,
height, position of center and yaw. These parameters are treated as independent
normally distributed random variables. As a result, we obtain a 3D scalar field of
128×128×256 values representing the probability that the particular region inside
the volume over a single parking space belongs to a vehicle. This can be expressed,
in terms of conditional probabilities, as the likelihood P(x|vehicle), where x rep-
resents some discrete volume (voxel) inside this scalar field. To put this model in
the relation with the camera, we can cast a ray through the continuous scalar field
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↓ The 1st parking space in the 1st row

(a) (b) (c)

Fig. 1 (a) The scalar field h representing the parking lot surface occlusions. Pure black level
refers to completely occluded parts of the parking lot ground. (b)-(c) The scalar field c1
represents the confidence that the pixels may belong to a vehicle parked exclusively on the
first parking space. Black level refers to 100% confidence

ρ :R3→〈0,1〉which is obtained as a trilinear interpolation of the three-dimensional
discrete field of likelihoods P(x|vehicle). With the aim of basic calculus, we can for-
mulate the expression for the scalar field of occlusions h in terms of the line integral
along a piecewise smooth curve L (line of view made up of the set of straight seg-
ments intersecting affected voxels V ) as follows

h(x,y) =
⋃
x∈V

P(x|vehicle) =
∫

L
ρ(s)ds =

∫ b

a
ρ(r(t))‖r′(t)‖dt

=

∫ b

a
ρ(r(t)) ˆ‖d‖dt =

∫ b

a
ρ(r(t))dt = · · ·= ∑

i∈I

∫ ti+1

ti

3

∑
j=0

a jt
j dt , (1)

where the ray r(t) = O+ d̂ t is a bijective parameterization of the line segment orig-
inating at the point r(a) coincident with camera’s origin O and the end point r(b) is
the intersection with the parking lot plane. In addition, the integral over the interval
〈a,b〉 is decomposed into the sum of integrals over the set I of intervals 〈ti, ti+1〉
representing the parametric coordinates of intersections of the ray r with the set of
affected voxels V . The analytical derivation of parameters a0, a1, a2 and a3 is rel-
atively straightforward but tedious involving more than one hundred summands in
the final expression. We left them out of this calculation to avoid unnecessary clut-
ter. Equation (1) can be also solved numerically by probabilistic algorithms such as
Monte-Carlo method. Returned scalar value of the function h represents the degree
of our believe that the certain position (x,y) in the image of parking lot surface can
be occluded exclusively by a well-parked car (see Fig. 1a). The resulting confidence
field for the i-th parking space equals to ci(x,y) = 2hi(x,y)− h(x,y), where hi is
occlusion map where only i-th parking place is occupied and h is occlusion map
generated for the fully engaged parking lot. Figure 1b presents the unprojected con-
fidence field for the first parking space and in Fig. 1c is the projected version of the
same field.
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Fig. 2 (a) The plot shows the result of HOG features extraction. (b) The scheme depicts
expected behaviour of features advection. Features are transported from low pressure areas
into high pressure areas (detection zones). (c) The plot shows an example of the initial force
field f after 10000 iterations. (d) The high-pressure field marks the detection areas along the
car boundaries (white iso lines)

3 Image Features Extraction and Transfer

At this point, we have obtained the rectangular image of every parking place, the re-
lated confidence field and we would like to extract the relevant features that would
allow us to discriminate between the two possible states of parking spaces. Local
object appearance and shape can often be characterized by the distribution of local
intensity gradients or edge directions. Dalal and Triggs [2] showed in their experi-
ments that the Histogram of Oriented Gradient (HOG) is one of the most successful
edge and gradient-based descriptor and significantly outperforms existing feature
sets for human or car detection.

Having the information about the distribution of local gradients in the normalized
image of parking space represented by the HOG features, we try to lay a founda-
tion for a discriminative model for two-class labeling problem of individual parking
places. If we look at the Fig. 2a and when we compare it with the image of the
empty parking place, there is obvious difference in the distribution of prevailing
edges. Simply put, the pertinence to the given class may be devised from the total
amount of cells, which can be regarded as the parts of parked car edges. Here arises
the problem of how to determine which cell belongs to an car edge. We assume that
the potential car edges can appear in the area restricted by the confidence field of
every parking place. Moreover, based on the vector field n obtained by projection of
three-dimensional vector field of the car model iso-surface normals (e.g. for h = 1)
onto the parking space normalized image plane, we can roughly estimate the direc-
tion of such edges (i.e. the expected edge will be perpendicular to the local normal
vector). In real world, the distribution of edges caused by the presence of a car will
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be somewhat more irregular than suggested by that geometrical model, yielding the
need to handle such variances.

Physically-inspired from the classical fluid dynamics, we may think of every cell
from the Fig. 2a as an idealized flowing fan-like mass object. Cells more conformal
with the edge model will experience stronger drag force resulting in a higher veloc-
ity of these cells. As a result, these cells will be easily advected by the flow field
from the origin position into the detection zone. On the opposite side, uniformly
distributed bins will resist the flow. This will introduce the desired flexibility of our
discrimination model with respect to the underlying car edge model. The here de-
scribed idea is visualized in the Fig. 2b. The motion of a Newtonian fluid with a
constant density and temperature is governed by the Navier-Stokes equations (NSE)
as follows

∂u
∂ t

+(u ·∇)u =− 1
ρ

∇p+ν ∇2u+ f , (2)

where u represents the velocity vector field, p is the pressure field, ρ is the fluid
density and ν is the kinematic viscosity of the fluid. The vector field f is an external
force field and will be discussed in the following Section 4. In the case of incom-
pressible fluids, the conservation of mass is then stated as the continuity equation
∇ · u = 0 meaning that the divergence of vector field u is zero. For the sake of
brevity, the implementation details of solving the NSE are left uncovered. We adopt
the approach thoroughly described in [9].

The NSE were successfully applied in many fields including image analysis and
in our case, we interpret the resulting pressure and velocity fields as follows. The
low pressure areas correspond to the sources of strong gradients caused by eventual
car edges located at the positions predicted by the field of projected normals. The
high pressure regions will represent the traps for moving particles. If the particle
arrive in the detection area and has a strong dominant bin in the HOG, then we
can suppose that the origin of the particle is placed somewhere close to a strong
edge of a parked vehicle. The trajectory P in the conjunction with the actual bins
configuration in particle’s HOG should influence the speed of the moving particle.
The new position r of the cell with the total mass m in the particular time step Δ t
is given by the formula rt+1 = FtΔ t2/m+ 2rt− rt−1. The steady-state drag force F
on the cell due to the fluid flow is derived from the standard quadratic drag equation
for an object moving through a fluid at relatively large velocity and equals to

Ft =
1
2

ρ u‖u‖
b−1

∑
i=0

[1−|rad2grad(bin2rad(i)+
t

∑
j=0

ϕ j) · û|C(hog(i))] , (3)

where the function rad2grad translates the angle in radians to unit direction vector
and bin2rad converts i-th bin to radians. The constant b represents number of bins
per orientation histogram. The hat over the u means that it is a unit vector and
has magnitude equal to 1. The drag coefficient C is associated with the number of
votes vi := hog(i) in the i-th histogram channel through simple polynomial function
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C(vi) = α vβ
i . For the rest of our experiments, the parameters were set as follows:

α = 3 and β = 5. The angle ϕ compensates the yaw of the cell as it moves across
the simulation domain. The yaw is computed iteratively as follows

ϕt+1 = sgn
(
P̂ ′(t)×P̂ ′(t + 1)

)
arccos

(
P̂ ′(t) ·P̂ ′(t + 1)

)
, (4)

starting with ϕ0 =ϕ1 = 0. The unit tangent vectors P̂ ′ are replaced by the backward
difference approximation up to the fourth-order of accuracy.

4 Force Field Generation

We expect that the external velocity field will start transferring the features from the
regions of their abundance into the detection areas (see Fig. 2b). We can start with
the gradient of the iso-surface of the h function which is subsequently projected on
every parking place yielding a 2D vector field of normals n. The original normal
vector field n is very close to fulfil the stated requirements on the field f which will
initiate the motion of cells during the CFD steps. In order to assure that the force
field fulfil the stated requirements, we define the force field to be the vector field
f(x,y) = [u(x,y),v(x,y)] that minimizes the global energy functional

E =
�
Ω

α
(‖∇u‖2 + ‖∇v‖2)+β‖n‖2‖f−n‖2

+ ‖∇c‖2‖f−∇c‖2dxdy , (5)

where the first term in the functional follows a standard principle, that of making the
result smooth when there is no data. The second term is the data attachment term,
whose minimization tends to make the force field to be similar with the normal field
especially in the areas where the normal field is large. The third confidence field
driven term enforces the presence of an in-flow from border areas and also partially
helps to increase the pressure in the detection areas. After applying the standard
methods of the variation calculus we obtain two Euler-Lagrange equations

β‖n‖2 (u−m)+ ‖∇c‖2 (u− px)−αΔu = 0 ,

β‖n‖2 (v− n)+ ‖∇c‖2 (v− py)−αΔv = 0 ,
(6)

where Δ is the Laplace operator. Both Eqs. (6) can be solved iteratively by treating
u and v as functions of time t according the time-marching scheme. These equations
are decoupled, and therefore can be solved as separate scalar partial differential
equations in u and v, provided that the partial derivatives with respect to time t on
the left side of the Eqs. (7) are approximated by the first-order accurate forward
difference formulas yielding
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ut+1(x,y) = ut(x,y)+Δ t
(
β‖n(x,y)‖2 (ut(x,y)

−m(x,y)
)
+ ‖∇c(x,y)‖2 (ut(x,y)− cx(x,y)

)−αΔut(x,y)
)
,

vt+1(x,y) = vt(x,y)+Δ t
(
β‖n(x,y)‖2 (vt(x,y)

− n(x,y)
)
+ ‖∇c(x,y)‖2(vt(x,y)− cy(x,y)

)−αΔvt(x,y)
)
.

(7)

The iteration begins by setting u0(x,y) = m(x,y) and v0(x,y) = n(x,y). To ensure
the convergence of the above described iterative process, we restrict the time step
Δ t with the Courant-Friedrichs-Lewy (CFL) condition. An example of the resulting
force field is shown in the Fig. 2c.

5 Weight Assignment Procedure

In this section we will describe how to assign certain weight wi to the individual cell
(i.e. the rate of belonging to the car edge). As stated above, we track the position r of
every cell as it moves across the simulation domain Ω represented by the normalized
image of a parking space. In accordance with our cells advection model, the most
relevant cells travel across high-pressure areas and should gain the most votes (or
weight). This can be expressed by the following path integral

wi =
∫

Pi

κ(p(s))ds =
∫ 1

0
κ(p(r(t)))‖rt(t)‖dt , (8)

where Pi is the trajectory taken by the i-th cell due to the influence of the flow field
u (see Fig. 2d). The factor ‖rt(t)‖ represents the speed of traversal of the trajectory
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Fig. 3 The plot with a logarithmic scale specified for the vertical axis shows the dependence
of the parking space total weight ∑Ω wi on the parking space distance d from the camera.
Two solid lines represent exponential regression models of measured total weights of vacant
(circles) and occupied (triangles) parking spaces
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as the parameter t runs between two endpoints t = 0 and t = 1. The real-valued
function κ converts the pressure into the weight value. We suggest to define this
function as κ(x) =

√
max(x,0). This definition reflects our exclusive interest in

areas with positive pressure and also reduces the influence of the pressure magnitude
on the resulting weight. Moreover, the influence of camera distance on the HOG
must be compensated to retain the possibility to discriminate the parking space state
with only a single threshold. The actual threshold value depends on the mean of two
exponential regression models approximating the scatter plot of both categories (see
Fig. 3).

6 Evaluation

The reliability of our method was evaluated under different lighting conditions and
it is summarized in the Table 1. We observed 56 parking spaces in 4 rows with
the network HD camera directly attached to the dedicated video server via Wi-Fi.

Table 1 Results of our algorithm compared against the ground truth data

Original image Row TP FN FP TN In1Out2 Acc. Recall Prec. Spec. F1

1 600 0 18 1179 1 8 0.990 1.000 0.971 0.985 0.985

2 494 0 1 1065 0 5 0.999 1.000 0.998 0.999 0.999

3 609 0 3 948 2 8 0.998 1.000 0.995 0.997 0.998

4 1230 12 14 539 7 7 0.986 0.990 0.989 0.975 0.990

All
2933 12 36 3731

10 28
0.993 0.996 0.988 0.990 0.992

ϕ compensation 2937 9 37 3729 0.993 0.997 0.988 0.990 0.992

1 915 0 65 817 18 3 0.964 1.000 0.934 0.926 0.966

2 1204 29 1 316 15 2 0.981 0.976 0.999 0.997 0.988

3 1268 0 0 292 12 2 1.000 1.000 1.000 1.000 1.000

4 1515 0 18 267 15 3 0.990 1.000 0.988 0.937 0.994

All 4902 29 84 1692 60 10 0.983 0.994 0.983 0.953 0.989

1 666 0 20 205 12 0 0.978 1.000 0.971 0.911 0.985

2 610 1 2 166 9 0 0.996 0.998 0.997 0.988 0.998

3 525 1 4 238 10 1 0.993 0.998 0.992 0.983 0.995

4 746 0 4 147 9 1 0.996 1.000 0.995 0.974 0.997

All 2547 2 30 756 40 2 0.990 0.999 0.988 0.962 0.994

1 Number of incoming vehicles during the test period.
2 Number of outbound vehicles during the test period.
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Individual test images contain more than 10000 occupied parking spaces and more
than 6000 vacant parking spaces. In addition to the table, false positive rate (FPR)
and false negative rate (FNR) are no worse than 0.047 and 0.006, respectively.
In comparison, other authors report the final false acceptance rate (FAR) 0.032
and false rejection rate (FRR) 0.020 [5]. Other method based on a SVM classi-
fier achieves false detection rate (FDR) 0.048 and FRR 0.071 [3]. Furthermore, the
results point out that the yaw angle ϕ compensation procedure is not the critical part
of our algorithm. All of these experiments were done on Intel Xeon X3220 running
at 2.4 GHz and on average, it took 29 seconds to process a single frame with mostly
unoptimized C++ code. The ground truth data were assessed manually by a human
operator.

Fig. 4 The result of a single image analysis. On the left, the figure contains four normalized
images of parking spaces from different parking rows.

7 Conclusion

In this paper, we presented a new algorithm for parking lot occupation detection
based on the analysis of the arrangement of HOG features in the image of a single
parking space. The selective flow improves the detection accuracy by filtering out
the cells which seems to be unrelated with the car model and, for example, repre-
sent only the ground pattern. The experiments show that the algorithm performs well
over the wide range of lighting conditions and the achieved accuracy was 96.4% in
the worst case. The algorithm may be extended by enforcing contextual constraints
by the Conditional Random Field (CRF). This will replace the contemporary sim-
plified process of parking space total weight evaluation when the neighbourhood of
cells is not taken in account. In our future work, we also plan to address an effec-
tive utilization of GPUs to reduce the overall latency of our parking lot surveillance
system.
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Human Fall Detection Using Kinect Sensor

Michal Kepski and Bogdan Kwolek

Abstract. Falls are major causes of mortality and morbidity in the elderly. The ex-
isting CCD-camera based solutions require time for installation, camera calibration
and are not generally cheap. In this paper we show how to achieve automatic fall
detection using Kinect sensor. The person is segmented on the basis of the updated
depth reference images. Afterwards, the distance of the person to the ground plane
is calculated. The ground plane is extracted by the RANSAC algorithm. The point
cloud belonging to the floor is determined using v-disparity images and the Hough
transform.

1 Introduction

Falling is an everyday possible accident that all of us are exposed to. A fall can lead
to severe consequences, such as fractures, and a fallen person might need assistance
at getting up again. Thus, in recent years a lot of research has been dedicated into
the development of fall detection methods [16] [14]. Such methods are designed to
robustly detect falls and then to raise a medical alert. Medical personnel can then be
dispatched to the site where the alarm was activated.

As humans become old, their bodies weaken and the risk of accidental falls raises
noticeably [11]. The research results demonstrate that high percentage of injury-
related hospitalizations for seniors are the results of falls [6]. Since the population of
elderly is increasing dramatically in almost all countries of the world, high demand
for unobtrusive and assistive technology is observed. In particular, the assistive tech-
nology can contribute toward independent living of the elderly [3] [15]. However,
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regardless of numerous efforts undertaken to attain reliable and unobtrusive fall de-
tection, current technology does not meet the requirements of the seniors [20]. False
alarms can happen while seniors are bending over, laying down, or doing a variety
of other day-to-day activities. In general, current technology leads to much higher
rate of false alarms when compared with standard medical alert.

Applicable techniques for fall detection include a variety of methods. Most of the
techniques are based on body-worn or built-in devices, which are intrusive as they
require the user to wear a smart device. Such methods utilize accelerometers or both
accelerometers and gyroscopes to discriminate the fall from activities of daily living
(ADLs) [15]. However, very often on the basis of such sensors it is hard to separate
real falls from fall-like activities [2]. Bending over, laying down, sitting down, or
even setting down a purse can all resemble a fall depending on how it was done.
In consequence, these methods trigger significant number of false alarms. What’s
more, the detectors that are typically attached to a belt around the hip, are uncom-
fortable to be worn during the sleep [5]. Furthermore, their usefulness in monitoring
of critical phases like getting up from the bed is relatively poor. In addition to appli-
cations presented in scientific publications, commercial fall detection systems are
available as shown in a survey [16] with 7 examples of commercially available fall
detection systems and over 40 patents on fall detectors.

During the recent years, a lot of research has been done on detecting falls using
a wide range of sensor types [15] [20], including pressure pads [19], single CCD
camera [1] [18], multiple cameras [4], specialized omni-directional ones [13] and
stereo-pair cameras [7]. Video cameras offer several advantages over other sensors
including the capability of detection of various activities. The further benefit is low
intrusiveness and the possibility of remote verification of fall events. However, the
currently available solutions require time for installation, camera calibration and
they are not generally cheap. As a rule, CCD-camera based systems require a PC
computer or a notebook for image processing. The existing video-based devices for
fall detection cannot work in nightlight or low light conditions. Additionally, the
lack of depth information can lead to lots of false alarms. Moreover, in most of such
systems the privacy is not preserved adequately.

Recently, the Kinect sensor has been successfully used in fall detection systems
[12] [17] [8]. It is the world’s first system that at reasonable price combines an RGB
camera and a depth sensor. Unlike 2D cameras, the low-cost Kinect allows tracking
the body movements in 3D. Thus, if only depth images are used it can guarantee
the person’s privacy. The Kinect sensor is independent of external light conditions,
since it is equipped with an active light source. As the Kinect uses infrared light it
is able to extract depth images in a room that is dark to our eyes.

2 Motivation and Background

Depth is very useful cue to achieve reliable person detection because humans may
not have consistent color and texture but have to occupy an integrated region in
space. However, in many home scenarios is not easy to detect a person using only
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depth images due to occlusions, for instance, if a person stands behind a chair being
in turn in the front to the Kinect. The software called NITE, which is a binary distri-
bution from PrimeSense offers skeleton tracking with the Kinect sensor. However,
this software has been developed for human computer interaction, and not to de-
tect the person fall. Thus, in some circumstances it has difficulties in extracting and
tracking the skeleton, see Fig. 1a-b, as well as segmenting the person, see Fig. 1c,
where we can see two segments belonging to the person lying on the floor.

Fig. 1 NITE-based skeleton tracking during a person fall

Because of the inconveniences mentioned above as well as the lack of the distri-
bution of the NITE for an embedded platform we elaborated algorithm for person
extraction in depth images at relatively low computational cost. In order to achieve
reliable fall detection we employ both Kinect and accelerometer that complement
one another [8]. We implemented the system on PandaBoard ES, which is a low-
power, low-cost single-board computer development platform based on Texas In-
struments OMAP4 line of processors [9]. It enables development of mobile applica-
tions. Regarding low-cost computational power of the board the person was detected
on the basis of the scene reference image, which was extracted in advance. Such a
fast method of person segmentation can be applied in many scenarios, for instance
in fall detection systems mounted on the stairs. However, in home environments
such an approach can be impractical. The main reason for this is that in case of
the moved furniture, like chair or even opening the door the scene reference image
contains such objects, what in turns can lead to difficulties in segmentation of the
person on the basis of depth connected components.

In this work we demonstrate a method for updating the depth reference image at
a low computational cost. We also demonstrate how to extract the ground plane in
the depth images. The ground plane is extracted automatically using the v-disparity
images, Hough transform and the RANSAC algorithm.

3 Fall Detection on Embedded Platform

In this section we present the main ingredients of our embedded system for human
fall detection [9]. Our fall detection system uses both data from Kinect and motion
data from a wearable smart device containing accelerometer and gyroscope sen-
sors. Data from the smart device (Sony PlayStation Move) are transmitted wirelessly
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via Bluetooth to the PandaBoard on which the signal processing is done, whereas
Kinect is connected via USB. The device contains one tri-axial accelerometer and a
tri-axial gyroscope consisting of a dual-axis gyroscope and a Z-axis gyroscope. The
fall alarm is triggered by a fuzzy inference engine based on expert knowledge, which
is declared explicitly by fuzzy rules and sets. As inputs the engine takes the accel-
eration, the angular velocity and the distance of the person’s gravity center to the
altitude at which the Kinect is placed. The acceleration’s vector length is calculated
using data provided by the tri-axial accelerometer, whereas the angular velocity is
provided by the gyroscope. The sampling rate of both sensors is equal to 60 Hz. The
sensor is typically attached to trunk or lower back because such body parts represent
the major component of body mass and move with most activities.

The Kinect sensor captures depth and color images simultaneously at a frame rate
of about 30 fps. It consists of an infrared laser-based IR emitter, an infrared camera
and a RGB camera. The IR camera and the IR projector form a stereo pair with a
baseline of approximately 75 mm. Kinect depth measurement is based on structured
light, making a triangulation between the dot pattern emitted and the one captured
by the IR CMOS sensor. Pixels in the provided depth images indicate calibrated
depth in the scene. Kinect’s field of view is fifty-seven degrees horizontally and
forty-three degrees vertically. The minimum range for the Kinect is about 0.6 m and
the maximum range is somewhere between 4-5 m.

The depth images are acquired using OpenNI (Open Natural Interaction) library.
A mean depth map is extracted in advance to delineate the foreground object at low-
computational cost. It is extracted on the basis of several consecutive depth images
without the subject to be monitored and then it is stored for the later use in the
detection mode. In the detection mode the foreground objects are extracted through
differencing the current image from such a reference depth map. Afterwards, the
foreground object is determined through extracting the largest connected component
in the thresholded difference map. According to the reports of the code profiler the
module responsible for detection of the foreground object uses 50% of the CPU’s
computational power.

4 V-disparity Based Ground Plane Detection

The v-disparity images were originally proposed in [10] to achieve obstacle detec-
tion using disparity maps between two stereo images. Given a depth map extracted
by the Kinect sensor, the disparity d can be calculated in the following manner:

d =
b · f

z
(1)

where z is the depth (in meters), b is the horizontal baseline between the cameras (in
meters), f is the (common) focal length of the cameras (in pixels). For the Kinect
sensor the value of b is 7.5 cm and it is the measured distance between the IR and
projector lenses, whereas f is equal to 580 pixels.
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Let H be a function of the disparities d such that H(d) = Id . The Id is the v-
disparity image and H accumulates the pixels with the same disparity from a given
line of the disparity image. Thus, in the v-disparity image each point in the line i
represents the number of points with the same disparity occurring in the i-th line of
the disparity image. Figure 2c illustrates the v-disparity image that corresponds to
the depth image depicted on Fig. 2b. The size of the images acquired by Kinect is
640× 480.

10 20 30
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400

a) b) c)

Fig. 2 V-disparity map calculated on depth images from Kinect: RGB image a), correspond-
ing depth image b), v-disparity map c)

The line corresponding to the floor pixels was extracted using the Hough trans-
form. Assuming that the Kinect is placed at height about 1 m from the floor, the
extracted line should begin in the disparities ranging from 21 to 25 depending on
the tilt angle of the sensor. On the basis of the extracted line the pixels belong-
ing to the floor areas were determined. Due to the measurement inaccuracies we
considered also pixels in some disparity extent dt as belonging to the ground. As-
suming that dy is a disparity in the line y, which represents the pixels belonging to
the ground, we take into account the disparities from the range d ∈ (dy−dt ,dy+dt)
as representing the ground. Figure 3a illustrates the point cloud corresponding to
images shown on Fig. 2b. On Fig. 3b we can observe the point cloud without the
points belonging to the floor. Given the line extracted by the Hough transform, the
points on the v-disparity image with the corresponding depth pixels were selected,
and then transformed to point cloud, see Fig. 3c depicting the points cloud of the
floor, which was selected using the v-disparity map.

a) b) c)

Fig. 3 Points cloud corresponding to the depth image (from Fig. 2b) a), the points cloud with-
out the points belonging to the floor b), the points cloud from image b, with points belonging
to the floor c)
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After the transformation of the pixels to the 3D points cloud representing the
floor, the plane described by the equation ax+ by+ cx+ d was recovered. The pa-
rameters a,b,c and d were estimated using RANSAC algorithm. The distance of
the 3D centroid of the segmented person to the ground plane was determined on the
basis of the following equation:

D =
|aXc + bYc+ cZc + d|√

a2 + b2 + c2
(2)

where Xc,Yc,Zc are coordinates of the centroid.
The algorithm for ground plane extraction was tested on variety of images. Fig-

ure 4 depicts some results that were obtained on NYU Depth Dataset1.

Fig. 4 Ground plane extraction. RGB images (upper row), depth images (middle row), depth
images without the floor (bottom row).

5 Person Segmentation

In our previous work [9], a depth reference map-based extraction of the person has
been utilized. The method has been investigated mainly due to limited computa-
tional power of the PandaBoard at which the system has been implemented. The
depth reference map was extracted on the basis of several consecutive depth im-
ages without the subject to be monitored and then it was stored for the later use
in the person detection mode. In the detection mode the foreground objects were
extracted through differencing the current image from such a reference depth map.
Experimental findings demonstrated that such a technique can be applied in many
scenarios, for instance in systems monitoring fall detection on stairs. However, in
case of change of the scene layout, for example due to change of furniture settings

1 Sequences obtained from http://cs.nyu.edu/~{}silberman/datasets/

http://cs.nyu.edu/~{}silberman/datasets/
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some non-person objects can appear in the reference images and this in turn can
lead to difficulties in segmenting the person.

In order make the system applicable in a wide range of scenarios we elaborated
a fast method for updating the depth reference image. In our approach, each pixel
of the depth reference image assumes the median value of several pixels from the
past images. At the beginning we collect a number of images, and for each pixel
we assemble a list of the pixels from the former images, which is then sorted in
order the extract the median. For images of size 640× 480 the computation time
needed for extraction of the median is about 9 miliseconds at 2.4 GHz I7 processor
running 4 threads. At the PandaBoard this operation can be completed in 0.15 sec.
Given the sorted lists of pixels the depth reference image can be updated quickly
by removing the oldest pixels and updating the sorted lists with the pixels from the
current depth image and then extracting the median value. We found that for typical
human motions, good results can be obtained using 13 depth images. For Kinect
acquiring images at 25 Hz we take every tenth image.

#388 560 822 1126

Fig. 5 Person segmentation. RGB images (upper row), the depth images (middle row) and
the segmented person (bottom row).

Figure 5 illustrates some example depth reference images, which have been ob-
tained using the discussed technique. In the image #388 we can see the opened door,
which was closed to demonstrate how the algorithm updates the reference image. In
frame #560 we can see that the door appears in the reference image, and then it
is removed in frame #822. As we can observe, the updated reference image is free
of clutter and allows us to extract the depth silhouette. In order to eliminate small
objects the depth connected components were extracted. Afterwards, small artifacts
were eliminated. Otherwise, the depth images can be cleaned using morphologi-
cal erosion. When the person does not move the reference image is not updated.
It is worth noting that the accelerometer can support the detection of periods in
which the movement of the person takes place. As we utilize only one Kinect, an
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occlusion happening because of the furniture (e.g. sofa or chair) can led to diffi-
culties in detecting the fall, when only images are employed. In such situations the
decision can be made on the basis of the information provided by the accelerometer
and the gyroscope.

6 Experimental Results

Four volunteers with age over 26 years attended in experiments and tests of our
algorithm. A data-set of normal activities like walking, sitting down and crouching
down has been composed in order to determine the threshold value, i.e. the distance
of the centroid of the person to the floor below which the alarm should be triggered.
Figure 6 depicts the distance D to the ground plane that has been obtained for some
daily activities. As we can observe, on the basis of analysis of the centroid motion
it is possible to discard some short-term actions, like sitting down, for which the
centroid was temporally below the alarm threshold.

Fig. 6 Distance of the controid to the ground plane for person performing some daily
activities

Intentional falls were performed in home towards a carpet with thickness of about
2 cm. Each individual performed three types of falls, namely forward, backward
and lateral at least three times. Figure 7 depicts a person who has fallen and the
corresponding binary map, which was obtained through differencing the current
depth image from the reference depth image and then thresholding the difference
image. All intentional falls were detected correctly.

The system was implemented in C/C++ and runs at 25 fps on 2.4 GHz I7 (4 cores,
Hyper-Threading) notebook powered by Linux. We are planning to implement the
system on the PandaBoard.
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Fig. 7 Image with a fallen person (left), corresponding depth image (middle) and binary
image with the extracted person (right)

7 Conclusions

In this work we demonstrated our approach to fall detection using Kinect. The de-
tection of the fall is done on the basis segmented person in the depth images. The
segmentation of the person takes place using updated depth reference images of the
scene. The distance of the controid of the segmented person to the ground plane is
used to trigger the fall alarm. The ground plane is extracted automatically using the
v-disparity images, Hough transform and the RANSAC algorithm.

Acknowledgements. This work has been supported by the National Science Centre (NCN)
within the project N N516 483240.
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Evaluation of Various Techniques for SQL
Injection Attack Detection

Michał Choraś and Rafał Kozik

Abstract. The network technology has evolved significantly recently. The growing
use of cloud services, increased number of users, novel mobile operating systems
and changes in network infrastructures that connect devices make novel challenges
for cyber security. In order to counter arising threats, network security mechanisms
and protection schemes also evolve and use sophisticated sensors and methods. In
our previous work [27] we have introduced an innovative evolutionary algorithm
for modeling genuine SQL queries generated by web-application. In [28] we have
investigated how the proposed algorithm can be combined together with other Off-
The-Shelf solutions (like SNORT and SCALP tools) in order to increase the detec-
tion ratio of injection attacks. In this paper we have significantly extended our test
suite. First of all, we have compared our method with new efficient solutions for in-
jection attack detection. We have also deeply discussed the drawbacks and benefits
of these solutions. We have also explained how the correlation techniques can be
adapted in order to overcome these drawbacks without loosing high effectiveness.

1 Introduction

Recently there is an increasing number of security incidents reported all over the
world. In different parts of the world cybercriminals launch different malicious pro-
grams, their attacks have different priorities and they use different tricks. The analy-
ses of the current situation is presented by Kaspersky Lab in Fig.1. Also the national
CERTs (e.g. CERT Poland [1]) report that number of attacks in 2011 has increased
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Fig. 1 The attack vectors in Western Europe and North America in the first half of 2012 [24]

significantly when compared to 2010. In annual reports they explain that most of
network events submitted by automated feeds concern bot nets, spam, malicious
URLs and Brute Force attacks.

The increased number of incidents is strongly related to the fact that recently
there is also an increasing number of mobile devices users that form the population
of connect-from-anywhere terminals that regularly test the traditional boundaries of
network security.

According to ESET Global Threat Reports [25] [26], recently malware for An-
droid devices is dominated by programs like Boxer, an SMS Trojan that covertly
subscribes the victim to a premium rate SMS number. What is more ESET estimates
that the growth of malicious code for Android has exponential nature, because the
number of unique detection of malwares grew 17 times globally when compared to
2011.

In 2013, ESET also expects changes in the methods in which malicious programs
are propagated. The approach using removable storage devices is constantly de-
creasing in popularity. Currently, preferred methods engages web servers that have
been compromised by hackers in order to host malicious code. Users are redirected
to infected URLs via emails. However, Many of nowadays malwares like ZITMO
(Zeus In The Mobile) do not aim at mobile device itself anymore but on gathering
the information about the users and gaining the access to remote services like bank
web services. This significantly expands cyber space network security perimeter.
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Also as more and more cloud services and SaaS have been adapted by small
and medium enterprises a big challenge for network security arises, since crucial
for companies data started to be stored, maintained and transported by third party
infrastructure where traditional points of inspection cannot be deployed. Storage in
the cloud is one of such examples. Several cyber attack on cloud-base storage ser-
vices (e.g. Drobpbox) were reported. In case of Dropbox service the attack has not
caused failure of the service since the attackers have accessed some accounts using
stolen credentials, however the incident caused the company to improve its security.
Other examples of companies affected by information leakage in recent years in-
clude LinkedIn, Yahoo and Formspring. Recently, also credit cards companies Visa
and MasterCard have been affected by similar kind of cyber attacks that allowed
the attackers to stole user data and to commit financial frauds. According to CISCO
2011 report [3] this trend is connected with the criminals that see the potential to get
more return on their investment with cloud attacks, since they only need to ’hack
one to hack them all’.

Other well known problems like attacks on the web applications to extract data
or to distribute malicious code still remain unsolved. Cybercriminals continuously
steal data and distribute their malicious code via legitimate web servers they have
compromised. Also the emerging technologies such as HTML5 bring new cyber
threats that web services providers have to deal with.

Among all attack targeted on web-servers the SQLIA (SQL Injection Attack)
still remains one of the most important network threat which is ranked as one of the
top threats in the OWASP list [8]. SQL injection and other similar exploits are the
results of interfacing a scripting language by directly passing information through
another language and are ultimately caused by insufficient input validation. SQL
Injection Attacks (SQLIA) refer to a code-injection attacks category in which part
of the user’s input is treated as SQL code. Such code, if executed on the database,
may change, erase, or expose sensitive data stored in the database.

One of the most significant examples of SQL Injection Attacks include:

• hacking the Royal Navy’s website and recovering user names and passwords of
the site’s administrators (November 2010) [9];

• stealing information related to almost 100000 accounts of subscribers registered
on ISP news and review site DSLReports.com (April 2011) [10];

• exploiting SQL injection vulnerabilities of approximately 500000 web pages
(April-August 2008) [11].

2 Previous Work

In our previous work [27] we have introduced an innovative evolutionary algorithm
for modeling genuine SQL queries generated by web-application. In [28] we have
investigate how the proposed algorithm can be combined together with other Off-
The-Shelf solutions (like SNORT and SCALP tools) in order to increase the detec-
tion ratio of injection attacks. In this paper we have extended our test suite. First of
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all, we have compared our method with new efficient solutions for injection attack
detection with. We have also deeply discussed the drawbacks and benefits of these
solutions. We have also explained how the correlation techniques can be adapted in
order to overcome these drawbacks without loosing high effectiveness. The set of
tools used in this paper for detecting the SQL Injection attacks consists of both an
algorithms proposed by authors and known (state of the art) solutions and tools. The
state of the art tools evaluated in our tests are:

• Apache Scalp.
It is an analyzer of Apache server access log file. It is able to detect several types
of attacks targeted on web application. The detection is a signature-based one.
The signatures have form of regular expressions that are borrowed from PHP-
IDS project.

• Snort.
It the most widely deployed IDS system that uses set of rules that are used for de-
tecting web application attacks. However most of the available rules are intended
to detect very specific type of attacks that usually exploit very specific web-based
application vulnerabilities.

• ICD (Idealized Character Distribution [17]).
The method is similar to the one proposed by C.Kruegel in [17]. The proposed
character distribution model for describing the genuine traffic generated to web
application. The Idealized Character Distribution (ICD) is obtained during the
training phase from perfectly normal requests send to web application. The IDC
is calculated as mean value of all character distributions. During the detection
phase the probability that the character distribution of a query is an actual sample
drawn from its ICD is evaluated. For that purpose Chi-Square metric is used.

• PHP-IDS (PHP-Intrusion Detection System).
Is a simple to use, well structured, fast and state-of-the-art security layer for PHP
based web applications. It is based on a set of approved and heavily tested fil-
ter rules. Each attack is given a numerical impact rating which makes it easy to
decide what kind of action should follow the hacking attempt. This could range
from simple logging to sending out an emergency mail to the development team,
displaying a warning message for the attacker or even ending the userâĂŹs ses-
sion [19].

• SQL-ADS based on the Genetic Algorithm (proposed by authors [27] and de-
scribed in section 3.

Therefore, in this paper, we present real-time network data analysis mechanism and
we prove its effectiveness for SQL Injection Attacks detection. The paper is struc-
tured as follows. In Section 3 we present our own solution for SQL Injection at-
tempts detection based on the evolutionary algorithm. The experimental setup and
results are provided in Sections 4 and 5. Conclusions are given thereafter.
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3 Algorithm for Modeling the Normal Traffic

The details of algorithm form modeling the normal traffic were explained in our
previous paper [27]. However, to make this paper self-containing in this section we
have decided to explain general architecture and purpose of the proposed evolution-
ary algorithm.

The proposed method exploits genetic algorithm, where the individuals in the
population explore the log file that is generated by the SQL database. Each indi-
vidual aims at delivering an generic rule (which is a regular expression in form
"SELECT [a-z,]+ FROM patient WHERE name like [a-zA-z]+") that will describe
visited log line. It is important for the algorithm to have an set of genuine SQL
queries during the learning phase. The algorithm is divided into the following
steps:

• Initialization. Each individual and line from log file is assigned. Each newly se-
lected individual is compared to the previously selected in order to avoid dupli-
cates.

• Adaptation phase. Each individual explores the fixed number of lines in the log
file (the number is predefined and adjusted to obtain reasonable processing time
of this phase).

• Fitness evaluation. Each individual fitness is evaluated. The global population
fitness as well as rule level of specificity are taken into consideration, because
we want to obtain set of rules that describe the lines in the log file.

• Cross over. Randomly selected two individuals are crossed over using algorithm
for string alignment. If the newly created rule is too specific or too general it is
dropped in order to keep low false positives and false negatives.

The fitness function, that is used to evaluate each individual, takes into account the
particular regular expression effectiveness (number of times it fires), the level of
specificity of such rule and the overall effectiveness of the whole population. The
fitness function is described by equation 1, where I indicates the particular individ-
ual regular expression, Epopulation indicates the fitness of the whole population, E f

effectiveness of regular expression (number of times the rule fires), and Es indicates
the level of specificity (in order to avoid too short regular expressions like ".*").
The α , β , and γ are constants that normalize the overall score and balance the each
coefficient importance.

E(I) = α ∗Epopulation+β ∗E f (I)+ γ ∗Es(I) (1)

Epopulation = ∑
I∈Population

E f (I) (2)
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4 Experiments

In this section our evaluation methodology is described. The SQL Injection Attacks
are conducted on php-based web service with state of the art tools for services pen-
etration and SQL injection. The traffic generated by attacking tools are combined
together with normal traffic (genuine queries) in order to estimate the effectiveness
of the proposed methods. The genuine queries are both man-made and generated by
web crawlers as well.

The web service used for penetration test is so called LAMP (Apache + MySQL
+ PHP) server with MySQL back-end. It is one of the most common worldwide
used servers and therefore it was used for validation purposes. The server was de-
ployed on Linux Ubuntu operation system. For penetration tests examples services
developed in PHP scripts and shipped by default with the server are validated.

Attack injection methodology is based on the known SQL injection methods,
namely: boolean-based blind, time-based blind, error-based, UNION query and
stacked queries. For that purpose sqlmap tool is used. It is an open source pene-
tration and testing tool that allows the user to automate the process of validating the
tested services against the SQL injection flaws.

In order to avoid double-counting the same attack patterns during the evaluation
process, we decided to gather first the malicious SQL queries generated by sqlmap
(several hundreds of different injection trials). After that genuine traffic (generated
by crawlers and during the normal web service usage) is gathered. Such prepared
data is used during the evaluation test that results are presented in section 5.

The conducted experiments were aimed at estimating the effectiveness of differ-
ent tools commonly used for injection attack detection. Namely these are:

• PHP-IDS (PHP GET and POST arrays),
• Apache-Scalp (HTTP access log),
• Snort (HTTP packet content),
• ICD (HTTP access log),
• proposed SQL-ADS (SQL DB log).

It must be noticed that PHP-IDS, Apache-Scalp as well as Snort tools do not require
any learning phase, since the signatures of anomaly (having symptoms of SQL In-
jection) SQL queries and malicious HTTP request are provided together with thees
tools. The signatures are developed by security experts in form of regular expres-
sions. The ICD and SQL-ADS require dedicated learning phase and focus only on
genuine HTTP and SQL queries. Method used for evaluation engages the classic
10-fold algorithm.

First experiment was intended to evaluate each method for SQL injection attack
separately. All other of the experiments (from 2 to 7) were aimed at investigating
whenever combining above methods together can additionally improve overall ef-
fectiveness of injection attack detection. Moreover, some of the presented scenarios
were also conducted to emphasize the added value of propose SQL-ADS algorithm.
For evaluation purposes a 10-fold approach is used. The information obtained from
SQL-ADS, PHP-IDS, SCALP, ICD and SNORT is used to build classifier for attack
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detection. In order to conduct the experiments WEKA [29] tool is used. Among the
all classifiers provided by WEKA, following ones were reported to be statistically
significant and to have satisfactory performance (better than each of the tool used
separately):

• PART
The PART classifier uses separate-and-conquer and builds a partial C4.5 decision
tree in each iteration and makes the "best" leaf into a rule. More details can be
found in [18].

• NB (Naive Bayes)
Probabilistic Naive Bayes classifier based on applying Bayes theorem with strong
(naive) independence assumption [20].

• REPTree
Fast decision tree learner. Builds a decision tree using information gain and
prunes it using reduced-error pruning (with backfitting) [21].

• J48
Classifier that generates a pruned C4.5 decision tree [22].

• RIDOR
The implementation of a RIpple-DOwn Rule learner that performs a tree-like
expansion of exceptions.The exceptions are a set of rules that predict classes
other than the default [23].

• ADABOOST (Adaptive Boosting)
It is a meta-algorithm for machine learning and can be used in conjunction with
many other algorithms to improve their performance.

In Table 1 configuration for different experiments are shown. We have investigated
different configuration of scenarios for effectiveness evaluation. These scenarios try
to reflect some deployment issues connected with mentioned above injection attack
detection tools. For example PHP-IDS requires changes in HTTP server configu-
ration in order to be operational. Moreover, PHP-IDS can only be deployed when
the HTTP server supports PHP technology. When it comes to Apache-Scalp tool
it capable of analyzing a HTTP-GET requests by default. Therefore, to increase
detection effectiveness it is required to modify the server configuration.

Table 1 SQLIA detection sensors used in different scenarios (from 2 to 7). These address
some deployment issues connected with injection attack detection tools.

SQL-ADS SNORT ICD SCALP PHP-IDS
Experiment 2 x x
Experiment 3 x x x
Experiment 4 x x x
Experiment 5 x x x x
Experiment 6 x x x x
Experiment 7 x x x x x
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5 Results

As it is shown in Table 2, for the first experiment, the PHP-IDS algorithm slightly
outperforms other approaches. When it comes to modelling the genuine queries pro-
posed SQL-ADS is almost as good as PHP-IDS but for queries having the symptoms
of attack, the SQL-ADS is about 10% worse when compared with ICD, which has
the best performance of attacks detection.

Table 2 Effectiveness of injection attack detection (shown separately for genuine and mali-
cious requests)

SQL-ADS SNORT ICD SCALP PHP-IDS

Attack 87,8% 66,3% 97,9% 50,9% 93.5%
Genuine 97,7% 80,5% 94,5% 96,1% 98.1%

Weighted Avg. 96,2% 78,3% 95,0% 89,0% 98.1%

Table 3 Detectors used in different scenarios

NaiveBayes PART Ridor J48 REPTree AdaBoost
Experiment 2 96.73 96.84 96.38 96.87 96.83 96.03
Experiment 3 97.54 97.06 96.99 97.02 97.12 96.07
Experiment 4 96.91 99.00 98.93 99.10 98.97 98.80
Experiment 5 98.35 99.03 99.02 99.12 98.99 98.89
Experiment 6 98.83 99.24 99.27 99.24 99.26 99.30
Experiment 7 99.08 99.51 99.40 99.54 99.37 99.67

The effectiveness for different configuration setups (experiments from 2 to 7) is
shown in Table 3. It can be noticed that the highest effectiveness is reported for
experiment 7, when all detectors are used. The effectiveness is increased by 1.5%
when compared with PHP-ID and is reported to be 99.67%.

The experiments 2 and 4 have the no impact on server configuration. All detec-
tors used in these scenarios (ICD, SCALP and SQL-ADS) are transparent for web
servers since they process log files generated by HTTP and DB daemons. It can be
noticed that when the proposed SQL-ADS is added the effectiveness increases by
more than 2%. Without SQL-ADS the performance slightly worse but still better
than each detectors individual effectiveness (which is 95% for ICD). When exper-
iments 4 and 5 are compared it can be noticed that PHP-IDS does not increase the
effectiveness which is 99.1%. Therefore, SQL-ADS, ICD and SCALP can be a good
alternative when it is impossible to deploy PHP-IDS.
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6 Conclusions

In this paper we have extended our previous work presented in [27] and [28]. The
main contribution is an evaluation presented in results section. We have compared
our method with new efficient solutions for injection attack detection. We have also
deeply discussed the drawbacks and benefits of these solutions and explained how
the correlation techniques can be adapted in order to overcome drawbacks with-
out loosing high effectiveness. Our experiments show that combining several weak
injection attack detectors and engaging the machine learning techniques can lead
to overall effectiveness improvement. Our test suite has also addressed configura-
tion issues, since some of the investigated solutions require significant deployment
effort. In such cases presented results showed that effectiveness of several weak
methods combined together is comparable to commercial tools (e.g. PHP-IDS).
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Task Allocation in Distributed Mesh-Connected
Machine Learning System: Simplified Busy List
Algorithm with Q-Learning Based Queuing

Agnieszka Majkowska, Dawid Zydek, and Leszek Koszałka

Abstract. In the era where organizations gather and process more and more data,
Machine Learning (ML) techniques become increasingly important. Considering
“Big Data,” ML usually involves intensive data processing and high-performance
computing. To meet the growing requirements, efficient distributed and parallel sys-
tems are key factors. In this paper, we consider mesh-based distributed system and
task allocation methods in the system. We focus especially on the impact of intelli-
gent queuing in task allocation algorithms. A new SBL algorithm with Q-Learning
queuing is presented. In addition, the new SBL technique is compared to other well-
known allocation schemes, which are discussed as well. The comparison is made
using an implemented experimentation system and simulation results are presented.
The results confirm that SBL algorithm and the queuing system deliver good per-
formance characteristic.

1 Introduction

Machine Learning (ML) techniques are used commonly in many areas like e.g. med-
ical applications; image, pattern, or speech recognition; decision-making systems;
or “Big Data” analysis and processing. Due to wide use and huge potential, ML
is a subject of significant research interest. However, advancement and complexity
of ML algorithms, together with very large and heterogeneous data sets processed
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by them, cause increasing demand on computation power. It makes single-server
systems not sufficient enough; and multiple, very often distributed servers or super-
computers working in parallel are needed [1, 2, 5].

Distributed parallel systems, where Processing Elements (PEs) are organized in
a mesh topology are substantial solutions for demanding computations, e.g. ML
systems [8]. Mesh network consists of several, identical nodes with the same pro-
cessing power, and nodes have a possibility to communicate among each other. In
this kind of structure, an incoming job (task), part of ML algorithm, requests a spe-
cific number of PEs to be completed. To decrease the communication cost, the PEs
used are adjacent. Besides energy constrains in such a powerful structure, the main
challenge is to use its maximum processing power, that is basically unreachable. It
is related to the task allocation problem. The processor allocation is the process of
selecting and allocating available PEs to an incoming job. The optimal allocation is
when the highest amount of PEs is used in parallel and when the tasks are computed
in a short time [13–15].

In this paper, a new allocation algorithm, Simplified Busy List (SBL), is intro-
duced. The technique is an improved but simplified version of well-known Busy List
scheme [7], where the scoring system is changed. In addition, a new way of queuing
tasks using reinforcement learning (basic Q-Learning algorithm) is presented.

The rest of this paper is organized as follows. In Section 2, basic terminology
used in the paper and problem statement are presented. Section 3 contains related
work and description of the new SBL algorithm. In Section 4, Q-Learning algorithm
and its sample use in task allocation problem are discussed. Experimentation system
and results are in Section 5. The paper is concluded in Section 6.

2 Task Allocation Problem

Basic Terminology
T he mesh is a set of nodes (PEs) connected among each other. It is represented as a
matrix M = (w,h) with specified size w (width) and h (height). Node is an element
of the mesh, labeled with (i, j), where i is a column number and j is a row num-
ber. The node can be free or busy. Submesh is a rectangular collection of nodes, it
is represented as a set S = (i, j,x,y), where (i, j) is a starting node, x is number of
columns, and y is number of rows. Submesh can be f ree (all its nodes are free) or
busy (at least one of its nodes is busy). Task is a rectangular set of nodes represent-
ing PEs. The number of nodes describes an amount of PEs needed to complete a
task. A task is represented by three parameters (x,y, t); where x is width of the task,
y is height of the task, and t is time needed to complete the task. Tasks are buffered
in a queue while waiting for allocation. To allocate a task, it is required to find free
submesh that is big enough to accommodate all nodes. Allocation of a task is a cre-
ation of busy submesh that has the same size as the task. Deallocation is reduced to
changing the status of the busy nodes to free, when all nodes finished computations
and a task is completed. Fragmentation is a ratio of busy nodes to the total num-
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ber of nodes in the mesh. Internal f ragmentation may occur after task allocation
if there are more nodes in a submesh than needed. External f ragmentation may
happen when there is enough nodes to allocate a task but the nodes are not adjacent
thus the task cannot be allocated. Blockade is a moment when it is not possible to
allocate a waiting task. The system has to wait until some already allocated and big
enough tasks will be completed and free from the mesh. Task allocation algorithm
is an algorithm that leads to allocation of PEs to tasks waiting in a queue. Optimal
allocation means that the performance of the mesh is as high as possible.

Problem Statement
GIVEN (1) The mesh with specified size M = (w,h); (2) A list of tasks
T = T1,T2, . . . ,TN with well-known characteristics Tp = (xp,yp, tp),
TO FIND Sequence of tasks to be allocated,
SUCH THAT Parameters, i.e. average fragmentation, completion time, and average
allocation time; reach required level,
SUBJECT TO CONSTRAINTS (1) Once task is allocated it cannot be moved to
another free submesh; (2) Once task is allocated it has to stay in the mesh until it is
completed; (3) In order to allocate a task, a free submesh, not smaller than the task
being allocated, must exist; (4) If allocation is not possible, the system waits; (5)
The total number of nodes in the mesh is not smaller than the total number of nodes
needed to complete a task.

Tasks intend to be allocated in the mesh are waiting in a queue. When a task from
the queue is ready for allocation and there is a large enough free submesh, allocation
can be performed. After execution of the task, it can be deallocated. An example of
the mesh with allocated tasks can be found in [13].

The problem is solved when all the tasks from queue are executed. The moment
of solving allocation problem is when the last task quits the mesh. There are two as-
pects of the allocation problem. The first one is a task scheduling in a queue, another
one is a task allocation in the mesh. In this paper, both aspects are considered.

Three measures of algorithm’s performance are employed:

• Average f ragmentation o f the mesh, which is a ratio between the number of
free nodes and the total number of nodes in the mesh. It is measured each time
a blockade occurs and it is an average taken out of all considered measures. It is
desirable to minimize this factor.

• Completion time, which is a moment when the last task quits the mesh. The
considered system is implemented using time-slices and any event (allocation/
deallocation) is triggered by this unit. The less time-slices needed to finish com-
putations, the highest performance of the mesh is obtained.

• Average allocation time, which describes time in milliseconds used by algorithm
to find a free submesh (to allocate a task).
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3 Allocation Algorithms

There are two types of allocation schemes in mesh systems: contiguous and non-
contiguous [13]. In this paper we focus only on contiguous allocation algorithms.

Related Work
Frame Sliding (FS) algorithm [3] looks for a place to allocate a task frame by
frame. Frame is in size of the task. FS creates a set of busy nodes called coverage
set. The coverage set is then scanned to find a frame with free nodes. FS causes
high external fragmentation of the mesh and it might miss some free submeshes.
Adaptive Scan (AS) [4] is similar to FS, but it scans the coverage set node by node.
In addition, it allows rotating a task if it is not possible to allocate it in its basic ori-
entation. AS needs much more time to allocate task than FS, but it is more precise.
Quick Allocation (QA) [11] is a development of FS and AS strategies, where indi-
vidual checking of the nodes is replaced by testing only each row in the mesh. QA is
fast but not efficient for large meshes. First Fit (FF) [12] creates an array of nodes
called busy array. It represents an occupancy status of the nodes. Based on this array,
FF forms an array called coverage array that contains information about nodes al-
lowing successful allocation of the task. FF selects the first found node as a starting
node. Best Fit (BF) [12] is similar to FF, the only difference is the way of choosing
node− it selects the best one to minimize external fragmentation. Stack-Based Al-
location (SBA) [10] finds a free submesh very fast by reducing the search space sig-
nificantly. It is done by using simple coordinate calculations and spatial subtraction.
All these operations are implemented proficiently using stack. There are other vari-
ances of this algorithm, e.g. Better Fit SBA (BFSBA) [6] that chooses the smallest
candidate from the stack, Sorted SBA [6], or Improved SBA [13]. Leapfrog (LF)
algorithm [9] creates R-Array (Run-length Array) that represents nodes located in
the mesh. Every element of this array represents a node of the mesh and its value
expresses the length of the free or occupied run counted from this node. To search
for suitable submeshes, LF scans elements in R-Array. There is also Leapfrog Best
Fit (LBF), where the algorithm looks for the best place to allocate a task (like BF).
Implementation of R-Array shortens the process of scanning the mesh. Busy List
(BL) [7] uses an idea of tightening tasks in the mesh to reduce the external frag-
mentation. The algorithm works in two stages: firstly, it creates a list of candidates
and then it selects the best candidate. To create candidates, it checks all tasks in the
busy list and all the adjacent nodes in the list of free submeshes. In addition, it adds
four corners of the mesh and creates list of candidates. Then, the candidates are
evaluated by checking the occupancy status of nodes adjacent to the allocated task
(using the specific candidate). The higher number, the better. BL reduces external
fragmentation of the mesh but the scoring system increases execution time of BL.

New Algorithm – Simplified Busy List (SBL)
Simplified Busy List (SBL) is based on BL technique. The scoring system is changed
that shortens the allocation time. It is done by improving the second stage of BL
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scheme. To reduce candidate’s evaluation time, SBL checks only four corners instead
of checking all potential submeshes (it is 2 ∗ x+ 2 ∗ y). Rules in scoring system:

• Candidate gets 1 point for every busy node in the corner.
• If candidate is located at the edge of the mesh, it gets 2 points.
• If one corner of the candidate is surrounded by busy nodes, it gets 2 points.
• If the difference between computation time of the task being allocated and com-

pletion time on candidate’s nodes adjacent to the corners is not bigger than 20%
of maximum computation time of tasks, then the candidate gets 1 point for each
adjacent node meeting the criteria.

A candidate with the highest score is selected. The scoring system is shown in Fig.
1. SBL technique “thinks” forward and groups tasks allocated in the mesh by their
computation time, in order to create larger free submeshes. Structure of SBL algo-
rithm is presented in Fig. 2.

Fig. 1 Scoring system in SBL algorithm

4 Reinforcement Learning

Q-Learning Algorithm
Q-Learning agent learns Q-function, giving the expected utility of taking a given
action in a given state. It strives to maximize this function. Q-function has an array-
based representation. Therefore value Q(x,a) for a state x and an action a is repre-
sented as exactly one element of an array, which represents expected value of sum
of upcoming rewards, which system would get if it starts in state x and makes an
action a.

The Q-function is updated after an action is made using following expression:

Q(xt ,at)<−(Q(xt ,at)+β (rt + γ maxa Qt(xt+1,a)−Qt(xt ,at))) (1)

The factor β [0,1] is a learning factor and it specifies a greatness of modification.
The factor γ is a discount factor [0,1] and it describes an importance of award. rt is
a reward of taking an action at in state xt .
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Fig. 2 Flowchart of SBL algorithm

The agent chooses an action according to a strategy π . In our implementation,
the Boltzman action selection is used:

π(x,a∗) =
exp(Q(x,a∗)

T )

∑
a

exp(Q(x,a)
T )

, (2)

where T is a temperature specifying degree of randomness. The higher temperature,
the more random is selection of action.
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Use of Q-Learning Algorithm in Task Allocation
Q-Learning algorithm is used to create a queue of tasks that allows their optimal
allocation. State is a permutation of elements in the queue. A set of states is a set
of all possible permutations. Action is an exchange between two elements. A set of
actions is a collection of sets of two-factor without repetition. The reward is based
on the completion time, which is obtained after an allocation of the specific permu-
tation by using chosen allocation algorithm.

After obtaining the reinforcement, a Q-value can be updated. To find an opti-
mal queue, actions and permutations with the highest Q-value are selected. Since
an array-based representation of Q-function is memory consuming, the queue is di-
vided and sorted part by part. Maximum ten elements in one portion are allowed.
Therefore for 100 tasks to sort, they are divided on 10 parts, sorted using Q-Learning,
and then these 10 parts are sorted again.

5 Experimentation System and Results

An experimentation system to test allocation algorithms was design and developed.
The system is represented as an input-output system similarly like in [14]. An input
is represented by mesh and task parameters, task allocation algorithms (FS, AS, FF,
BF, SBA, BFSBA, BL, LF, LBF, QA, and SBL), types of queues (First-In-First-Out
(FIFO), Longest Job First (LJF), and based on Q-Learning (Q)), and parameters of
Q-Learning algorithm. An output contains completion time, average fragmentation,
and average allocation time. The experimentation system was created in C# using
Microsoft Windows with Microsoft .NET Framework 4.0 installed.

Experiment 1: Allocation Algorithms in Function of the Mesh Size
The meshes with size between 25 and 100 nodes were considered. A FIFO queue
contained 100 tasks varying in size. The results are presented in Table 1. Task al-
location time for the largest mesh is the highest for FF, BF, and QA algorithms;
and they are the most sensitive to growth of the mesh. Similar problems are not
observed for algorithms SBA, LF, and FS; and they are characterized by short
task allocation time despite the mesh size. There is a difference between alloca-
tion times for algorithms and their Best Fit versions, e.g. LF and LBF techniques.
The versions that decreasing external fragmentation have longer allocation time
due to considering all possible places in the mesh and selecting the best candidate.
The presented SBL algorithm is characterized by better allocation time in compar-
ison to its original version, BL. The fastest algorithm is SBA thanks to eliminating
candidates.

Experiment 2: Allocation Algorithms in Function of Varying Size of Tasks
Four groups of tasks were created: (i) small (max 15% of the mesh surface), (ii)
medium (2%− 30%), (iii) big (10%− 50%), (iv) random. A 20× 20 mesh was
considered with 100 tasks in a FIFO queue. The results are presented in Fig. 1a.
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Table 1 Comparison of task allocation time based on different mesh size

Task Allocation Time [ms]
Size of the Mesh 25× 25 50× 50 75× 75 100× 100

FS 0.01 0.01 0.10 0.30
AS 0.01 0.22 1.30 3.56
FF 0.55 10.65 51.76 145.05
BF 0.58 10.88 52.77 148.30

SBA 0.01 0.01 0.02 0.16
BFSBA 0.01 0.01 0.02 0.16

QA 0.38 4.26 14.54 31.69
LF 0.01 0.02 0.21 0.84

LBF 0.01 0.77 3.24 6.87
BL 0.01 0.41 1.59 3.37

SBL 0.01 0.25 1.28 2.83

Fig. 1 Fragmentation in the mesh considering: (a) different size of tasks; (b) different duration
of tasks

It may be observed that all algorithms achieve the worst results when random
tasks are being allocated. The exception is FS scheme where results for random
tasks are better than for big ones. It is due to structure of FS technique that uses a
frame and for big tasks it can miss some free submeshes.

Experiment 3: Allocation Algorithms in Function of Varying Task Duration
Two FIFO queues with 100 tasks were created. One contained tasks with the same
duration. Another one had tasks with random duration. A 20×20 mesh was consid-
ered. The results are shown in Fig. 1b.

Lower fragmentation is achieved for tasks with the same duration, in comparison
to tasks with random duration, where fragmentation was higher. It is because allo-
cation of one and deallocation of the next task are performed in the same time.
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Experiment 4: Allocation Algorithms in Function of Different Queue
Organization
Three types of queues with 100 tasks were used: FIFO, LJF, and Q. A 10× 10
mesh was considered. Q-Learning algorithm was implemented with parameters: (i)
number of iterations: 1000; (ii) discount factor: 0.8; (iii) learning factor: 0.2; (iv)
temperature: 1000. The results are shown in Fig. 2.

Fig. 2 Fragmentation improvement in respect to queuing type

It can be observed that each algorithm delivers better results when some kind of
sorting is used before allocation process. Even LJF queue, which is characterized
by simple implementation, improves performance of algorithms by around 10%.
Moreover, using sorting based on Q-Learning algorithm, a 20% fragmentation im-
provement is noted.

6 Conclusions

In this paper we have introduced a new task allocation algorithm SBL, where Q-
Learning algorithm was proposed and employed in the presented technique. In or-
der to compare our scheme to other solutions, an experimentation environment was
developed and several experiments were conducted. Results of the experiments are
presented and discussed in the paper. The results have shown that among all de-
scribed algorithms and for all considered sizes of tasks, our SBL algorithm delivers
very good performance. Also, sorting tasks before allocation improves efficiency
of all investigated techniques. Especially, Q-Learning based queue brings 20% im-
provement. The further research will focus on other ways of using machine learning
in task allocation problem.
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Power Saving Algorithms for Mobile Networks
Using Classifiers Ensemble

Rafal Lysiak and Marek Kurzynski

Abstract. The main objective of this paper is to tackle the energy consumption for
cellular radio networks. The mobile telecomunications system are optimized for the
maximum load. Therefore, in the low traffic moment, the system consume incredible
amounts of energy, which is not used in any way. The solution, which we propose
in this paper is based on automatic switching on and off the network elements,
depending on the current state of the network and on the prediction of the next state.
It is also shown, that with the predictions from the ensemble of classifiers, the energy
consumption can be reduced dramatically and such approach is acting better than
simply setting the threshold values. The biggest challenge is to maintain reliable
service coverage and quality of service (QoS) in the specific cell in the network.

1 Introduction

The motivation for starting this research that was described in this paper was the
fact, that the large amounts of energy are absorbed by the mobile telecommuni-
cations network. According to studies, base stations for mobile networks consume
approximately 60 billion kWh per year [1], and this consumption is still growing.
Due to the appearance of new technologies, such as Universal Mobile Telecom-
munications System (UMTS), High Speed Packet Access (HSPA), and Long Term
Evolution (LTE) and due to the continuous increasing the number of subscribers
and the amount of transmitted data, operators add new elements to the network. Ac-
cording to the research [1], the electricity consumption of Vodafone network growth
from about 1.8 TWh per year to almost 3 TWh per year in only 2 years (from 2003
to 2005).
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The another important issue, which follows directly from the size of the electric-
ity that is consumed, is the global emission of CO2 and global warming. It is known,
that about 2% of global CO2 emmision - which is exactly the same proportion as
the aviatation industry produces - comes from the Information and Communications
Technology (ICT) [2]. Furthermore, it is estimated that this number will double by
2020.

The issue of savings in the described area is currently very up to date at the
international forum. Last year, the european project called "Greennets" has been
ended [4] [3]. It consisted in power consumption and CO2 footprint reduction in
mobile networks by advanced automated network management approaches. The ex-
tensive cooperation among mobile vendors was established, which lead to the cre-
ation of mechanisms responsible for reducing the amount of absorbed energy and
reduce CO2 emissions.

There are many opportunities for reducing energy consumption in mobile net-
works. Starting with the improvement of network elements, i.e. increasing the power
amplifier efficiency ending on the effective use of the same elements from the soft-
ware point of view [5]. In this paper, a self learning algorithm is proposed, which
main target is to match the network configuration to the current traffic. As it was
already mentioned, currently, the mobile networks are designed for maximum ex-
pected throughput and are optimized for operation at full load. However, it is easy
to note, that the traffic in not homogeneous and the changes are significant dur-
ing the time. The identification of such situations and their prediction can lead to a
reduction in energy consumption, but also to a more efficient use of the current net-
work structure. Mobile network traffic is not only voice data but more often the data
packet. Rather than adding new elements to the network, we can use those elements
that already are in the network and won’t be used in particular moment.

The paper is organized as follows. In the section 2, two different approaches to
saving energy in the network have been described. In the next section 3, the problem,
proposed algorithms and research environment have been described. In section 4,
the results of two different experiments that have been carried out were presented.
In the end, in section 5, the conclusions were presented and ideas for future research
were mentioned.

2 Identify Energy Saving Opportunities

With reference to what has been written in the first section of this work, the goal
of the presented algorithms is to match the network configuration to the current
network traffic characteristics and to predict the next state. It will be possible turning
on and off the network elements in such a way as to ensure an appropriate level of
QoS, while reducing the number of operating equipment at the same time. Analysing
traffic patterns, it could be noticed, that traffic has stochastic characteristic and is
changing during the time (day and night), but also in terms of geographic location
of the subscriber.
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2.1 Temporal Traffic Changes

In order to show the variation over time, the actual data provided by the vendor
were analyzed. Those data was recorded by the measurement tools installed in a
real mobile network. In the Fig. 1 the traffic changes during a day time is presented.
The characteristic pattern is visible. In the middle of the day, this traffic is growing
and the closer to the end of the day the smaller the traffic is. The traffic at night is
almost 600% smaller than during the day time. In addition, the chart also shows how
the traffic depends on the day of the week. At the weekend the traffic is much smaller
what has been highlighted with the circle on the same figure. Network capacity is
designed to provide a high QoS for the end user. According to that statement, the
mobile network must guarantee a low probability of call blocking and call dropping.
This approach leads to the fact that the cells and networks are seldom under full
load. Today, hardware, such power amplifiers and signal processing boards operate
continuously with full power, even if the network traffic is minimal [6].

Fig. 1 Hourly Traffic Volume of CS Traffic [Erl]

Based on the Fig. 1, it is easy to discover that by about 20-30% of the day, traffic
on the network is at a level much lower (about 65 %) than during the heavy load
hours. The Fig. 1 has been prepared on the basis of the data obtained from the actual
mobile network operator. Unfortunately, the exact location of the cell in which the
readings were recorded can not be specified. Please contact the authors in order to
obtain the access to these data.

2.2 Spatial Traffic Changes

As the name of "mobile" network suggests, we are dealing with mobile users.
Analysing the geographical location of end-users, some patterns in daily or weekly
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cycle could be noticed. In order to illustrate the situation, let us consider the base
station, which is located on the border between urban and suburban land for big city.
During the week, customers are moving in the morning towards the city, and then
they return to the suburbs in the afternoon (after work). It is also know, that the type
of traffic (voice or data) varies, depending on the geographical location.

One possibility using such a trend is already used in the Global System for Mo-
bile Communications (GSM) and UMTS networks - the idea of micro and macro
cells. In urban areas, the range of one cell is even just 500m, while in non-urban
areas can cover an area with a radius of several kilometers. Because of this, an ap-
propriate level of QoS can be provided, while decreasing variations in the traffic at
the same time.

Another possibility is to modify the directivity of the antenna. The antenna should
cover the area with big number of subscribers, instead of the area where subscribers
aren’t at the current moment.

In this paper, for the conducted research, changes that have been described in the
subsection 2.1 were analyzed.

3 Problem, Methods and Research Environment Description

3.1 Problem Overview

In this paper results of simulations performed with respect to the subject of power
savings are presented. The general problem was formulated as follows. According
to the real traffic data, that was provided by the mobile vendor the traffic generator
was implemented. The generator is used to perform the simulations that cover one
cell with defined number of channels. Calls attempts arrive according to Poisson
distribution with dynamic mean arrival rate taken from the real traffic data. The
mean call holding time is exponentially distributed with fixed average value set to
100s. The presented traffic profile implies a scenario with 4 transceivers (TRXs).
Each TRX has 8 channels available. 2 channels in the cell are reserved for signaling.
Therefore, there are 30 channels available in the cell for voice transmissions.

One of the most important measurement that is collected in the following simu-
lation is blocking. In the simulation scenario, blocking is considered as the situation
where there are no free resources (no free channels) for new incoming call.

According to the Algorithm 1, the main issue of the performed simulation is to
measure three important statistics when different approaches of turning on/off of
the TRX was implemented. First value is blocking, which directly affects the sub-
scribers’ experience and thus the level of QoS. The second value is the avarage
number of active TRXs. The main issue is to keep the energy consumption on the
possible low level (small number of active TRXs) but still having a good QoS. The
last measured parameter is the avarage time between turning on/off of the TRXs.
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Algorithm 1. Pseudocode of the simulation

Require: T - real traffic data set for the whole day;
time - time in the simulation for which the calls are generated; initial value

is set to 0;
end - this value represents the duration of the simulation; set to 21 days

(1814400s);
step - by this value the time is incremented in the simulation loop; initial

value of step is set to 0.1s;
Calls - an array that stores ongoing calls; initially empty table

1: while time < end do
2: Check and removed finished calls from Calls
3: Check and start new calls; save the information in Calls
4: Check if the TRX should be turn on/off (different approaches are taken into

consideration)
5: Collect statistics about Blocking, number of active TRXs, time between

turning TRX on/off
6: time← time+ step
7: end while

It is assumed that the TRX is ready 30 seconds after the decision was made. There-
fore, it is expected to maximize the time between switching.

As it was also mentioned in the pseudocode, the biggest challenge of the pre-
sented algorithm is to make the correct decision, if the TRX should be turn on or
off. In this paper we use two different approaches. In the next subsections, the both
methods are described.

3.2 Method 1 - Threshold Algorithm

The first method is very intuitive. The decision about switching the TRX off is based
on the following algorithm:

The value 8 in the Algorithm 2 is required, because there have to remain Tdown

number of free channels to keep QoS at the good level. Otherwise, after the TRX
would be powered off, there won’t be free channels and the number of blocking calls
would increase dramatically.

On the other hand, the decision about turning the TRX on is triggered immedi-
ately. The algorithm is very similar to the previous one. The threshold value Tup is
set and when Nf c ≤ Tup is true, the TRX is powered up. In this case, the decision
is made without any delay, because as it was written in the subsection 3.1, the time
required for turning the TRX on is set to 30 seconds. In other words, there is 30
seconds delay before the cell will obtain additional free resources.
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Algorithm 2. Method 1 - threshold algorithm

Require: the threshold value Tdown is set; the time Wup is set;
1: if Nf c ≥ 8+Tdown then
2: start the timer for Wup

3: while timer is on do
4: if Nf c ≥ 8+Tdown then
5: continue the countdown
6: if Wup time is up then
7: TRX is powered off
8: end if
9: else

10: stop the timer
11: end if
12: end while
13: end if

3.3 Method 2 – RRC Based Algorithm

The Method 2 is based on the Random Reference Classifier (RRC) [7] and Dynamic
Ensemble Selection (DES-CDd-opt) [8]. In this method, the decision to enable or dis-
able TRX is done based on the prediction of average amount of occupied channels
within the next 15 minutes. For this purpose, Multiple Classifier System (MSC)
with homogeneous ensemble consisted of 20 Neural Networks (NN) (2 layers with
8 neurons each) has been created. To prevent overlearning and obtaining diversity
between classifiers, each classifier was trained using randomly selected 70% of ob-
jects from the training dataset [8]. Each classifier was trained on one week data set
and tested with help of another one.

The data set was prepared to fit the inputs of the NN. There are five inputs:

1. the avarage number of busy channels during last 15 minutes
2. the avarage number of busy channels during last but one 15 minutes
3. current time - normalized hour using Cosine function
4. current time - 15 minutes (also normalized) 1

5. current day - as it was shown in the Fig. 1, the traffic profiles differ on daily
basis

There is only one output. The NN returns the predicted average number of busy
channels for next 15 minutes. The predicted value is used as an input for the Erlang
formula [9] and the number of required channels (for next 15 minutes) is calculated.
On the basis of this value the number of TRXs that are needed could be obtained
and the decision about turning on or off is made.

1 each entry in the real traffic data set is corresponding to the last 15 minutes window
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3.4 Research Environment

For the purpose of simulations, research environment has been prepared. The simu-
lator was written in Java. The main task for the simulator is to generate appropriate
traffic based on actual data from real telecommunication network and to manage
the ongoing and incoming calls. The generator is also responsible for collecting the
statistics that are needed to draw the necessary conclusions. The presentation layer
and the GUI has been prepared in the form of web page. The user has the ability to
run the corresponding simulations and to see the network state changes in real-time
during the simulation. At the end of the simulation, appropriate set of results are
presented. In the Fig. 2, the screenshots from the running simulations were shown.
Each square in the Fig. 2 represents one channel in the cell. Gray color indicates that
the channel is unavailable (TRX is off), red means the signal channel, green means
free channel, while the yellow color represents the channel that is currently being
used.

Fig. 2 Visualisation from the application. The left square represents the state of the network
during high load (in the middle of the day) and the other one represents the network state at
night.

4 Experiments

The experiments carried out simulations for the two methods described in the sec-
tion 3. For both methods the experimental scheme was the same. Simulations were
taking place for a period of 21 days. Traffic was generated by the simulator based
on real data. During the simulation the following parameters were calculated:

1. blocking - how many calls were blocked with respect to all incoming calls
2. total number of TRXs on/off actions
3. average period between TRXs on/off actions
4. average number of active TRXs

The Method 1 tests were carried out for different values of the variables Tdown, Tup

and Wup. Thanks to this, the the impact of the tested values for the final results can
be noticed.

For Method 2, there is no simulation parameters.
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Table 1 The results of the simulation with usage of Method 1

Wup

[min]
Tdown Tup blocking average # of

active TRXs
total # of
on/off actions

average pe-
riod between
on/off actions

5

2 1 0.41 2.25 2384 854
3 1 0.33 2.23 1942 1158
4 1 0.37 2.28 1272 1384
5 1 0.24 2.33 1153 1924
2 2 0.22 2.38 2985 854
3 2 0.27 2.34 2724 726
4 2 0.23 2.39 1927 1009
5 2 0.15 2.45 1426 1681
2 3 0.17 2.49 4125 529
3 3 0.16 2.42 3599 708
4 3 0.08 2.48 2843 901
5 3 0.05 2.51 1861 1384
5 4 0.09 2.68 2489 719

15

2 1 0.19 2.46 894 2467
3 1 0.29 2.53 1219 2519
4 1 0.21 2.59 691 2651
5 1 0.12 2.76 429 6019

30
2 1 0.11 2.84 429 3892
5 1 0.04 2.94 249 10566

60
2 1 0.05 2.78 143 8821
5 1 0.04 2.91 157 12687

4.1 Results and Discussion

The results obtained for the simulation with Method 1 are shown in Table 1 and for
Method 2 in Table 2.

Before starting to evaluate the results, the correct interpretation should be pro-
vided. Some issues should be taken into account. First, the attention should be paid
to the amount and frequency of switching on/off the TRX. In fact, it is not as easy
as it has been presented in this paper. Therefore, note that switching on and off the

Table 2 The results of the simulation with usage of Method 2

blocking average # of
active TRXs

total # of
on/off actions

average pe-
riod between
on/off actions

0.89 2.08 149 12973
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network element is relatively risky, so this action shall be made infrequently as pos-
sible, and thus in large intervals. The second parameter, which should be analyzed
is the energy saving performance. In our simulation it is represented by the aver-
age number of active TRXs during the simulation. To reduce energy consumption
across the network, the primary goal is to maintain an appropriate level of QoS using
the minimum amount of equipment. Maintaining appropriate level of QoS means to
keep blocking as low as possible. For the purposes of the following analysis, the 2%
blocking is accepted and recognized as high QoS level.

In regard to the above, these results imply the following conclusions:

1. for both methods blocking was at an acceptable level,
2. in the Method 1 changes the value of the parameter Wup significantly affect the

number of switching on/off actions. The difference between the minimum and
the maximum value was as high as 11272 seconds,

3. in the Method 1 changes the size of thresholds Tdown and Tup also significantly
affect the level of blocking,

4. the biggest energy saving was for the Method 2 - avarage number of active
TRXs was 2.18. However, there was no statistical difference between this value
and the minimum value for Method 1,

5. the average time between switching on/off actions in Method 2 was significantly
longer than the times obtained with Method 1 and was equal to 10438s.

5 Conclusions and Further Work

In this study the new approach for decreasing the energy consumption in mobile
network was proposed. Results of the experimental investigations indicate that the
proposed method with usage of RRC can be a great tool for minimizing the costs
and energy consumption in ICT sector. The performed simulations also show that
approach proposed in Method 2 can be used in the real world networks.

On the other hand, the most important issue for the mobile companies is to keep
the QoS high. According to this, the idea of hybrid system, with multiple security
levels, might be the best option. That would be also the topic for the further work for
the authors. The authors would like also to implement a similar solution to improve
the performance of the mobile network referring to spatial traffic changes, described
in subsection 2.2.
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Hardware Implementation of Fourier Transform
for Real Time EMG Signals Recognition

Andrzej R. Wolczowski1, Przemyslaw M. Szecówka2,
Jacek Góra2,3, and Marek Kurzynski1

Abstract. Electromyography signals (EMG) are small changes of voltage which
appear on the surface of a human skin as a side effect of muscles activity. These
signals may be successfully used for recognition of human intention regarding the
control of hand prosthesis. Such control requires quick analysis of EMG signals.
One of important stages of the recognition process is the extraction of signal fea-
tures. Fourier transform method is commonly used for that purpose. It assures high
quality of recognition process, but its calculation is time-consuming. This study
shows the construction of the experimental system of EMG signal acquisition and
analysis with FFT method implemented in dedicated digital hardware. The devel-
oped architecture provides both high processing speed and small size (providing
portability). Fast implementation of FFT (256-point spectrum in 3 us), competitive
to signal processors, was obtained using FPGA technology.

1 Introduction

Human hand is a tool to work and struggle with, artistic emotions relay, a symbol of
power. For a blind person it is also his eye and guide. Unfortunately the hand injuries
are also the most common ones among the musculoskeletal-manifold injuries. In
USA the amount of financial benefits granted in this respect is about 6 billion USD

Andrzej R. Wolczowski ·Marek Kurzynski
Faculty of Electronics, Wrocław University of Technology, Wybrzeże Wyspiańskiego 27,
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annually [7]. There is strong demand for advanced multi-joint anthropomorphic de-
vice aping human hand, from both the industry interested in humanoid robots and
remote hands, and the society asking for higher quality prostheses for people with
disabilities. The construction issues of the artificial substitute which could reliably
copy the functionality of the living original, have been extensively investigated in
various research centers [1, 4, 11, 12]. Natural hand control is performed by neural
impulses which stimulate its muscles. The use of these impulses to control of arti-
ficial hand is troublesome because of invasive bio/non-bio interfacing involved. For
these reasons there is huge interest in other signals, that accompany natural hands
movement. Muscle activity is connected with a change in electric potential between
the interior of each stimulated muscle cell (myocyte) and its environment, from -60
mV to +50 mV. This change may propagate through the surrounding tissue to the
surface of the skin and can be recorded there as an electromyography signal (EMG).
Superposition of potential changes form a composition which depends on the geo-
metrical configuration of the stimulated muscle cells. Therefore EMG signals carry
unambiguous information on the type of muscle activity, i.e. the actual movement of
the limb. Eventually the movements may be recognized through appropriate analysis
of EMG signals. Muscles which control hand fingers are located in forearm and they
are usually preserved after hand amputation. For these reasons EMG based control
is nowadays classified among the most promising techniques, for both healthy hu-
mans operating remote hands and handicapped persons controlling their prostheses.
Moreover it seems like the EMG control may be unified for these two application
fields. General idea of EMG controlled cybernetic hand is presented in Fig. 1.

Fig. 1 Idea of EMG control of artificial hand

Taking into account various inferences accompanying the EMG signals measure-
ments, the intention recognition is a hard problem [1,3], requiring considerable com-
putational effort. The prosthesis providing the comfort close to the original hand



Hardware Implementation of Fourier Transform for EMG Recognition 785

must be dexterous (adapting to the features of a grabbed object, like shape, size,
elasticity, surface, etc.). This dexterity requires independent control of many degrees
of freedom, what induces a huge number of recognized classes in the EMG signals,
additionally increasing the already mentioned computational effort. The prosthesis
should also be agile, i.e. fast enough to react accordingly to the dynamics of the en-
vironment (e.g. to grab an object which is falling down). This requires sufficiently
fast control.

Eventually the contradicting requirements appear here – high complexity of cal-
culations (to ensure dexterity), performed in a very short time (to ensure agility)
and implemented in a portable, low-power device. The solution may rely on the
decomposition of control algorithm to operations which may be performed concur-
rently, especially when implemented in the dedicated digital circuit, providing the
optimal utilization of resources. A comprehensive study of state of the art in EMG
control may be found in [1, 10, 13]. Analysis of scientific achievements in this do-
main shows that many DSP, neural and fuzzy algorithms were found feasible to
recognize human intention and invoke adequate movement of an artificial hand [2].
Simultaneously these achievements are hardly found in the commercial prostheses
which provide quite limited capabilities. Perhaps the reason is computational com-
plexity mentioned above. The authors of this paper tried to solve this contradiction
by development of algorithms accompanied by experiments with their implemen-
tation in dedicated digital hardware. In our previous works we have shown that
algorithms like discrete Fourier transform (DFT) limited to selected points, wavelet
transform (DWT) and LVQ neural networks [8] are feasible solutions which may be
implemented in programmable logic devices (FPGA) in a way fulfilling mentioned
requirements for speed and portability. This paper describes similar study focused
on fast Fourier transform.

2 EMG Signals Acquisition and Processing

EMG signal measurements are accompanied by electrical noise that can vastly dis-
tort the information included in the signal, thus decreasing its usability for prosthesis
control. The most significant noise sources are: 1) external electromagnetic fields,
especially originating from devices powered by 50Hz grid; 2) high impedance of
the connection between the electrode and the skin, and chemical reactions taking
place there; 3) movements of the electrodes and the cables connecting them to the
amplifier. The first type of noise can be effectively eliminated by means of the dif-
ferential measurement circuit. Such circuit contains two signal electrodes (contacts)
placed directly above the examined muscles, and a reference electrode placed above
the electrically neutral tissue (preferably above the bone, joint, etc.). The signals
acquired from the electrodes are subtracted one from another and then amplified.
Common part of signals, containing the noise, is removed in this way, and the useful
signal included in the difference is amplified. The scheme of differential measure-
ment is presented in Fig. 1.
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The remaining distortion can be essentially reduced by means of an amplifier that
has a high input impedance (much higher than the skin), low output impedance, and
is placed close to the signal electrodes. This is where a concept of the active elec-
trode circuit arises – a contact electrodes which, being integrated with the pream-
plifier, feed the signal resistant to external noise [3]. Various electrode setups may
be considered. The authors tried series of variants, with the number of electrodes
varying between 4 and 12, both commercially available (Bagnolli/Delsys) [10] and
in-house developed [3].

Fig. 1 Differential measurement idea; S1-S2 – useful signal, Z – noise

The basis for a bio-prosthesis control algorithm development is the probabil-
ity density distribution of the occurrence of specified signal features for individual
movement classes. This distribution can be approximated by the sets containing
pairs of âĂIJEMG signal feature vector/movement classâĂİ (called learning sets).
During the development phase these patterns are collected from healthy humans
moving their real hands. (It may be considered to use the other, healthy hand of
handicapped person too). In both cases it is necessary to record the class of move-
ment concurrently with the EMG signals. There are two basic solutions of this prob-
lem. The first one is sensoric glove which registers wrist and fingers movements. For
this research alternative solution was selected - a video camera recording moving
hand [9]. More sophisticated approach may be found in [6] where for the EMG sig-
nals acquisition a specially designed 8-channel EMG signals measurement circuit
was applied. An overview of the whole measurement stand for identifying the re-
lation between fingers movements and corresponding myopotentials is presented in
Fig. 2. The stand includes 8 active electrodes registering the analog signals from the
investigated limb, the galvanic separation block (at this point the signal is filtered
and amplified), video camera for recording the moving hand image and a computer,
where the signals are A/D converted, normalized and saved in a file together with
video stream.

EMG signals were sampled with 1 kHz frequency and organized in 256-sample
windows. This way every quarter of a second new portion of data may be analyzed
to recognize currently desired action of a hand. Consequently the movement of ar-
tificial hand is a superposition of the recognized elementary actions. In this case 10
classes of movements were considered, including rotations and bends of wrist and
various kinds of grasps – concentric, cylindrical, lateral. As it is shown in Fig. 3,
intention recognition involves two consecutive processes: the extraction of partic-
ular signal features and, on the basis of these features, the recognition of classes
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Fig. 2 Measurement stand

Fig. 3 Movement intention recognition block diagram

corresponding to the specific hand movements. This paper is focused on extraction
of particular signal features.

Fig. 4 shows an example of EMG signal invoked by continuous movement of
a hand. FFT seems quite obvious method of signal feature extraction. There are
two problems however. The first one is high dimension of the features vector. 256
frequency points of spectrum multiplied by a few channels makes more than 1000
inputs for the classification algorithm, which is definitely too much, especially for
neural network. Wavelet transform which delivers just a few numbers, containing
comprehensive information about signal features, appears very competitive in this
context. An intermediate solution is combining (adding together) groups of neigh-
boring FFT points. Another problem with FFT is a need for efficient implementa-
tion. In this case it is estimated that after collection of sample window, which takes
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256 ms, no more than 20-50 ms may be allotted for preparation of instructions for
artificial hand actuators. Longer processing time would cause too large delay in
prosthesis reaction making it hard to control. A fraction of this time may be used to
calculate the FFT in all the channels. This requirement pushes the physical imple-
mentation platform applied for this task to the high-speed limits. There are two em-
bedded technologies providing high performance - Digital Signal Processors (DSP)
and Field Programmable Gate Arrays (FPGA). The first one is relatively easy to use.
Most of DSPs may be programmed in traditional high level languages like C/C++.
But its feasibility is questionable. It may be fast enough for specific algorithms, but
it does not leave much space for extensions. Conceptual disadvantage is sequential
manner of operation. Alternative solution is FPGA, behaving like specialized digital
architecture. Its basic superiority over microprocessors is more efficient allocation
of digital elements, which enables concurrent processing of the data âĂŞ in parallel
or with pipelining. In this case the EMG channels may be handled in parallel, whilst
consecutive steps of processing may form a pipeline. Disadvantage of this technol-
ogy is higher design effort and more specific knowledge required for development
of architecture, coding it in hardware description language like VHDL or Verilog
and eventually physical implementation in FPGA. In spite of these problems, this
technology was selected, due to the higher computational capabilities leaving more
space for future extensions and improvements.

Fig. 4 EMG signals invoked by hand movement

3 Digital Hardware

Biological signals may cover a wide range of values. This feature forces digital cir-
cuitry to process both very low and very high numbers with satisfying accuracy.
Fixed point data representation can hardly meet this requirement at reasonable cost.
Thus the floating point representation and arithmetic shall be applied. There are sev-
eral floating-point formats in use. The most popular one is defined by the IEEE 754
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standard. This one provides high precision and simultaneously wide range of num-
bers. These advantages are achieved by very long bit representation, which leads
to huge consumption of combinational logic for arithmetic operations and registers
to store the numbers. The authors decided to apply their own, more scant floating
point format. Bit vector consists of sign bit, 9 or 18-bit significant (always positive)
and 6-bit exponent, with octal base. Table 1 shows it together with IEEE 754. It
provides lower range, lower precision and much faster processing accompanied by
lower consumption of FPGA resources. Series of floating-point arithmetic modules
were designed by authors to process numbers in both precision formats.

Table 1 Comparison of the proposed floating-point format with the IEEE 754 standard

Parameter Proposed format IEEE 754
single precision double precision single precision double precision

Full length 16 bit 25 bit 32 bit 64 bit
Significand 9+1 bit 18+1 bit 23+1 bit 52+1 bit
Exponent 6 bit 6 bit 8 bit 11 bit
Max value 5.1 E30 2.6 E33 3.8 E38 9.0 E307
Min value 1.3 E-29 1.3 E-29 1.4 E-45 5.0 E-324
Precision 2.0 E-3 4.0 E-6 1.2 E-5 2.2 E-14

Discrete Fourier transform (DFT) is a series of factors which determine the
similarity of investigated signal to sine/cosine patterns of specific frequency. Fast
Fourier transform (FFT) algorithm is computationally efficient version of the dis-
crete Fourier transform. The most popular approach is based on radix-2 components
(butterflies) shown in Fig. 5. In the elementary calculation two complex numbers are
processed producing another two complex numbers which are then directed to the
next step of computing, etc. This calculation may be performed concurrently for
series of samples. Thus the hardware implementation of FFT consists of multiply
and add units supported by the data flow control circuitry. The key architectural is-
sues are sine samples delivery, optimal replication of arithmetic units and data flow
organization – intermediate results must be properly delivered to blocks performing
consecutive steps of computation.

An N-point radix-2 FFT consists of N/2 computations repeated log N times with
different coefficients. It was found that full-concurrent implementation of e.g. 256-
point FFT algorithm is unavailable for contemporary FPGA devices. On the other
hand it is possible to create the architecture with single computational block. This
solution leads to acceptable logic gates count and to lower performance as well. The
most reasonable solution is to replicate the blocks to the extent allowed by FPGA
capacity rather than natural complexity of algorithm. Besides arithmetic blocks, the
FFT algorithm implementation requires some control logic and memory to store
input and output signals, data and transform coefficients.

For the selected FPGA (1.8 million gate Xilinx Spartan 3) and 256-point FFT
it is possible to apply 4 butterfly blocks together with necessary data flow control
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Fig. 5 Structure of the FFT radix-2 computational block (A, B – input arguments, W – trans-
form coefficient, X, Y – results of the computation)

logic. The concept was coded in VHDL in two variants. In the first solution the
chains of combinational logic were separated by registers inserted between the con-
secutive steps of butterfly operations. This intuitive approach led to long chains of
gates between registers and consequently to low clock frequency allowed. Another
approach involved more registers, inserted automatically by algorithms embedded
in Xilinx tools. The result was much higher clock frequency (increasing speed) but
also more clock cycles required for calculation (decreasing speed). Eventually the
higher overall processing speed was achieved for the design with optimized regis-
ters - 5 times faster. Table 2. summarizes the results of synthesis and timing analysis
obtained for the two variants. Both processing times – 3 and 15 us, are much better
than required for operation in artificial hand (fraction of 20-50 ms). This huge mar-
gin enables application of a single FFT module for processing several channels of
EMG measurements one after another. It also allows to overlap windows of samples
and perform interlaced intention recognition e.g. every 128 ms instead of presumed
256 ms.

Table 2 Resource allocation and static timing analysis results for 256-point FFT implemen-
tation with 4 butterfly blocks; Spartan-3A DSP XC3SD1800A FPGA

Parameter Intuitive design Optimized registers (12 steps)
Registers 16 400 (49%) 19500 (58%)
LUT logic 27 200 (81%) 23 154 (69%)
DSP48A 16 (19%) 16 (19%)
Max clock freq. 18 MHz 116 MHz
Computing time 14.9 us 3.0 us

Performance of the designed circuit may be compared with other 256-point FFT
implementations found in literature. Table 3 summarises computing time. Off-the
shelf solutions delivered by Xilinx and Altera were used for reference in FPGA
technology. For DSP, the results available for Texas Instruments and Analog Devices
microprocessors are shown.
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Table 3 256-point FFT computation time depending on implementation

Implementation Authors Xilinx Altera TigerSHARC TMS320C62x
design FPGA FPGA DSP DSP

Comp. time (us) 3.03 7.56 7.70 1.55 7.90

4 Conclusions

In-house developed measurement setup for EMG signals acquisition was presented.
Analysis of EMG signals is state of the art way to control artificial hand, regardless
of application field âĂŞ prosthesis or robotic manipulator. For prosthesis signifi-
cant barrier for applying the classic DSP computations is embedded character of
target device which disables use of a classic computer. It was shown however that
these algorithms may be implemented in programmable logic devices (FPGA). Thus
the high speed and real time processing of multichannel EMG signals is possible to
achieve in portable electronics, what enables construction of next generation of hand
prostheses. One of the key features of proposed solutions is specific floating point
numbers bit format. Precision was decreased to the level acceptable for EMG data,
bringing critical savings on both logic resources allocation and processing speed.
Another crucial element was in-house development of arithmetic blocks special-
ized for the defined bit format. Finally the series of computational architectures was
proposed. Calculation of 256-point Fourier spectrum takes 3-15 us, depending on
architecture applied. The faster version outperforms off-the-shelf solutions deliv-
ered by commonly recognized vendors of FPGA devices. For multi-channel signal
analysis at the highest speed, the proposed digital hardware may be replicated for
each channel. For the latest FPGA circuits it would be possible to implement a few
channels working in parallel in a single chip. The achieved performance may be per-
ceived as very attractive for various metrological applications based on embedded
platforms. In the context of presented research (artificial hand control) however it is
not necessary. Single block may process all the channels and the huge time margin
encourages to consider twice higher than presumed sampling frequency or windows
overlapping. Complexity of 256-point FFT module equipped with 4 butterfly blocks
was estimated to 1.2-1.4 millions of gates. For the selected FPGA providing 1.8
million gates, there is enough space for FIR filter implementation requiring 70-360
thousands of gates [5], and/or for classification algorithm, like Kohonen neural net-
work [8]. Thus all the intention recognition tasks may be performed in a single chip.
Presented results confirm that FPGA technology, in spite of relatively huge design
effort involved, shall be treated as very efficient solution for smart hand prosthesis
development as well as for any other metrological applications requiring high-speed
multi-channel digital signal processing.
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Data Preprocessing with GPU for DBSCAN
Algorithm

Piotr Cal and Michał Woźniak

Abstract. One of the well known density-based clustering algorithm is DBSCAN,
which is commonly used for class identification in spatial databases. In this paper
we propose its modification which could shorten the global computational time by
introducing a simple data preprocessing with graphics processing unit (GPU). The
GPU consists of many small cores which allow parallel computation using single
instruction multiple data model (SIMD). Combining it with CPU power of comput-
ing system can improve application performance. In order to estimate the computa-
tion gain of our proposition compared with the original one we carried out a set of
experiments on an artificial dataset.

Keywords: clustering, unsupervised learning, parallel computation, GPU
computing.

1 Introduction

Clustering is the part of unsupervised machine learning. Its task is to organize data
into groups (clusters) using a given similarity measure. Clustering can give us infor-
mation about data structure. Because computer technology develops fast and cur-
rently the multicore systems are easy to obtain, we can use them for improving
algorithms to get better performance.

There are many methods to cluster data and some survey and categorization of
algorithms were done [1], [10]. Very popular density-based algorithm is a DBSCAN
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(density-based spatial clustering of applications with noise) [5], [9]. The advantages
of DBSCAN is that it does not need knowledge about number of clusters and is
very resistant to noise. The main idea for DBSCAN is to check neighborhood (with
given ε) for each objects. If it contains at least the specified number of objects the
cluster is expanded (cluster is expanded if density is bigger than a given threshold).
The time complexity of this algorithm is O(n2) if input data do not use any indexing
structure. However, as many other clustering algorithms, it needs to compute simi-
larity measure for each of objects. If the data dimensionality is high, an algorithm
can run too slow.

The attempts to improve DBSCAN by parallel implementation are in a work [11].
Authors use a master-slave technique and 3 steps procedure. First data set is divided
and obtained partitions are sent among processors. Then all processors locally per-
form DBSCAN algorithm and eventually the results are merged. This solution uses
R*–tree structure for quick data access. Many other master-slave methods are in
works [3], [7], [6]. In a paper [8] authors show the parallel solution using disjoint-
set data structure. This allows them to perform merge operation concurrently.

The reason why we try to gain better performance comes from the real life. The
amount of information grows up rapidly and to handle it we need more computing
power. Nowadays the power of single processing unit does not increase as fast as
before because of physical barriers like speed, size or heat output. The cost of dou-
bling the performance of the one processor is now unprofitable comparing to the
cost of using two processors. However, the development of computers deals with
it using multicore systems. One of the example of such a computing component
is GPU. Original the GPU was designed to process graphics but now it can be an
usefull tool for parallel computing. It consists of hundred or thousand small cores
which can be used for general purpose computation (GPGPU).

GPU has been used for clustering task by other researches. In [4] the k-means
algorithm using GPU was introduced. Also DBSCAN with GPU finds interesting
solution in [2]. The main steps for parallel clustering are core searching and ex-
pand cluster procedures. Additionally, authors propose parallel similarity-join and
indexing-structure operation for the fast similarity search. They show a very good
speedup on the large artificial datasets.

Both the GPU and CPU can work together to solve the clustering problem.
The main objective of this paper is to verify whether this hybrid architecture may
speedup the DBSCAN algorithm. The evaluation of our method is made by a com-
parison to the sequential version of algorithm. The next section shortly describe
DBSCAN algorithm and the GPU modification for data preprocessing which is the
subject of this work. Then we mention the implementation and we show experiment
results. The last section describes conclusions and future work.
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2 Algorithm

2.1 DBSCAN

DBSCAN is a density based clustering algorithm. As input user defines two pa-
rameters: ε and minimum point number (minPoint). On the basis of them algorithm
computes the distance between two objects and if its value does not exceed ε , the
objects become neighbors. The algorithm defines three basic objects types. The core
is an object that has at least the given minPoint neighbors. The boarder is an object
that is not a core and has at least one neighbor that is a core. Other objects are called
noises.

The algorithm starts looking for an unlabeled core point and after that it begins
the procedure of creating cluster. It often uses a stack technique. Initial object gets a
new label for the whole cluster. All its neighbors are labeled with the same identifier
and they are pushed to the stack if they where unlabeled. Next the algorithm takes
object from the stack and repeats the process. After the stack is empty, the one
cluster is build and again, the algorithm is looking for a new unlabeled core point.
It is finished if there are no more unlabeled core points.

2.2 GPU Data Preprocessing

If we do not have any indexing structure with data, the algorithm has to visit one
object once and for this object it checks distance between all other objects. The most
time consuming procedure is searching for neighbors. However, information about
neighbors and the types of objects can be obtained in parallel by graphic process-
ing unit (GPU). After that, the host processor has got crucial information for the
fast sequential computing. The Fig 1 presents a difference in computation between
sequential method (CPU) and method with parallel data preprocessing using GPU.

Fig. 1 The difference in computation for sequential and GPU supported DBSCAN algorithm
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Algorithm 1 Neighborhood matrix creation

Require: n – number of objects; A – neighborhood matrix (size n2) initialize with 0
id – processor id; k – processors number
DO PARALLEL (id, A)
while id < n2 do

src = Ent( id
n ) ; dest = id mod n

if src < dest then
sym = dest ·n + src
A[id] = DISTANCE(src,dest) // return 1 if value is less than ε
A[sym] = A[id]

end if
id = id+k

end while

The first action in our application is sending data to the GPU memory. The pro-
cess of sending information needs time but it is relatively short comparing to the rest
of computation. After data is sent, GPU starts computing in parallel the distance be-
tween objects and, if it is lower than ε , it puts positive value into the neighborhood
matrix. The procedure is presented in listing (2). Because this matrix is symmetric,
it only needs to perform this action n2

2 times. After neighborhood matrix is created,
application checks all rows in parallel collecting and counting neighbors to assign
the type of object. This procedure is presented in listing (1). At this state the neigh-
borhood matrix is modified and it keeps a list of neighbors for all objects. Next,
we send results to host where sequential DBSCAN is performed using knowledge
about neighbors and objects types.

Algorithm 2 Neighbor collecting

Require: n – number of objects; A – neighborhood matrix (size n2)
id – processor id; k – processors number
DO PARALLEL (id, A)
while id < n do

o f f set = id ·n; sum = 0
for i ∈ 0 : n−1 do

if A[i]> 1 then
A[sum] = i
sum = sum+1

end if
end for
A[sum] =−1 //denotes the end of neighbors
id = id+k

end while

2.3 Implementation

The application was created using C/C++ language and CUDA/C API for GPU
programing. C is the low level programming language and it lets reach a good per-
formance. Also C language is supported by CUDA architecture. Both procedures,
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neighborhood matrix creation and assigning the type of object are done in parallel
using GPU device. However GPU architecture is difficult and for optimal perfor-
mance it needs some code optimization. It is important to exploit blocks and threads
to maximize cache memory usage. In our implementation we do not use advanced
method so the application still could be improved.

Another important thing is that we do not focus on the memory usage. Memory
is also important to process big datasets. However, we use the same memory usage
for both sequential and GPU version for comparison. The lack of memory for large
data is caused by neighborhood matrix which needs n2 fields.

3 Experiment

The main goal of the experiment is to verify the possible speedup of proposed
method and their evaluation by comparison to the sequential version of algorithm.

3.1 Set-Up

We use artificial generated dataset which contains two dimensional continuous fea-
ture. In this case, the value of similarity measure is Euclidean distance between two
objects. All tests were carried out on two machines. First, NVIDIA GeForce GT
645M graphics cards (denotes as GeForce) and Intel core i5 CPU with 64-bit oper-
ating system (CPU i5 (64)) and second with NVIDIA Tesla C2050/2070 (Tesla) and
Intel core i7 CPU with 32-bit operating system (CPU i7 (32)). The time was mea-
sured always for proposed and sequential method for the same dataset. The first test
shows dependency between DBSCAN computation time and data set size. The next
one verifies if the parameters of algorithm have any impact on computation time.

3.2 Results

Using GPU for data preprocessing does not change algorithm output. The solution
was exactly the same for sequential method and GPU one. The reason is simple. We
use parallel computation only to prepare data for quicker sequential computation so
the algorithm methodology is the same in both cases. The difference is that we take
off a lot of computation from CPU and pass them to GPU for parallel processing.
Fig 1 shows samples of output after DBSCAN algorithm.

The Fig 2 presents the times of computation for sequential (CPU) method and
method supported with GPU. Times for all method rise exponentially. It is caused by
the complexity of algorithm which is n2. The best result was achieved by Tesla GPU
and the worst by CPU i7 (32). Tesla machines are designed for better computation
performance and GeForce are designed for better graphics processing. Also Tesla
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Fig. 1 Example of generated two dimensional data after clustering process. Results are the
same for sequential and GPU supported method.

Fig. 2 Times of computation

has more single cores than Geforce GPU. This caused that Tesla is almost twice
faster. Times for CPU’s are several times higher. The CPU i5 with 64-bit operating
system has better results than CPU i7 with 32-bit operating systems. The reason of
such a situation is the architecture of operating system. The architecture 64-bit oper-
ating system processes arithmetics operation faster than 32-bit. We should mention
that after data preprocessing the sequential part of computation (labeling) was done
in insignificant time comparing to the total time of algorithm. Due to this, we fo-
cus on parallel data preprocessing. For larger data or data with some structures the
distribution of computation could be different.

The Fig 3 shows the speedup depending on the data size. This value is more
or less fixed and data size does not affect it. Again, the reason of this is that the
algorithm is the same but the part of computation is done in parallel on GPU with
more cores. Comparing to other mentioned works, this value is not as big as it could.
This is caused by simple implementation. The GeForce is 3.5 times faster than CPU
i5 (64) and Tesla is about 14 times faster than CPU i7 (32). However, Fig 3 shows
that we can easily estimate times for larger datasets.
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Fig. 3 Speedup / dataset size relationship

The Fig 4 presents how time depends on parameter ε value. When ε is bigger,
time slightly increases. This is caused by the higher number of neighbours, which
couses an increase in computation, especially for host when it creates clusters. The
second parameter minPoint did not cause any noticeable changes in time. The pa-
rameters are important to build good clusters but for computation time they do not
make essential difference.

Fig. 4 Time / epsilon relationship

4 Conclusions

The application shows that for the artificial data sets we can see speedup using
GPU to prepare data for DBSCAN algorithm, what is not supprising. The value of
speedup depends on used graphic cards and for more powerful GPU it could be
better. Our solution, simple data preprocessing in parallel, improve the performance
for data without any structure. The experiment shows that the most needed com-
putation power part is the process of looking for neighbors. It is strongly connected
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with commutating similarity between objects. If objects have more dimensions, the
parallel computation will be even more effective. The application at the beginning
prepare data on GPU. The data given to host consist of neighbors list and objects
type. Results show that for sequential part it is sufficient for high speed clusters
creation. Our solution is not complicated and better results with GPU were achieved
in work [2]. However we are planning to combine their idea with our application to
improve the results.

In the future we are going to optimize the GPU implementation for better per-
formance and we want to adjust the application to make it more memory efficient,
what will allow to carry out experiments on very big data sets. We are planning to
combine solutions from our application and the other work [2]. Also we want to
add idea from the work [8] where authors decomposed data using disjoint-set data
structure for multicore system. It should let us perform clustering algorithm in par-
allel from the beginning to the end and it significantly increases performance using
distributed system with multiple CPU and GPU devices.

Acknowledgements. This work is supported by the Polish National Science Center under a
grant N N519 576638 for the period 2010-2013.
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Structured Light Techniques for 3D Surface
Reconstruction in Robotic Tasks

M. Rodrigues, M. Kormann, C. Schuhler, and P. Tomek

Abstract. Robotic tasks such as navigation and path planning can be greatly en-
hanced by a vision system capable of providing depth perception from fast and
accurate 3D surface reconstruction. Focused on robotic welding tasks we present
a comparative analysis of a novel mathematical formulation for 3D surface recon-
struction and discuss image processing requirements for reliable detection of pat-
terns in the image. Models are presented for a parallel and angled configurations
of light source and image sensor. It is shown that the parallel arrangement requires
35% fewer arithmetic operations to compute a point cloud in 3D being thus more
appropriate for real-time applications. Experiments show that the technique is ap-
propriate to scan a variety of surfaces and, in particular, the intended metallic parts
for robotic welding tasks.

1 Introduction

One the main challenges in automated robotic tasks is the development of flexible
systems that can be set up quickly and easily with minimum user intervention and
can be switched over to another product line while maintaining quality and pro-
ductivity. Small and medium enterprises normally find it difficult to invest in new
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technologies requiring expert knowledge and extensive human training. Addressing
those issues, the MARWIN Project [8] (Decision Making and Augmented Reality
Support for Automatic Welding Installations) funded by the EU offers a solution
to human-robot interaction by developing a cognitive welding robot where welding
tasks and parameters are intuitively selected by the end-user directly from a library
of CAD models. Robot trajectories are then automatically calculated from the CAD
models and validated through 3D scanning of the welding scene. The role of the
user is limited to high level specification of the welding task and to the verification
of welding parameters and sequences as suggested by MARWIN.

This paper focuses on describing optical techniques for fast 3D reconstruction
including image processing methods and a comparative analysis of sensor con-
figurations concerning mathematical formulation and computational requirements.
Optical methods for 3D surface reconstruction can be divided into two categories:
passive methods that only require images from fairly uncontrolled illumination, and
active methods that require controlled patterns of light to be projected onto the
scene [10]. Passive methods include stereo vision, Shape-from-X (SfX) and Simul-
taneous Localization and Mapping (SLAM). Active methods include Time-of-Flight
(ToF) and Structured Light where surface patches are reconstructed from the geo-
metric relationships existing between the source of light and sensor devices. Our
research is focused on structured light techniques using coded and uncoded light
patterns (e.g. [2, 15]). The main advantages of our techniques are speed and accu-
racy as a surface is scanned and reconstructed from a single 2D image in 40ms.

A review of structured light techniques is provided in [11] and a classification of
projection patterns is proposed in [16]. A number of patterns exist such as the Kinect
Box based on projecting dot patterns [17], uncoded stripes [13], coded stripes [15],
colour patterns [4], and alternating stripe patterns or phase shifting [18]. Concerning
physical arrangement, structured light scanners assume an angled configuration in
which the normals from the centre of the projector and the centre of the camera
sensor meet at the calibration plane with a number of methods being proposed for
reliable reconstruction (e.g. [1, 3, 5, 7, 12]). In this paper we further our previous
work on fast 3D reconstruction using structured light [14] by comparing a novel
configuration and corresponding mathematical formulation where the light source
and camera sensor are parallel to each other against a standard angled configuration.

2 The Geometry of Structured Light

Structured light scanners project patterns of light onto the target surface whose im-
age is recorded by a camera. The detected pattern in the image is combined with
the spatial relationship between the light source and the camera, to determine the
3D position of the surface. Many coding schemes have been proposed, a review is
given in [16] and a few examples are depicted in Figure 1. In order to avoid taking
multiple shots as in time-multiplexing, colour or variable width stripes can be used.
In this research we use grey-level stripes as in uncoded stripes of Figure 1 in which
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Fig. 1 Examples of coding schemes. From left to right: time-multiplexing, colour coding,
variable width, and uncoded stripes.

Fig. 2 A coordinate system is defined in relation to the light source

Fig. 3 Left, parallel configuration; right, standard angled configuration

every stripe has the same width allowing a maximum resolution with a sufficiently
dense pattern of stripes.

In order to proceed to the mathematical formulation, first it is necessary to define
a coordinate system. We choose it to be in relation to the light source as shown in
Figure 2: the origin is set at a known distance from the centre of the projection.
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Concerning the physical arrangement, the camera and projector can be either in
parallel or angled configuration as illustrated in Figure 3. The problem we are trying
to solve is defined as follows. Every pixel in the image as captured by the camera
needs to be mapped into 3D to the chosen world coordinate system. This is solved
by determining to which light plane or stripe each pixel belongs to, and then through
trigonometric relationships find the coordinates of the surface point imaged by the
pixel.

Assuming that image processing functions are available to detect stripes and their
respective indices in the image (see Section 3), the mapping from the image sensor
to a surface point is defined by the pixel location and its corresponding stripe index.
From the point of view of the image sensor as illustrated in Figure 4, the mapping
of a pixel to its coordinates p is defined as p = c+(0,−hPF,vPF) [14]. Here c is
the centre of the image, F is the focal length of the camera, P is the pixel size and
each pixel in the sensor plane is a square of size PF×PF .

Fig. 4 The position of a pixel lying on a stripe of index n in the image plane is transformed
to coordinates (h,v) then to a point p.

Fig. 5 Mapping of a surface point q from (h,v,n) in camera space to (x,y,z) in system space.
Left, side view of scanner; right: view from the top.

The mathematical formulation for the parallel configuration as depicted by the
geometry of Figure 5 is derived entirely from trigonometric relationships between
the various measured distances [14]. The following parameters are defined:
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Ds: the distance between the camera and the projector
Dp: the distance between the projector and the system origin
W : the width between successive stripes in the calibration plane
P: the pixel size in the sensor plane of the camera
F : the camera focal distance
v,h: vertical and horizontal position of the pixel in camera space
x,y,z: 3D coordinates of a surface point
n: stripe index from the light source
θ ,φ : angle between a light plane and its location in camera space

The expressions to compute the coordinates (x,y,z) in world or system space from
a pixel location (v,h) on stripe n (mapping to a point on the surface of the scanned
object) is defined by the geometry of Figure 5 as:

x = Dp− DpDs

vPDp +Wn
(1)

y =
hPDpDs

vPDp +Wn
(2)

z =
WnDs

vPDp +Wn
(3)

The mathematical formulation for the angled configuration has originally been de-
scribed in [13]. In this case, the mapping of a pixel (v,h) on stripe n to its corre-
sponding surface point (x,y,z) can be written as:

x =
DcvP+Wn(cosθ − vPsinθ )

vPcosθ + sinθ + Wn
Dp

(cosθ − vPsinθ )
(4)

y = hP(Dc− xcosθ − zsinθ ) (5)

z =Wn(1− x
Dp

) (6)

where the expressions for x in equation (4) can be substituted into equation (6) for
z, and then into equation (5) for y, so that each is formulated as a function of v, h
and n.

The resolution in 3D space (in millimetres) for both parallel and angled con-
figurations are mathematically equivalent: it depends on the spacing between the
projected planes, on the distance between the surface and the light source and the
dimension of the pixel space. The vertical resolution is affected by the spacing be-
tween the projected stripes which occupies several pixels in the image plane. The
horizontal resolution measured along each stripe is dependent on the horizontal di-
mension of the pixel space. We can formalize the resolution (δ ) along the (x,y,z)
dimensions by [14]:
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δx =
PD2

pDs

[vPDp +Wn][(v+ 1)PDp +Wn]
(7)

δy = P(Dp− x) (8)

δ z =
W
Dp

(Dp− x) (9)

In practice, it is possible to process one vertex in 3D per image pixel along each
stripe (in the horizontal direction assuming that stripes are horizontal). To illustrate
the magnitude of resolution, for an IDS camera with 1280× 1024 pixels calibrated
at 300mm from the object’s surface, the measured pixel dimension at the calibration
plane is 240 microns. Across stripes, the peak-and-through distance of a stripe is 5
pixels. Therefore this means that along stripes the horizontal resolution is 240 mi-
crons (0.24mm) and across stripes the vertical resolution is 240×5= 1200 microns
(1.2mm).

From equations (1)–(6) the parallel configuration requires less computing cycles
than those of standard angled scanners: 24 arithmetic operations per vertex in 3D
against 37 operations for angled (assuming that cosθ and sinθ are pre-computed).
Thus, the parallel configuration design is more appropriate for 3D real-time pro-
cessing, as it requires 35% fewer operations. In terms of mechanical construction
and calibration, both designs are equivalent; the significant difference is how the
surface points (x,y,z) are calculated as described above from the known calibrated
(i.e. measured) values of extrinsic parameters Ds, Dp, W and θ .

3 Image Processing

In order to reconstruct a surface in 3D according to the mathematical definitions
in the previous section, the following steps are necessary: (1) image noise filtering;
(2) detect stripe patterns in the image; (3) index the stripes in relation to the centre
of the system; (4) map to 3D space. The mapping to 3D is accomplished using
equations (1), (2), (3) for a parallel configuration or equations (4), (5), (6) for an
angled configuration.

Figure 1 shows a raw image with detail on the right (raw and filtered). Image
noise removal operations are required normally median and mean filters. Details of
raw and filtered image are shown on the right – each stripe on the bottom right has a
smooth Gaussian profile making it easier to detect the peak of each stripe with sub-
pixel accuracy, which is determined as the local maxima in the greyscale intensity
values of each stripe. Once peaks or local maxima are detected, algorithms are run
(e.g. [2,13] based on maximum spanning tree and flood filling) to detect each stripe
correctly indexing them, where the stripe with index 0 (zero) corresponds to the
light plane emanating from the centre of the projector (the reference projected light
plane). Stripes with ascending positive indices are above the centre stripe, negative
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Fig. 1 Left, raw image; top right, raw detail; bottom right, filtered detail.

below. With the correct indices determined, the mapping given by equations (1)–(3)
or (4)–(6) are then applied resulting in a point cloud of vertices in 3D space.

4 Experimental Results

We developed a flexible design of a compact scanner prototype with internal ad-
justable mechanisms allowing it to be configured and calibrated either as a parallel
or angled configurations. To this end, we must choose a calibration plane at an ar-
bitrary distance from the light source (200–800mm for the design) and adjust the
camera until the line perpendicular to the image sensor is either parallel to the light
source or until it intercepts the system origin at the calibration plane as shown in
Figure 3(b) for an angled configuration. Note that the calibration plane does not
set the maximum distance an object can be scanned. The limitation is due to the
brightness of the projector and the reflective properties of the surface being scanned
which, ultimately, will determine whether or not stripe patterns can be detected.

The prototype depicted in Figure 1 uses an IDS UI-1241LE camera board [6]
with image size 1280× 1024 and a Microvision PicoP laser projector [9] with res-
olution 848× 480 pixels. Tests were carried out on the actual metallic parts used
in the robotic assembly of the MARWIN project together with wood and skin sur-
faces. The difference between the parallel and angled configurations is the number
of arithmetic operations to evaluate a point cloud; the calibration procedures are
equivalent, and the 2D image processing functions are the same and depend on the
surface being scanned. Equally, if 3D post-processing is required such as hole filling
and smoothing, these functions are also equivalent for both configurations.

Figure 2 depicts several reconstructed surfaces. As 3D reconstruction maps a 2D
pixel to its counterpart 3D vertex, texture mapping is a straightforward process and
there is no need for a post-processing texture mapping step as in standard scanners.
Due to high specularity, metallic parts require two distinct image filtering functions
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Fig. 1 The compact GMPR Scanner assembly with laser projector and CMOS camera. Di-
mension W ×H×L = 100×150×150mm.

Fig. 2 From top to bottom: metal, wood, skin. Left column: 2D image; middle: 3D recon-
structed surfaces; right: surface with texture mapping.

namely a median followed by a weighted mean filter to make stripes detectable. In
contrast, the other surfaces only require either a weighted mean or a mean filter. In
terms of overall processing time we can break down in several steps: 40ms for 2D
image filtering (median and mean filters), 40ms for calculation of a point cloud in
space for the angled configuration (26ms for the parallel configuration), and 120ms
for 3D mesh pos-processing (triangulation, small hole filling, mesh repairing and
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smoothing). With all the times computed, the current prototype in either parallel or
angled configuration can operate in real-time at about 5 frames per second.

5 Conclusions

This paper describes research as part of the MARWIN project on 3D scanning of
metallic components for robotic welding tasks. The focus is on the development of
structured light scanners; a novel mathematical formulation for a parallel configu-
ration is presented and compared to a standard angled arrangement of light source
and image sensor. The built prototype consists of a camera board and a laser projec-
tor mounted on a mechanism designed for fine adjustments yielding either parallel
or angled configurations. All interfaces to the control computer, camera boards and
projector use standard USB connectors.

The main image processing requirement is identified as filtering images such
that pixel intensities across stripes describe a smooth Gaussian profile for reliable
detection of stripes peaks and throughs. Our experience has demonstrated that for
reflective surfaces such as metals, employing a median filter followed by weighted
mean filters can effective remove extremes of noise resulting in the required Gaus-
sian profile of pixel intensities. On less reflective surfaces such as wood and skin
tissue, a combination of mean and weighted mean filters proved effective.

The significance of the design shown here is that it provides a simple to build and
calibrate scanner that can be used for a variety of tasks and surfaces. In particular, its
small form factor and interfaces easily integrate within robotic tasks, such as weld-
ing and assembly of metallic components of the MARWIN project. Future work
includes registration and fusion of scanned welding components and tests with LED
light sources in the visible and near-infrared spectra and a detailed error analysis of
scanned surfaces.

We acknowledge EU funding to the MARWIN Project (Decision Making and
Augmented Reality Support for Automatic Welding Installations), contract
no. 286284, Research for the Benefit of SMEs, from Nov 2011 to Oct 2013. We
also acknowledge Willie Brink for his work on geometry.
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Multi-modal People Detection from Aerial Video

Helen Flynn and Stephen Cameron

Abstract. Automatic people detection is a highly desirable capability for autonomous
Unmanned Aerial Vehicles (UAV) operating in search and rescue missions. Here we
present an approach for automatic people detection from aerial video using a com-
bination of infrared and visible imagery. The results presented show that existing
state of the art part-based people detection algorithms can be used with consider-
able success in aerial imagery. In a cluttered urban environment, the detection rate
is approximately 80% over an entire flight pattern. We show that, by fusing visi-
ble and infrared imagery and tracking detections over time, the false positive rate is
reduced to a minimum.

1 Introduction

There has been great interest in the use of small robotic helicopter vehicles over the
last few years. Although there are regulatory issues involved in flying these that are
still to be solved, they have the potential to provide a practical mobile aerial platform
for a small fraction of the cost of a conventional manned helicopter. One potential
class of applications for these are in searching for people. Police helicopters are
regularly used for this purpose in the UK and elsewhere, where a trained human
‘spotter’ will typically use a combination of infra-red (IR) and visual light imag-
ing to seek people lost or hiding from the authorities. The equipment used for this
purpose on manned helicopters is typically large, heavy and expensive, and relies
on the spotter to detect the targets. Our purpose here is to explore the use of a new
generation of cameras that may be suitable for this task on small unmanned aerial
vehicles (UAVs). Furthermore, communications between such a UAV and a human
controller may be unreliable or limited, and so we would also like to be able to use
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new computer hardware and image processing techniques to at least partially auto-
mate the detection process; we would much prefer to have a UAV send back just
images of a potential target to the controller for verification, rather than expecting
the controller to continually stare at a screen for long periods.

The detection of people from small UAVs poses several challenges, including

• Payload. Small research UAVs can typically carry less than a kilogram of load,
depending on their endurance (flight-time). This has to account for cameras,
lenses, mounts, and computing and communication equipment. Although a
mission-ready UAV might manage more, hard decisions will have to be made
regarding the use of payload. In particular, heavy zoom lenses are unlikely to be
viable.

• Image shake. Small vehicles are particularly susceptible to wind gusts, and there
is normally little weight allowance available to provide complete dampening of
mechanical vibrations within the UAV.

• Processing power. Although techniques such as GPU programming may be very
effective for image processing, the overall computing power available on a UAV
will be limited.

• Infra-red picture quality. ‘Traditional’ quality IR cameras are heavy, particularly
if they use active cooling systems. We are using instead a micro-bolometer cam-
era, which weighs just 80g including a single lens (but not including all of the
required processing electronics). Such cameras are solid state, and the price may
be expected to fall; but the most expensive (c. $10K) model currently available
outside of the military provides an image resolution of only 640×480.

• Weather conditions. To be fit for purpose a UAV-based solution should be able to
deal with at least some variety of weather.

Moreover, current state of the art people detection algorithms have not yet been
tested in detecting people from above. One of the aims of this work was to see if
they would be applicable. Given that these algorithms are prone to false positives
especially in cluttered scenes, we employed infrared imagery to narrow down the
search and to increase the confidence in detection.

The work presented here forms part of a project1 whose focus lies in the creation
and control of swarms of autonomous helicopter UAVs that are deployed in such a
scenario to sense the environment in the most efficient way possible and to report
their findings to a base station on the ground. These UAVs would typically be flying
at a height of approximately 10-20m.

2 Related Work

There has been considerable interest in visual people detection, but primarily using
fixed camera locations. For these the ‘targets’ are generally upright — so in a stan-
dard orientation — and there are good algorithms available that utilise basic vision

1 SUAAVE, http://www.suaave.org/, EPSRC project EP/F064179/1
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algorithms such as Haar features with AdaBoost [11] or the Histograms of Oriented
Gradients (HOG) detector [3].

A handful of work to date has focussed on the problem of people detection from
aerial imagery. Oreifej et al. [9], for example, employ the use of HOG detectors in
fairly simplistic scenarios where the people are fully visible and in standard upright
poses. The approach presented in [10] combines thermal and optical imagery, ex-
ploiting also the geometric constraints of the shadows cast by humans in order to
increase the detection accuracy. Gaszczak et al. [6] also use thermal imagery but
from a fixed wing aircraft at a relatively high altitude, using Haar classifiers on ther-
mal signatures and Gaussian shape matching as secondary confirmation. Andriluka
et al. [1] appear to be the only ones to have used more sophisticated state of the art
people detectors on aerial imagery. They use the part-based detectors of [2] and [4]
in order to detect people in more challenging poses using images acquired from a
quad rotor UAV flying in an indoor office environment.

3 Method

Visual light cameras provide high resolution over three colour channels, whereas
the raw output of an IR camera is monochromatic (apparent surface temperature)
and generally of poorer resolution. However high resolution visual light images can
take considerable time to process; most image processing algorithms take time that
is at least linear in the image size. We therefore decided to consider an approach in
which the IR images are used to find interesting regions in the image, namely bright
(warm) regions of an appropriate size. Such regions can be found quickly, and each
are then used to centre a search window for a vision processing algorithm to scan
for evidence of a person.

In the work reported in this paper we already have some video camera footage
from such a vehicle; this was originally used to assess the feasibility of spotting
people using visual image processing only. UAVs are a new technology and exper-
imental UAVs can still lose control and fall from the sky. For this reason — and
for convenience — we have based the results in this paper from images taken from
suitable fixed vantage points instead. However the equipment has been sourced with
a view to flying it on a UAV in early 2013, to confirm the results described here.

3.1 Overview

We acquired video footage from a handheld camera rig comprising a visible camera
(Point Grey Chameleon 1280×960 with a 8.5mm lens and 2/3′′ sensor, giving field-
of-views of 55◦×42◦) and an infrared camera (Thermoteknix Miricle Microcam
640×480 with a 18.8mm lens and 1/3′′ sensor, giving field-of-views of 46◦×35◦).
Footage was recorded in various cluttered urban scenes looking down to the ground
from a height of approximately 20m with the cameras pointing roughly 45◦ to the
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horizontal. The video streams were sampled at approximately 15 frames per second
and stored in a laptop computer for later processing.

(a) (b) (c)

(d) (e)

Fig. 1 (a) and (d) show the original infrared and visible images. (b) shows the result of thresh-
olding the infrared image and dilating the resulting hot regions found. (c) shows the bounding
boxes of the contours found in (b). (e) shows the result of running a person detector over the
corresponding regions in the visible image.

The two cameras were aligned spatially such that it was possible to compute a
reasonably accurate homography between the two images, which maps one image
plane to the other. The infrared image is used to narrow down the search to parts
of the scene more likely to contain humans. Since humans exhibit heat more than
the environment, they can be expected to appear as brighter regions in the thermal
image. We therefore threshold the thermal image to identify the hot spots and then
find the corresponding regions in the optical image. These are analysed using a
people detection algorithm as discussed in Section 3.3. Figure 1 shows the effect of
the image processing pipeline.

3.2 Infrared Processing

Once the appropriate IR regions are identified it is necessary to find the correspond-
ing region in the optical image.
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3.2.1 Homography Estimation

A homography is a projective mapping which maps one image plane to the other.
The relationship between points in both images is given by

poptical = Hpthermal (1)

where H is a 3×3 matrix and p is an image point in homogeneous coordinates
[x,y,1]�. We choose two images both rich in detail so that there are many corre-
sponding points. The homography is computed using a least squares method which
minimises the sum of squared reproduction errors after projecting points in one
image into the other [7]. For our experiments, we computed the homography in
advance by manually selecting a set of corresponding points in both images, and
passing this to a least squares minimisation solver to estimate H.

3.2.2 Blob Extraction

The histogram of an infrared image is typically Gaussian-shaped, representing the
ambient temperature of the environment. Humans tend to be hotter than their sur-
roundings, so their intensity should appear to the right of and far away from the
main (contrast normalised) distribution. We therefore threshold the image at a point
near the end of the intensity range, say > 250 (out of 255), leaving us with a set of
white blobs that represent the hottest parts of the scene. The infrared signature of
a human tends to produce a set of disjoint hotspots, representing the exposed skin
regions, since the body is not a uniform temperature if they are wearing heavy cloth-
ing. We therefore perform a morphological dilation on the hotspots which gives us
larger hotspots as shown in Figure 1b. Projecting the bounding box of each blob into
the optical image using homography H gives a set of higher confidence regions of
interest within which to search.

3.3 People Detection

There is already a huge body of research on the detection of people within images,
though little work has been done on the detection of people in aerial imagery. These
algorithms can broadly be classified into monolithic and part-based approaches.

Monolithic models use a single descriptor to encode the appearance of an object.
Detection is performed by scanning an image at multiple positions and scales, with
each window passed to a discriminative classifier which makes a decision about
the presence or absence of an object. One of the most popular and successful mod-
els for people detection is the Histogram of Oriented Gradients (HOG) detector. In
this algorithm, histograms of image gradients are computed and normalised in local
overlapping blocks which are then concatenated to form a single descriptor. A linear
support vector machine is used to classify the detection window. The HOG detector
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tends to learn the overall shape of a person, and works well when the person is fully
visible and in a similar pose to what the classifier was trained on. It does not work
when the person is highly articulated or partially occluded.

Part-based models give the flexibility required to deal with highly varying body
poses. Most of the state of the art part-based detectors are built on the pictorial
structures framework [5]. Here, an object is represented as a flexible configuration of
parts, where one such configuration is denoted by L = {l0, . . . , lN}, with li denoting
the location of part i. The posterior over part configurations L given image evidence
E is calculated using Bayes’ rule: p(L|E) ∝ p(L)p(E|L). This framework assumes
that the overall likelihood can be decomposed into the product of individual part
likelihoods. Under this assumption, the configuration posterior factorises as:

p(L|E) ∝ p(l0) ·
N

∏
i=0

p(E|li) · ∏
(i, j)∈G

p(li|l j) (2)

Sum-product belief propagation is applied in order to compute the marginal poste-
rior of the torso p(l0|E), which is then used to determine the bounding box.

In this work we use the discriminatively trained part-based model of Felzen-
szwalb et al [4]. In this model, configuration of body parts is modelled as a star-
shaped model, which has a root part (torso) and several other parts (typically limbs
and head) each of which is connected to the root part. Training of the model is
semi-supervised, in that the locations of the parts are not manually annotated as
with other models, but are instead inferred from the data using visually salient reoc-
curring structures in the training data. The configuration of body parts which max-
imises Equation 2 is found with max-product belief propagation. The entire model
is trained in a discriminative fashion aiming to maximise the margin between posi-
tive and negative examples. The appearance of each part is modelled using support
vector machines with HOG descriptors, while a deformation cost penalising the part
for deviating from its ideal location relative to the root is obtained using gradient de-
scent. Since this algorithm doesn’t need manual annotation of parts, it can be trained
on a much larger training set.

One of the main aims of this work was to evaluate the applicability of various
state of the art people detectors on aerial images. Such imagery poses more of a
challenge than the more traditional settings in which these algorithms have been
tested. We tested the standard HOG detector and the part-based detector of Felzen-
szwalb; it should be noted that the Felzenszwalb detector runs much more slowly
than the HOG detector for the same image size.

3.4 Tracking

Minor differences between frames can mean that the detector may correctly detect
a person in one frame and fail to detect it in the next, and there can be spurious false
alarms. Consequently, per frame detection performance tends to be hit and miss.



Multi-modal People Detection from Aerial Video 821

We therefore evaluate the performance of our method over an entire flight pattern.
By tracking the detections over time, we can be more confident of the detection
hypothesis. Consistent detections raise confidence while random detections can be
ignored, and this reduces the overall false positive rate.

We compute the homography between each pair of consecutive frames. Given a
location in the previous frame, the homography is used to compute the correspond-
ing location in the current frame. Each detection in the previous frame is projected
into the current frame, and the bounding boxes of the current and previous detec-
tions are compared. If a previous detection overlaps significantly with a current
detection, this is taken to be a repeated detection, and this increases the confidence
in that detection. Only those detections with a high confidence score are retained.

4 Results

Detections within an urban environment are shown in Figure 1. These are the results
of applying Felzenszwalb’s part-based detector to the visible image; we found that
the HOG detector was not competitive in this setting due to the wide variation in
poses. Unsurprisingly, using the infrared image to narrow down the search space
reduces the false positive rate dramatically. Per frame detection tends to be sporadic,
but by tracking high confidence detections oner time, the overall detection rate is
over 80% for the four scenarios in our experiments. At this detection rate the false
positive rate is about 20%.

Weather and the type of environment affects the success of detection. Figure 2a
presents an interesting example of an image taken on a hot day where the roof in
the foreground shows up as a hot region in the infrared image. Using our method,
the corresponding region in the visible image is searched, and this can result in false
positives. This can be counteracted by only considering isolated infrared blobs of
the right size. The downside of this is that in very hot weather, the ground around
a person is likely to be very hot also, so that their infrared signature is not clearly
segmented.

Using the tracking method allows us to impose a higher threshold on an accept-
able score for the detection, because if a person not detected in every single frame,
it will be detected in at least some of them. This helps in reducing false positives.
Currently we are only retaining information from the previous 5 frames.

Homography computation between successive pairs of 1280×960 frames takes
on average 1.64s on a Intel quad core 2.83GHz CPU with an integrated graphics
card. Processing the infrared image and scanning the reduced image space with
the Felzenszwalb detector takes approximately 2.4s. This compares very favourably
with the use of the same detector over the entire image, which takes around 15s per
frame, and it suggests that the algorithm should run in ‘real-time’ (say, under 100ms
per frame) when optimised and run on the hardware expected to be available before
long.
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(a) (b)

(c) (d)

Fig. 1 Detections within an urban environment
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(a) (b)

Fig. 2 Some false positives

5 Conclusions

A method of people detection from aerial video has been proposed which com-
bines infrared and visible imagery to increase the accuracy of detection and reduce
false positives. It has been shown that state of the art people detection algorithms
can be applied to aerial imagery with considerable success. The methodology has
been tested in difficult environments with people in non-standard poses and has
been shown to be promising as we have detected around 80% of people with min-
imal false positives. Furthermore, the detection times suggest that this method can
be employed in real-time on the sort of hardware expected to be available in the
near future. This is work-in-progress, and we are continuing to work on refining the
method, and in preparing to test it running on a real UAV. Future work in this area
will include: only scanning images at the most likely scales in which a person can
appear; doing some image processing on the infrared image itself; and estimating
the relative velocity of the person and using that to predict where to search in the
next image, in order to increase confidence over multiple frames.
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The Classification of the Terrain by a Hexapod
Robot∗

Adam Schmidt and Krzysztof Walas

Abstract. This paper presents a new approach to the terrain classification by a hexa-
pod robot using the tactile information. The data was acquired using the force/torque
sensor mounted on the walking robot foot. Two types of classifiers were used and
compared: the Normal Bayes Classifier (NBC) and the Classification And Regres-
sion Tree (CART). The article comprises the description of the experimental setup
followed by the presentation of feature selection process and the comparison of the
two classifiers’ accuracy. The classification system presented in the article allows
the walking robot to recognize the type of the terrain on which it is currently walk-
ing on with over 90% accuracy.

1 Introduction

The ability to identify the terrain is crucial for the mobile robots to work efficiently
outdoors. The information about the type of the terrain allows the robot to adapt the
motion control algorithms to the changing traction conditions. The terrain identifi-
cation can be obtained by using visual data as it was presented in [4, 13]. However,
relying only on the visual cues may be misleading. For example robot might be look-
ing at the wallpaper or patterned artificial flooring. Tactile perception is required
in order to obtain a reliable terrain recognition. The majority of the research con-
cerning this topic focuses on the wheeled mobile robots which are using the vehicle
chassis acceleration measurements to characterize the terrain. Such approaches were
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Fig. 1 Messor robot while walking on the sand

described in [3,12,15]. Different approach was presented in a series of articles [6–8]
where the authors used simple tactile probe for terrain classification.

Furthermore, the information about the terrain is even more indispensable for
legged robots. The first attempts to obtain the tactile information about the terrain
were described in [10,11]. Some later advances were presented for the RHex, robot
with rotating legs, in [5]. The most recent research on this topic was presented in [9]
where the authors used a single vibrating leg of the robot to classify the terrain. In
our work we would like to go beyond the state of the art and obtain an on-line (after
one step) tactile classification of the ground type.

The paper is structured as follows. First, the legged robot and experimental setup
is described. Afterwards, the feature selection process and the classification of the
terrain based on the force/torque signals evaluation are presented. Finally, the con-
cluding remarks are given followed by future work plans.

2 Experimental Setup

2.1 Robot

The six-legged robot walking robot Messor was used in the experiment. It is equipped
with ATI Force/Torque Mini-45 sensor mounted on its front foot. The robot is shown
in Figure 1. Its trunk is 30.6 cm long and 26 cm wide. The segments of the leg are:
coxa 5.5 cm, femur 16 cm, tibia 23 cm. The robot is described in details in [14].
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Fig. 2 The types of terrain used in experiments: soft ground (a), artificial grass (b), gravel (c),
pebbles (d), sand (e). Solid ground – concrete floor surrounding the terrain probes.

2.2 Terrain Types

Six different terrain types were considered in the study. The ground types were pre-
sented in Figure 2. The experimental set consists of: soft ground – rubber paver
tiles, artificial grass, solid ground – concrete floor, gravel, pebbles and sand. The
solid ground is the concrete floor surrounding the terrain probes. The selected ma-
terials are characterized by different damping, friction and bounciness.

2.3 Data Registration

The data was registered for each terrain type separately. The robot made 10 trials of
6 steps for each ground type. Two different walking speeds were used. The data was
registered with the sampling frequency of fs = 200Hz and consists of 6 signals, 3
force vector components (Fx, Fy, Fz) and 3 torque vector components (Tx, Ty, Tz).
The registered sequences were manually divided into steps. Each step was truncated
to the length of 400 samples for the first walking speed V1 = 2.95 cm/s or 900
samples for the second walking speed V2 = 1.32 cm/s. The registered data for the
slower movement with the walking speed V2 is shown in Figure 3. Each subplot
contains a different force/torque signal and each series of the subplot represents the
response registered for a different terrain type.



828 A. Schmidt and K. Walas

Fig. 3 The force (a,b,c) and torque (d,e,f) signals of the 6-DOF generalized contact force
vector registered for walking speed V2 = 1.32 cm/s. Single step for each type of terrain: solid
line – soft ground (st), dotted line – artificial grass (gs), dashed line – solid ground (sd), short
dash line – gravel (gl), gray line – pebbles (ps) and light gray – sand (snd).

3 Classification and Results

3.1 Feature Vector

Each step is described by 6 signals which consist of either 400 or 900 samples. As
the dimensionality of such data is to high to use it directly as an input of the classi-
fication process a reduced features vector was proposed. Similarly to the approach
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presented in [8, 15] the feature vector consisted of statistical parameters of each of
the recorded signals:

x =
[

μ1 μ2
1 . . . μ6

1 A1 Kurt1 μ2 . . . Kurt6
]

(1)

where μi is the mean value of the i-th channel, μ j
i stands for the j-th order central

moment of the i-th channel while Ai and Kurti are the skewness and kurtosis of the
i-th channel. Thus, the complete feature vector consists of 42 values.

Three samples sets were created. The first called D4 consists of feature vectors
extracted from the 400-samples signals. Analogously, the D9 was created using the
900-samples data. The D49 consists of both the previous sets.

3.2 Variable Importance

In order to evaluate the importance of particular variables in the feature vector a
full, not pruned CART [1, 2] trees with surrogate variables were constructed for all
the samples sets. The information gained by variables during the creation of the
tree (including the surrogate variables) can be used to rank the variables according
to their importance. The variables used in the creation of the tree along with their
relative score as well as the mean of the importance scores are presented in the
table 1.

It is worth noting, that both the mean and the variance of each channel were the
discriminating features. The feature importance scores were used to define feature
subvectors to be used during the classification evaluation. The x0%

D4 consists of fea-
tures whose importance was bigger than 0% in the D4 set, analogously subvectors
x5%

D4 , x10%
D4 , x0%

D9 , x5%
D9 , x10%

D9 , x0%
D49, x5%

D49 and x10%
D49 were defined. Additionally, subvec-

tors xμ , xV , xμ+V consisting of the mean values, variances and both the means and
variances of all the six channels were created.

3.2.1 Normal Bayes Classifier

The leave-one-out approach was used to evaluate the classification accuracy of the
Normal Bayes Classifier [1]. The cross-validation procedure was performed for each
possible combination of the feature vector and the samples set. The classification
accuracy is presented in the table 2. It is clearly visible that the best results were
obtained when the feature vector consisted of the mean values of all the channels.

3.2.2 CART

A similar experiment was performed using the CART as a classifier. The classifica-
tion accuracy is presented in the table 3. The CART classifier in general performed
worse than the NBC. However, it is worth noting, that satisfactory results were ob-
tained using the combination of means and variances as the feature vector.
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Table 1 Variable importance

D4 D9 D49 mean
Variable Importance Variable Importance Variable Importance Variable Importance

μ3
2 18% μ2

6 20% μ5 17% μ5 10%
μ2 14% μ3 17% μ6 11% μ3 10%
μ3

3 11% μ4
3 11% μ3 9% μ2 9%

μ5 11% μ2
1 9% μ4 8% μ5 17%

μ5
3 9% μ1 7% A5 7% μ2

6 8%
μ6 9% μ2 7% μ2 7% μ2

3 8%
Kurt6 6% μ6 6% μ2

6 6% μ4
3 6%

μ2
1 6% μ4 6% μ2

3 6% μ2
1 5%

μ4
3 5% Kurt6 6% μ1 5% μ4 5%

μ3
6 4% μ3

4 4% μ2
5 5% μ1 4%

μ3 4% μ2
4 4% Kurt3 4% μ5

3 4%
μ4

1 2% μ2
2 2% μ5

1 4% Kurt6 4%
μ1 1% μ5 1% A4 3% μ3

3 4%
Kurt5 1% μ5

3 3% A5 3%
μ2

4 2% μ2
4 2%

μ4
3 1% μ2

5 2%
Kurt6 1% μ3

6 2%
Kurt3 1%
μ5

1 1%
μ3

4 1%
A4 1%
μ4

1 1%
μ2

2 1%
Kurt5 0.4%
Kurt1 0.1%

Table 2 Normal Bayes classifier accuracy

x x0%
D4 x5%

D4 x10%
D4 x0%

D9 x5%
D9 x10%

D9 x0%
D49 x5%

D49 x10%
D49 xμ xV xμ+V

D4 0.78 0.87 0.88 0.68 0.87 0.88 0.68 0.87 0.88 0.68 0.90 0.68 0.91
D9 0.85 0.86 0.91 0.79 0.86 0.91 0.79 0.86 0.91 0.79 0.92 0.69 0.90
D49 0.85 0.88 0.91 0.60 0.88 0.91 0.60 0.88 0.91 0.60 0.90 0.49 0.91

Table 3 CART classifier accuracy

x x0%
D4 x5%

D4 x10%
D4 x0%

D9 x5%
D9 x10%

D9 x0%
D49 x5%

D49 x10%
D49 xμ xV xμ+V

D4 0.87 0.86 0.82 0.54 0.86 0.82 0.54 0.86 0.81 0.54 0.76 0.75 0.82
D9 0.85 0.86 0.89 0.69 0.86 0.89 0.69 0.86 0.89 0.69 0.85 0.77 0.89
D49 0.80 0.80 0.82 0.59 0.80 0.82 0.59 0.80 0.82 0.59 0.79 0.74 0.82
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3.2.3 Walking Speed Influence

In the next stage of the research the influence of the robot’s walking speed on the
classification accuracy was assessed. In order to do it two experiments were per-
formed. Firstly, the D4 set was used as a training set and the D9 set was used as the
testing set. Secondly, the D9 served as a training set while the D4 was used for test-
ing. All the previously defined feature vectors were evaluated and both the NBC and
the CART classifiers were used. The obtained classification accuracy is presented
in the table 4. It is clearly visible that the change of walking speed led to significant
accuracy deterioration. It is worth noting that when the training set contained sam-
ples recorded during different walking speeds the classification was accurate (see
the subsection 3.2.1 ). Therefore, in order to obtain an accurate and robust classi-
fier it is important to gather training samples for a broad range of possible walking
speeds.

Table 4 Accuracy under changing walking speed

Type Trg. Test x x0%
D4 x5%

D4 x10%
D4 x0%

D9 x5%
D9 x10%

D9 x0%
D49 x5%

D49 x10%
D49 xμ xV xμ+V

NBC D4 D9 0.11 0.14 0.17 0.17 0.14 0.17 0.17 0.14 0.17 0.17 0.15 0.10 0.19
NBC D9 D4 0.20 0.21 0.22 0.18 0.21 0.22 0.18 0.21 0.22 0.18 0.22 0.19 0.23
CART D4 D9 0.09 0.09 0.16 0.17 0.09 0.16 0.17 0.089 0.16 0.17 0.11 0.12 0.15
CART D9 D4 0.09 0.10 0.14 0.10 0.10 0.14 0.10 0.10 0.14 0.10 0.14 0.12 0.17

3.2.4 Signal Length Influence

In the final experiment the robustness of the classification with regard to the length
of the registered signals and the synchronization of the registration procedure with
the robot’s step was assessed. The D9 set was used in the experiment. The signal
lengths of n ∈ 〈 10 20 . . .900

〉
were analyzed. 20 trials were executed for each of

the signal lengths and the average accuracy for each length was calculated. In each
trial a new dataset was created by selecting subvectors of length n from each of the
D9 elements:

sn
i = si(m : m+ n− 1) (2)

where sn
i is the created i-th subvector, si is the i-th element of the D9 set and m is

a random integer from the range < 1,900− n >. The leave-one-out approach was
used to evaluate the accuracy of classifiers for each set.

The figures 4 and 5 present the obtained average accuracy as a function of signal
length. It can be clearly seen that even significantly shorter signals registered asyn-
chronously of the robot’s steps can be successfully used to recognize the terrain
type.
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Fig. 4 The influence of signal length on the NBC accuracy

Fig. 5 The influence of signal length on the CART accuracy

4 Conclusions and Future Work

This paper presented a terrain type recognition system for a hexapod robot. It has
been shown that the means and variances of force/torque signals and simple classi-
fiers such as the Normal Bayes Classifier or CART are sufficient to achieve over 90%
accuracy. It is necessary to include training samples registered at different walking
speeds in the training set in order to achieve robustness w.r.t. the robot’s walking
speed. Moreover, the proposed system achieves high accuracy even for the signals
registered only over small part of the robot’s step.
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In the future different classification approaches such as support vector machines
and tree ensembles will be evaluated. Moreover, different feature extraction ap-
proaches such as Fourier analysis or wavelet decomposition will be used. Addition-
ally, a dedicated hardware recognition system will be designed and implemented in
the FPGA.
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Robust Registration of Kinect Range Data for
Sensor Motion Estimation

Michał Nowicki and Piotr Skrzypczyński

Abstract. This work concerns the problem of determining the rototranslation be-
tween two 3D data sets. The sensor being used is Kinect, which yields large amount
of data, thus processing all the point clouds in real-time on a standard PC is impossi-
ble. Therefore we analyse and compare two approaches: the standard ICP algorithm,
and a method that uses salient point features to reduce the amount of data. To ob-
tain a range data registration procedure, which is both precise and robust to large
displacements of the sensor we combine these two methods.

1 Introduction

Determining the displacement of a sensor between two consecutive points on a tra-
jectory is a classic problem in both computer vision and robotics. Known algo-
rithms that compute the sensor’s displacement from passive vision data are popular
in robotics, but usually they require specific discrete features to be present in the
environment or rich textures on the observed surfaces [4]. Also point clouds yielded
by 3D laser scanners can be used to determine the displacement of a robot. This
approach is relatively independent from particular geometric and photometric char-
acteristics of the environment, because dense point clouds are matched against each
other, rather than specific features. The procedure for data registration, i.e. for deter-
mining sensor displacement between consecutive points on the trajectory is typically
implemented with the Iterative Closest Points (ICP) algorithm [1]. Nowadays this
approach can be implemented not only with heavy and bulky 3D lasers with me-
chanical scanning, but also with much smaller and affordable 3D cameras, such as
the Kinect sensor [15].

The solution proposed in this paper is based on the concept of matching consecu-
tive point clouds using the ICP paradigm. However, it was found that the
point-to-point matching of clouds yielded by Kinect requires a good initial esti-
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ul. Piotrowo 3A, 60-965 Poznań, Poland
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mate of the robot displacement. In a typical wheeled robot such an estimate can
be obtained from odometry, but in tracked and walking robots or wearable devices
proprioceptive sensing is unreliable, and thus dead reckoning does not exist or is
extremely prone to errors. Therefore, feature-based matching of point clouds was
implemented as an alternative method to obtain the initial displacement estimate.
This matching procedure employs the NARF detectors/descriptors [14]. Implemen-
tation uses the open source Point Cloud Library (PCL) [12] to manipulate the 3D
points and to detect the NARFs. Such a system can be applied to a broad class of
small mobile robots [9], or used in wearable robotic devices [3].

2 Related Work

The Kinect sensor quickly got very popular in the computer vision and robotics com-
munity. Although Kinect was developed as a motion controller for computer games,
it is used in a wide variety of robotics-related applications, due to its affordability
and the possibility to obtain both the range data and the RGB images [7].

The 3D data sets obtained from the Kinect sensor are very large. Therefore, the
ICP algorithm, which tries to establish correspondences between all the points be-
ing available, consumes a considerable time amount for each iteration. This, in most
cases, makes impossible to estimate the sensor egomotion in real time. Such amount
of data can be processed using a parallel implementation of ICP on GPGPU [10],
but this type of hardware is not available for on-board processing in most of the con-
temporary robots. The KinectFusion system [5] is also an example of using the ICP
algorithm on the range data. It was demonstrated that this method is enough for real-
time tracking of the sensor with unconstrained motion, as the Kinect is used in this
system like a handheld camera, without odometry. An implementation of Kinect-
Fusion is available within the Point Cloud Library, but this system heavily uses the
GPGPU, and thus it is unavailable to many small and low-cost robotic systems.

Endres et al. [2] demonstrated recently a full SLAM system using Kinect RGB
and depth information. This solution relies mostly on the photometric data (RGB
images) for feature extraction, and then uses the depth image to locate the keypoints
in 3D space. While this system shows good performance on large data sets, it re-
quires small displacements between the consecutive frames. Therefore, the RGB-D
images from Kinect have to be acquired and processed at the full speed, which is
again impossible with limited computing power.

3 Range Data Registration

3.1 The Basic Algorithm for Point Cloud Matching

The ICP algorithm in its basic version was proposed in [1]. In each iteration, the
ICP algorithm selects the closest points (Euclidean distance) in both clouds as the
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matching points. For matching points, the rotation R and translation t are computed,
which minimize the criteria:

(R, t) = argmin
R,t

{
nA

∑
i=1

nB

∑
j=1

wi, j‖pAi− (RpB j + t)‖2

}
, (1)

where nA and nB are the numbers of points in the clouds A and B, respectively,
wi, j are weights defined as wi, j = 1 when points pAi and pB j are closest neighbors or
wi, j = 0 otherwise. Assuming that points are matched correctly, the transformation
(R, t) is computed by using the Singular Value Decomposition.

Once the transformation that minimizes (1) is determined, the A data set is trans-
formed to the new position and new matchings of points are established. Due to the
search for the closest neighbors the computational complexity of ICP is quadratic
with regard to the number of points in the two clouds. A more effective way of
searching neighbors can be achieved using kd-trees to represent the data. Because
the clouds may not represent the same part of the scene, some restrictions for the
maximum Euclidean distance between neighbors must be introduced. These restric-
tions, expressed by the dmax distance, prevent the algorithm from matching points
that are too far away from each other. The ICP algorithm is only guaranteed to con-
verge to a local minima, and may not reach the global one [1]. Because of this, it is
extremely important to have a good initial guess for the sought (R, t) transformation.

In the literature, one may find different variants and improvements of the ICP.
They involve speeding up the algorithm [11], improving its robustness to noise
in range data, and improving robustness to wrong initial guess of the transforma-
tion [13]. In the research described in this paper the implementation of ICP that
is available in the PCL library was used. Although some modifications of this al-
gorithm, like the point-to-plane ICP, are considered better than vanilla ICP in the
literature, the choice of the standard algorithm makes it possible to asses how much
the proposed feature-based matching method improves the data registration with
regard to the baseline method.

3.2 Matching Point Clouds Using Features

An alternative approach to matching data exploits salient features of different types.
This approach is similar to matching 2D images from video cameras [8]. It is based
on finding some keypoints in both data sets, then describing them with unique de-
scriptors, and finding the matching between the computed descriptors. It is needed
to mention, that these features do not represent pre-specified geometric structures
(edges, corners), and commonly appear in both structured (man-made) and unstruc-
tured environments.

As we are interested in the range data from Kinect, which we consider to be
a richer representation of the environment than the photometric (RGB) data, we
choose the Normal Aligned Radial Feature (NARF) detector/descriptor for our im-
plementation of the feature-based point cloud matching procedure. The NARF
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concept was recently introduced for object recognition from 3D range data [14].
The NARF detector searches for stable areas with significant changes in the neigh-
borhood, that can be keypoints looking similar from various viewpoints. Then, the
NARF descriptors are built upon the areas around the keypoints by calculating a
normal aligned range value patch, and identifying the dominant orientation of the
points around.

The most important parameter of the NARF detector is the diameter of the sphere
around the processed point. This sphere contains points, which dominant directions
are used to determine the “coefficient of interest”, and then to detect the keypoints.
In the detected keypoints the NARF descriptors are computed. Those descriptors are
the normalized values of gradient in n directions with regard to the keypoint. The
number of directions is also the length of the NARF descriptor (in this paper n=36).

3.3 Estimating the Transformation

In the keypoint matching algorithm the input data consists of a point set A (the first
cloud) and a point set B (the second cloud). The set of all possible pairs of descrip-
tors is defined as Z . For each descriptor of the first point cloud all possible pairings
with the descriptors of the second cloud are established. For the set Z the match-
ings are defined by the descriptor dissimilarity function, which in our application is
given as:

fk = min
j=0,1,...,mB−1

36

∑
i=1

|pk[i]− q j[i]|, (2)

where fk is the value of dissimilarity, which is the sum of absolute differences be-
tween 36 values describing the k-th descriptor of the cloud A , and the correspond-
ing values of the descriptor of the cloud B. The descriptor of the cloud B is chosen
to minimize the value of fk. In equation (2) pk[i] is the i-th value of the k-th descrip-
tor of the first point cloud, while q j[i] is the i-th value of the j-th descriptor of the
second point cloud, and mB is the number of descriptors of the second cloud. Then,
all pairings of the given descriptor of A are investigated, and the pairs for which
the dissimilarity value is greater than 3 times fk are discarded as incorrect.

Among the accepted pairings there could be some incorrect correspondences,
which lead to a clearly incorrect measurement of the displacement. However, it is
possible to introduce a set of constraints on the maximum translations and rotations
with regard to the particular axes of the sensor’s coordinate frame. These constraints
are used to discard pairs of the descriptors for which the distance between their
keypoints is bigger than some maximum Euclidean distance.

Because the set of matching descriptors still can contain some outliers, a robust
framework based on the RANSAC scheme is introduced to estimate the transforma-
tion. In this framework the RANSAC procedure in each of its iterations defines a
subset N of the set Z , which contains 3 unique descriptor pairs. The next step of
the algorithm computes the transformation between those pairs:
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argmin
T

‖TP−Q‖, (3)

where T means the transformation combined of rotation R and translation t, while
P and Q are matrices built from the coordinates of keypoints as follows:

P =

⎡
⎣

x11 y11 z11

x12 y12 z12

x13 y13 z13

⎤
⎦ , Q =

⎡
⎣

x21 y21 z21

x22 y22 z22

x23 y23 z23

⎤
⎦ , (4)

where x1i, y1i, z1i are the coordinates of the i-th keypoint from the cloud A , be-
longing to the set N , while x2 j, y2 j, z2 j are the coordinates of the j-th keypoint
from the cloud B, also belonging to the set N . To solve the problem stated as (3)
(known as the Procrustes Problem) the simple and fast Kabsch algorithm is used.
After computing the transformation T new coordinates for the points of the cloud
A are calculated. The next step involves computing the matching error:

ε =
nA

∑
i=1

(hi−d j)
2 for j = argmin

j=0,1,...,nB−1
(hi−d j)

2, (5)

where hi is the vector of coordinates of i-th keypoint of the point cloud A trans-
formed by T, d j is the vector of coordinates of the j-th keypoint of the cloud B,
which is the closest to hi. When the value of (hi−d j)

2 is greater than a fixed param-
eter, the keypoint is treated as an outlier and the computed distance is not counted
in (5).

The condition of stopping RANSAC is achieving the error ε below a preset value,
or not improving the best model for a fixed number of iterations, or exceeding the
number of maximum iterations. When RANSAC is finished, the transformation with
minimum error is performed on all points of the cloud A . This algorithm allows to
achieve a good starting transformation for the ICP algorithm. In order to transform
the point cloud A to the starting point, the following must by computed:

p′A[i] = RpA[i]+ t for i = 1,2, ...,nA (6)

where pA[i] means the i-th point of the first point cloud. The modified set A ′ is then
the point cloud for the ICP algorithm searching for a more precise transformation
of A ′ into B.

3.4 Implementation of the Data Registration Method

The whole procedure of data registration is implemented in several steps (Fig. 1).
At first, the range data are trimmed to discard the measurements shorter than 50
cm and longer than 350 cm, that is unreliable or of low depth resolution. Then, the
VoxelGrid filter from the PCL library is used on both data sets with the voxel size
of 2 cm. This filter reduces the number of points and decreases the influence of
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small range measurement errors. We do not use other filters available in the PCL,
as their use did not improve the results, while it consumed additional time for pro-
cessing. NARF keypoints are detected in both point clouds under consideration, and
then their descriptors are computed. The next step is matching of the descriptors as
described in section 3.2. If a sufficient matching is found, the transformation be-
tween the two point clouds is estimated, and the data set A is transformed to the
new coordinates. The kinematic constraints are imposed in this step. Then, the ICP
procedure from the PCL library is applied to the two data sets in order to obtain a
precise transformation.
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Fig. 1 Block scheme of the data registration procedure

4 Experiments and Results

4.1 Tests in a Controlled Environment

Preliminary experiments were carried out in a controlled environment with the use
of an industrial robot KUKA KR-200. The high precision of the industrial arm al-
lowed us to obtain ground truth for the motion of the sensor (Fig. 1A). Two point
clouds collected during the experiment are shown in Fig. 1B – the sensor moved
20 cm along a straight line between these two poses. The cloud A is shown in red,
while the cloud B in green. Small squares mark NARF keypoints for each of the
clouds. Descriptors, used to determine the transformation between the clouds, are
marked with larger squares.

B CA

Fig. 1 Terrain mockup (A), point clouds with NARFs prior to matching (B), matching result
NARF+ICP (C)

In this experiment the standard ICP algorithm was compared to our NARF+ICP
approach, in which the initial displacement estimate is computed from matching of
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NARFs, as described in section 3.2. The ICP algorithm applied directly to the clouds
from the Kinect was tested for different values of the dmax parameter, but it turned
out to be impossible to find a sensor displacement that was similar to the actual
one. However, the feature-based matching algorithm was able to find a good initial
transformation for the ICP algorithm. The number of accepted descriptor pairs was
58, and the number of RANSAC iterations reached 100. As a result of the whole data
registration algorithm, i.e. NARF+ICP the displacement of 17.3 cm was obtained
(Fig. 1C). In the whole data registration procedure the detection and description of
the NARFs took 0.84 s, matching of NARFS including the RANSAC procedure
required 0.25 s, and then the ICP algorithm ran for 0.27 s. The time was measured
under Linux on a single-core low-end PC notebook.

4.2 Application-Oriented Experiments

Application-oriented experiments were conducted on the Messor walking robot (Fig.
2A) The robot was walking on a level floor along a straight line towards a group of
objects, which are visible on the rendered RGB-D image (Fig. 2B). The knowledge
of the motion direction and the estimated length of the step were used to impose
constraints on the possible rotations and translations computed by the data regis-
tration algorithm. It should be noted, that the constraints used for data registration
are not so tight: 50 cm translation along each axis, and 30◦ rotation around each
axis are allowed. These values are not violated even by sudden and unpredictable
motions related to slippages of the walking robot [9].

AA B

Fig. 2 Kinect mounted on our robot (A), and the indoor scene rendered from the RGB-D data
(B)

The data set was obtained for a pure translational motion of 20 cm along the
robot’s y axis (Fig. 3A). The first experiment with this data set was carried out for
the basic ICP algorithm. In spite of increasing the number of iterations and making
trials with various settings of the dmax parameter, it turned out that the solution
contained rotations and translations in all axes, what is clearly wrong (Fig. 3B).
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Table 1 Comparison of results for the indoor experiments – 20 cm translation

kinematic constraints 1 no constraints
number of descriptors in A 46 38
number of descriptors in B 47 29
number of pairs 266 765
RANSAC iterations 939 93669
duration (all steps but ICP) 1.32 s 23.5 s
rotation θr 1.08◦ -40.25◦

rotation φr 1.13◦ 0.54◦
rotation ψr 1.13◦ 1.79◦

translation in x 2.2 cm 59 cm
translation in y 7.0 cm 80.8 cm
translation in z 20.5 cm 28.9 cm

A

C

B

D

Fig. 3 Indoor experiment – two point clouds prior to matching (A), results of matching with
ICP (B), results of matching with NARF+ICP (C), results of matching with NARF+ICP and
constraints imposed (D)

Table 1 provides sample displacement estimation results for two versions of the
data registration procedure: the one with kinematic constraints resulting from the
known robot control commands, and the one in which these constraints are not
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imposed. When the constraints are not used the found transformation is inferior
to the one found imposing the constraints, in spite of the much longer time taken by
the entire procedure and the large number of RANSAC iterations (Fig. 3C).

The matching procedure used the RANSAC scheme to discard false matches, and
the kinematic constraints were applied to discriminate wrong pairings of descrip-
tors. Owing to this processing scheme the procedure was robust enough to produce
a sufficient initial guess of the transformation between the two clouds: 15.3 cm.
Starting from this value the ICP algorithm produced a more precise estimate of the
translation: 20.5 cm (Fig. 3D). In this case the NARF detection and description pro-
cedure took 1.03 s, because of the large number of keypoints. However, matching
with RANSAC took 0.29 s, and the ICP method required 0.40 s, that is the speed
was similar as in the controlled environment. The walking robot needed about four
seconds to cover the 20 cm distance, using a tripod gait and making steps of the
length of 5 cm. Thus, the point cloud registration procedure can be described as
real-time, as the low-end PC was able to complete all registration steps between the
two consecutive moments of data acquisition.

5 Conclusions

The experiments have shown that the use of NARF descriptor matching on the point
clouds from Kinect allows to obtain a good initial estimate for the ICP algorithm
even for relatively large displacements. Therefore the developed robust registration
procedure may be applied to point clouds obtained sparsely on the trajectory of a
robot. Because the procedure applies only very general kinematics constraints it
can be used to any type of motion in 2D or 3D, and thus applied to many types
of robots. Also the moderate requirements as to the computing power (a standard
low-end notebook is enough) make it possible to apply our method to virtually any
robotic device, including walking, humanoid and wearable robots.
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5. Izadi, S.: KinectFusion: Real-Time 3D Reconstruction and Interaction Using a Moving
Depth Camera. In: ACM Symp. on User Interface Software and Technology, New York,
pp. 559–568 (2011)

6. Kabsch, W.: A Solution of the Best Rotation to Relate Two Sets of Vectors. Acta Crys-
tallographica 32, 922 (1976)

7. The Kinect Effect – How the World is Using Kinect (2012),
http://www.xbox.com/en-GB/kinect/kinect-effect

8. Lowe, D.G.: Distinctive Image Features from Scale-Invariant Keypoints. Int. Journal of
Computer Vision 60(2), 91–110 (2004)
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Utilization of Depth and Color Information in
Mobile Robotics

Maciej Stefańczyk, Konrad Bojar, and Włodzimierz Kasprzak

Abstract. Computer vision plays an increasing role in robotics, as the computing
power of modern computers grows year by year allowing more advanced algorithms
to be implemented. Along with visual information, depth is also widely used in nav-
igation of mobile robots, for example for obstacle detection. As cheap depth sensors
become popular nowadays, there is a possibility to use data from both sources to fur-
ther enhance the processes of navigation and object detection. This article presents
some possibilities of utilizing in mobile robotics the integrated video and depth im-
ages - by performing image segmentation for environment description, optical flow
estimation for obstacle avoidance and object detection for semantic map creation.
All of the presented examples are based on real, working applications, which addi-
tionally proves validity of proposed methods.

1 Introduction

In recent years, thanks to advances in computer entertainment systems, sensors ca-
pable of acquiring three dimensional scene data became cheap and popular. The
Microsoft Kinect device (created to be an advanced motion sensor for the XBox
console) was adopted in just a few days after release (in 2010) to work with PC
computers [4], and from the very beginning found its place in computer vision,
robotics and cognitive systems all around the world. Obviously, depth sensing was
used in robotics long before Kinect and alike devices were popular, but in most of
applications there was a strict border between the use of depth and color information
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– the first one was used only for obstacle avoidance and localization, the latter one
- mostly for object detection. There are only some algorithms incorporating both
sensors, those are mostly focused on visual odometry [14] or SLAM [3].

This article focuses on possible benefits of using depth information with associ-
ated color information in robotics, especially for mobile platforms. At first, in sec-
tion 2 some background information and motivation is given, followed by a short
survey of existing, easy to use methods of associated depth and color information ac-
quisition (section 3). In subsequent sections (4-6) some robotic applications are pre-
sented, covering a variety of tasks, each gaining benefits from incorporating depth
information in data processing.

2 Motivation

Out of available sensors, computer vision seems to be the most appealing to use in
robotic applications, due to large amount of information it provides. Its application
domain ranges from visual odometry [11], through self-localization using either nat-
ural [8] or artificial landmarks [1], to object detection [7]. Unfortunately, those read-
ings are hard to process and understand if one needs something more complicated
to be calculated in realtime. Image processing causes heavy computational load and
control system has to be powerful enough to handle it. However, in recent years com-
putational power of modern PCs has increased, and today one can equip almost every
robot (even a small one) with a relatively powerful and cheap computer. Computer
vision plays a main role in almost every application, where interaction with environ-
ment is a crucial need. Machine-human interaction, automated guide robots in mu-
seums and service robots in hospitals or autonomous terrain vehicles are just a few
examples from wide variety of applications that require a visual perception ability.

However, vision itself is sometimes still not enough to handle real-world prob-
lems. Those can be caused either by sensor errors or acquisition methods imper-
fections, like limited dynamic range resulting in under- or overexposed parts in im-
age, or by specific algorithm disadvantages, like inability to distinguish between
many plain, textureless objects. Some of those problems could be solved by using
an active-vision paradigm, but this leads to complicated control systems. In some
applications relying only on color image gathered by cameras is simply not suffi-
cient. When the task assumes grasping of unknown objects, their accurate 3D model
has to be built in realtime, which is much easier to accomplish when depth informa-
tion is available.

3 Sources of Depth Maps with Registered Color Information

Distance sensors were used in robotics from years. Those include infrared and ultra-
sonic range detectors, as well as more advanced lidar solutions. That kind of sensors
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can be easily incorporated into the navigation system of a mobile robot in order to
detect obstacles, to create a terrain map or to handle emergency situations. Unfortu-
nately, to acquire a complete depth map of a scene additional hardware is required.
For lidar, tilting head is a must [15] and depending on control accuracy different
vertical resolutions could be achieved. Sequential scanning requires long process-
ing time to gather all readings and a complete map is created only once per every
few seconds. Another problem is aligning depth images with color information, as
both images are obtained from separate devices.

Another solution is a time-of-flight camera, where, in simple terms, the scene is
illuminated with a strobe of light sequence and a sensor measures the time delay
elapsed between flash time and returned light registration. This technology is much
faster than previously mentioned solutions, reaching sometimes a frequency higher
than 100 Hz, and in many implementations it is possible to extract gray scale images
from the same sensor, which produces depth and video data being perfectly aligned
in space. On the other hand, the TOF cameras create rather low resolution images (in
general the pixel number is lower than 0.04 Mpix) and without color information,
which makes this solution almost useless from the point of view of scene analy-
sis. Anyway, a simple obstacle detection [12] is a good example of an application
utilizing this data source.

Different approaches to depth map acquisition depend heavily on image analysis.
The most popular among them are stereovision and structured light. Stereovision re-
lies on images obtained from synchronized cameras (usually a pair), in which some
characteristic features are localized and matched together. There exist hardware so-
lutions with built-in processing units, that produce depth maps automatically, but
most applications rely on software implementations, which are rather slow. The
biggest problem with stereovision, when used in indoor robotics applications, is
the sparsity of resulting depth map as office-like environments have only few char-
acteristic points needed by a matching algorithm, which leads to partial and poor
results (left part in fig. 1). There are solutions solving this problem, like projecting
a texture onto the scene [9]. This method is widely used in outdoor applications,
where almost a full depth coverage can be achieved in practice [10]. The main ad-
vantage of stereovision is that the resulting depth map is perfectly aligned with the
color image, because it’s calculated directly from it.

Another method of depth map acquisition based on image processing is the struc-
tured light approach. In its basic configuration there is one camera and an image
projector, synchronized to each other (like in stereo vision). A scene pattern de-
formation seen by the camera gives information about the distance to a particular
scene region. Simplest methods of this type use a line projector to model the ground
shape [16], which is rather a low-demanding problem in terms of computing power.
For restoration of a full frame information other patterns are needed – some algo-
rithms use multiple patterns for single frame to recover depth information [6], other
can produce depth map by a single exposure. To achieve this, rather complicated
patterns and algorithms are required. In [2] authors propose color encoded patterns
to speed-up the 3D-coordinates recovery, but this greatly influences normal camera
readings and may be cumbersome for humans staying near to the robot. To make
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Fig. 1 Example results produced by stereovision (left) and structured light sensors (Kinect,
right). The depth value encoded in rainbow-like palette is aligned with and overlaid onto the
RGB image

structured light much less irritating for people, solutions working with light in near
infrared band are used, with Microsoft Kienct being the widest known at present
time. Using the IR projector one needs two different cameras – one for registering
depth and the other for the color. This produces some required translation between
them, and the resulting data is usually not perfectly-aligned and contains some shad-
owing effects. But for robotics purposes it constitutes a great practical solution, as
it is working fast (works stable with the frequency of 30Hz) and it is extremely
cheap (its price is about 100$). The whole image processing is done by a dedicated
hardware, leaving the CPU time to be spent on the processing of high amount of
data it produces. On the right side of fig. 1 the output from Kinect is shown (for
comparison with stereo vision). It’s clearly visible, that stereo vision is much better
in detecting narrow objects, like chair legs, that are completely ignored by Kinect
(no reading at those points, as object is to small to recognize a pattern on it). The
depth coverage is much better done by Kinect, especially on flat table in the center
of the frame. The biggest drawback of this solution is almost complete disability
to work in outdoor scenes, where ambient and direct sun lighting is much stronger
than built-in IR projector.

4 Aiding Segmentation Process with Additional Data

Following sections present three different aspects of using depth information in
robotic applications.

The first one is the support of a color image segmentation process, by incor-
porating associated depth readings. Image segmentation is a crucial part of many
algorithms in robotics. On mobile platforms it is a part of object detection and track-
ing, for example when searching for some objects in rooms and corridors. The depth
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information can be incorporated into the image segmentation algorithm in at least
two ways. Common step for both of them is registering depth with color informa-
tion, which gives as a result an augmented image, in which each pixel has a color
and can have scene coordinates given in some coordinate frame (or an information
is provided, that the depth couldn’t be computed).

From such kind of data more additional features can be computed – among them
the normal vectors being the most popular one. As a result, we have a multi-modal
image, which can be processed by extended segmentation algorithms, like in [13],
presented in fig. 1. That kind of representation has an important advantage – it is ro-
bust in case of partial data loss. If there is a lack of depth information in some parts
of the image, then a standard, color-based segmentation is used for them locally.
If for some reason, like underexposure of image, the color image lacks informa-
tion or has a low dynamic range, then the depth may be sufficient to continue the
segmentation process, by taking into account only geometric attributes.

Fig. 1 Example of multi-modal segmentation results (from [13]). Such a segmentation process
allows to recognize objects "not visible" at first view (e.g. a bowl on white paper). Smallest
segments were filtered out for clarity.

Another approach is to use depth information in a filtering stage to remove parts
of image that don’t contain interesting information. If the algorithm searches for
elevator doors for example, then the only interesting parts are those which are of
vertical elongation. This filtering can be done using normal vectors stored for pix-
els. Raw depth information can be used to limit the search to a subspace of scene
only - for example, when searching for balls laying on ground it is feasible to look at
objects not taller than 5 cm. When the depth is unavailable, the detection algorithm
have to cope with circular objects in the complete image, even if those are unreach-
able (e.g. placed too high). Fig. 2 shows an example scene with balls and the results
of processing this scene with and without filtering that uses depth information. It
is clearly visible, that some circles found only by color are rejected when depth is
taken into account.
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Fig. 2 Results of filtering image using depth information before color segmentation. Left
image shows depth information, on right image reachable balls are marked green, unreachable
is marked red. In both images darker area on upper part means unreachable zone (due to
height)

5 Localization and Obstacle Detection by an Optical-Flow
System

One of algorithms widely used in robotics is optical flow (OF) calculation [5], which
can be used either for localization or obstacle detection. Although this algorithm it-
self can work using only visual data, when aligned depth is available we can easily
recover full scene information, including real speed of objects around robot (with
respect to robot or to some external coordinate frame). In this case, incorporating
depth into the processing flow has many advantages over calculating OF on separate
data types. If only color is used, then some additional computation is needed for de-
termining 3D coordinates of vectors in image, and if only depth image is processed,
although possible, can give poor results due to low amount of characteristic points
(only edges are distinguishable). Aligned depth allows one to calculate movement
vectors from color image, and then, knowing which pixels are transferred where,
3D coordinates of points can be simply read and motion vectors calculated.

Figure 1 presents optical flow (following original implementation proposed in [5])
calculated for a corridor scene with an obstacle located in front of the robot. Vectors
are rather short as robot moves with low speed, but it’s enough for determining real
motion vectors from associated depth map. Each 2D vector from previous step is
then transferred to a 3D vector Mi, producing a so called "scene flow" as a result.
After removing vectors that are not a threat for the robot at the moment (neither
being at robot height nor pointing in robots direction) information can be used as
an input for a local planner that calculates repeatedly in time the repulsion force (1)
applied to steering wheels.

F = ∑
i

sgn(αi)
‖Mi‖

di
cos(αi) (1)
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Fig. 1 The motion vectors extracted from the optical flow (left) are backprojected onto the
scene with the help of the aligned depth map (right)

where di is distance between robot and i-th point in scene flow, αi is angle between
vector connecting robot with i-th point and motion vector Mi, and sign depends on
side (relative to the robot) on which point is placed (negative if left, positive if right).
Resulting value of F , after scaling, is sent to wheels (if repulsion is zero then robot
goes forward, if negative then robot turns left, if positive then a right turn needs to
be executed).

6 Verification Step in Object Detection

In section 4 a system detecting tennis balls was mentioned, which can benefit from
the step of pre-filtering a color image. But this kind of system can still be tricked
by placing a flat circle image on the floor, which would pass the depth filtering
step and be detected. This kind of false readings would be of course rejected when
robot approaches closer to the object, but it is much better to avoid unnecessary
movements, especially in time critical applications.

To detect such false detections, each segment can be checked against the depth
image. In the simplest case we expect corresponding features to be extracted in
depth and in color images. For example, in the balls case in both images circular
segments will exist in general. We can seek for some characteristic points in the
color image (like SIFT) and check geometric properties in its surrounding area to
estimate a 3D shape. If depth features are consistent with expectations, then a seg-
ment is passed to other modules. For example, such an object can play the role of a
navigation goal for a motion planner.

The complete process of ball search and verification for a robot collecting tennis
balls is as follows:
Searching:

1. pass the image through color filtering (remove dark and highly saturated
objects),
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Fig. 1 Detecting tennis balls with verification using depth image

2. extract edges from resulting image,
3. use moment invariants to find circular objects Ci.

Verification:

1. for every detected object Ci extract its surrounding space from the depth image,
2. find the biggest circular object Cic in extracted color image surrounding and

extract edges Cid in the depth map,
3. if both objects are similar according to similarity ratio (2) then the object is

assumed to be valid, otherwise it is rejected.

sim(Cic,Cid) =
P(Cic∩Cid)

P(Cic)
(2)

where P(C) means the number of pixels contained in a contour.
Figure 1 presents an example frame with results of the ball detection and veri-

fication algorithm. Two particular candidates are selected, one real ball and a ball

Fig. 2 Close-up of selected ball candidates from fig. 1
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printed on a flat box. Those are candidate objects Ci, which close-ups are in fig-
ure 2. Those objects are processed according to presented steps. In case of C1, the
contours extracted in the color image C1c and from depth information C1d are sim-
ilar (sim(C1c,C1d) = 0.42), and the object is accepted to be a real ball. In the case
of C2 the similarity ratio sim(C2c,C2d) = 0, hence the object is rejected from further
processing.

7 Summary

This paper presented several ways of incorporating depth readings that are aligned
with a color image in order to improve robotic applications, especially those in-
tended to be used on mobile platforms. As an introduction, available sources of
3D scene information were presented along with a short analysis and comparison
of them. Three applications of such integrated depth and color images have been
developed: environment map creation, motion-based obstacle avoidance and 3D ob-
ject detection. The presented applications demonstrate the benefits of using addi-
tional depth information in typical color image analysis tasks. They lead to faster
processing times and more accurate results of image analysis algorithms, while re-
quired changes of previously designed algorithms are small. Thus, we have verified
that reliable depth information can be successfully used in existing computer vision
applications.
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National Center for Research and Development, Warsaw - the grant PBS1/A3/8/2012.
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13. Stefańczyk, M., Kasprzak, W.: Multimodal segmentation of dense depth maps and as-
sociated color information. In: Bolc, L., Tadeusiewicz, R., Chmielewski, L.J., Woj-
ciechowski, K. (eds.) ICCVG 2012. LNCS, vol. 7594, pp. 626–632. Springer, Heidelberg
(2012)

14. Steinbrucker, F., Sturm, J., Cremers, D.: Real-time visual odometry from dense rgb-d
images. In: 2011 IEEE International Conference on Computer Vision Workshops (ICCV
Workshops), pp. 719–722. IEEE (2011)

15. Surmann, H., Lingemann, K., Nüchter, A., Hertzberg, J.: A 3d laser range finder for
autonomous mobile robots. In: 32nd International Symposium on Robotics (ISR), pp.
153–158 (2001)

16. Wei, B., Fan, Y., Gao, B.: Mobile robot vision system based on linear structured light
and DSP. In: International Conference on Mechatronics and Automation, ICMA 2009,
pp. 1285–1290 (August 2009)



Part VIII
Speech and Word Recognition



Texture-Based Text Detection in Digital Images
with Wavelet Features and Support Vector
Machines

Marcin Grzegorzek, Chen Li, Johann Raskatow,
Dietrich Paulus, and Natalia Vassilieva

Abstract. In this paper we propose to combine region-based and texture-based ap-
proaches for text detection in digital images. Our solution is based on a cascade filter-
ing of image regions. First, we apply heuristic filtering to disregard certain non-textual
areas. Second, we perform a more precise and expensive texture-based filtering using
support vector machines and wavelet-based texture features. We have evaluated our
approach with the ICDAR 2003 text locating competition benchmark collection and
tools. The experimental results showed competitive performance of our solution by
means of recall and precision compared to other text detection approaches partici-
pated in ICDAR 2003 and lower computational cost at the same time.

Keywords: Text Detection, Wavelet Features, Support Vector Machines.

1 Introduction

Text recognition in digital images is an important component for a wide range of ap-
plications such as automatic annotation and indexing of multimedia content, com-
puterised aid for visually impaired, robotic navigation in urban environments and
many others. Common OCR (Optical Character Recognition) tools are capable to
transform document images into machine-readable text with a reasonably accuracy,
but fail to detect text in images of natural scenes. However, it was shown that once
being detected and localised, a text region in a scene image might be recognised
by an OCR tool with a much better performance [2, 3, 15]. The reason is that a
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background inside a localised text region is usually less complex compared to the
whole image, and characters can easier be recognised. Another reason to perform
text detection as a separate task is that not every application requires a further step
of character recognition. And when such step is needed, text detection as a prior
step optimises the whole process preventing from performing a computationally ex-
pensive process of character recognition on non text regions.

The existing text detection methods can be categorised in two groups: region-
based and texture-based [8, 11, 13]. The methods within the first group segment
images into regions of pixels exhibiting certain properties within the region (such as
similar colour or belonging to the same edge) using connected-component labeling
or edge detection. The resulting regions are then filtered based on different heuristics
and thresholds to exclude regions without characters. The main disadvantage of
these methods is a number of thresholds, heuristics and assumptions regarding the
size, direction and proportions of textual regions, which can not be general enough
to variety of images.

Texture-based methods use the assumption that text in images exhibits some dis-
tinct textural properties, which may be used to distinguish it from the background.
The common approach is to use a classifier trained to divide regions to textual/non-
textual based on texture features. These methods exploit machine learning and are
less heuristic-based, but they are in general more computational expensive compared
to the first group.

In this work we propose to combine region-based and texture-based approaches
to exploit the advantages of both groups. Our solution is to perform a cascade fil-
tering of image regions. We first apply heuristic-based region filtering in order to
eliminate certain non-textual regions. It is followed by a more precise and expen-
sive texture based filtering with Support Vector Machines (SVM). More precisely,
our solution includes the following steps: 1) preprocessing; 2) dividing an image
into a number of segments of fixed size (100× 100 pixels) and histogram-based
threshold filtering for segments; 3) a texture feature extraction based on the Haar
Wavelet Decomposition; 4) filtering of segments with SVM; 5) segments merging
to form the text blocks; 6) text line extraction; 7) words separation to detect single
words; 8) a final filtering of word regions by SVM. We have evaluated the proposed
solution with ICDAR2003 [9] text locating competition benchmark collection and
tools. The experimental results showed competitive performance of our solution by
means of recall and precision compared to other text detection approaches partici-
pated in ICDAR2003 and lower computational cost at the same time.

The rest of the paper is organised a follows. Section 2 presents prior state of the
art, Sections 3 and 4 describe the proposed solution and the experimental results,
and Section 5 concludes the work.

2 Related Work

Previous text detection methods are well classified by Jung et al. [8] into two main
groups, namely Region-Based and Texture-Based methods. Region-Based methods
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directly segment images into regions by identifying elementary substructures such
as connected components (CC) or edges, and then grouping/merging these substruc-
tures successively into larger structures, until text areas are detected. Geometrical
analysis based on different thresholds and heuristics is finally applied in order to fil-
ter out possible false alarms. In CC methods, the basic elements are extracted using
the similarity of neighbour pixels in grey scale or colour levels, whereas the edge-
based methods focus on the high contrast between the text and the background.

Texture based methods use the assumption that text in images exhibits distinct
textural properties, which may be used to distinguish it from the background. Usu-
ally to extract the textural properties of a text region in an image, Gabor filters,
Wavelets, Fast Fourier Transformation etc. are used.

The following approaches can be classified into connected components methods.
Shim et al. [12] use the homogeneity of intensity of text regions in images. Pixels
with similar grey levels are merged into a group. After removing significantly large
regions by regarding them as background, text regions are sharpened by performing
a region boundary analysis based on the grey level contrast. The candidate regions
are then subjected to verification using size, area, fill factor and contrast. Neighbour-
ing text regions are examined to extract any text strings. R. Jiang et al. [6] introduce a
novel CC method which works as follows: first, the input image is decomposed into
CCs by colour clustering algorithm. To segment text from background a two-stage
classification module is used, in which all the CCs are first verified by a cascade
classifier and the remaining components are further classified by SVM.

R. Farhoodi and S. Kasaei [4] proposed a new method to segment text blocks
from images based on finding text edges using information content of the sub-image
coefficients of the discrete wavelet transformed input image. J. Gllavata [5] pro-
posed two projection-based methods which belong to the region-based methods.
Both methods are based on the assumption that the text background contrast is high
and furthermore the density of edges in the areas of the text contours is higher com-
pared to the other parts of the images.

D. Chen [1] proposed a two-step texture-based text detection method by applying
a machine learning localisation scheme.The first step quickly locates potential text
regions with a low rejection rate and a reasonable precision. In the second step false
alarms are disregarded by verification based on machine learning. Z. Ji et al. [6]
proposed a novel text detection method in video frames using hybrid features. First
a small overlapped sliding window is scanned over an image from which language
independent, texture based and edge based features are extracted. In the following,
each window is classified as text or non text window by SVM classifier, and then a
vote mechanism is employed to judge every small block as text or non text. At last
a morphological filter is performed to precisely locate the text regions.

In order to comparatively evaluate our approach, we have taken the ICDAR
20031 [9] text locating competition as a reference. Therefore, approaches presented
there are relevant to our work. In Ashidas [9] system a fuzzy clustering algorithm
is applied resulting in a set of binary images called colour separation images. Then,
some blobs in each colour separation image are grouped under simple heuristic

1 http://algoval.essex.ac.uk/icdar/Competitions.html
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constrains to calculate the geometric features. Finally, SVM trained on these fea-
tures selects the blobs corresponding to character patterns. HWDavid [9] system
starts by applying four Sobel edge operators to an input image in order to compute
edge intensity. Subsequently, a gradient density image is produced using a low-pass
filter. Then a binarised image is computed by thresholding. Finally components are
classified as text or non text by some heuristic methods. Wolfs [9] system employs
a similar set of operations to the HWDavid system, but the classification heuristics
are replaced with SVM and the order of the classification and morphology opera-
tors are reversed compared with HWDavid. Furthermore the HWDavid was nearly
60 times faster than Wolf, which is probably explained by the fact that Wolf used
SVM at an early and therefore data-intensive processing stage. Todorans [9] System
uses multi-scale texture and edge analysis which can be divided in the following
processes: at first a texture filter is applied to extract the candidate text regions. For
this a local energy was computed, estimate for each colour channel at three differ-
ent scales using second order derivative filters. The filters used in estimation are
Gaussian kernels and the local energy values are clustered in a nine dimensional
space using the K-means algorithm by expecting that the cluster corresponding to
the lowest energy comprises the text region. Secondly vertical edges are extracted
from the original image masked with text regions provided by the texture filter step.
The vertical edges representing small portions of candidate characters are merged
by morphological closing in horizontal direction. Then blobs are extracted from the
image of filtered vertical edges which represent characters and word parts. Using ge-
ometric features a set of blobs was filtered and combined into text lines. The above
processing steps were applied at each scale of an image pyramid.

3 Text Detection

The overall scheme of the proposed approach is presented in Fig. 1. At the first
step some standard preprocessing methods, conversion from RGB to grey scale and
a size normalization is done. The size normalization is necessary for the segmen-
tation, where a sliding window with the size of 100× 100 pixels iterates over the
preprocessed image in slide steps of 100 pixels and segment possible text regions.
For each sub-image produced by the sliding window a horizontal projection is cal-
culated, which represent a histogram of edges in the horizontal direction of an edge
image. The algorithm for a horizontal projection is based on the fact that charac-
ter contours have a high contrast to their local neighbours. It was introduced by
Gllavata [5].

If a sub-image is labeled as a possible text region in the segmentation step, a
feature extraction is applied on it. If nary sub-images were labeled as possible text
region the whole algorithm would determine with the result, that the input image
does not contain text. The feature extraction algorithm used here is a modification
of the one developed by P.S. Hiremath and S. Shivashankar [10]. It is based on the
2D Haar Wavelet Decomposition and is an extension of the co-occurrence histogram
method.
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Fig. 1 The Process Cycle of Text Detection

The process in itself can be described as follows. Given an image I, the Haar
Wavelet decompose a given image I into four sub-images, lower frequency image
(A), vertical high frequency image (V ), horizontal high frequency image (H), and
diagonal high frequency image (D). These sub-images are necessary to compute
the co-occurrence histograms, which are constructed across different wavelet co-
efficients of an image and its complement decomposed up to 1-level. The combi-
nations considered are (L,V ), (L,H), (L,D), (L, |(D−H−V)|) and the same with
the complement image. The translation vector is denoted by t[a,d], where d is
the distance and a the angle. Here a distance of 1(d = 1) and eight angles (a =
0◦,45◦,90◦,135◦,180◦,225◦,270◦,315◦) are considered. The co-occurrence histograms
for each combination and the eight angles, are constructed yielding 16 histograms
per pair. The feature set comprises in all 384 features, with 3 features each com-
puted from the normalised cumulative histogram, i.e., 8 pairs × 16 histograms × 3
features. The method for histogram computation and feature extraction for one pair
(L,H) and one angle, i.e. 0◦ degree, is presented below, as in Fig. 2:

Fig. 2 A pixel x in L and a pixel y in the corresponding location in H

1. Construct two histograms F1 and F2 for L based on the max-min composition rule stated
below:
α = max(min(x,hi),min(y,ai))
x ∈ F1, i f α = min(x,hi)
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and
x ∈ F2, i f α = min(y,ai)

2. Repeat steps 1 and 2 for all x pixels in L.
3. Three features are then computed from every histogram as explained below:

a. Consider a histogram F .
b. Obtain cumulative histogram(CH) for F .
c. Normalize CH yielding NCH (values between 1 and 0).
d. The points on the NCH(nch1,nch2, ...,nch256), are the sample points.
e. From the sample points, compute the following features:

• mean slope between two sample points of the whole NCH

Snch =
1
4

4

∑
i=1

slopei (1)

• mean of the sample points of the NCH

μnch =

256
∑

i=1
nchi

256
(2)

• standard deviation

Dnch =

256
∑

i=1
|nchi−μnch|

256
(3)

Due to the large number of features, which could cause feature overlapping and thus
lead to incorrect results, the 384 features are reduced by a Principal Component
Analysis (PCA) using the covariance method [7]. In addition, the scalability with
respect to the training of SVM, which is used in the next steps, can be improved by
this method. Due to the trend of the related work the classification is done by SVM
using a Classification SVM Type 1, also known as C-SVM classification, with an
RBF Kernel Function and 100,000 iterations. The features for training the SVM
were extracted from a dataset of 2,500 non text and 5,000 text sub-images with the
size of 100× 100 pixels from the train database of the ICDAR20032 competition
and are disjunct to the evaluation database. The reasons for the selected ratio was
the assumption that the more text features are available the better the classification
would be.

The results of the Classification step are still rectangles with the size of 100×100
pixels which mostly contain parts of text blocks. For this reason the rectangles are
merged in the next step. It is done by combining at first the regions in horizontal
direction and than in the vertical. Here is the rule, that only text regions are merged
with the considered regions, even if a neighbour text region in horizontal direction
has a smaller distance than 100 pixels and having the same Xcoordinates. But before
the merging process can be done the size normalization of the preprocessing should
be revoked, even to be able to evaluate the introduced approach and to compare the
results with other approaches. The vertical merging process is done following the

2 http://algoval.essex.ac.uk/icdar/Competitions.html
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same principle. The results of the Merging step are text regions at block level, which
achieve already good results.

The next steps, namely Text Line Extraction and Word Detection, were developed
for the evaluation purposes. The task of the Text Line Extraction is to extract single
text lines from a given text block, with the assumption of a horizontal text alignment.
Text lines are in possession of many short edges, so that it is possible to distinguish
them from the background by a horizontal projection like in the segmentation step.

Fig. 3 Text Line Extraction

To separate the three text lines in the example on Fig. 3 we need to find the Valley
on the projection profile where the profile value is smaller than a threshold Tp. The
threshold Tp is calculated according to the following equation:

Tp = (Minprofile + μprofile)× 0.3 (4)

where Minprofile and μprofile are the minimum value and the average value of the
projection profile. This method was also used by Ye et al [16].

The Word Detection step acts similar to the last step with one exception: the
orientation of the projection is vertical.

The final step of the developed approach is the refinement. The reason is that
not only characters devise high sample points in the projections but also similar
textures like leaves, lines in traffic sign, etc. To eliminate these false alarms a second
SVM is trained, which is specialised to distinguish individual text words from text-
like regions. The difference to the first SVM is only that other training dataset is
used: images of different sizes containing only single words. As a result, most false
positives are eliminated by the refinement step, and the approach returns the final
text regions at word level.

4 Experimental Results

The proposed approach was applied to the database of images, which were used dur-
ing the ICDAR20033 text detection competition, and evaluated with the evaluation
software authored by Wolf et all [14]. The same software was applied to evaluate
the algorithms participated in the ICDAR competition.

3 http://algoval.essex.ac.uk/icdar/Competitions.html
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vThe Table 1 shows the results of the proposed approach compared to the ICDAR
algorithms using the evaluation metrics of Wolf et al [14] namely recall, precision
and the harmonic mean (Hμ) of the two above.

Table 1 Results with Wolfs Evaluation Algorithm

Algorithm Recall Precision Hμ Detected Regions t(s)
Ashida 41.7 55.3 47.5 1916 8.7

H.W.David 46.6 39.6 42.8 1515 0.3
Wolf et al. 44.9 19.4 27.1 3477 17
Todoran 17.9 14.3 15.9 1368 0.3

Proposed 33.2 40.4 36.4 1180 1.2

The column labelled t(s) gives the average time in seconds to process a single
image. The developed method achieves Recall of 33.2%, Precision of 40.4% and
Hμ value of 36.4%. So that the proposed approach would have achieved the third
place in the competition by means of recall and precision and the second place by
means of computational costs. Some results are shown in Fig. 1.

Fig. 1 Experimental results

The reasons for the relatively low recall and precision rates can refer to the last
steps of the procedure. From the moment when the procedure begins to extract text
lines from the text blocks many false alarms arise, which are not fully eliminated
by the final step in the pipeline. The reason for this behavior could be, that a false
alarm appears in all sizes, so that many overlaps can arise in relation to the features.
During the experiments it was evident that the algorithm for feature extraction has
the potential for specialization in a certain kind of text occurrences, when the tex-
tures are similar. To overcome the challenge of classification of all text types, SVM
should be trained with much more images.

A detailed analysis of the experimental results brought the following observa-
tions regarding the size of the detected regions compared to the size of the ground
truth regions. The detected regions are bigger (have a greater area) in average than
the ground truth regions. The whole text regions are detected in most cases. Further-
more the results showed, that for the majority of test images (about 2/3) the recall
and precision rates are about the value of 40%. Additionally, for 23 images out of
501 ICDAR2003 images, a precision and recall of 100% was achieved.

The low precision can be attributed to the large number of false positives which
are not totally eliminated by the last step of the proposed approach. The majority of
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false positives contains objects similar to text textures and entailing high contrast,
for example regions of leaves on a sky or fences. The miss in recall is mostly caused
by texts on reflective and transparent objects like windows, as well as by text regions
with similar foreground and background colours.

We have also investigated the impact of the texture-based verification step of
the approach. The reduce of the proposed pipeline to a single region-based method,
without the usage of SVM, resulted at to a competitive Hμ and recall values at
the cost of low precision. It decreases drastically to 23.7%. Thus verification of
text regions by SVM based on texture features is an important part of the pro-
posed pipeline. The classification by SVM eliminates almost 1,000 false regions
(it is about the half of the regions detected by the first region-based step) at the cost
of increasing the computing time by one second.

5 Conclusion

In this paper we have introduced and evaluated a novel texture-based approach for
word detection in digital images. The developed approach is using Support Vector
Machines, wavelet-based features and edge projections in different directions. At
first a sliding window with the size of 100×100 pixels iterates over an input image
in 100 pixel steps. Based on a horizontal projection of an edge image it is decided,
whether an actual window is a possible text region or not. If a window was labeled as
a possible text region, texture features are extracted from this region and an SVM is
applied for classification. The features are extracted by applying an algorithm using
the first level wavelet decomposition and co-occurrence histograms. This algorithm
produces 384 features which are reduced to 45 by a Principal Component Analy-
sis. The classification produces text blocks which are embedded in an input image.
However, the task is to detect individual words, and therefore, further processing
steps are necessary, namely the text line detection and individual word extraction.
The text line detection is executed by a horizontal projection. This detection is nec-
essary to be able to extract individual words, because the word extraction is applied
on the detected text lines by a vertical projection. During these steps some false pos-
itives arise, which are eliminated in the last stage by a second SVM and by simple
structural information. Indeed, the last process eliminates not all false positives, be-
cause these regions vary in size and this behavior leads to overlapping of extracted
features and is the reason for the low precision and recall values. We have evaluated
our approach with the ICDAR 2003 text locating competition benchmark collection
and tools. The experimental results showed competitive performance of our solu-
tion by means of recall and precision compared to other text detection approaches
participated in ICDAR 2003 and lower computational cost at the same time.

Concluding, the proposed approach is a successful method which has a high
potential. First, the precision of the classification step can be increased by a better
choice of training images. Second, the amount of features can be optimised, what
should lead to better results.
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Automatic Disordered Syllables Repetition
Recognition in Continuous Speech Using CWT
and Correlation

Ireneusz Codello, Wiesława Kuniszyk-Jóźkowiak,
Elżbieta Smołka, and Adam Kobus

Abstract. Automatic disorder recognition in speech can be very helpful for the ther-
apist while monitoring therapy progress of the patients with disordered speech. In
this article the syllables repetition are described. The signal was analyzed using
Continuous Wavelet Transform with bark scales, the result was divided into vectors
(using windowing) and then a correlation algorithm was used on this data. Quite
large search analysis was performed during which, recognition above 80% was
achieved. All the analysis was performed and the results were obtained using the
authors program – WaveBlaster. It is very important that the recognition ratio above
80% was obtained by a fully automatic algorithm (without a teacher) from the con-
tinuous speech. The presented problem is part of our research aimed at creating an
automatic disorders recognition system.

1 Introduction

Speech recognition is a very important branch of informatics nowadays – oral com-
munication with a computer can be helpful in real-time document writing, language
translating or simply in using a computer. Therefore the issue has been analyzed
for many years by researches, which caused many algorithms to be created such
as Fourier transform, Linear Prediction, Wavelet transform. Disorder recognition in
speech is quite a similar issue – one try to find where speech is not fluent instead of
trying to understand the speech, therefore the same algorithms can be used. Auto-
matically generated statistics of disorders can be used as a support for therapists in
their attempts at an estimation of the therapy progress.
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One has decided to use a relatively new algorithm – Continuous Wavelet Trans-
form (CWT) [1] [3] [7], because most suitable scales (frequencies) can be cho-
sen. Fourier transform and Linear Prediction [4] [6] are not so flexible because of
the same ratio between time and frequency resolution for all frequencies, where in
Wavelet Transform low frequencies can have better frequency resolution and high
frequencies can have better time resolution. Bark scales set was chosen, which is,
besides the Mel scales and the ERB scales, considered as a perceptually based ap-
proach [8]. The CWT result is divided into fixed-length windows, each one is con-
verted into a vector. The vectors, using speech fragments detecting algorithm are
grouped and correlate with neighbor fragments.

Quite large recognition statistics was created obtaining high recognition ratios.

2 CWT

2.1 Mother Wavelet

Mother wavelet is the heart of the Continuous Wavelet Transform:

CWTa,b = ∑
t

x(t)Ψa,b(t) (1)

where
Ψa,b(t) =

1√
a

Ψ
(

t− b
a

)
(2)

where x(t)−input signal, Ψa,b−wavelet family Ψ−a mother wavelet, a−scale (mul-
tiplicity of mother wavelet), b−offset in time

Morlet wavelet of the form was used [5]:

Ψ (t) = e−t2/2cos(2Π ·FC · t) (3)

which has center frequency equal FC. Usually mother wavelets have one significant
feature: length of the wavelet is connected with FC which is a restraint for us. Morlet
wavelet is different because its length can be chosen and then its FC can be set by
changing the cosines argument.

2.2 Scales

Perceptually based approach was taken for frequencies of scales – because it is
considered to be the closest to the human way of hearing. Hartmut scales were
chosen [10]:

B =
26.81

1+ 1.96
f/1000

− 0.53 (4)

where f - freq. in Hz.
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The frequencies Fa of each wavelet scale a, was computed from the equation:

Fa =
Fc ·Fs

a
(5)

where FS - sampling frequency (22050Hz). Obtained scales are presented in Table
1. For each scale the offset b was set as 50% of waveletŠs length.

Table 1 22 scales a (and shifts b) with corresponding frequencies Fa and bark scales B

a [scale] b [ms] Fa [Hz] B [bark] a [scale] b [ms] Fa [Hz] B [bark]
43 1,0 10317 22 298 6,8 1479 11
55 1,2 7992 21 348 7,9 1268 10
69 1,6 6407 20 408 9,3 1081 9
84 1,9 5258 19 482 10,9 915 8
101 2,3 4386 18 576 13,1 765 7
119 2,7 3702 17 699 15,9 631 6
140 3,2 3152 16 866 19,6 509 5
163 3,7 2698 15 1107 25,1 399 4
190 4,3 2319 14 1484 33,7 297 3
221 5,0 1997 13 2159 49 204 2
256 5,8 1720 12 3718 84,3 119 1

2.3 Smoothing Scales

Because CWT values are similarity coefficients between signal and wavelet, the sign
of its value was assumed to be irrelevant, therefore in all computations modules are
taken – |CWTa,b|. Additionally smoothed contour of the |CW Ta,b| was created (see
Figure 1).

Fig. 1 Left: Cross-section of one CWTa,b scale. Right: Cross-section of one |CWTa,b| scale
and its contour (smoothed version)

2.4 Windowing

After preliminary tests only 16 scales (B = 6,7..,21) was taken. Such a smoothed
bark scales vectors creates a spectrogram which is divided into 23.2ms frames (512
samples when FS = 22050Hz), with a 100% frame offset. Because every scale has
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its own offset – one window of fixed width (e.g. 512 samples) will contain different
number of amplitudes (CWT similarity coefficients) in each scale (see Figure 2),
therefore arithmetic mean of each scale’s amplitudes was taken.

Fig. 2 One CWT window (512 samples when FS = 22050Hz)

From one window the vector V of the form presented in eq. 5 is obtained. Such
consecutive vectors are then passed into the correlation algorithm.

−→
V = {mean(|CWT46|),mean(|CWT57), ...,mean(|CWT4410|)} (6)

It is also important that each value from eq. 5 is zeroed below some cut-off decibel
(dB) value. For instance the boundary can be set to −55dB (where 0dB is the maxi-
mum decibel value in the whole CWT spectrogram). This approach was successfully
used by Waldemar Suszyñski [9] in his syllables repetitions research.

3 Correlation

For each neighbor fragments A and B, that meets the above criteria, the correlation
value is computed. If fragment A consist of N consecutive vectors

−→
VA, then frag-

ment B (consisting from vectors
−→
VB) is enlarged/shortened to have equal length.

The correlation C is computed using the formula:

C =
∑N−1

i=0 (VAi−VA)(V Bi−VB)√
∑N−1

i=0 (VAi−VA)2 ∑N−1
i=0 (VBi−VB)2

(7)

Each vector
−→
VA and

−→
VB contains L coefficients (eq. 6), so the formula has the form:

C =
∑L−1

j=0 ∑N−1
i=0 (VAi j−VA)(VBi j−VB)√

∑L−1
j=0 ∑N−1

i=0 (VAi j−VA)2 ∑L−1
j=0 ∑N−1

i=0 (VBi j−VB)2
(8)

where L is number of scales, N is number of vectors in the fragment A, VAi j is the

value of j-th scale in i-th vector
−→
VA in the fragment A, VA are the mean of all values

(from all scales j and vectors i) within fragment A (definitions for VBi j and VB are
the same).
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4 Automatic Disordered Syllabes Repetitions Recognition

4.1 Speech Fragments Detecting Algorithm

After creating vectors
−→
V (eq 6) speech fragments need to be found. Very simple

method is used: a vector is marked as silence if all its values are less than cut-off
parameter Ű- for instance −55dB or −50dB. All other vectors are marked as non-
silence. Speech fragments are defined as sequence of non-silence vectors.

4.2 Syllabes Repetitions Finding Algorithm

The procedure of finding syllables repetitions in the file was the following:

• Compute CWT spectrogram for the entire file
• Divide the spectrogram into ’small’ windows (23.2 ms) with a 100% offset (23.2

ms). By using windowing (see section 2.4 for details) each ’small’ window is
converted into a set of L-element vectors (each vector’s element corresponds to
one bark scale). A vector is marked as silence if all its values are less than−55dB
(see section 4.1 for details)

• Find speech fragments (i.e. the sequence of non-silence vectors). Only words
longer than 70ms and shorter that 500ms were taken.

• For each fragment A, take a consecutive fragment B, which can be up to 100ms
shorter. If not – then this pair of fragments is skipped too.

• Each pair, is manually marked as fluent/disordered and correlation value using
eq 8 is calculated.

• At the end, find the best threshold value t and the best threshold line y = cx+ d
and calculate the statistics: P,B,sens, pred (eq 9, 10).

4.3 Evaluation and Optimalization of the Method

The recognition ratio was calculated using the formulas [2]:

sensitivity =
P
A

(9)

predictability =
P

P+B
(10)

where P is the number of correctly recognized disorders, A is the number of all
disorders and B is the number of fluent sections mistakenly recognized as disorders.

This is an exemplary set of correlation results: For each set of result, like for the
one in Figure 1, the best threshold which distinguishes repetitions from other pair
of syllables was found. In this example, after setting the threshold t value t = 0,66,
values P = 74,B = 15,A = 106 were obtained which gave sens = 70%pred = 83%.
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Fig. 1 Syllables correlation diagram. + are for disordered repetitions, x are for fluent pair of
syllables

It can be seen on this chart, that correlation for syllables repetitions decreases with
length of the syllables, therefore a threshold line y= cx+d is additionally computed,
which for this example, had a form c = −3.40287e− 05,d = 0,769797 and gave
better ratios: P = 79,B = 18,A = 106 giving sens = 75%, pred = 81%.

4.4 Input Data

Polish disordered speech recordings of 5 persons were taken. All disorders with 4
seconds fluent surroundings were taken and then all the pieces were merged – ob-
taining 5 min 26 s long recording containing 106 fragment repetitions. The statistics
were the following:

Table 2 Disordered sound repetition counts for each kind of syllable

count fragment type
1 am, bo, co, dio, dol, dzie, e, go, ja, ni, o, od, pa,

pos, pra, prz, prze, ra, sa, sź, tam, te, tro, wo, zje, zo
2 ba, by, chşo, do, im, wie, zie, zni, £e
3 be, je, kie, ta
4 ko, mo, na, nie, wy
6 aa
8 ka, ma, po
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Syllables repetition statistics (Figure 2) from our samples showed, that disor-
dered syllables are usually longer that 77ms and shorter than 455ms, therefore
speech fragment shorter than 70ms and longer than 500ms are ignored. Additionally
consecutive fragment, which is correlated, can be up to 100ms shorter than the first
one (it does not have maximum length constraint).

Fig. 2 Histograms of syllablesŠ length

4.5 Results

In the first series of tests the following issues were checked:

• how the dB cut-off value (see chapter 2.4) influences the results. Values -53dB,
-54dB, -55dB, -56dB, -57dB, -58dB were checked

• how number of scales L influences the results. Configurations: no_0_0, no_1_0,
no_1_1, no_1_2, no_1_3, no_1_4, no_1_5 where checked, where no_X_Y means
that first Y low-frequencies were skipped and last X high-frequencies scales were
skipped (e.g no_1_0 means skipping only bark 22, and no_1_3 means skipping
barks 22, 1, 2, 3)

It can be seen in Table 3 that the best results are always for no_1_5 and that dB -56,
-57, -58 are the best (dB=-55 is almost the same). Based on that the second series of
tests were made for configurations:

• dB =−55, no_1_5
• dB =−58, no_1_5
• dB =−60, no_1_5

In each test 80 possibilities of Morlet central frequency value (see eq. 3) is
checked: FC = 1Hz,1.5Hz,2Hz,2.5Hz39.5Hz,40Hz. Because of great amount of
the results (80 frequencies x 3 cases = 240 rows) only the best ones are presented in
the Table 4.
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Table 3 Automatic disordered syllables repetition recognition results - first series for Fc =
20Hz. Colums: sens - sensibility and pred - predictability, scale no_X_Y - number of skipped
Bark scales, dB - level of decibel cut-off, t - best threshold value, c,d - coefficients of best
threshold line, P,B - as in eq. 9, 10

dB cut-off scale t P B sens pred c d P B sens pred
-53dB no_0_0 0,7 74 28 70% 73% -2,94635E-05 0,784183 88 43 83% 67%

no_1_0 0,71 72 23 68% 76% -2,56415E-05 0,766188 88 43 83% 67%
no_1_1 0,69 75 25 71% 75% -1,92166E-05 0,777467 77 22 73% 78%
no_1_2 0,67 74 27 70% 73% -3,05874E-05 0,797238 76 19 72% 80%
no_1_3 0,64 80 28 75% 74% -2,11768E-05 0,763394 74 14 70% 84%
no_1_4 0,66 74 18 70% 80% -0,000024416 0,748644 77 15 73% 84%
no_1_5 0,65 74 15 70% 83% -3,35757E-05 0,733708 85 25 80% 77%
no_1_6 0,66 72 15 68% 83% -2,64775E-05 0,772354 80 27 75% 77%

-54dB no_0_0 0,7 78 31 74% 72% -1,82942E-05 0,761543 86 38 81% 69%
no_1_0 0,7 76 31 72% 71% -2,94212E-05 0,784531 88 43 83% 67%
no_1_1 0,69 77 27 73% 74% -2,83063E-05 0,834954 73 16 69% 82%
no_1_2 0,68 75 27 71% 74% -3,23934E-05 0,811601 78 21 74% 79%
no_1_3 0,66 78 22 74% 78% -2,08754E-05 0,77685 74 12 70% 86%
no_1_4 0,66 76 20 72% 79% -2,26489E-05 0,743577 80 18 75% 82%
no_1_5 0,66 74 14 70% 84% -2,78401E-05 0,764261 78 13 74% 86%
no_1_6 0,66 74 19 70% 80% -2, 40156E-05 0,726125 74 15 70% 83%

-55dB no_0_0 0,71 76 29 72% 72% -0,000025202 0,789729 87 40 82% 69%
no_1_0 0,71 76 29 72% 72% -1,78139E-05 0,76548 86 38 81% 69%
no_1_1 0,7 76 26 72% 75% -1,58039E-05 0,779944 77 21 73% 79%
no_1_2 0,69 75 26 71% 74% -2,09902E-05 0,750872 85 32 80% 73%
no_1_3 0,67 78 23 74% 77% -3,90384E-05 0,810985 83 25 78% 77%
no_1_4 0,67 76 19 72% 80% -2,92527E-05 0,771779 80 17 75% 82%
no_1_5 0,66 77 15 73% 84% -1,54502E-05 0,720302 79 13 75% 86%
no_1_6 0,67 76 18 72% 81% -2,99003E-05 0,762243 79 16 75% 83%

-56dB no_0_0 0,72 76 28 72% 73% -2,37818E-05 0,790665 87 40 82% 69%
no_1_0 0,72 76 27 72% 74% -1,83487E-05 0,771577 86 39 81% 69%
no_1_1 0,72 75 24 71% 76% -2,60678E-05 0,84059 73 15 69% 83%
no_1_2 0,68 79 33 75% 71% -2,07705E-05 0,757224 85 32 80% 73%
no_1_3 0,68 78 22 74% 78% -3,55817E-05 0,84365 75 13 71% 85%
no_1_4 0,68 76 18 72% 81% -0,00003051 0,780063 81 17 76% 83%
no_1_5 0,67 77 15 73% 84% -3,68778E-05 0,811599 80 13 75% 86%
no_1_6 0,68 76 20 72% 79% -3,24334E-05 0,797230 77 16 73% 83%

-57dB no_0_0 0,73 76 28 72% 73% -2,59823E-05 0,800018 87 42 82% 67%
no_1_0 0,73 75 27 71% 74% -2,79983E-05 0,804565 88 44 83% 67%
no_1_1 0,73 75 24 71% 76% -0,000026968 0,840283 78 21 74% 79%
no_1_2 0,68 81 34 76% 70% -2,74772E-05 0,821556 78 18 74% 81%
no_1_3 0,69 78 22 74% 78% -0,000022343 0,807316 74 12 70% 86%
no_1_4 0,68 77 19 73% 80% -2,88979E-05 0,810073 78 13 74% 86%
no_1_5 0,66 81 20 76% 80% -3,25545E-05 0,806083 80 13 75% 86%
no_1_6 0,67 79 19 75% 81% -2,87840E-05 0,816478 78 13 74% 86%

-58dB no_0_0 0,73 77 32 73% 71% -2,39623E-05 0,793158 88 43 83% 67%
no_1_0 0,75 72 24 68% 75% -0,00002631 0,799879 89 45 84% 66%
no_1_1 0,72 77 30 73% 72% -2,77439E-05 0,847547 78 22 74% 78%
no_1_2 0,7 79 31 75% 72% -2,61473E-05 0,825186 78 19 74% 80%
no_1_3 0,69 79 24 75% 77% -3,39391E-05 0,835328 80 20 75% 80%
no_1_4 0,66 82 26 77% 76% -0,000032016 0,829123 79 14 75% 85%
no_1_5 0,67 81 21 76% 79% -6,57913E-06 0,699621 83 17 78% 83%
no_1_6 0,67 79 23 75% 77% -5, 91344E-06 0,775229 80 17 75% 82%
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Table 4 Automatic disordered syllables repetition recognition results – second series.
Colums: sens - sensibility and pred - predictability, FC - Morlet’s wavelet central frequency,
dB - level of decibel cut-off, t - best threshold value, c,d - coefficients of best threshold line,
P,B - as in eq. 9, 10

dB cut-off & scales Hz t P B sens pred c d P B sens pred
-55Hz no_1_5 21,5 0,64 81 22 76% 79% -3,42651E-05 0,804401 81 12 76% 87%

22 0,67 78 15 74% 84% -2,13996E-05 0,747141 83 15 78% 85%
27,5 0,64 77 12 73% 87% -2,84418E-05 0,719641 83 16 78% 84%
28 0,62 82 24 77% 77% -3,94934E-05 0,817231 78 10 74% 89%
34 0,65 77 14 73% 85% -0,000022104 0,7301 77 10 73% 89%

-58Hz no_1_5 19 0,63 85 28 80% 75% -1,58883E-05 0,713655 83 17 78% 83%
21,5 0,63 88 34 83% 72% -1,98112E-05 0,794358 77 9 73% 90%
22 0,68 80 21 75% 79% -2,31846E-05 0,788836 81 15 76% 84%

27,5 0,68 76 10 72% 88% -1,90554E-05 0,745788 80 9 75% 90%
28 0,66 81 22 76% 79% -3,87081E-05 0,834098 80 12 75% 87%
34 0,67 78 14 74% 85% -7,6241E-06 0,686152 82 16 77% 84%

39,5 0,61 84 19 79% 82% -5,02341E-06 0,623314 86 20 81% 81%
-60Hz no_1_5 19 0,7 76 15 72% 84% -1,46308E-05 0,726024 84 18 79% 82%

21,5 0,68 83 25 78% 77% -3,42921E-05 0,849908 83 17 78% 83%
27,5 0,64 85 22 80% 79% -1,14104E-05 0,728771 81 12 76% 87%
28 0,66 83 28 78% 75% -3,70733E-05 0,855078 78 11 74% 88%

34,5 0,6 87 33 82% 73% -4,88875E-05 0,888054 75 8 71% 90%
39,5 0,63 84 18 79% 82% -2,01145E-06 0,635653 86 17 81% 83%

5 Conclusions

First series of tests showed (Table 3) that:

• decibel threshold between -55-58 gives similar results, therefore the highest value
seems to be the most suitable (i.e -55dB) because it is less sensitive for noises,

• additionally scales configuration no_1_5 (without barks 22, 1, 2, 3, 4, 5) is the
most accurate (gave best results in all cases).

In the second series (Table 4) one can see that:

• the best results are for Morlet’s FC around 21Hz, 28Hz, 34Hz and 40Hz,
• frequency 39,5Hz gave the best result sens = 81%, pred = 83% which we find

as a good result,
• line threshold (see Figure 2, also parameters c,d in Table 3 & 4) is more accurate

than value threshold - and increases results by a several percent.
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Evaluation of the Document Classification
Approaches

Michal Hrala and Pavel Král

Abstract. This paper deals with one class automatic document classification. Five
feature selection methods and three classifiers are evaluated on a Czech corpus in
order to build an efficient Czech document classification system. Lemmatization
and POS tagging are used for a precise representation of the Czech documents.
We demonstrated, that POS tag filtering is very important, while the lemmatization
plays a marginal role for classification. We also showed that Maximum Entropy and
Support Vector Machines are very robust to the feature vector size and outperform
significantly the Naive Bayes classifier from the view point of the classification
accuracy. The best classification accuracy is about 90% which is enough for an
application for the Czech News Agency, our commercial partner.

1 Introduction

Due to the increasing amount of electronic text documents and the rapid growth of
the World Wide Web, automatic classification becomes very important for informa-
tion organization and storage. The document classification task can be divided into
the one class and the more class classification. In the one class classification, the
document is assigned exactly to one label from a predefined set of labels, while in
the more class classification (sometimes also multi-label classification), the docu-
ment can be labeled with more than one label.

In this work, we focus on the one class document classification in the context
of the further application for the Czech News Agency (CTK). CTK produces daily
about one thousand of text documents. These documents belong to different cate-
gories such as weather, politics, sport, etc. Today, documents are manually annotated
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but this annotation is often not enough accurate. Moreover, the manual labeling rep-
resents a very time consuming and expensive job. Automatic classification is thus
very beneficial.

There are three main steps in the document classification: document representa-
tion, feature selection and document modeling. Document representation consists
in choosing a feature set that represents the document as accurately as possible.
The full-text is transformed into the document feature vector. Feature selection is
then used in order to reduce the size of this vector. The last step consists in build-
ing a document model using feature vectors. This model is used for document
classification.

To the best of our knowledge, there is no complex comparative study of the doc-
ument classification approaches that consider the specifics of the Czech language.
The main goal of this work is thus: 1) to propose a precise Czech document rep-
resentation. Morphological analysis that includes lemmatization and POS tagging
is taken into account; 2) to evaluate the most promising feature selection methods
and classification models on a Czech corpus in order to build an efficient Czech
document classification system.

Section 2 presents a short review about the document classification approaches.
Section 3 describes the presented document classification approach. Section 4 deals
with the realized experiments. In the last section, we discuss the research results and
we propose some future research directions.

2 Related Work

The document classification task is basically treated as a supervised machine-learning
problem, where the documents are projected into the so-called Vector Space Model
(VSM), basically using the words as features. Various classification methods have
been successfully applied [1–3], e.g. Bayesian classifiers, decision trees, k-Nearest
Neighbour (kNN), rule learning algorithms, neural networks, fuzzy logic based al-
gorithms, maximum entropy and support vector machines. However, the task suffers
from the issue that the feature space in VSM is highly dimensional which negatively
affects the performance of the classifiers.

To deal with this issue, techniques for feature selection or reduction have been pro-
posed. The successfully used classical feature selection approaches include document
frequency, mutual information, information gain, Chi-square test or Gallavotti, Se-
bastiani & Simi metric [2,4–8]. Furthermore, a better document representation may
lead to decreasing the feature vector dimension, e.g. using lemmatization or stem-
ming [9]. More recently, advanced techniques based on Principal Component Anal-
ysis (PCA) [10] incorporating semantic concepts [11] have been introduced.

Unfortunately, relatively little attention has been paid to language-specific meth-
ods, such as classification methods designed exclusively for documents written in
Czech. In such a case, the issues of large feature vectors become more significant
due to the complexity of this language when compared to English.
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3 Proposed Method

One issue of the document classification is very high data dimensionality so the
number of potential features usually exceeds significantly the number of the avail-
able documents. A suitable document representation can decrease the size of the
feature vector.

We would like to respect the characteristics of the Czech language in order to
choose a representative feature-set that reflects the document as accurate as possible.
Therefore, a morphological analysis including lemmatization and Part-Of-Speech
(POS) tagging is realized.

3.1 Lemmatization

We assume that a particular word form do not contribute for the document classi-
fication. A lemmatization thus will decrease the number of features by replacing a
particular word form by its lemma (base form) without any negative impact to the
classification accuracy.

Following the definition from the Prague Dependency Treebank (PDT) 2.01 [12]
project, we used only the first part of the lemma. This is a unique identifier of the
lexical item (e.g. infinitive for a verb), possibly followed by a digit to disambiguate
different lemmas with the same base forms. For instance, the Czech word “třeba”,
having the identical lemma, can signify necessary or for example depending on the
context. This is in the PDT notation differentiated by two lemmas: “třeba-1” and
“třeba-2”.

The second part containing additional information about the lemma, such as se-
mantic or derivational information, is not taken into account in this work.

3.2 Part-Of-Speech (POS) Tagging

The part-of-speech is a word linguistic category, which can be defined by the syn-
tactic or morphological behaviour of the lexical item in question [12].

The next step that will contribute to the feature vector reduction is a word filtra-
tion according to the POS tags. The words with the uniform distributions among all
document classes will be removed from the feature vector. This task is usually done
by using the previously defined list of words, so called stop-list.

We consider ten POS categories defined in the PDT 2.0 for the Czech language:
nouns, adjectives, pronouns, numerals, verbs, adverbs, prepositions, conjunctions,
particles and interjections.

1 http://ufal.mff.cuni.cz/pdt2.0/
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3.3 Feature Selection

A feature selection method is then used for the further reduction of the size of the
feature vector. Based on the literature (see Section 2), five most promising feature
selection approaches, namely Document Frequency (DF), Mutual Information (MI),
Information Gain (IG), Chi squared (χ2) test and Gallavotti, Sebastiani & Simi
(GSS) coefficient will be compared and evaluated.

Note, that the above described steps are very important, because irrelevant and
redundant features can degrade the classification accuracy and the algorithm speed.

3.4 Document Model

The last step consists in building a robust document model. Three classifiers that are
successfully used for document classification in the literature (see Section 2)) are
used and evaluated for this task. The evaluated classifiers are: Naive Bayes (NB),
Maximal Entropy (ME) and Support Vector Machines (SVMs).

4 Experiments

4.1 Tools and Corpora

For lemmatization and POS tagging, we used the mate-tools1. The lemmatizer and
POS tagger were trained on 5853 sentences (94.141 words) randomly taken from
the PDT 2.0 corpus, which is a collection of Czech newspaper texts annotated on
the morphological, syntactic and semantic layer. The performance of the lemmatizer
and POS tagger are evaluated on a different set of 5181 sentences (94.845 words)
extracted from the same corpus. The accuracy of the lemmatizer is 81.09%, while
the accuracy of our POS tagger is 99.99%. Our tag set contains 10 POS tags as
shown in Table 1.

We used an adapted version of the MinorThird2 [13] tool for implementation of
the document classification methods. This tool has been chosen mainly because the
three evaluated classification algorithms were already implemented.

As mentioned previously, the results of this work will be used by the CTK. There-
fore, for the following experiments we used the Czech text documents provided by
the CTK. Table 1 shows the statistic information about the corpus3. In all experi-
ments, we used the five-folds cross validation procedure, where 20% of the corpus
is reserved for the test. For evaluation of the classification accuracy, we used a Error
Rate (ER) metrics that is defined by the following equation:

1 http://code.google.com/p/mate-tools/
2 http://sourceforge.net/apps/trac/minorthird
3 This Czech document corpus is available only for research purposes for free at

http://home.zcu.cz/?pkral/sw/ or upon request to the authors.
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ER =
E
A

(1)

where E represents the number of incorrectly classified documents and A is the
number of all classified documents. The resulting error rate has a confidence interval
of < 1%.

Table 1 Corpus statistic information

Unit name Unit number

Document 11955
Category 60
Word 2974040
Unique word 193399
Unique lemma 152462
Noun 1243111
Adjective 349932
Pronoun 154232
Numeral 216986
Verb 366246
Adverb 140726
Preposition 346690
Conjunction 144648
Particle 10983
Interjection 8

4.2 Impact of the Size of the Feature Vector

The first experiment studies the classification accuracy depending on the size of the
feature vector. The objective is to determine the feature vector size when the de-
crease of the classification accuracy is still negligible. Based on the studies that deal
with English document classification [2], we define an initial document represen-
tation. Lemmas are used instead of the words and the POS tag filtering is realized.
Only lemmas that correspond to the nouns, adjectives, verbs and adverbs are used
for the creation of the feature vector. As mentioned previously, five most promising
feature selection methods and three classifiers are compared.

Left column of the Figure 1 shows the results of this experiment. We can con-
clude that Maximum Entropy and Support Vector Machines classifiers give very
close results and outperform significantly the Naive Bayes classifier from the view-
point of the classification accuracy. The feature selection method plays an important
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role for classification when the number of features is small. However, the differences
are not significant with a great number of features. Based on this figure, we chose the
size of the feature vector for the next experiments 3000 for ME and SVM classifiers
and 4000 for the NB classifier.

Fig. 1 Impact of the feature vector size (left column) and of the POS tags (right column) on
the document classification accuracy. Five feature selection methods (document frequency,
mutual information, information gain, Chi squared test and GSS coefficient) and three clas-
sifiers (Naive Bayes, Maximum Entropy and Support Vector Machines - from the top) are
compared and evaluated.
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4.3 Impact of the POS Tag Filtering

The second experiment deals with the importance of the POS tag filtering for the
accuracy of the document classification. Based on the results presented in [14] for
classification of English documents, we evaluate all combinations of the following
POS tags: Nouns (N), Adjectives (A), Verbs (V) and Adverbs (D). The remain-
ing POS tags are not considered because of the small or negative impact for the
document classification. We assume that the nouns will be the most important for
classification. Therefore, they are used for all configurations of the feature set.

The results of this experiment are presented in the second column of Figure 1.
The best feature set is the same for all classifiers and is composed of the nouns,
adjectives and adverbs (i.e. N+A+D). The use of verbs decreases the classification
score in all cases. The best feature selection metrics is mutual information. Based
on these results, we will consider only the words (lemmas) with the POS tags: N, A
and D in the following experiments.

4.4 Impact of the Lemmas

This experiment deals with the impact of the lemmas on the classification accu-
racy. As already stated in the Section 3.1, we assume that lemmas will have a pos-
itive impact on the document classification if the size of the feature vector remains
constant.

The results of this experiment are shown in Table 2. The use of lemmas instead of
words has a small positive impact on classification, however the obtained increase
of the classification accuracy is less than 1% and is statistically not significant. Note,
that 193.399 words was replaced by 152.462 lemmas.

Table 2 Document classification Error Rate (ER [in %]) depending on the use of lemmas.
Five feature selection methods (document frequency, mutual information, information gain,
Chi squared test and GSS coefficient - columns) and three classifiers (Naive Bayes, Maximum
Entropy and Support Vector Machines - table lines) are compared and evaluated.

Classifier Feature selection method
lemmas/words DF MI IG χ2 test GSS

NB lemmas 19.14 17.26 18.75 18.19 17.98
words 20.35 17.71 19.5 18.41 18.2

ME lemmas 10.94 10.92 11.21 11.89 11.14
words 11.66 11.09 11.31 11.96 11.45

SVM lemmas 10.84 10.78 11.07 11.66 11.03
words 11.33 10.93 11.38 11.7 11.02
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4.5 Document Classification Using the Best Configuration of the
Classifiers

The last experiment compares the document classification accuracy when the best
configuration of the classifiers is used. Two cases are evaluated: the reduced feature
set and all feature set (about 152 000 features). Only the lemmas according to the
nouns, adjectives and adverbs are considered and the mutual information feature
selection method is used.

Table 3 shows the classification accuracy of this experiment. As expected, the
maximum entropy and support vector machine classifiers outperform significantly
the Naive Bayes classifier from the viewpoint of the classification accuracy. More-
over, the scores of these classifiers are almost similar in the case with reduced fea-
tures set and with all features.

Table 3 Document classification error rate when the best configuration of the classifiers is
used [in %]

Vector size 4000 3000 3000 All All All
Classifier NB ME SVM NB ME SVM

Error Rate 17.26 10.92 10.78 13.94 9.1 8.79

5 Conclusions and Future Work

In this work, we evaluated the five feature selection methods and the three classi-
fiers on a Czech corpus in order to build an efficient Czech document classification
system. We used lemmatization and POS tagging for a precise representation of the
Czech documents. We showed the impact of the feature vector length, of the POS
tag filtering and of the lemmas on the classification accuracy of Czech documents.
We demonstrated, that POS tag filtering is very important, while the lemmatization
plays a very small role for the classification score. We also showed that Maximum
Entropy and Support Vector Machines outperform significantly the Naive Bayes
classifier from the viewpoint of the classification accuracy. Moreover, these two
classifiers are very robust to the size of the feature vector when the mutual informa-
tion feature selection method is used. Based on the experiments, we set an optimal
configuration of the classifiers. The best classification accuracy is about 90%.

In this paper, we presented the results obtained with one class document classi-
fication. The first perspective consists in the adaptation of our current system to a
multi-label classification task. This extension is beneficial for our commercial part-
ner, CTK. The next perspective is to propose a more suitable document representa-
tion. For this task, we would like to study the impact of the syntactic structure of the
sentence, semantic spaces, etc.
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The Prolongation-Type Speech Non-fluency
Detection Based on the Linear Prediction
Coefficients and the Neural Networks

Adam Kobus, Wiesława Kuniszyk-Jóźkowiak, Elżbieta Smołka, Ireneusz Codello,
and Waldemar Suszyński

Abstract. The goal of the paper is presenting a speech prolongation detection method
based on the linear predicion coefficients obtained by the Levinson-Durbin method.
The application “Dabar”, which was made for this aim, has an ability of setting
the coefficients computed by the implemented methods as an input of the Kohonen
networks with different size of the output layer. Three different types of the neu-
ral networks were used to classify fluency of the utterances: RBF networks, linear
networks and Multi-Layer Perceptrons. The Kohonen network (SOM) was used to
reduce the LP coefficients representation to the winning neurons vector. After that
the vector was splitted into subvectors whom represents 400ms utterances. These ut-
terances were fragments of the Polish speech without the silence. The research was
based on 202 fluent utterances and 140 with the prolongations on Polish phonems.
The classifying success reached 75% of certainty.

1 The Introduction

The disturbances of the speech are specific for the language, but the stuttering in
the languages like English, German, Dutch, Russian, Japanese or Polish are more
similar and it can be divided in a few different types of nonfluency: the phonem,
the syllable or the word parts repetitions, the prolongations, the blockades and the
insertions [7].
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In the previous research [4] the statement was made that the representation of the
speech signal using the linear prediction coefficients is appropriate for the repeti-
tions detection on the plosive consonants.

2 The LPC Method

2.1 Linear Prediction

The basic attribute of the linear prediction is that it keep the knowledge of the speech
signal changes in a vector of a few coefficients. The consecutive samples of the voice
signal vary in small range [10], thus the approximation of the next sample can be
obtained from the previous K samples by the adequate linear prediction coefficients
α . This idea is expressed by the equation [2]:

s̃(m) =
K

∑
k=1

αks(m− k) (1)

where s̃(m) is a m’th value of the predicted voice sample, s(m) - m’th value of the
input speech sample, K - the prediction order and αk are the obtained coefficients
adequate for this signal.

Minimising error of the sample predicted from previous samples and the real
current sample is the linear prediction coefficients obtaining method.

The application “Dabar” was done to computing these linear prediction coeffi-
cients. Some of the abilities are computing the LP coefficients by the Levinson-
Durbin method [6] and sending them on the input of the Kohonen network.

2.2 Levinson-Durbin Algorithm

The Levinson-Durbin method [6] was implemented in the presented way:
After setting a few variables: the array of double values R, alphaBCK,

alphaCUR, alpharob and the pointer to array of double values kPAR, alphaOne,
the autocorrelation array for one window is evaluated. N was set as the size of the
window and p was a value of the prediction order.

d o u b le mul t = 1 / ( d o u b le ) ( N−p ) ;
f o r ( i n t k = 0 ; k < p +1 ; k ++){

d o u b le sum = 0 . 0 ;
f o r ( i n t m = 0 ; m <= N−1−k ; m++){

sum += d a t a [ m ]* d a t a [ m+k ] ;
}
R[ k ]= sum* mul t ;

}
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Then another steps of the Levinson-Durbin method were done: setting R[ 0 ] as
an initial value for the mean squared prediction error E and fulfill arrays alphaBCK
and alphaCUR by zeros. The steps above were done for i such as 1≤ i≤ p:

• The PARCOR coefficients obtaining and setting them as initial linear prediction
coefficients

d o u b le sumr = 0 . 0 ;
f o r ( i n t j =1 ; j < i ; j ++)

sumr += alphaBCK [ j ] *R[ i−j ] ;
alphaCUR [ i ] = ( * kPAR ) [ i ] = (R[ i ]−sumr ) / E ;

• Rest of the LPC coefficients obtaining

f o r ( i n t j =1 ; j < i ; j ++){
alphaCUR [ j ]= alphaBCK [ j ]
−(*kPAR ) [ i ]* alphaBCK [ i−j ] ;

}

• Evaluating of a new error

E=(1 .0− (*kPAR ) [ i ] * ( * kPAR ) [ i ] ) * E ;

• Array swap - another step preparing

a l p h a r o b = alphaCUR ; alphaCUR = alphaBCK ;
alphaBCK = a l p h a r o b ;

After these steps the linear prediction coeffitients are copied to the result array
*aData from alphaBCK.

3 The Neural Networks

The way of the research requires operating on the neural networks. Four types of
the neural networks were used for two aims: the reducing the size of the data to
the representative smaller vector and the classifying utterances with regard for the
fluency.

The Kohonen networks (Self-Organising Maps) [5] are networks with an unsu-
pervised learning. They have no given response pattern, its aim is detecting patterns,
e.g. the concentrations. The output is a grid of N units. Each output neuron is con-
nected with each unit of the input layer. This layer has size adequate to the input data
vector and the data is normalised. In each network learning epoch one output neuron
is chosen. This unit must have the weights values nearest input data elements values.
After that, depending on the neighbourhood of the winning neuron, adaptation with
the Kohonen rule [3] is performed.

w(n+1)
i = w(n)

i +ηG(i,x)
(

a−w(n)
i

)
(2)
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, where w(n)
i is the weight on the connection with the i’th element in the n’th epoch, a

is a input data vector and η is a learning rate and G(i,x) is a neighbourhood function
changing with the distance from the winning neuron.

Fig. 1 The example of the Kohonen network

The Multi-Layer Perceptrons (MLP) [10] have three-part architecture: the input
layer, one (or more) hidden layer and one output layer. They are the one-direction
neural networks and require the connections only between each neuron from one
layer and each neuron from the neighbour layer. Such networks are used to find
the best approximation of any function. One of the most common learning method
of the MLP is the Back Propagation method. The goal is to minimise the mean-
square error between the expected values and the output values of the network by
the weight of the connections modifications.

The Radial Basis Function network (RBF) [1] has a similar architecture to the
MLP but only one hidden layer. Second difference is applying the radial activation
functions, mainly the Gauss functions:

ψi = e
|a−ci|2

2σ2
i (3)

where a is an input vector, ci point is a centre of the function and σ2
i is a dispersion

[9]. The weights on the connections between the input and the hidden layer are set
to 1 and constant. This network has a lot of the applications. It can be a classifier, it
can approximate functions and the learning algorithm for this network is simple.

The Linear networks [10] have the simplest architecture of all NN. It has two
layers: the input and the output layer. They are fast and they achieve good results

Fig. 2 The MLP (a), the RBF (b) and the linear (c) network example
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for the simple dependencies, e.g. the white noise detecting, but they fail to manage
with more complicated problems.

4 The Methodology

4.1 The Research Conception

The possibilities of the automatic speech repetition-type non-fluency detection were
examined in the previous research [4,8]. The aim of the actual research was analysing
possibilities of the automatic speech prolongation-type non-fluency detection. The
examined utterances were 4s long. Each utterance was divided into a non-overlapping
parts. Each part was initially classified as fluent, non-fluent or undefined (silence or
not clearly fluent/non-fluent). After that the original 4s utterances were divided into
small windows. Each window was multiplied by the window function to improve the
forthcoming computations precision of the linear prediction coefficients. The con-
struction an each window representation by the linear prediction coefficients vector
was the next step.

The another step was reduction of these coefficients to the one distinctive neuron.
To this aim the Kohonen network was used. The Kohonen network analysed the
structure of the linear prediction coefficients vector and allowed to reduce this vector
to the one winning neuron which represents that window. From the 4s utterances
each output of reduction was vector of the neuron numbers.

The next part of the algorithm divided that vector of each utterance into vectors
for the parts of the original utterance. The last step was set these representations of
the initially classified parts as an input of the neural network and teach, validate and
test the learnt networks do they recognise the prolongation-type non-fluent utterance
in fluent and non-fluent set of utterances. The tens of the RBF networks, the linear
networks and the MLP were examined as classifiers. The research was finished by
determining the best network type to that problem.

4.2 The Materials and the Procedure

In analysis four seconds utterances were used. All 58 files were in the wave file
format. Eight speakers took part in the experiment. Four men and four children
- one girl and three boys were examined. The non-fluent recordings contain the
prolongations on the phonemes E, f, x, xj, j, n, O, s, C, v, 1, z, z, s. The prolongation
length was between 300 to 3000 ms.

The material was recorded by the Creative Wave Studio based on the Sound-
Blaster card with 22050Hz frequency on 16-bits for the sample. Four seconds sam-
ples were cut out with the same tools.

Each utterance was divided to 512-samples parts and multiplied by the Hann
function:
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w(n) = 0.5

(
1− cos

(
2πn

N− 1

))
, (4)

where N = 512 is the size of the window. This function was chosen as a result of the
analysis of the frequency spectrum obtained from the computed linear prediction
coefficients. In the result, values of coefficients were more characteristic and stable.

After that 15 linear prediction coefficients for each window were computed.
Thus, each 512-sample window was represented by the 15 linear prediction coef-
ficients. The Levinson-Durbin method was used for that computations.

The obtained vectors of the coefficients were used as an input data vector for the
Kohonen network, one for each vector. The aim was to make a reduction of these
vectors to one vector of the representative numbers - the cardinal number of winning
neuron. Three Kohonen networks with the quadratic output layer were used for that
goal. The sizes of these output layers were 25, 36 and 49 structured in the 5x5, 6x6
and 7x7 matrices of units. The aim was to check the performance of the non-fluency
detection according to the range of the representation.

The Kohonen networks were learnt in 100 epochs. The neighbour coefficient was
1 and the learning rate was 0.1 in each epoch. Increasing the number of the epochs
didn’t improve the quality of the utterance modelling. The network was regularly
initialised. The first observation was that each of the tested network allow to model
the speech changes in the utterances and to view the parts with the prolongation-type
non-fluency.

Fig. 1 The non-fluent utterance with the prolongation on the start with the winning neurons
graph for the Kohonen network 5x5

Each utterance modelled by the Kohonen network winning neurons was divided
into ten 400ms-long parts and each part was classified by fluency. The 342 parts of
the utterances were obtained.

The application “Dabar” allowed to analyse the recordings since multiplying
each window by the Hann function to obtaining winning neurons of the Kohonen
network for each of them. The selection of the best Kohonen network for that analy-
sis and the best neural network for the classification were done by the Statistica©7.1
application.
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Fig. 2 The fluent (F) and non-fluent (N-F) 400ms parts of the utterance for the Kohonen
network 5x5

The last step of the speech non-fluency detection was an examination is it possi-
ble to construct the neural network with supervised learning for the non-fluency de-
tection and checking which networks achieves the best results and are they
satisfying.

The analysis was done by the Statistica’s tool Solver which allow to test few
network types and to assess the quality of their decisions of the examined non-
fluency. Three types of the neural networks were examined: the RBF, the linear
network and the MLP. Each of them has 17 winning neurons as an input for each of
342 parts of the utterances.

Independently to the network structure there is one neuron on the output layer.
Depending on the threshold it’s value is evaluated and the part of the utterance is
considered as the fluent or non-fluent speech.

5 The Classification Results

The results were divided to three parts depend on the size of the Kohonen network
output layer. Each two charts contains a list of the best tested networks with the
described architecture and the fluency/non-fluency detection correctness percent.

The research shows that the best verification results has the RBF with 43 neurons
in the hidden layer with the K-Means, the K-nearest neighbour and the Pseudo-
Invert learning method. It is based on the Kohonen network 7x7.



894 A. Kobus et al.

Table 1 The table of the best classyfying networks for the winning neurons taken from the
Kohonen network 5x5

No. Type Mean error Hidden Learning algorithm Testing quality [%]

1 RBF 0,401 19 KM,KN,PI 83.5
2 RBF 0,409 14 KM,KN,PI 82.3
3 RBF 0.388 20 KM,KN,PI 78,8
4 MLP 0.610 20 BP27b 80.0
5 RBF 0.392 21 KM,KN,PI 78.8
6 RBF 0.405 20 KM,KN,PI 78.8
7 MLP 0.605 35 BP6b 75.3
8 MLP 0.640 35 BP3b 75.3
9 MLP 0.659 20 BP20b 75.3
10 Linear 0.505 - PI 58.8

Table 2 The classification quality table for the best network of each type between the best
classifying networks for the winning neurons taken from the Kohonen network 5x5

Training Training Verification Verification Test Test
(F) (N-F) (F) (N-F) (F) (N-F)

All 103 69 55 30 44 41
Correctly classified (MLP) 91 55 50 24 38 30
Incorrectly classified (MLP) 12 14 5 6 6 11
Correctness (MLP) 88.3% 79.7% 90.9% 80.0% 86.4% 73.2%
All 105 67 50 35 47 38
Correctly classified (RBF) 77 50 40 29 42 29
Incorrectly classified (RBF) 28 17 10 6 5 9
Correctness (RBF) 73.3% 74.6% 80.0% 82.9% 89.4% 76.3%
All 104 68 49 36 49 36
Correctly classified (Linear) 68 45 20 14 31 19
Incorrectly classified (Linear) 36 23 29 22 18 17
Correctness (Linear) 65.4% 66.2% 40.8% 38.9% 63.3% 52.8%

6 The Conclusions

The goal of the described analysis was an examination if it’s possible to detect the
speech prolongation-type non-fluency using the neural networks with the linear pre-
diction coefficients as an input.

The results of this analysis can lead to the conclusion that such detection is pos-
sible and satisfying and its precision is more than 75% for two types of the neural
networks: the MLP and the RBF.
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Table 3 The table of the best classyfying networks for the winning neurons taken from the
Kohonen network 6x6

No. Type Test error Hidden Learning algorithm Testing quality [%]

1 RBF 0.421 18 KM,KN,PI 81.2
2 RBF 0.391 54 SS,KN,PI 78.8
3 RBF 0.421 34 KM,KN,PI 76.5
4 RBF 0.406 19 KM,KN,PI 75.3
5 RBF 0.448 30 KM,KN,PI 75.3
6 MLP 0.666 14 BP7b 75.3
7 MLP 0.707 18 BP4b 74.1
8 MLP 0.638 14 BP8b 74.1
9 MLP 0.745 30 BP12b 74.1
10 Linear 0.505 - PI 57.6

Table 4 The classification quality table for the best network of each type between the best
classifying networks for the winning neurons taken from the Kohonen network 6x6

Training Training Verification Verification Test Test
(F) (N-F) (F) (N-F) (F) (N-F)

All 104 68 49 36 49 36
Correctly classified (MLP) 81 52 28 29 41 23
Incorrectly classified (MLP) 23 16 21 7 8 13
Correctness (MLP) 77.9% 76.5% 57.1% 80.6% 83.7% 63.9%
All 99 73 47 38 56 29
Correctly classified (RBF) 77 60 37 29 45 24
Incorrectly classified (RBF) 22 13 10 9 11 5
Correctness (RBF) 77.8% 82.2% 78.7% 76.3% 80.4% 82.8%
All 108 64 45 40 49 36
Correctly classified (Linear) 67 41 25 21 27 22
Incorrectly classified (Linear) 41 23 20 19 22 14
Correctness (Linear) 62.0% 64.1% 55.6% 52.5% 55.1% 61.1%

The second conclusion is that the best reduction of the input data dimension was
done by the Kohonen network with 7x7 output layer. The verification results with
the increasing Kohonen network size for 7x7 network which detects the non-fluency
were better than for any other network.

Must be mentioned that the best classifying network which detects the speech
non-fluency with the winning neuron base obtained from the Kohonen network was
the RBF. The MLP networks gives quite good results independently of the Kohonen
networks. The linear networks were the worst in that examination.
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Table 5 The table of the best classyfying networks for the winning neurons taken from the
Kohonen network 7x7

No. Type Test error Hidden Learning algorithm Testing quality [%]

1 RBF 0.364 43 KM,KN,PI 87.1
2 RBF 0.334 34 KM,KN,PI 85.9
3 RBF 0.360 34 KM,KN,PI 84.7
4 RBF 0.352 26 KM,KN,PI 83.5
5 RBF 0.344 28 KM,KN,PI 83.5
6 MLP 0.673 40 BP7b 81.2
7 MLP 0.740 40 BP4b 78.8
8 MLP 0.730 40 BP16b 78.8
9 MLP 0.680 40 BP2b 78.8
10 Linear 0.422 - PI 77.6

Table 6 The classification quality table for the best network of each type between the best
classifying networks for the winning neurons taken from the Kohonen network 7x7

Training Training Verification Verification Test Test
(F) (N-F) (F) (N-F) (F) (N-F)

All 101 71 47 38 54 31
Correctly classified (MLP) 87 61 41 30 44 25
Incorrectly classified (MLP) 14 10 6 8 10 6
Correctness (MLP) 86.1% 85.9% 87.2% 78.9% 81.5% 80.6%
All 101 71 49 36 52 33
Correctly classified (RBF) 92 64 44 35 48 26
Incorrectly classified (RBF) 9 7 5 1 4 7
Correctness (RBF) 91.1% 90.1% 89.8% 97.2% 92.3% 78.8%
All 101 71 47 38 54 31
Correctly classified (Linear) 79 54 35 25 41 25
Incorrectly classified (Linear) 22 17 12 13 13 6
Correctness (Linear) 78.2% 76.1% 74.5% 65.8% 75.9% 80.6%
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Łȩski J., 53
Łapczynski D., 469

Akrout B., 651
Appice A., 259
Augustyniak P., 661
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Ziembiński R., 309
Zolnierek A., 527
Zydek D., 763
Zygmunt A., 299


	Preface
	Contents
	Part I Features, Learning, and Classifiers
	Toward Computer-Aided Interpretation of Situations
	1 Introduction
	2 Basic Notions
	2.1 Natural Interpretation of Situations
	2.2 Formal Model of Situation Interpretation

	3 Evaluated Ontological Models
	3.1 General Remarks and Constraints
	3.2 Categorization
	3.3 Pragmatic Value Assessment

	4 Interpretation of Situations
	4.1 Recognition of Situation
	4.2 Interpretation of Situation

	5 Conclusion
	References

	Classification of Multi-dimensional Distributions Using Order Statistics Criteria
	1 Introduction
	2 Relevant Background Areas Regarding OS
	3 Uni-dimensional OS-Based Classification: The Generic Classifier
	4 Uniform Distribution
	5 Doubly Exponential Distribution
	6 Gaussian Distribution
	7 Rayleigh Distribution
	8 Other Multi-dimensional Distributions
	9 Conclusions
	References

	Knowledge Extraction from Graph-Based Structures in Conceptual Design
	1 Introduction
	2 Visual Design System
	3 Domain-Specific Visual Design Language
	4 Graph-Based Data Structures
	5 Knowledge Extraction and Reasoning Mechanism
	6 Conclusions
	References

	Estimation of the Relations of: Equivalence, Tolerance and Preference on the Basis of Pairwise Comparisons
	1 Introduction
	2 Estimation of the Relations – Main Ideas
	2.1 Definitions, Notations and Formulation of the Estimation Problems
	2.2 Assumptions about Pairwise Comparisons
	2.3 The Form of Estimators

	3 Properties of Estimators
	4 Solving of Optimization Problems
	5 Summary – Achievements of the Work and Further Researches
	References

	Generalized Constraint Design of Linear-Phase FIR Digital Filters
	1 Introduction
	2 Preliminaries
	3 New Method for Low-Pass FIR Filter Design
	4 Design Examples
	5 Conclusion
	References

	Reduced Kernel Extreme Learning Machine
	1 Introduction
	2 Kernel Extreme Learning Machine
	3 Reduced Kernel Extreme Learning Machine
	4 Experimental Results
	5 Conclusion and Future Work
	References

	Using Positional Information in Modeling Inflorescence Discs
	1 Introduction
	2 Geometrical Method of Modeling Modular Objects
	3 The Concept of Positioners
	3.1 The Positioner Characteristic
	3.2 The Use of Positioners to Model a Inflorescence Disc
	3.3 The Use of Positioners to Differentiate Parts of the Module

	4 Conclusion
	References

	A New Method for Random Initialization of the EM Algorithm for Multivariate Gaussian Mixture Learning
	1 Introduction
	2 EM Algorithm for Gaussian Mixture Models
	3 Description of Our Method
	3.1 Random Generation of Component Means
	3.2 Random Generation of Component Covariances

	4 Experimental Results
	5 Conclusions and Future Work
	References

	Heuristic Optimization Algorithms for a Tree-Based Image Dissimilarity Measure
	1 Introduction
	2 Tree-Based Image Dissimilarity
	3 Optimization Algorithms
	4 Experimental Results
	5 Conclusions
	References

	Model of Syntactic Recognition of Distorted String Patterns with the Help of GDPLL(k)-Based Automata
	1 Introduction
	2 Basic Definitions
	2.1 Probabilistic Neural Networks
	2.2 GDPLL(k) Grammars and Automata

	3 Hybrid Model of Syntactic Recognition of Distorted Patterns
	3.1 Primitive Identification
	3.2 Syntax Analysis

	4 Possible Application Areas
	5 Concluding Remarks
	References

	Decision Rules in Simple Decision Systems over Ontological Graphs
	1 Introduction
	2 Decision Systems over Ontological Graphs
	3 Relations over Sets of Attribute Values
	4 Decision Rules
	5 Conclusions and Further Works
	References

	Nonlinear Extension of the IRLS Classifier Using Clustering with Pairs of Prototypes
	1 Introduction
	2 Classifier Design Method
	2.1 Fuzzy Clustering with Pairs of Prototypes
	2.2 Linear Classifier
	2.3 Nonlinear Extension

	3 Results
	4 Conclusions
	References

	Separable Linearization of Learning Sets by Ranked Layer of Radial Binary Classifiers
	1 Introduction
	2 Separable Learning Sets
	3 Radial Binary Classifiers
	4 Separable Layers of Binary Classifiers
	5 Designing Ranked Layers of Radial Binary Classifiers
	6 Experimental Results
	6.1 Toy Example
	6.2 Experiment 2

	7 Conclusions
	References

	Hidden Markov Models For Two-Dimensional Data
	1 Introduction
	2 Classic 1D HMM
	3 Three Basic Problems
	3.1 Solution to Problem 1
	3.2 Solution to Problem 2
	3.3 Solution to Problem 3

	4 2DHMM
	4.1 Solution to 2D Problem 1
	4.2 Solution to 2D Problem 3

	5 Experimenting
	6 Conclusion
	References

	Methods of Learning Classifier Competence Applied to the Dynamic Ensemble Selection
	1 Introduction
	2 Multiple Classifier System Based on Measure of Competence
	3 Randomized Reference Classifier (RRC)
	4 Learning Classifier Competence
	4.1 Preliminaries
	4.2 Methods of Learning Classifier Competence

	5 Dynamic Ensemble Selection Systems
	6 Experiments
	6.1 Experiment Setup
	6.2 Results and Discussion

	7 FinalRemarks
	References

	The Method of Improving the Structure of the Decision Tree Given by the Experts
	1 Introduction
	2 Hierarchical Classifier
	3 Split Criteria
	4 Experiments
	5 Conclusions
	References


	Part II Biometrics
	Face Detection and Recognition under Heterogeneous Database Based on Fusion of Catadioptric and PTZ Vision Sensors
	1 Introduction
	2 System Architecture and Processing
	2.1 The Catadioptric Sensor
	2.2 Sensor Calibration

	3 Face Detection and Tracking-Based on Merger of Catadioptric Sensor and PTZ Camera
	3.1 Panoramic Images Unwrapping
	3.2 Face Detection and Tracking Algorithms

	4 Merger of Omnidirectional and PTZ Cameras
	4.1 Joint Calibration Strategy
	4.2 Face Detection with PTZ Camera

	5 Face Recognition Based on Fusion of Catadioptric and PTZ Vision Sensors
	5.1 The Eigenface Algorithm
	5.2 NOBA Database
	5.3 Results Obtained under the Heterogeneous Database

	6 Results
	7 Conclusion
	References

	Eigenfaces, Fisherfaces, Laplacianfaces, Marginfaces – How to Face the Face Verification Task
	1 Introduction
	2 Compared Methods
	2.1 Eigenfaces
	2.2 Fisherfaces
	2.3 Laplacianfaces
	2.4 Marginfaces

	3 Decision Making
	4 Experiments
	5 Conclusions
	References

	A Content Based Feature Combination Method for Face Recognition
	1 Background and Motivation
	2 Literurture Review
	3 Proposed Method
	3.1 Feature Extraction
	3.2 Feature Matching

	4 Experimental Result and Discussion
	5 Conclusion
	References

	Face Recognition Based on Sequence of Images
	1 Introduction
	2 Details of the Method
	3 Experiments
	4 Conclusions and Future Work
	References

	Statistical Analysis in Signature Recognition System Based on Levenshtein Distance
	1 Introduction
	2 Feature Preparation
	3 Normalization of the Levenshtein Distance
	4 The Use of Normalized Levenshtein Metrics in the Process of Recognition of Handwritten Signatures
	5 The Course and Results of the Studies
	6 Conclusions
	References

	A Computational Assessment of a Blood Vessel’s Roughness
	1 Introduction
	2 Source Data Description
	3 Image Analysis Method
	4 Roughness Estimation
	5 The Course and Results of the Studies
	6 Conclusions
	References

	Performance Benchmarking of Different Binarization Techniques for Fingerprint-Based Biometric Authentication
	1 Introduction
	2 Previous Works
	2.1 Binarization Techniques
	2.2 Fingerprint Evaluation Metrics

	3 Methodology for the ProposedWork
	3.1 Fingerprint Recognition System

	4 Proposed Evaluation Method
	5 Experimental Verification
	5.1 Experimental Results

	6 Conclusion
	References

	Biometric Features Selection with k-Nearest Neighbours Technique and Hotelling Adaptation Method
	1 Introduction
	2 The Hotelling’s Statistic
	3 Signature Features Preparation
	4 Data Sets Preparation
	5 Hotelling’s Features Reduction Method
	6 Verification Procedure
	7 Results Obtained
	8 Conclusions
	References


	Part III Data Stream Classification and Big Data Analytics
	Predictive Regional Trees to Supplement Geo-Physical Random Fields
	1 Introduction
	2 Related Work
	3 Predictive Regional Clustering
	4 Incremental Algorithm
	5 Empirical Evaluation
	6 Conclusions
	References

	Extending Bagging for Imbalanced Data
	1 Introduction
	2 Adapting Bagging for Imbalanced Data
	2.1 Related Modifications of Bagging
	2.2 New Proposals

	3 Experiments
	3.1 Comparison of Known Bagging Extension
	3.2 Newly Proposed Extensions

	4 Discussion
	References

	Rule Chains for Visualizing Evolving Fuzzy Rule-Based Systems
	1 Introduction
	2 TSK Fuzzy Rule-Based Systems
	3 Visualizing Model Evolution with Rule Chains
	3.1 Similarity and Distance Measures for Fuzzy Rules
	3.2 Rule Chains
	3.3 Concept Drift Detection with Rule Chains

	4 Illustration
	5 Conclusion
	References

	Recovery Analysis for Adaptive Learning from Non-stationary Data Streams
	1 Introduction
	2 Learning under Concept Drift
	3 Recovery Analysis
	3.1 Main Idea and Experimental Protocol
	3.2 Bounding the Optimal Generalization Performance
	3.3 Practical Issues

	4 Illustration
	5 Conclusion
	References

	Analysis of Roles and Groups in Blogosphere
	1 Introduction
	2 Overview
	3 General Model
	4 Description of Experiments
	5 Conclusion
	References

	Knowledge Generalization from Long Sequence of Execution Scenarios
	1 Introduction
	2 Related Works
	3 Generalization Algorithm for Context Patterns
	4 Similarity between Sets of Patterns
	5 Experimental Evaluation
	6 Conclusions
	References

	Incremental Learning and Forgetting in One-Class Classifiers for Data Streams
	1 Introduction
	2 Weighted One-Class Support Vector Machine
	3 Incremental Learning and Forgetting in One-Class Classification
	3.1 Incremental Learning
	3.2 Incremental Forgetting

	4 Experimental Investigations
	4.1 Set-Up
	4.2 Results
	4.3 Results Discussion

	5 Conclusions
	References

	Comparable Study of Statistical Tests for Virtual Concept Drift Detection
	1 Introduction
	2 Statistical Tests
	2.1 Detecting Concept Drift

	3 Experiments
	3.1 Data
	3.2 Scoring and Results

	4 Conclusions and Future Work
	References


	Part IV Image Processing and Computer Vision
	An Experimental Comparison of Fourier-Based Shape Descriptors in the General Shape Analysis Problem
	1 Introduction
	2 Fourier-Based Shape Descriptors
	2.1 Two-Dimensional Fourier Descriptor
	2.2 UNL-F Fourier
	2.3 Generic Fourier Descriptor

	3 Experimental Conditions and Results
	4 Conclusions
	References

	Extraction of the Foreground Regions by Means of the Adaptive Background Modelling Based on Various Colour Components for a Visual Surveillance System
	1 Introduction
	2 Main Properties of the Developed System
	3 Adaptive Background Modelling Algorithm Based on Gaussian Mixture Models
	4 Conditions of the Experiments and Exemplary Results
	5 Conclusions
	References

	Repeatability Measurements for 2D Interest Point Detectors on 3D Models
	1 Introduction
	2 Background
	3 Method
	4 Results
	5 Conclusion
	References

	Extended Investigations on Skeleton Graph Matching for Object Recognition
	1 Introduction
	2 Related Work
	2.1 Path Similarity Skeleton Graph Matching

	3 Investigations on the Path Similarity Skeleton Graph Matching Algorithm
	3.1 Flipped Images
	3.2 1-to-1 Matching
	3.3 Spurious Skeleton Branches

	4 Recognition Performance
	5 Conclusion
	References

	Low-Level Image Features for Stamps Detection and Classification
	1 Introduction
	2 Algorithm Overview
	2.1 Image Preprocessing
	2.2 Stamp Detection
	2.3 Stamp/No-Stamp Verification
	2.4 Stamp Shape Classification

	3 Experiments
	4 Summary
	References

	Stochastic Approximation to Reconstruction of Vector-Valued Images
	1 Introduction
	2 Mathematical Preliminaries
	3 Reconstruction of Gray Level Images
	3.1 Euler’s Approximation
	3.2 Modified Diffusion
	3.3 Modified Diffusion with Random Terminal Time

	4 Reconstruction of Vector-Valued Images
	4.1 Vector-Valued Modified Diffusion with Random Terminal Time

	5 Experimental Results
	6 Conclusion
	References

	Image Segmentation with Use of Cross-Entropy Clustering
	1 Introduction
	2 Illustration of the Method
	3 Performing the Segmentation with Use of CEC
	4 Conclusion
	References

	Detection of Disk-Like Particles in Electron Microscopy Images
	1 Introduction
	2 CEC Approach to Circle Detection
	3 Description of the Algorithm
	4 Conclusion
	References

	A GPU Accelerated Local Polynomial Approximation Algorithm for Efficient Denoising of MR Images
	1 Introduction
	2 Local Polynomial Approximation
	3 GPU-Based Implementation of LPA
	3.1 The Execution Configuration
	3.2 The Basic Kernel
	3.3 Shared Memory
	3.4 Increased Thread Responsibility

	4 Experiments
	5 Results Discussion and Conclusions
	References

	Altair: Automatic Image Analyzer to Assess Retinal Vessel Caliber
	1 Introduction and Background
	2 Platform Overview
	3 Methodology and Results
	4 Conclusions
	References

	Real-TimeWrist Localization in Hand Silhouettes
	1 Introduction
	2 Related Literature
	3 Proposed Wrist Localization Algorithm
	3.1 Hand Orientation
	3.2 Locating the Local Extrema

	4 Experimental Validation
	5 Conclusions and Future Work
	References

	An s-layered Grade Decomposition of Images
	1 Introduction
	2 Grade Correspondence Analysis and Grade Outliers
	3 Experiments and Results
	4 Conclusions
	References

	System-Level Hardware Implementation of Simplified Low-Level Color Image Descriptor
	1 Introduction
	2 Existing and the Proposed Approach
	3 Image Matching Algorithm
	4 Hardware Implementation
	5 Summary
	References

	Reconstruction of Head Surface Model from Single Scan
	1 Data Acquisition
	2 Reconstruction Techniques
	2.1 Surface-Oriented Methods
	2.2 Volumetric Repair
	2.3 Fitting the Head Shape

	3 Implementation
	3.1 Strategy of Face Shape Reconstruction
	3.2 Mesh Modifications

	4 Examples of Face Reconstruction
	4.1 Comparison to Complete Face Reconstruction

	5 Conclusions
	References

	The Effectiveness of Matching Methods for Rectified Images
	1 Introduction
	2 3D Model Reconstruction
	2.1 Calibration of Imaging Device
	2.2 Epipolar Geometry and Relative Orientation
	2.3 Matching
	2.4 Triangulation

	3 Test Procedure
	4 Conclusions
	References

	The Print-Scan Problem in Printed Steganography of Face Images
	1 Introduction
	2 The Application Scenario
	3 The Print-Scan Process
	3.1 Distortion Models

	4 Steganography Methods
	4.1 Synchronization
	4.2 Selected Implementations

	5 Tests
	5.1 Testing the Distortions
	5.2 Testing the Steganography Method

	6 Summary
	References

	Phototool Geometry Verification
	1 Introduction
	2 Targets Analyse
	3 Experimental Results
	4 Conclusion
	References

	Structure from Motion in Three – Dimensional Modeling of Human Head
	1 Introduction
	2 Methods
	3 Experiment
	3.1 Aligning Photos
	3.2 Building Model Geometry
	3.3 Building Model Texture

	4 Conclusions and Future Work
	References

	A Short Overview of Feature Extractors for Knuckle Biometrics
	1 Introduction
	2 Feature Extractors for Knuckle Biometrics
	2.1 Gabor-Based Features
	2.2 (Probabilistic) Hough Transform
	2.3 SIFT and SURF Feature Extractors
	2.4 Ridgelets and Transforms (Radon, Riesz)
	2.5 Phase Correlation Based Knuckle Similarity Matching

	3 Conclusions
	References

	Three-Stage Method of Text Region Extraction from Diagram Raster Images
	1 Introduction
	2 Extraction Method of Region with Text
	2.1 Determining of Candidate Regions
	2.2 Classification of Candidate Regions
	2.3 Verification of Text Recognition with OCR Tool

	3 Experimental Results
	4 Conclusions
	References


	Part V Medical Applications
	Time Series of Fuzzy Sets in Classification of Electrocardiographic Signals
	1 Introduction
	2 Time Series of Fuzzy Sets
	3 Classification Methodology – Linear Case
	4 Classification Methodology – Nonlinear Case
	5 Numerical Experiments and Discussion
	6 Results
	7 Conclusions
	References

	Interpolation Procedure in Filtered Backprojection Algorithm for the Limited-Angle Tomography
	1 Introduction
	2 Analytical Interpolation
	3 Filtration
	4 Discrete Interpolation
	5 Numerical Simulation
	6 Conclusions
	References

	Classification of Uterine Electrical Activity Patterns for Early Detection of Preterm Birth
	1 Introduction
	2 Methods
	2.1 Signal Analysis
	2.2 Classification Method

	3 Results and Discussion
	References

	Diagnosis of Bipolar Disorder Based on Principal Component Analysis and SVM
	1 Introduction
	2 Materials and Methods
	2.1 Database
	2.2 Principal Component Analysis (PCA)
	2.3 Feature Extraction Process

	3 Experiments and Results
	4 Discussion and Conclusion
	References

	Genetic Algorithms in EEG Feature Selection for the Classification of Movements of the Left and Right Hand
	1 Introduction
	2 Genetic Algorithms as a Method for Feature Selection
	3 Experiments Settings
	4 Results and Discussion
	4.1 Genetic Algorithm - Classic Approach
	4.2 Genetic Algorithm - Proposed Approach

	5 Conclusion
	References

	On the Use of Programmed Automata for a Verification of ECG Diagnoses
	1 Introduction
	2 Definition of Structural Primitives
	3 Programmed Attributed Regular Grammar
	4 Programmed Attributed Finite-State Automaton
	5 Conclusions
	References

	Blood Flow Modeling in a Synthetic Cylindrical Vessel for Validating Methods of Vessel Segmentation in MRA Images
	1 Introduction
	2 Blood Vessel Segmentation
	3 Validation of Biomedical Image Processing Methods
	4 MRASimulation
	5 Blood Flow Modeling
	6 Results
	7 Conclusion
	References

	Swarm Optimization and Multi-level Thresholding of Cytological Images for Breast Cancer Diagnosis
	1 Introduction
	2 Multi-level Thresholding and Swarm Optimization
	2.1 Ant Colony Optimization
	2.2 Honey Bee Mating Optimization
	2.3 Firefly Algorithm

	3 Experimental Results
	4 Conclusions
	References

	Detecting Overlapped Nuclei Regions in the Feulgen-Stained Cytological Smears
	1 Introduction
	2 Searching for Textural Markers of the Overlap
	3 Experimental Results
	4 Summary
	References

	Density Invariant Detection of Osteoporosis Using Growing Neural Gas
	1 Introduction
	1.1 Background and Motivation
	1.2 Contributions and Organization of This Paper

	2 Preliminaries
	2.1 Growing Neural Gas Algorithm

	3 Methodology
	3.1 Extraction

	4 Experiments and Results
	5 Future Work
	References

	Cost Sensitive Hierarchical Classifiers for Non-invasive Recognition of Liver Fibrosis Stage
	1 Introduction
	2 Liver Fibrosis Recognition
	3 Cost Sensitive Hierarchical Classifier
	4 Experimental Investigations
	4.1 Set-Up
	4.2 Results
	4.3 Results Discussion

	5 Conclusions
	References


	Part VI Miscellaneous Applications
	A Blinking Measurement Method for Driver Drowsiness Detection
	1 Introduction
	2 Proposed Approach
	2.1 Face Detection and Eyes Localization
	2.2 Geometric Features Extraction
	2.3 Experiments and Prototypes

	3 Conclusion
	References

	Description of Human Activity Using Behavioral Primitives
	1 Introduction
	1.1 Combining Telemedical and Surveillance Techniques
	1.2 Multimodal Representation of Behavior

	2 The Idea of Decomposition of Behavioral Description
	2.1 Selecting a Decomposition Base for the Behavioral Record
	2.2 Basic Operations on a Decomposed Behavioral Record

	3 Gathering the Behavioral Information
	3.1 Decomposition of Human Shape for a Posture Detector
	3.2 Complementary Information for Human Activity Monitoring

	4 Conditions and Results of Tests
	4.1 Testing Conditions
	4.2 Test Results

	5 Discussion
	References

	How to Become Famous? Motives in Scientific Social Networks
	1 Introduction
	2 Related Work
	3 Motives
	4 Dataset
	5 Experiments
	6 Conclusions
	References

	AdaBoost for Parking Lot Occupation Detection
	1 Introduction
	2 Releated Work
	3 Boosting, AdaBoost
	4 Our Approach – Proposed Method
	4.1 Improvements of Detection Rate

	5 Experiments
	5.1 Training Set
	5.2 Real World Tests

	6 Conclusion
	References

	Blink Detection Based on the Weighted Gradient Descriptor
	1 Introduction
	2 The Weighted Gradient Descriptor
	3 The modifications of the WTG
	4 Results
	5 Conclusion
	References

	Touchless Input Interface for Disabled
	1 Introduction
	2 Touchless Techniques for Input Interfaces
	3 Interface Conception
	4 The Interface Principles and the Gesture Detection
	4.1 Gestures and Actions
	4.2 Marker Modes

	5 Conclusions
	References

	Architecture of the Semantically Enhanced Intellectual Property Protection System
	1 Introduction
	2 SeiPro2S Functionality and Architecture
	2.1 System Architecture
	2.2 Text Refinement
	2.3 Semantic Compression
	2.4 Searching for Common Sequences (SHAPD2)

	3 Summary
	References

	Validation of Clustering Techniques for User Group Modeling
	1 Introduction
	2 Cluster Validation
	3 S_GS Validity Index
	4 Student Case Study
	5 Experiment Results and Discussion
	6 Concluding Remarks
	References

	Parking Lot Occupancy Detection Using Computational Fluid Dynamics
	1 Introduction
	2 Occlusion Handling
	3 Image Features Extraction and Transfer
	4 Force Field Generation
	5 Weight Assignment Procedure
	6 Evaluation
	7 Conclusion
	References

	Human Fall Detection Using Kinect Sensor
	1 Introduction
	2 Motivation and Background
	3 Fall Detection on Embedded Platform
	4 V-disparity Based Ground Plane Detection
	5 Person Segmentation
	6 Experimental Results
	7 Conclusions
	References

	Evaluation of Various Techniques for SQL Injection Attack Detection
	1 Introduction
	2 Previous Work
	3 Algorithm for Modeling the Normal Traffic
	4 Experiments
	5 Results
	6 Conclusions
	References

	Task Allocation in Distributed Mesh-Connected Machine Learning System: Simplified Busy List Algorithm with Q-Learning Based Queuing
	1 Introduction
	2 Task Allocation Problem
	3 Allocation Algorithms
	4 Reinforcement Learning
	5 Experimentation System and Results
	6 Conclusions
	References

	Power Saving Algorithms for Mobile Networks Using Classifiers Ensemble
	1 Introduction
	2 Identify Energy Saving Opportunities
	2.1 Temporal Traffic Changes
	2.2 Spatial Traffic Changes

	3 Problem, Methods and Research Environment Description
	3.1 Problem Overview
	3.2 Method 1 - Threshold Algorithm
	3.3 Method 2 – RRC Based Algorithm
	3.4 Research Environment

	4 Experiments
	4.1 Results and Discussion

	5 Conclusions and Further Work
	References

	Hardware Implementation of Fourier Transform for Real Time EMG Signals Recognition
	1 Introduction
	2 EMG Signals Acquisition and Processing
	3 Digital Hardware
	4 Conclusions
	References

	Data Preprocessing with GPU for DBSCAN Algorithm
	1 Introduction
	2 Algorithm
	2.1 DBSCAN
	2.2 GPU Data Preprocessing
	2.3 Implementation

	3 Experiment
	3.1 Set-Up
	3.2 Results

	4 Conclusions
	References


	Part VII Pattern Recognition and Image Processing in Robotics
	Structured Light Techniques for 3D Surface Reconstruction in Robotic Tasks
	1 Introduction
	2 The Geometry of Structured Light
	3 Image Processing
	4 Experimental Results
	5 Conclusions
	References

	Multi-modal People Detection from Aerial Video
	1 Introduction
	2 Related Work
	3 Method
	3.1 Overview
	3.2 Infrared Processing
	3.3 People Detection
	3.4 Tracking

	4 Results
	5 Conclusions
	References

	The Classification of the Terrain by a Hexapod Robot
	1 Introduction
	2 Experimental Setup
	2.1 Robot
	2.2 Terrain Types
	2.3 Data Registration

	3 Classification and Results
	3.1 Feature Vector
	3.2 Variable Importance

	4 Conclusions and Future Work
	References

	Robust Registration of Kinect Range Data for Sensor Motion Estimation
	1 Introduction
	2 Related Work
	3 Range Data Registration
	3.1 The Basic Algorithm for Point Cloud Matching
	3.2 Matching Point Clouds Using Features
	3.3 Estimating the Transformation
	3.4 Implementation of the Data Registration Method

	4 Experiments and Results
	4.1 Tests in a Controlled Environment
	4.2 Application-Oriented Experiments

	5 Conclusions
	References

	Utilization of Depth and Color Information in Mobile Robotics
	1 Introduction
	2 Motivation
	3 Sources of Depth Maps with Registered Color Information
	4 Aiding Segmentation Process with Additional Data
	5 Localization and Obstacle Detection by an Optical-Flow System
	6 Verification Step in Object Detection
	7 Summary
	References


	Part VIII Speech and Word Recognition 
	Texture-Based Text Detection in Digital Images withWavelet Features and Support Vector Machines
	1 Introduction
	2 Related Work
	3 Text Detection
	4 Experimental Results
	5 Conclusion
	References

	Automatic Disordered Syllables Repetition Recognition in Continuous Speech Using CWT and Correlation
	1 Introduction
	2 CWT
	2.1 Mother Wavelet
	2.2 Scales
	2.3 Smoothing Scales
	2.4 Windowing

	3 Correlation
	4 Automatic Disordered Syllabes Repetitions Recognition
	4.1 Speech Fragments Detecting Algorithm
	4.2 Syllabes Repetitions Finding Algorithm
	4.3 Evaluation and Optimalization of the Method
	4.4 Input Data
	4.5 Results

	5 Conclusions
	References

	Evaluation of the Document Classification Approaches
	1 Introduction
	2 Related Work
	3 Proposed Method
	3.1 Lemmatization
	3.2 Part-Of-Speech (POS) Tagging
	3.3 Feature Selection
	3.4 Document Model

	4 Experiments
	4.1 Tools and Corpora
	4.2 Impact of the Size of the Feature Vector
	4.3 Impact of the POS Tag Filtering
	4.4 Impact of the Lemmas
	4.5 Document Classification Using the Best Configuration of the Classifiers

	5 Conclusions and Future Work
	References

	The Prolongation-Type Speech Non-fluency Detection Based on the Linear Prediction Coefficients and the Neural Networks
	1 The Introduction
	2 The LPC Method
	2.1 Linear Prediction
	2.2 Levinson-Durbin Algorithm

	3 The Neural Networks
	4 The Methodology
	4.1 The Research Conception
	4.2 The Materials and the Procedure

	5 The Classification Results
	6 TheConclusions
	References


	Author Index



