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Preface

We are pleased and honoured to present the proceedings of the Eight In-
ternational Conference on Dependability and Complex Systems DepCoS-
RELCOMEX which was held in a beautiful Brunéw Palace, Poland, from
gth ¢o 13th September, 2013.

DepCoS — RELCOMEX is an annual conference series organized by the
Institute of Computer Engineering, Control and Robotics (CECR), Wroctaw
University of Technology, since 2006. Its idea came from the heritage of
the other two cycles of events: RELCOMEX (1977-89) and Microcomputer
Schools (1985-95) which were organized by the Institute of Engineering Cy-
bernetics (the previous name of CECR) under the leadership of prof. Woj-
ciech Zamojski, now also the DepCoS chairman. In contrast to those previous
events focused on the classical reliability analysis, the DepCoS mission is to
promote a more comprehensive approach which in the new century has earned
the name dependability.

Contemporary technical systems are integrated unities of technical,
information, organization, software and human (users, administrators and
management) resources. Their complexity stems not only from involved
technical and organization structures (comprising both hardware and soft-
ware resources) but also from complexity of information processes (process-
ing, monitoring, management, etc.) realized in their operational environment.
With system resources being dynamically allocated to the on-going tasks, a
flow of system events (incoming and/or on-going tasks, decisions of a manage-
ment system, system faults, defensive system reactions, etc.) may be modelled
as a deterministic or/and probabilistic event stream. Complexity and mul-
tiplicity of processes, their concurrency and their reliance on the in-system
intelligence (human and artificial) significantly impedes the construction of
strict mathematical models and limits evaluation of adequate system mea-
sures. In many cases, analysis of modern complex systems is confined to
quantitative studies (e.g. Monte Carlo simulations) which prevents develop-
ment of appropriate methods of system design and selection of policies for
system exploitation. Security and confidentiality of information processing
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introduce further complications into the system models and the evaluation
methods.

Dependability tries to deal with all those challenges by employing a multi-
disciplinary approach to theory, technology and maintenance of systems work-
ing in a real (and very often unfriendly) environment. As opposed to “classic”
reliability which focuses mainly on technical system resources (components
and structures built form them), dependability studies investigate the sys-
tem as a multifaceted and sophisticated amalgamation of technical, informa-
tion and also human resources concentrating on efficient realization of tasks,
services and jobs in such an environment. Traditional methods of reliability
evaluation focused mainly on technical levels are usually insufficient and more
innovative methods of dependability analysis, often based on intelligent and
soft computing algorithms, need to be applied. The 50 submissions selected
for this volume illustrate the wide diversity of problems that need to be ex-
plored, for example methodologies and practical tools for modelling, design
and simulation of the systems, security and confidentiality in information
processing, specific issues of heterogeneous, today often wireless, computer
networks, management of transportation networks, etc.

In the closing words of this introduction we would like to emphasize the
role of all reviewers whose support helped to refine the contents of this vol-
ume. The following people took active part in the evaluation process of the
conference submissions: Salem Abdel-Badeeh, Andrzej Biatas, Frank Coolen,
Manuel Gil Perez, Zbigniew Huzar, Vyacheslav Kharchenko, Alexey Lastovet-
sky, Marek Litwin, Jan Magott, Istvan Majzik, Jacek Mazurkiewicz, Yiannis
Papadopoulos, Oksana Pomorova, Krzysztof Sacha, Miroslaw Siergiejczyk,
Ruslan Smeliansky, Janusz Sosnowski, Jarostaw Sugier, Victor Toporkov,
Tomasz Walkowiak, Max Walter, Bernd E. Wolfinger, Marina Yashina, Wo-
jciech Zamojski, and Wlodzimierz Zuberek.

Finally, we would like to express our sincere gratitude to the authors of all
the works selected for publication — we hope that their submissions will be
interesting to scientists, researchers, practitioners and students who investi-
gate dependability problems in computer systems and networks, and in their
diverse applications.

The Editors
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Application Level Execution Model for
Transparent Distributed Computing

Razvan-Mihai Aciu and Horia Ciocarlie

Department of Computer and Software Engineering, “Politehnica” University of Timisoara
Blvd Vasile Parvan, Nr. 2, Postcode 300223, Timisoara, Romania
razvanaciu@yahoo.com, horia@cs.upt.ro

Abstract. Writing a distributed application involves using a number of different
protocols and libraries such as CORBA, MPI, OpenMP or portable virtual ma-
chines like JVM or .NET. These are independent pieces of software and gluing
them together adds complexity which can be error prone. Still, some issues such
as transparent creation and synchronization of the parallel distributed threads,
code replication, data communication and hardware and software platform ab-
straction are not yet fully addressed. For these reasons a programmer must still
manually handle tasks that should be automatically and transparently done by the
system. In this work we propose a novel computing model especially designed to
abstract and automate the distributed computing requirements ensuring at the same
time the dependability and scalability of the system. Our model is designed for a
portable virtual machine suitable to be implemented both on hardware native in-
struction set as well as in other virtual machines like JVM or .NET to ensure its
portability across hardware and software frameworks.

1 Introduction

Distributed computing is a domain with intense research and applicability in many
areas like biology [1-2], physics [3-4], agriculture [5], computing [6]. As the com-
puter networks are increasingly popular, there are more and more possibilities to
access data storage and computation power which allows solving of problem types
earlier accessible only to supercomputers or dedicated data centers. The main
parallelization opportunities today are represented by CPUs with multiple cores,
distributed computing in a network and specialized computing using GPUs.

We focus mainly on showing a reliable model for transparent distributed com-
puting, capable to handle by itself almost all the low level details needed by
network code replication, data communication and distributed thread synchroniza-
tion. We demonstrate that our model insures hardware and software abstraction, it
scales well with the available computing resources and it is sufficiently general to
handle other aspects involved in heterogeneous distributed computing such as
different operating systems or abstracting the execution on CPU cores or in a
network.

W. Zamojski et al. (Eds.): New Results in Dependability & Comput. Syst., AISC 224, pp. 1{10.
DOI: 10.1007/978-3-319-00945-2_1 © Springer International Publishing Switzerland 2013
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For applications that run on a single machine, the task of writing a parallel al-
gorithm is simplified by the fact that many aspects involved are the same, for
example the memory layout and access, threads creation and synchronization,
computing units binary code. There are some models and libraries like OpenMP
that address this situation using special preprocessor instructions or annotations to
instruct the compiler to automatically parallelize a loop [7-8]. At the same time
many modern additions to standard libraries provide high level concepts for paral-
lel computing, for example thread pools.

When the same algorithm is implemented for distributed computing new prob-
lems arise. We mention different data layout and instruction, different operating
systems and possible network failures. To address the above issues different stan-
dards and libraries were proposed: CORBA, MPI, Java RMI, DCOM and Ibis [8].
Most of these are low level protocols that try to hide the distributed platform dif-
ferences, but they are not sufficiently high level to hide from the programmer
details like code replication or data synchronization [8-9].

Another fundamental issue for any distributed system is its scalability, due to
the fact that the system should make an optimal use of all its computing resources
[10]. Heterogeneous resources are available in many different versions, speeds or
instruction sets. This makes hard for the programmer to make an optimal use of
these resources, in order that their combined workload to lead to a minimal appli-
cation processing time or to another desired target [11]. At the same time some
resources can have a dynamic behavior, because they can be added or removed
from the system by request or due to network errors.

When analyzing these aspects, it can be seen that most of the work involved in
writing distributed software is in fact necessary to address repetitive and standard
tasks. All these tasks can be automatically addressed by using a proper infrastruc-
ture and model. Such an application level model greatly improves the software
dependability. We present such a model, motivate our design decisions and show
the results of one of its possible practical implementations.

2 Application Level Distributed Computing Model

Ideally speaking, a transparent application level model should hide from the pro-
grammer any low level task. At the same time, it should fit with only minimal
additions to the existing programming languages and frameworks, so it can be
easily implemented. Our model involves only three concepts, close to OOP pro-
gramming style and it should seem familiar to any programmer with an OOP
background. We will present it by using an example.

We chose to implement the well known Mandelbrot set on a given interval. The
example is written in a C++-like language and shows the relevant code for our
model:
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unit MandelbrotLine({
double xMin,xMax;
int width,maxIterations;
MandelbrotLine (double xMin,double xMax,int width, int maxItertions)
{
this->xMin=xMin;
his->xMax=xMax;
this->width=width;
this->maxIterations=maxIterations;

}

string run (double vy)

{
int pixel,iteration;
stringstream r;
double xi,yi,xb,xtemp;

for (pixel=0;pixel<width;pixel++) {
xb=xMin+pixel* (xMax-xMin) /width;
xi=yi=0;
iteration=0;
while (xi*xi+yi*yi<2*2&& iteration<maxIterations) {
xtemp=xi*xi-yi*yi+xb;
vi=2*xi*yi+y;
xi=xtemp;
iteration++;
}
r<<iteration%256<<" "; //to gray tones
}
return r.str();
}
}

#define WIDTH 1000

#define HEIGHT 1000

#define MAX_ ITER 10000

int main ()

{

int lineIdx;

double yvLine;

string img [HEIGHT] ;

double xMin=0.33072017,xMax=0.33925741;
double yMin=0.04369091, yMax=0.0522281593;

with (img;MandelbrotLine (xMin, xMax, WIDTH, MAX_TITER) ) {
for (lineldx=0;1ineIdx<HEIGHT; lineIdx++) {
yLine=yMin+lineIdx* (yMax-yMin) /HEIGHT;
run|[lineIdx] (yLine) ;
}
}
ofstream file("mandelbrot.pgm") ;
file<<"P2"<<endl<<WIDTH<<", "<<HEIGHT<<endl<<"255"<<endl;
for (lineIdx=0;1ineIdx<HEIGHT;lineldx=1ineIdx+1)
file<<img[lineIdx]<<endl;

}

Fig. 1 Model example for a distributed algorithm

For each image line a new invocation is created. An invocation encapsulates all
data needed for a single computation and it is asynchronously run on a separate
distributed thread when a computing resource becomes available.
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In our model, a thread is always associated with a resource (the existent cores
in network) and the maximum number of threads is at most equal to the number of
resources. In this way we eliminate the unnecessary task switching and at the same
time we use all the resource at their maximum capacity. If the number of invoca-
tions exceeds the available resources, the invocations are put in a queue, waiting
for resources to become available. We use the term “invocation” for a scheduled
computation and the term “thread” for running invocation.

The example program computes distributedly all the invocations, waits for all
of them to complete and writes the results into a file. We used three special con-
cepts to make this program distributed. These concepts are detailed below, each
one with its own semantics and requirements.

1) The “unit” concept: is the main encapsulation block for an invocation. Like
a regular class from the OOP languages it can contain attributes and methods.
When used, a “unit” can be run locally, on the same machine, or it can be transpa-
rently sent to another computer from the network. There are some significant dif-
ferences between a “unit” and a regular class. These differences and their rationale
are as follows:

The “unit” constructors are used to set the initial state for all the created
threads. The constructors are called in the “with” statement (explained in II.B) and
the same data is used to initialize all the threads. In our example all the threads
have the same x-axis interval [xMin, xMax], the horizontal resolution width and
the maximum number of iterations, maxlterations.

The “unit” “run” methods are used to specify the code for threads. Their para-
meters are initialized from the scheduled invocations and their result is returned to
the caller after the thread ends. In our example every thread needs only its y posi-
tion on the y-axis to compute a particular line.

The main difference between the constructor data and the invocation data
comes from the fact that the constructor data is the same for all invocations, so it
can be sent only once for every machine, no matter how many invocations will run
on that specific machine. Instead, an invocation data needs to be specifically sent
for each thread.

A “unit” can use extern functions or other types such as classes, but it cannot
access, directly or indirectly, extern data. If it accesses functions or classes, these
are automatically packed with it and sent to the remote machine. The rationale for
not allowing extern data access is that it would require a lot of slow and unreliable
network traffic, including data serialization and synchronization with other
threads. If the programmer will try to use from a remote “unit” some external data
in the same way as a regular local data, this will greatly slowdown the entire
thread and will also create a bottleneck for all the other (possibly remote) threads
waiting to access that data. Because of this, it was chosen for every thread to be
able to access only its own data and this data is sent along with it.

2) The “with” concept: is an encapsulation block for creating and synchroniz-
ing invocations. “with” accepts two or three parameters, separated by semicolons.
The first one is a destination for the threads results, the second is a “unit” con-
structor and the third one, which is optional, is a set of flags to control different
aspects of the statement.
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The destination can be an n-dimensional array, an object with a special inter-
face or a function/closure. In case of an array, it will hold after the execution of
the “with” block at the positions given by the invocations ordinals (explained at
the “for” concept) the results of the invocations. If objects are used as destination,
they must implement a specific interface with a handler method. In case of func-
tions/closures, they will receive the invocations results and ordinals as parameters.

The “unit” constructor is used to specify what “unit” will be used (only one for
a “with” statement) and its initial data. This data will be the same for all threads
creation. The optional “flags” parameter is a set of flags used to specify different
aspects, for example the restriction to use only local cores (no network traffic), to
enable/disable the GPU processing, etc.

“with” ensures on its end the computation of all invocations and the synchroni-
zation of all the running threads, waiting for them to complete, similar with the
“join” functions used in multithreading programming. The underlying framework
is also responsible with the “unit” code replication in network, data serialization
for invocations parameters and results and automatic rerun for computations lost
due to network errors. The “with” statement also acts as a threads pool and it mon-
itors the status of the processing units (CPU, GPU, network computers), assigning
new invocations to them when there are free resources.

3) The “run” concept: can be used only inside “with” and consists of two lexi-
cal parts. The first part is represented like an n-dimensional array access and it is
used to specify the ordinals of the invocation. The second part is represented like a
function call and it is used to specify invocation specific parameters to be passed
to the unit “run” methods.

The invocation ordinals are used to specify unique ids for every invocation.
Our Mandelbrot example uses only one ordinal, which is the index of the line
returned by the invocation. The parameters specified in the second part of the
“run” statement will be used on that specific invocation run.

The “run” statement creates and stores an invocation for the threads pool pro-
vided by the encapsulating “with”. In this way the system can optimally choose
how to run the invocations, one by one or in batches (for GPUs).

3 Model Performance

To assess the theoretical performance of our model, we consider N¢ computers in
the distributed system with a total of Np processing units (cores) which need to
execute a number of N invocations (Np<Nj), each invocation requiring a T; time
to complete and Ty is the time to setup one computer (send the “unit” to it):

Tr=Ts+ Ni/Np [Ty, (0
where Tr is the total computation time and |_X-|=min{ne Z | n>x0} 2)
if Np— Np: lim Tr=Ts*T; 3

Np—Ny

In that case the total execution time for all distributed threads is the execution time
of the longest thread (if there are heterogeneous resources) and the setup time for
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the remote computers, which depends on factors like the size of the “unit” data
and network usage.

As T can also be seen as Ti=T+Tc 4)

where Ty is the time needed for network operation (sending the “run” parameters
to the processing unit and receiving the results from it) and Tic is the effective
computation time on the processing unit, in the best case

(Np=N)): T=Ts+Ti\+Tic ®)

Because Ts+Ty depends only on the network performance, for optimal results it is
best that it’s weight with respect to the overall computing time to be as small as
possible. The optimal case is when the Tc of the distributed threads is much larger
than Tg+T, so the distributed system spends most of its time in doing the effec-
tive computation than on network traffic. In this case, the performance of the
distributed computation becomes close to the performance of executing all the
invocations locally on a machine with Nj cores.

4 Implementation and Study

We implemented our model by developing a special virtual machine (VM) and
associated runtime, capable to run the VM on CPU cores. For every machine all
the computing resources are abstracted using a server which can receive a “unit”
and invocations to be run on it. An application runs as a client and it makes re-
quests to the available servers when it needs to run multiple threads. The whole
process takes place according to the following steps:

1) The client checks for the available servers: A list of network hosts is used
and every machine is queried about its server version, protocol and the number of
available cores.

2) The client runs the application: We designed a register based, strongly typed
VM with high level abstractions like functions and classes and automatic memory
management. Having a portable VM which acts like an abstraction layer between
the application and the host available capabilities (native execution using the CPU
instruction set or execution on a particular VM like JVM or .NET) allows us
to use almost any computer, ensuring both hardware and software framework
independence.

A register based VM is also very important for running threads on GPU cores.
In order to do this in a portable way, the GPU driver (CUDA or OpenCL) must
receive a kernel function written in a C/C++ like language. In our case, the func-
tions from inside a “unit” must be recompiled from the VM opcodes to the re-
quired language and using a register based VM makes this job easy.

3) When the application enters a “with” statement, the runtime is invoked to
create a scheduler: The scheduler receives the unit constructor parameters, the
receiver and possible options. The constructor parameters are serialized only once,
in the beginning, as they remain constant.
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A scheduler creates when needed a number of worker threads, each one respon-
sible with the connection to a computing resource on a server. The worker com-
municates with the server using a socket which is maintained open during all the
worker life. On the server side a new connection object is created in a separate
thread for each worker, so every connection will run in a CPU core.

Before handling invocations, a worker makes sure that the needed code (the
“unit” code and all its dependencies) are available on server. The server is able to
cache all the code sent to it, so a “unit” must be sent only once to each server. The
arguments for the “unit” constructor are also sent for each worker.

4) On a “run” statement, a new invocation is added: The scheduler keeps a list
of all the invocations. The invocations are added asynchronously. When an invo-
cation is added, the scheduler checks if there are available workers for that invoca-
tion and if not tries to create a new one using the list of the available servers. At
most, the total number of workers can be equal with the total number of cores in
all servers from the list.

5) When a worker is free, it processes an invocation from the invocations list:
On server a new VM instance is created on the worker’s connection. The “unit”
constructor is called with the initialization data already on server so a new “unit”
instance will be available.

The worker sends the specific “run” method signature (to allow method over-
loading) and its parameters. The “run” method is run on server, isolated on the
connection’s specific VM instance.

The server serializes the “run” results and returns them to the worker. If an er-
ror occurs during the processing (for example network errors), the worker puts
back the invocation in the invocations list for reprocessing. If there is no error, the
results are put/sent to the “with” receiver.

In this way, the workers will take invocations from list, run them remotely and
put the results where needed. The process continues until there are no invocations
left for processing.

6) At the end of the “with” statement, the scheduler waits for the completion of
all invocations: For this the invocations list must be empty and all workers must
have ended their current jobs. After all the invocations are processed, all workers
are ended and the scheduler is disposed. On the server side, the resources allocated
to the connections are also disposed.

5 Experimental Results

We tested the implementation performance and scalability both on a processor’s
local cores and in a network of 10 computers. Our test program is the one from
Fig. 1 with HEIGHT=2000, so we have a total of 2000 invocations. The program
implementation in our VM resulted in a code set of about 1.1KB and every set
were run with a clean server, so on each run the servers invocation setup needed to
be complete, by sending each time the required application code to them.

For each test we measured the speedup from the case with 1 core or 1 computer
to test the scalability of the distributed computing system and the workload on
each core, measured in the percent amount of distributed invocations computed on
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that core, to evaluate the implementation capacity to distribute evenly the invoca-
tions on all available processing units.

The best scalability would be if the speedup is equal with the number of com-
puters/cores involved in computation from the case of performing the computation
on only one computer/core. The best workload distribution would be if all the
invocations would be distributed completely equal on all the available processing
units, assuming that all the processing units have equal capabilities.

5.1 Tests on a Computer Network

We used a Wi-Fi network of 10+1 computers with 2 cores each and all cores were
used. The invocations were allowed to run only on remote computers and one
computer was used only to run the main application, so all the created threads can
run in equal conditions. We started with one computer and on each test added
another computer to the available servers. The results for speedup can be seen in
Fig. 2 and for the workload on every core from all computers in Fig. 3.

595

526

202

Speedup from 1 computer (x)
g
b
=
Workload on every core (%)

1.00

12 3 4 5 6 7 8 9 1
Number of computers Number of computers

o

Fig. 2 Speedup results on network Fig. 3 Workload results on a computer network

When the number of computers is small, so the amount of total computation on
each computer is high, the speedup when adding a new one is very close to the
optimal case. When the number of computers is higher, the network setup and
traffic time, which are constant, starts to have a significant proportion, so the
speedup is smaller. This is consistent with our theoretical model performance
presented in Section III-D.

Even if we used a Wi-Fi network with lower reliability, the system did a good
job in allocating an equal number of invocations on every core. From our test
results, the maximal percent difference from the optimum was 13.6%, with an
average percent difference of maximum 5% for all test runs.



Application Level Execution Model for Transparent Distributed Computing 9

5.2 Tests on a Computer Cores

We used a computer with 4 cores. We started with one core and on each test we
added another core. The results can be seen in Fig. 4 for speedup and in Fig. 5 for
the workload on every core.

Because on running invocations only in the local processor cores there is no
network traffic involved, the Ts+Ty term from our theoretical model is 0 and only
a smaller overhead of threads synchronization is involved. In this case, the spee-
dup has a linear grow, close to the optimal case, both in the beginning and at the
ending of the graphic.
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Fig. 4 Speedup results on a computer cores Fig. 5 Workload results on a computer cores

Even if one core was also used to run the main application, the implementation
succeeded to distribute the invocations on every core close to the optimal case.
From our test results, the maximal percent difference from the optimum was 0.6%,
with an average percent difference of maximum 0.6% for all test runs. The small
difference from the optimal workload even if one core also runs the “with” sche-
duler, proves that it mainly waits for the threads to complete, so it takes only very
few computing resources.

6 Conclusion

We proposed an application level model for dependable transparent distributed
computing. We showed that using only 3 concepts it is possible to model a large
domain of distributed algorithms. The model semantics is close to the OOP, which
makes the concepts easily to be implemented in most of the actual programming
languages.

Our implementation using a portable VM shown that a scheduling system based
on distributed thread pools can distribute the invocations computations across all
of the available computing resources in a close to optimal manner, obtaining a
well balanced workload. It has shown that different computing resources (CPU
cores or network computers) can be abstracted using server/client and threads
semantics.
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The experimental results indicate that the model is scalable, because it suc-
ceeded to use well the available resources and the speedups achieved were close to
performing the computations as by using multiple programs in parallel.

Even on network failures the application was able to run again the dropped in-
vocations, in order to complete them, so the model is dependable.

We further consider developing our work on directions that include using GPUs
as transparent computing resources, ensuring computation reliability and recovery
from more possible errors and optimal scheduling algorithms for heterogeneous
resources.
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Abstract. The chapter presents information about the first stage of validation of
the OSCAD tool for the risk reduction assessment within the decision support
process. First, general information about risk management and risk assessment is
given, and relations of the risk assessment with the flood issue are described. Ba-
sic information about the ValueSec project and its relations with risk assessment is
presented. Next, the results of first experiments heading for OSCAD usage as one
of the possible elements supporting the Risk Reduction Assessment (RRA) soft-
ware pillar in the ValueSec project are described. The possibility of OSCAD
usage for the RRA pillar was validated on the example of the so-called “flood use
case” of the ValueSec project. This use case relates to the assessment and selec-
tion of flood countermeasures. The main objective of the validation is to find out
if the risk assessment method implemented in OSCAD can be used for the flood
issue.

1 Introduction

The risk management process and risk analysis related issues are nowadays
quite well defined and established in standards. The ISO 31000 [1] and ISO
31010 [2] standards can be mentioned here which distinguish, among others, the
risk assessment and risk treatment activities within the whole risk management
process.

The same approach is proposed by ISO 27005 [3] which contains recommenda-
tions for the information security risk management.

The risk analysis and risk assessment aspects, as well as the risk level reduction
are also elements of many other normative documents, standards and recommen-
dations, for example standards for occupational health and safety management
systems (OHSAS 18001 [4]) which relate also to such issues as threats identifica-
tion, risk assessment and control.
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DOI: 10.1007/978-3-319-00945-2_2 © Springer International Publishing Switzerland 2013



12 J. Baginski

Regardless of the application domain of the risk management and risk assess-
ment, the basic definition of risk level is mostly described in the same way, as a
combination of incident (undesirable event) consequences and the likelihood
(probability) of its appearance:

R=C*L (1)

This formula (1) can be extended with additional elements, depending on the
analysis object and the results purposes. It can be supplemented for example with
financial aspects or other parameters influencing the risk value, like security
measures which reduce the risk level, their effectiveness, quality, etc.

The same approach is also used in the floodplain management programs, which
must consider the risk management aspect.

The requirements on the risk assessment in the flood domain come out of the
EU directive 2007/60/EC [5]. Due to the Directive requirements, the EU member
countries started during the last few years to launch flood management programs
with risk assessment as one of key elements. For example, the Scottish Environ-
ment Protection Agency (SEPA) [6] began The National Flood Risk Assessment
program. Based on this program results, the document Flood Risk Management
Planning in Scotland: Arrangements for 2012 -2016 [7] was prepared.

Other countries started to implement the risk management process and risk as-
sessment activities within the flood management programs. For example, on the
30th of July 2010, in Poland, the ISOK project began (“Informatyczny system
ostony kraju przed nadzwyczajnymi zagrozeniami”) [8], whose result was a report
[9] with the preliminary assessment of flood risk in Poland.

An important element of the risk management process is the security measures
(in case of flood — flood countermeasures) selection. The selection of appropriate
security measures is a vital problem for the decision makers, who have to take
efforts to keep their activities and decision making process transparent. Their deci-
sions must be backed by evidences of relevance selected solutions. These evi-
dences, in the case of security measures selection, may contain also risk analysis
results about the estimated efficiency, effectiveness, reliability, economic factors,
and other costs and benefits (like social, environmental, etc.).

The usage of software support for the security measures selection provides such
transparency and possibility to define clearly risk assessment rules and to docu-
ment the whole process. It also confirms that all necessary activities for the best
variant selection were performed.

The implementation of a software tool for such support is one of the main goals
of the ValueSec project. Its assumptions were described in more detail in [10] and
on the project website [11]. Within the project there will be a tool developed
which will support the decision making process. One of the test cases is the above
mentioned process of security measures selection in case of a flood.
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2 RRA in the Three Pillars Context

According to the assumptions worked out in the course of the project, while se-
lecting the security measures it is necessary to take into account such factors as the
risk reduction level offered by a security measure or a group of security measures,
the relation between costs and benefits gained from the measure implementation,
and the so called “qualitative criteria”, i.e. the assessment of “unmeasurable” pa-
rameters and impacts, such as social satisfaction, cultural, political, environmental
aspects, etc. [11].Therefore it was assumed the software supporting the security
measures selection, developed within the project, should be based on three pillars:

e Risk reduction analysis (RRA),
e Cost-Benefit Analysis (CBA),
e Qualitative Criteria Analysis (QCA).

Within the project a tool will be developed that will support the operations of
these three pillars. The validation of this tool will be performed in the five preli-
minarily chosen areas (contexts): public mass events, mass transportation, airport
security, communal security (with a flood protection application scenario), cyber
security

Due to the fact that the risk reduction analysis can be made using a number of
risk analysis tools, it was assumed that for the implementation of the first pillar the
existing tools will be used, while the CBA and QCA pillars will be fully imple-
mented within the project. For the implementation of the RRA pillar, the follow-
ing software tools were considered: Riger from ATOS, Lancelot from WCK, RAS
from Fraunhofer Institute, OSCAD from EMAG.

The tools were assigned to particular application scenarios in each context with
a view to check the correctness of the adopted solution about using a ready-to-use
risk analysis tool. OSCAD was selected to fulfill the RRA pillar in the “Flood use
case”. “Use case” can be defined as the set of security measures, which contains
the measures for evaluation in the ValueSec toolset.

3 Possibility of OSCAD Usage in RRA Pillar

The OSCAD system was developed at the Institute of Innovative Technologies
EMAG within a project co-financed by the National Centre for Research and De-
velopment (NCBiR) [12]. The OSCAD software was developed to support the
integrated system, consisting of a business continuity management (BCM) and
information security management (ISM) system. Risk analysis is an important
element of both these management systems.

The risk analyzer module implemented in OSCAD was worked out mainly
based on the requirements and recommendations of such standards as BS 25999
[13], ISO 27001 [14] and ISO 27005 [3]. They describe requirements and recom-
mendations for BCMS and ISMS. The possibilities of the OSCAD system and the
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risk analysis methods have already been described in [15], [16], [17]. The adopted
solution is partly based on the approach described in [18]. The adopted method of
threats and vulnerabilities assessment corresponds to earlier works conducted in
this domain in the EMAG Institute and described in [19], [20]. However, the me-
thod was modified and simplified.

The security attributes (confidentiality, integrity and availability) assessment
was distinguished in the form of the Business Impact Analysis — BIA. The low
level analysis in turn [18], called detailed analysis in OSCAD, does not take into
account a part of parameters proposed in [18] and related to risk assessment.
Thanks to that, the method used in OSCAD is simpler while the analysis can be
performed quickly and without any program support (if there is no such possibili-
ty). Additionally, there is no analysis of some economic parameters (e.g. cost effi-
ciency of security measures or return on investment). With OSCAD used for RRA
in ValueSec, the lack of the economic parameters analysis is not an obstacle since
this issue will be taken care of by the CBA pillar.

For the OSCAD tool a number of experiments and validations were performed,
e.g. for the pharmaceutical business (delivery of medications, medical supplies)
and the mining sector [21], but these experiments were not related to the flood
domain and were oriented on a wider scope of security management than just risk
management.

According to the EU directive [5] on the assessment and management of flood
risks, for this type of risk management the Member States shall establish objec-
tives, which will focus on the reduction of flood consequences (for human health,
the environment, cultural heritage, economic activity) and/or reduction of flood
likelihood. According to another directive requirement, during the risk analysis the
existing security measures should be considered. This means that, the way of cal-
culation used for the risk assessment in the OSCAD tool can be easily adapted to
the risk assessment in the flood domain.

The OSCAD method uses the following formula for the risk calculation:

C*L

=+*PC, 2)
SMi* SMta

where R means risk value, C and L mean Consequences and Likelihood of inci-
dent (flood) appearance. SMi and SMta parameters relate to existing or planned
security measures. Pc parameter means value of process criticality, which can be
assessed during the business impact analysis.

SMi and SMta were initially intended as security measures implementation
level and technical advancement level values. But thanks to the possibility of free
definition of values and descriptions of these parameters, they can be adapted to
the flood domain needs. Such a possibility is provided by the mechanism of
dictionaries implemented in OSCAD (Fig. 1). Based on the [9] SMta and SMi
parameters can be defined for example as a class of the flood countermeasure
structure, and the safety status of the flood countermeasure structure.
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Security measure technical advancement level dictionary

Name 4 Description Yalue
|2 High Autornatic cantrol 3
£ ‘9', Low Procedural controls 1
][ %] Medium Procedural controls with some technical support 2

Security measure Implementation level dictionary

Name Description Yalue A
[#] 2] Mane Mot irnplemented 1
sz 8] Partial Controls partially implemented 2
| 4] 3] Full Controls fully implemented 3
)
Add... Close

Fig. 1 Example of security measures assessment scales definition in OSCAD dictionaries

The same mechanism of dictionaries can be used to define and describe possi-
ble values of consequences (impacts) and likelihood (probability) of an adverse
event. Information about required probability levels is also presented in the EU
directive [5], which distinguishes three possible levels:

¢ floods with a low probability, or extreme event scenarios;
e floods with a medium probability (likely return period > 100 years);
e floods with a high probability, where appropriate.

Assigning values to these levels in the dictionary will allow to use them in the
formula (2) for the risk level calculation in the OSCAD tool. For the validation of
OSCAD usage in the flood domain, more precise values of probability (likelihood)
were defined (as presented in Fig. 2), but these values can be easily changed and
adjusted to the requirements.

Likelihood

Name

||| #] Mot significant

&Fn ©

Description ¥Yalue a

“ery low probability, Flood is practically not possible. Possible a 1

‘2, |#] Low Low probability, Possible appearance: 1x/50 years. 2
‘_2', |#] Medium Mediurn probability, Possible appearance: 1x/25 years. 3
||| %] High High probability, Possible appearance: 1x/5 years, 4
‘2'. .E. Very high Wery high probability. Possible appearance: more than 1x/5 yea 5

Add... Close

Fig. 2 Example of likelihood assessment scale definition in OSCAD dictionary

In the case of OSCAD usage in the ValueSec frames, it was necessary to ana-
lyze the possibility to adapt and configure OSCAD for the needs of the “Flood use
case”. For this purpose the documents describing the use case had to be analyzed
first. The data were prepared and provided by the project partners (Fraunhofer
Institute and The Centre for European Security Studies) with the participation of
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the employees of the Saxony-Anhalt Ministry of the Interior and Sports and
Saxony-Anhalt Ministry of Agriculture and the Environment.

The initial validation of OSCAD for the analyzed case was conducted based on
the data about the flood on the Elbe and Mulde rivers in the Magdeburg area in
Saxony-Anhalt. Information about the impact and size of previous floods came
from reports about floods in this area. Based on these materials main threats were
identified first, along with security measures which were assessed during RRA
within the “Flood use case”. Sample values of other parameters required for the
analysis in OSCAD were defined in the dictionaries (e.g. assessment scales used
to assess the impact, frequency of occurrence, security measures efficiency, etc.).

The dictionaries allow to freely assign values in a defined scale. These can be
successive natural numbers (1, 2, 3, ...) or the values can change with different
steps (e.g. 1, 5, 25, 100, ...). This way it is possible, to some extent, to control the
range of possible output values of the risk level, yet the general shape of the dia-
gram remains the same for the adopted formula (2), as presented in Fig. 3.

The range of risk value
N 0-50000 W 50000-100000 W 100000-150000

= 150000-200000 m 200000-250000 m 250000-300000
300000 —————
250000_...........
200000
150000
100000

Risk level

50000
o

Possible values g - — - ; 2 1
of (C*L) for Consequences =1 12 9 B 6 4

and likelihood = 16 Possible values of (SMta*SMi)
values (1; 5; 20; 100) for SMta and SMi values (1;2; 3;4)

Fig. 3 The example of risk values range depending on the parameters value

After entering the data to the OSCAD data base there was a trial to conduct a
risk analysis. The EU directive on floods lists possible aspects (operations) of the
flood management process. These operations (processes) are: prevention, protec-
tion and preparedness (Fig. 4). That is why there was an attempt to conduct an
analysis of processes comprising these operations.

Search for processes &BFs @
Marne: | |alsoinactive | |criticalonly | |search in subprocesses = Search
Type: | all ¥ | Group: | select... M Clear filter
Number = Name i | Type Group Owner Analyses
5z # Preparedness internal lC_)JSmith Jahn BIA, BIA, BCM
50 » Prevention internal lC_)JKDwalski Jan BIA, BCM
51 # Protection internal lC_)JMueHer Hans BIA, ISM

Export to CS¥

Close

Fig. 4 Example of possible processes for the flood domain registered in OSCAD
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The Business Impact Analysis (BIA) allows to assess the criticality (weight) of
each performed process, which, as the Pc parameter, is put into the risk formula (2)
and affects its value. The more important the process is, the higher is the risk level
related to the materialization of the threat in this process. The assessment is con-
ducted based on the definable business loss matrix which defines the considered
loss categories, the number of loss levels and the description of each level (Fig. 5).
In the course of the BIA analysis it is necessary to assign to each assessed process
the estimated level of losses which can occur after losing the security attribute.

Business loss matrix I [ e

@

Business loss | Levell [Short time ] | Level2 [Medium

category time]

Environmental ,ﬁ,No irmpacts or not ,Q,Med\um impact; Ii,High impacts (recovery -
significant impacts {recovery pef€sible possible within more than 5
(recovery possible within 5 YEArs)
within 1 year).

Financial loss |#*|Below 10.000.000 € | |&*|10.g00.000 € - |#*|Mare than 1.000.000.000 €

1400000000 £

Several injuried | M At least one fatality

Loss of live an it [#*|No or minor |

injuries,
Paolitical ._2_.N0 or not significant .2_.P055|b|e short-lived ._2_.P055|b|e claims of other

Business loss category A Justification

Environmental : (*) #* Wrong, incomplete disaster recovery plans for communication ro
Financial loss IiJ (*) 4% Loss of information integrity related to communication infrastruct
Loss of live an injuries 3 ’ Ii) L] 4 Loss of integrity of information required for cornrunication infras
Falitical l_liJ 2 Consequences: Atleast one fatality,

Social dissatisfaction l_liJ (2} 4% Loss of integrity of infarmation about traffic, detours, timetables,

Fig. 5 Example of business loss matrix used for the assessment of possible losses in BIA

If there are no processes distinguished for the “Flood use case”, and the flood
risk management is treated as one process, it is possible to have value ‘1’ for the
assessment of the impact of security attributes loss. Then the value of the process
will be equal to ‘1’ and it will be possible to proceed to the detailed analysis.

Within this analysis threats and vulnerabilities (i.e. weak points which can con-
tribute to the threat materialization) are identified (Fig. 6). The existing security
measures, which reduce vulnerabilities and counter threats, are also identified.

Edit analysis for 'Communication infrastructure' asset A €

Analysis in... = Documents Rights Confidenti... Integrity {(I) Availabilit... Compute ri... Analysis re...

Assets group: Communication infrastructure Yalue of group (CIAN 1 Process walue: 9

Threat/Yulnerability Probab Impact SM adv SM imp Risk (targetfprese; SM cost The level of risk a
Damage of a dam or dikes 1z (108) () 340000 (10000) 12 {108)

[ Faults in personnel training = 2 (3) 4 {4) z (1) 3(2) ‘_.:_. 12 (54) @ 60000 (10000) & % (38 %)

=y Lack of or inappropriate rew: 2 (3) 4 i{4) 3(1) 3(1) \__’, 8 (108} (] 280000 (0} 6 % (75 %)
Rising water level due to E 14 (27} (L) 350000 (150000} 14 (27)

|“4) Inappropriate ronitoring oft 3 {3} 304 z(2) 3(2) ‘;. 14 (277 2 z=0000 (50000) 9% (19 %)

=y Lack of drainage or inefficiet 3 (43 303 3(3) 3(2) ‘__’, 9 (18] (2 100000 {100000) 6 % (13 %)

Fig. 6 The example of threats and vulnerabilities selected in the flood use case
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The main threat considered in the case of a flood are the following:

e Heavy rainfall results in the rising water level and flooding of the given area
with direct impact (damaged communication and telecommunications infra-
structure, loss of lives and health, damages to the natural environment, ...) and
indirect impact (social dissatisfaction, disturbances in the functioning of enter-
prises and public institutions, epidemic threat, ...).

e Breakdown of the early warning system.

e Damage of a dam or dikes (failure to detect a high water level, inappropriate
maintenance of flood infrastructure).

OSCAD enables to enter the list of threats, vulnerabilities and security measures
to the data base and then to make connections between these values. Threats can
have typical vulnerabilities assigned, and the vulnerabilities — typical security
measures that reduce them (Fig. 7). The connections make it easier to search for
these elements during the risk analysis process.

Groups || show active only
¥ Communal security +| Threats: add selected
¥ Environmental Name &  Description
¥ (D Rising water level due to heavy rainfe Breakdown of the early warning syster Breakdown of the early warning systerr| *
M Lack of drainage or inefficient drai Damage of a dam or dikes - failure to Damage of a dam or dikes due to the f,
¥ ¥ Wrong rainfall prognoses Damage of a dam or dikes - inapprop Damage of a dam or dikes due to inap J
© Improvernent of weather s 3] Rising water level due to heavy rainfall The rising water level due to heavy rai
v W Inefficient retention and excess w Vulnerabilities:
© Water management of infl \E| oT— Description

© Construction of dams and 1[2] | |l
€ Designation and establishr \£|
v ¥ Defects in the maintenance of floo
© Intraduction of standards t | &/

Security measures:
» V Inappropriate monitoring of the w.

» Technical Name Description
» Organizational/procedural
» Human factors r

» Public mass event =

Fig. 7 View of dictionary for Threats-Vulnerabilities-Controls linkage

Next, for these parameters there is an assessment carried out to determine po-
tential impacts of the threat materialization and probability of the event occur-
rence. Additionally, the functioning security measures are assessed.

Based on the assessments the current risk level is calculated (Fig. 8) which will
be a point of reference to the risk values estimated after the security measure im-
plementation. This way it is possible to determine the risk reduction level
achieved for security measures considered in a given decision making process.
With the “Flood use case” the following security measures are considered:

e ‘Non-measure’, which means leaving the current situation as it.

¢ Building and/or extension of dikes in the particular area.

¢ Introduction of standardized crisis management support software for communal
crisis management task forces.
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Risk treatment b
Threat:Rising water level Yulnerability: Inapproprate monitoring Comparison of Protection's Variants: |O | Process walue: 9
due to heavy rainfall of the water level o

Assets group: Communication infrastructure  Valus of group (CIA): 1

Security measure 4 | Current state Target state A B C D E
# Establishment of a standardized, secure communication
Impact:
Probability:
SM cost {implementation): (1]
=M cost {maintenance): 50000
Risk: 27
Add security reasures Description
c icati twrork standard :
Global 5M advancerment factor: wen prepared butonly partial...
Global M implementation level:
Unblock for editing Save Close

Fig. 8 Risk treatment window — assessment of current state of the risk level

It is possible to compare a few security measures (or sets of measures) in the
OSCAD system thanks to the function which allows to assess several variants (up
to five, described on tabs marked from A to E — as presented in Fig. 9). For each
variant it is necessary to conduct a process of impacts estimation, event probabili-
ty occurrence and security measures parameters assessment. On this basis, just as
for the current risk, the estimated risk level will be calculated.

Risk treatment x
Threat:Rising water level vulnerability: Inappropriate monitoring Compatison of Protection's Wariants: |O | Process value: 9
due to heavy rainfall of the water level -
Assets group: Communication infrastructure  Value of group (C1AY: 1 Set as target
Security measure 4  Responsible  Deadline Current state Target state (A B (9 ] E
# Establishment of a standardiz implemented .
Impact: (High) Medium v
# Improvement of weather serv [Z)| Smith John 23/11/2012
Probability: (Medium) Medium v
SM cost (implementation) (o) 250000
SM cost (maintenance): (50000) 100000
Risk: 7
Add sacurity rmeazuras Description

Improvement of weather service forecast will be perfomed
using high tech means. Advancement factor (technological

Glabal 5M advancement factor: {Madium i
- ! | fEok | level) of security measures will increase to 'high' level.
S . h d
Global M irmplernantation lsvel:  (Partial) | Full = == e unchang .
Improved weather service, weather foracast gives more tima
for preparation and reduces the potential impact to the ‘'medium’
Unblock for editing Save tlose

Fig. 9 Assessment of risk parameters for security measures ‘A’ variant

As it can be seen in Fig. 8, the current risk level for the analyzed case was equal
to 27. While for the variant A (Fig. 9) the risk value was calculated at the level
6,75. Results for three example variants are presented in the Table 1. While com-
paring the analyzed variants it can be seen that the best risk reduction can be
achieved with variant C, but the cost is very high. A similar risk reduction level
can be achieved by implementing the A variant with moderate costs.
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Table 1 Comparison of risk assessment parameters for analyzed variants

Risk assessment iteration Risk level Overall cost
Current risk 27 50000
A variant 6,75 350000
B variant 13,5 250000
C variant 6 1580000

As it was assumed for the ValueSec project tool architecture, the result of this
stage of analysis (RRA pillar) should provide simple, clear information about the
risk reduction level for each considered security measures set to support the deci-
sion maker in selecting the most appropriate variant of measures. The OSCAD
tool gives at the end of the detailed risk analysis several different data sets related
to costs, the risk level, and the level of impacts and probability estimated after the
security measures implementation. Using the data gathered in the OSCAD tool,
information can be processed manually and presented, for example, in the form of
tables (as presented in Table 1). But the tool offers also a quick view window with
predefined charts (Fig. 10) for presenting values of each pair threat-vulnerability,
existing security measures and variants of planned security measures.

These charts present information related to the level of reduction of each risk
parameter, such as expected risk level for each variant, or estimated value of such
parameters (as impact, likelihood, levels of security measures parameters).

Target risks level Relation of Variants cost to risk level Unitary risk cost - Cost of risk level change
by one point

= 14 4 Variantl
120000 |l cost
s 12 Variant2 n
H Implementation
14 M Variant3 7 100000 cost
10 = "
12 Variantl o .
» Variant cost: 350000 * 80000 || Maintenance
210 e Risk level: 6.75 ] cost
= & -]
m a / 60000
i s is " g Cost
s T Variant: 2
4 :, 40000 Cost of risk reduction by ene paint:
4 g 18518.51851851852
o 20000 o
2 2 : I LiLl
0 o 0
Variantl Variant3 (o} 400000 8500000 1200000 1600000 Variantl Variant3
Variant2 Variant cost Variant2

Fig. 10 The example of charts presenting results for each variant

By comparing these values with those calculated for the current situation, one
can get information about the level of reduction in the case of a particular variant
implementation. Other charts present information from the financial point of view.
This is information about the risk level that can be achieved by the implementa-
tion of each set of measures with relation to their cost, and information about uni-
tary cost of risk which means the cost of changing the risk by one-point.

The latter value (unitary cost of risk) is calculated in OSCAD with the use of
the following formula (based on the solution proposed in [18], [20]):
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Ci
=8 (3)
RV, —RYV,

i+l

uc

where UC is the Unitary cost of risk, C;,; means the cost of new security meas-
ures, RV; means Risk Value for the i-th analysis and RV,,; is the estimated value
of risk after the new security measures implementation.

The information presented on the charts, received from the OSCAD database,
can be next sent to the main ValueSec tool as the result of the RRA pillar, where
together with Cost-Benefit Analysis and Qualitative Risk Assessment results will
be presented to the decision makers as the result of the decision problem analysis.

4 Conclusions

The results of the first attempts to use the OSCAD software for the risk reduction
analysis within the decision-support process were presented to the project part-
ners. They seem to confirm the assumption that the general method adopted in the
software, taking into account extra parameters (such as applied security measures
and their efficiency or the implementation level), can be applied also in the selec-
tion of anti-flood security measures.

The results of the analysis conducted in the RRA pillar can be then considered
during the analysis in the successive pillars (CBA and QCA). This way, during the
whole cycle of the analysis and support of the decision about the security meas-
ures selection there will be certain aspects considered, such as the risk reduction
level of particular variants, economic efficiency analyzed in CBA. Possible im-
pacts of the security measures on the factors which are difficult to measure, such
as social, political, etc. are also taken into consideration during the QRA.

One of the crucial issues to solve in the ValueSec project is the scope and form
of input data and results, as well as the way of exchanging these data between
particular tools selected for the risk assessment (Riger, Lancelot, OSCAD, RAS)
within this RRA pillar. Data exchange between pillar is also one of the implemen-
tation challenges in this project.

One of the tested methods of data exchange was the usage of a broker which
communicates with the database of each tool. The broker gets information about
threats, vulnerabilities, security measures, or any other required element saved in
the database. The user sends queries in the SPARQL query language to the broker
which returns results prepared based on the mapping file. This file serves the
mapping between objects in databases on classes and properties defined in the
ontology (more information about the ontology usage in the security domain can
be found in [22], [23], [24]). Such approach requires information about the part of
the database structure which stores data for the exchange. While there are some
issues regarding the access to the database and presenting the database structure,
this approach was tested only with the different instances of OSCAD systems.
Access to the database of each tool (Fig. 11) was simulated by connection with
different instances of the OSCAD tool.
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Fig. 11 A simple diagram of tested method of data exchange between tools in RRA

Due to the fact that EMAG is the owner of OSCAD and has access to source
codes, it is possible to make some changes in the software for the needs of Valu-
eSec if it is necessary to make extra lists or give access to extra output data. The
software itself, in the majority of its modules, offers a function of data export to
the CVS format which can be then read by any calculation sheet (e.g. Microsoft
Excel) while the exported data can be used to work out a list or diagram.

Some parts of the OSCAD system were also verified against the Common
Criteria standard. As a result the security architecture of the tool was assessed
according to possible vulnerabilities which could be exploited by threat agents.
Consequently, the tool becomes more reliable to users. The OSCAD system can
be placed at remote sites (as it was mentioned in the description of the data
exchange test). In that case the assurance of the system can be strengthen by ap-
plying another Common Criteria approach called Site Certification, as it was
described in [25].

Currently, when the article is being written, further tests are underway. It is
planned to have meetings of the project partners and representatives of Saxony-
Anhalt ministries to specify input data and configure the software for the case of
flood risk assessment of the Elbe river in Saxony-Anhalt.
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Abstract. The chapter presents the risk management approach applied in the EC
FP7 ValueSec project. The security measures selection process is based on three
pillars: Risk Reduction Assessment (RRA), Cost-Benefit-Analysis (CBA) and
Qualitative Criteria Assessment (QCA). The ValueSec tool set, which is elabo-
rated in the project, should be equipped with components corresponding to these
pillars. The chapter overviews the researches of the project focused on the deci-
sion model elaboration and selection of existing method to be implemented, or
existing tools to be integrated in the ValueSec framework. Risk management is a
broad issue, especially in five of the project assumed contexts. For this reason
more specialized components are allowed for the RRA pillar. Currently the project
passes to the implementation and use case experimentation phase. The chapter
shows the general architecture, currently implemented and the RRA component
example.

1 Introduction

The chapter concerns the selected aspects of risk management with respect to the
ValueSec project [1] financed by the EC 7" Framework Programme.

The objective of the project is to improve the decision process related to securi-
ty measures selection so that the proposed measures could take into consideration
the stakeholders’ needs and interests to the highest possible extent. Along with the
developed decision support methodology, a software tool is prepared for policy
level stakeholders in the field of security. The project results should allow to sup-
port policy decision makers in making better informed decisions.

The scientific problem to be solved in the interdisciplinary ValueSec project
can be defined in the following way: developing a computer-aided decision sup-
port methodology in security concerning the selection of security measures, so that
the measures not only properly affected the risk but also were cost-effective and
took into account social, political and legal restrictions which are related to the
decision making process. Taking into account these restrictions, here called
qualitative factors (criteria), is the basic added value of the project.

W. Zamojski et al. (Eds.): New Results in Dependability & Comput. Syst., AISC 224, pp. 25—@.
DOI: 10.1007/978-3-319-00945-2_3 © Springer International Publishing Switzerland 2013
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The project passed its half-way point. The key analytical works were com-
pleted, the assumptions for the decision support methodology were made [2], [3],
[4], [5], methods or tools for implementation were selected [6], [7], [8], [9], the
functional design and architecture of the software were developed, and the valida-
tion process of the developed solution is being prepared.

The chapter will focus on one of the project pillars which is risk assessment,
therefore in the next section the ValueSec approach to the security-related deci-
sion support will be presented.

Section 3 will feature the analysis of the existing methods and tools with a view
to select some of them for implementation in the ValueSec project. Sections 4 and
5 will feature the general architecture and an example of a risk assessment tool
implementation. The final summary will present operations that are planned in the
course of the project and related to risk assessment in the project contexts.

2 ValueSec Approach to Security Related Decisions

The decision making process related to security measures is important to many
organizations, projects, social groups, and individuals as it affects security, busi-
ness efficiency and social acceptance for these security measures. At the same
time it is an extremely complex process since it has to take into account a number
of factors of different, complicated and still unexplored nature.

Generally speaking, security measures are applied to reduce risk. Among many
security measures that are able to reduce risk in a particular case, a part may be
economically inefficient or impossible to apply due to objective restrictions. The
decision about the measure selection is a multi-dimensional issue.

The objective of the ValueSec project is to master the value function of security
measures [10]. This value function is researched, all its arguments (factors) and
their multidimensional impact to the security problem are identified.

The decision about selecting a security measure in a given situation should be
worked out on the basis of the following three factor groups, each including a
number of detailed issues:

e the security measure should be able to affect the risk volume sufficiently (based
on the risk appetite) in order to provide security on a suitable level,

e the security should be cost-effective in order not to reduce the efficiency of
operations and not to incur unnecessary costs,

e the security should take into account a number of restrictions: social, psycho-
logical, political, legal, ethical, economical, technical, environmental, etc. — in
order to use the security measures in practice; in the project terminology these
factors are called qualitative criteria.

Each group of issues in the project is called a pillar, thus one can distinguish three
pillars in ValueSec:
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e Risk Reduction Assessment (RRA) pillar,
e Cost-Benefit-Analysis (CBA) pillar,
e Qualitative Criteria Assessment (QCA) pillar.

The first pillar concerns a vast domain of risk assessment, including risk analysis
and risk evaluation. The risk analysis is conducted in many domains, including
widely understood security. Different strategies, methods and tools are used, mod-
els of different degrees of detail are applied. They provide a set of factors which
are taken into account in the decision making process concerning the security
measures selection [11]. This pillar is responsible for calculating risk reduction
resulting from the application of the given security measure. Due to the existence
of many theories, methods and tools for conducting and supporting risk assess-
ment, an exhaustive two-stage analysis of these TMTs had to be conducted to
select those that could be implemented or integrated in the ValueSec framework.
This issue will be discussed in detail in section 3.

Out of the security measures that affect properly the risk level it is necessary to
choose cost-effective variants which comply with different restrictions characteris-
tic of a concrete situation. The monetary approach is used. The key issue is an
economic analysis about the cost-efficiency of the applied measures with respect
to their costs and benefits. The applied economic models provide the second set of
factors considered in the decision making process. This pillar is responsible for
calculating, in monetary units, negative and positive effects of applying a certain
measure [12].

The objective of the CBA analysis is to assess from the economic point of view
the impact of security-related decisions. This analysis encompasses the following
categories:

costs of provision and investment,
direct and indirect maintenance costs,
immaterial costs,

direct and indirect benefits.

Each of these categories has its subcategories. For example, the category of direct
and indirect costs has the following subcategories:

e operational costs, comprising, e.g. costs of equipment and its modifications,
costs of personnel training,

e maintenance costs, comprising the costs of planned and unexpected reviews
and repairs of equipment, costs of spare parts, costs of IT services and mainten-
ance,

e costs of utilization, comprising, among others, costs of a system closure, its
disassembly, costs of recycling.

The category of direct and indirect benefits, in turn, includes the following
subcategories:
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e direct economic benefits, such as the estimated sales volume or incomes from
the sale of patents and licenses,

e benefits resulting from the reduction of risk and the degree of vulnerabilities to
threats,

e social, legal and political benefits, e.g. better image of the organization, higher
consumption, acquiring new clients, better contacts with the organization’s
business and legal environment.

The third pillar comprises the analysis of restrictions with the use of varied factors
which are difficult to determine [8]. This is a new research issue. About 120 issues
in several groups (social, political, legal, etc.) were identified and the character of
their relations to security measures was determined. This way the third set of fac-
tors was created — qualitative criteria, taken into consideration in the decision
making process. This pillar is responsible for the evaluation of other important
security-related factors.

The Qualitative Criteria Analysis (QCA) is meant to assess those criteria of the
decision making process which cannot be assessed by means of quantitative me-
thods. In this case the assessment process has to take into account a number of
immaterial parameters of security-related decision making. These parameters can
be assigned to the following groups:

social parameters (social group level),
individual parameters (individual level),
legal regulations,

social laws and ethics,

politics,

economy,

technologies and science,

environment.

For example, in the economic group of parameters the following issues are
included:

e Does the applied security measure affect the consumption behaviour of the
society?

e Does it affect the general investment climate (of the country, region, city)?

e Do the applied security measures affect production processes?

e Can the applied security measures cause economic losses for an organization,
city, region?

e Are the costs of applied security measures proportional to the achieved effects?

e (Can the applied security measures increase or reduce the market value of real
estate (in a city, region)?

Though the above issues have an economic background, they cannot be expressed
in monetary units as it was the case with categories used in the CBA analysis.
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In the ValueSec project the above three groups of issues are considered in five
application domains, called contexts [13]: public mass event, public mass trans-
portation, air transportation/airport security, communal security planning, cyber

threat.

In the course of the ValueSec project fulfillment the ValueSec framework is
developed. It integrates a set of tools corresponding to the three pillars. The tools
are to provide a set of analytical data to be used in the security-related decision-
making process. Security-related decisions are made based on the conceptual deci-

sion model [3], prepared for ValueSec, presented in Fig. 1.

Datasources Decision rationale Decision makers
Input parameters . Output
Utilizing the results of an .
bl assessment of security I BT
Threats measure to facilitate )
decision making within iRl
Budget g

different threat and risks,
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(air transport./airport security)

\ QCA — Qualitative Criteria Assessment SR
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sensitivities)
[Decision context #4
[(cyber threat)

\

Fig. 1 Conceptual decision model

For the given decision context the decisions have three phases:

e acquisition of input data and definition of data sources that will be the base for
the analysis of variants; the data encompass assets, threats, vulnerabilities,

budget and time restrictions, soft factors;

e evaluation of different measures — as decisions variants; tools for three pillars
are used (RRA, CBA and QCA); different experiments are provided with va-

riants to produce information for decision makers,

e integration and synthesis; information obtained from the previous step are ana-
lyzed, integrated and concluded by decision makers, to produce transparent

decisions (considering preferences, restrictions and trade-offs).
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3 Components of the ValueSec Framework

The problem was to identify methods which can be implemented as the ValueSec
framework components, or tools which can be integrated in this framework — all
of them should meet the project needs and restrictions, and indirectly should satis-
fy the stakeholders’ expectations. Before defining the ValueSec framework archi-
tecture, 2-stage researches on the current state of technology were performed to
identify theories, methods or tools (TMTs) which can be implemented in the
ValueSec framework.

3.1 General Review of the Theories, Methods or Tools

In the first stage the following categories of TMTs were considered:

Information handling,

Risk analysis, risk assessment,

Cost structuring/analysis and evaluation and analysis of societal impacts,
Structuring and analysis of values,

Analysis of decision alternatives,

Other supporting methods, theories and tools,

The following individual assessment criteria (characteristics) were defined for the
TMTs assessment framework: name, theory/method/tool, category, summary,
objective, functionalities, qualitative/quantitative attributes of interest, weighting
of attributes, phase of decision making, type of decision support, type of damage,
inclusion of incident probability and uncertainty, assessment of effects, scientific
experience, decision-makers’ experience, age, complexity, required resources,
required competencies, maturity, timeframe, data-related questions, questions
about application and implementations, references [6].

The consortium members evaluated 29 TMTs [7]. They were organized in a
matrix structure to match the ValueSec requirements:

e expected functionality (3 above mentioned pillars),
e decision-making context (5 above mentioned contexts).

The following 10 methods and tools were transferred to the next stage for further
assessment:

Quantitative Risk Assessment (QRA),

Risk Measurement /Risk Analysis (RM/RA),
Expert Choice (EC),

Lancelot,

OSCAD,

Riger,

Bayesian Network Analysis (BNA),
Strategic Approaches (SA),
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e TableTop Exercise (TTE),
e Magerit.

The theories were excluded due to the restricted project resources for their imple-
mentation. For the CBA and QCA pillars no proper solutions were found. For this
reason it was decided that they will be implemented by the consortium partners.
All methods and tools transferred to the next stage are related to the risk
assessment process (first RRA pillar).

3.2 Usability Assessment Criteria and Usability Analysis

The second stage of the methods and tools assessment was focused on the usabili-
ty and feasibility aspects.

Recommending the right methodology to implement it in the ValueSec tool set,
or recommending the given tool to integrate it (as a component) with this tool set,
requires the identification of their most favorable features and the elaboration of
the usability criteria to assess them. Different types of issues have been considered
during the usability assessment criteria elaboration:

e Risk-related, security economics and soft factors (further quality criteria of
decisions) methodology; they should cover the requirements and expectations
of stakeholders;

e Related to the capability of decision support for policy makers, the urgency of
the users’ needs, decision context;

e Dealing with the expected efficient use of the required ValueSec project re-
sources and the feasibility within the given time frame and development risks;

e Related to the implementation requirements, methodical innovations, project
challenges issues, and constraints of the selected methods.

The usability assessment criteria, elaborated with the use of Microsoft Excel, were
specified in [9]. These criteria have a three-level hierarchical structure (Fig. 2). On
each level weights were assigned. The assessment results are presented in a tabu-
lar and graphical form. There are 8 groups of criteria dealing with:

e The compliance of the considered method/tool with the ValueSec assumptions,
objectives — general parameters related to the method/tool compliance, adequa-
cy, and usability with respect to the area determined within the project;

e The parameters regarding the possibility of situation description (framing con-
ditions specification, problem identification);

e The data characteristics parameters concerning the method of description of
input/output data, type, source and other data related issues;

e The functional parameters comprising the desirable functions, possible analyses
which are performed and supported by the method/tool;

e The recommendations, reports, final decision support related issues, the types
of provided reports, the way of results presentation for decision-makers;
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Fig. 2 Hierarchical structure of the usability criteria

e The development/implementation risk parameters concerning the level of risk
implied by the use of the given method/tool, its implementation, like source
code availability, time, budget and resources required for implementation; such
parameters like method/tool age, maturity, general experience, which were
identified within WP3, were also taken into consideration; they may have sig-
nificant influence on the development risk;

e The general challenges specified for the ValueSec project concerning such
topics as: scientific challenge, implementation challenge, testing challenge;

e The tool characteristics parameters characterizing mostly the technical aspects
of the tool.

Each group contains one or more main parameters (criteria). Additionally, for
some main parameters (criteria) there were detailed parameters (sub-criteria) de-
fined. An example of the three-layer structure:

e The “Tool characteristic (technical) attributes” group incorporates;

e The “Software processing (How are the data processed?)” criterion, which
includes;

e Several sub-criteria (detailed parameters), e.g.: “online”, “real time”, “batch”,
which can be assessed by the given method/tool evaluator.

On each hierarchy level weights can be assigned, allowing to express the impor-
tance of the given group in comparison with others, the importance of the given
criteria in comparison with others and the importance of the given sub-criteria
with respect to others. The initial weight value for each element was set to “1” and
it is the lowest possible value. The highest value was not specified a priori, but
during the adjustment of criteria weights the maximum value was determined as
“3”. The use of the weights will enable to distinguish parameters that are essential
for the project and to give better score to particularly desirable characteristics of
the methods and tools.

Fig. 3 presents weights for groups of criteria, initially set to “1”. It means all
groups have the same importance. For the group “Compliance ...” its four criteria
with the same weights are shown.
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2 ValueSec project use case 25.00% 2
2500
%

3 Potential end-users 25.00% ]
25.00% ms

4 Decision-making process
Fig. 3 Weights for groups of criteria and for criteria of the group “Compliance”

L. Situation description

Fig. 4 presents a small part of the usability criteria with some data related to
one of the evaluated methods/tools called “OSCAD”. Please note: the group
“Compliance of considered method/tool with the ValueSec assumptions”, the
criterion “context”, and its six sub-criteria: “la” through “1f”.

Name The name of OSCAD (EMAG)
the
method,tool
(owmer)
Acronym The acronym [OSCAD
of the
Identifier from document Link do.
WP3T3.1/D3.1 detailed
description
e — e
parameteses
13.1/D31
Categorization of Methed/tool categorization
method/tool
ource o p a ¢ o D d para: - d a n ation o
Compliance of MT with the VS assumptions, 1 #ADR!
comptiance|
1a [031v30- |6 Context 1|public mass svant 1 1-suitable |1 3 Oscad can be useful for the
ch.3 p. 25¢ To which of 0-not risk gnalysis
suitable (threat/vulnerability
1b [03.1v30- |6 public mass transportation |1 1-suitable |1 1 assessment] for all areas. It
ch.3p. 25¢ - not is possible to pssess
suitable possible impacts of the loss|
1c [o3ivio- |6 air transportation/airport |1 1-suitable [1 1
ch.3p. 25¢ security - not confidentiality/integrity/av
sultable ailability (C/1/4) of &
Main _parameter data/proc i
1d |03.1v30- |G ) Aommunal security planning |1 1-suitable |1 1 Matrix with categories of
ch.3 p. 25¢ - not expected fosses and
suitable iption of each
le [03.1v30- |6 cyber threat 1 1-suitable |1 1 possible level of loss must
ch 3 p. 25¢ Detaded parameters 0-not be prepered first to quantify|
S;_"*:E’“ suitable the
1f [D3.1v30- |G 1 1-suitable |1 %
ch.3p. 25¢ - not
suitable

Fig. 4 Hierarchical structure of the usability criteria

These issues express whether “OSCAD” is suitable or not for particular
contexts of the ValueSec project.
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All sub-criteria have global meaning, which is expressed by “G”. Please note
weights assigned on each of the three levels of the usability criteria. During
the method/tool assessment two columns ‘“Assessed value” and “Descrip-
tion/justification of assessment” are filled in with data. For each assessed
method/tool about 200 such detailed items should be filled in by scores.

The assessment against the methods/tools feasibility and the rationale of further
implementation were based on the elaborated usability criteria. The functions and
properties offered by the particular method or tool were analyzed. Particular atten-
tion was paid to how the method or tool fulfills the needs and requirements of the
ValueSec project.

The project partners made an overview of the evaluation process of the 10 pre-
selected, above mentioned methods/tools with the use of usability criteria. The
assessment process encompasses two steps:

e Reviewing the particular methods/tools with respect to the usability criteria and
their groups (horizontally, by methods/tools) — example Fig. 5;

e Identifying strengths and weaknesses of the preselected methods/tools with
respect to the usability criteria (vertically, each method/tool against criteria) —
example Fig. 6.

B O5CAD EMAGERIT MERIGER MEC METTE MSA RM/RA BN A QRA Lancelot

12 1 4.1 1.4.4.1. 1 1 1 1 s ks s | 11

0,8 -
0.6 -
04 -
0.2 -

0 50 50505

Scientific challenge Implementation challenge Testing challange

Fig. 5 General challenges specified in the project description of work — results

The results obtained during the assessment process are considered as “sensitive
data”. For this reason the deliverable D4.1 Part 2 has a document status RE
(restricted), and below only partial results are presented as examples.

Fig. 5 presents the results related to the criteria group “General challenges spe-
cified in the project DoW (Description of Work)” as the example. For all me-
thods/tools selected for the implementation of the ValueSec tool set, it will be a
challenge to combine them together, to get as a result one comprehensive, com-
mon tool supporting the decision making process. It will be a challenge to inte-
grate different risk analysis tools, and furthermore supplementing this tool set with
other analyses (qualitative criteria as well as cost-benefit analysis).

Some of the considered tools have already been implemented (Lancelot, Riger,
OSCAD) in an IT environment. They are used with respect to threats and security
measures in the IT domain. Other selected and assessed tools come from other
business sectors. Testing the risk analysis process in different environments (for
different threats, vulnerabilities, and security measures) can be a challenge.
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Fig. 6 presents another example — the results of the OSCAD assessment. They
can be shown because OSCAD is developed by the author’s organization.
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Fig. 6 OSCAD assessment — results for each group of criteria

The OSCAD tool “Data characteristic parameters” received a high score. The
entered data are quantified which enables their computer-based analysis (risk level
calculation). Similarly to Lancelot, “Situation description” covers, first of all,
information about existing threats and vulnerabilities. There is no description of
other aspects, such as time for conducting analyses, decision making dimension
and decision making domain, assumed budget and time for security measures
implementation, or expected benefits.

The tool has a very wide range of functions supporting information security and
business continuity management. However, in terms of the ValueSec project re-
quirements it enables, first of all, to conduct a risk analysis for the identified
threats and vulnerabilities. Still, it does not offer other analyses, such as the “Cost-
Benefit analysis™. “Soft criteria” (now called” Qualitative criteria”) are considered
with respect to losses incurred due to the loss of confidentiality, integrity or avail-
ability of business processes. Their use in the implementation of the ValueSec tool
set would require changes in the software. Hence the overall score of functional
parameters is on a medium level.

Low score was given to the ability to generate reports. The tool does not offer
too many possibilities of reports adaptation. The only way to generate reports
other than the predefined ones is to export data from the selected views to the csv
format and then process the data in a calculation sheet, e.g. in MS Excel.

Low score in the range of risk-implementation parameters results from the fact
that OSCAD is a new tool. The general knowledge about the tool is not widely
available. It is necessary to make some changes in the application and the owner’s
resources are limited. Nevertheless, it is possible to make changes and adaptations.
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The source code belongs to a member of the ValueSec consortium, which is
certainly a great advantage.

Technical parameters were scored on a medium level. Technical documentation
and user’s documentation need to be supplemented. There are limited possibilities
as far as the configuration changes for the ValueSec tool set implementation, sca-
lability and interoperability are concerned.

During the assessment process the most favorable methods/tools from the tech-
nical point of view and software implementation possibility point of view were
identified. The results were presented in the form of tables and diagrams on which
the assessment value of the given tool is presented against the maximal number of
points that can be achieved during the assessment (due to sensitive information
related to the method/tools comparison, the D4.1/part 2 deliverable has dissemina-
tion status “restricted”).

As a result of the conducted assessment of methods and tools, there were four
candidates selected for the final implementation of the RRA pillar:

¢ Riger, OSCAD — methods focused on assets,
e Lancelot, RAS (QRA) — methods focused on processes.

They will be assigned to concrete application domains, i.e. contexts.

4 ValueSec Framework Architecture

The ValueSec tool set encompasses components of three pillars (Fig. 7).

Authentication module

Knowledgebase

,_______

Riger component component

component

OSCAD
component

Lancelot
component

RAS
component

Fig. 7 ValueSec general architecture



Risk Assessment Aspects in Mastering the Value Function of Security Measures 37

For the CBA and QCA pillars the specific components have been developed by
the consortium members. For the RRA pillar four different components will be
integrated. They have been assigned to given contexts with respect to the context
requirements.

Pillars are integrated by a common fagade controlling work flow inside the
ValueSec tool set. Additionally, some common components (not discussed) exist,
such as the knowledge base, authentication module, etc.

5 OSCAD as the RRA Component Example

The OSCAD tool developed by the author’s organization is assigned to the “flood
protection use case” of the “communal security planning” decision context. The
use case deals with flood prevention measures and will be modeled on the expe-
riences of the German Bundesland Saxony-Anhalt (LSA) during the 2002 flood of
the Elbe river.

The OSCAD software system manages business continuity according to the
BS25999 standard and information security according to the ISO/IEC 27001 stan-
dard [14]. It has several modules, but for the ValueSec RRA pillar the risk man-
agement functionality has key importance. For the ValueSec project a dedicated
software version was elaborated.

Risk treatment X

L=

Threat: Rising water level due ulnerability: Inappropriate monitoring Cormpatison of Protection's Variants: [0, Process value: 9
to heawy rainfall of the water level -

Assets group: Communication infrastructure Value of group [(CIA): 1

Set as target
Security measure 4  Responsible | Deadline Current state | Target state (A B (o D E

v Establishment of a standardiz implemeanted

mpact: (High) Medium v

v Improvement of weather serv [0 | Smith John 23/11/2012 (eam ')
Probability: (Medium) Medium v
SM cost (implementation) (o) 250000
SM cost (maintenance): (50000) 100000
Risk: 7

Description

Improvement of weather service forecast will be perfomed
using high tech means. Advancement factor (technological
level) of security measures will increase to 'high' level.
Already implemented measure remains unchanged.

Add security measures

Global 5M advancernent factor:  (Medium) | High v | Improved weather service, weather forecast gives more time
for preparation and reduces the potential impact to the ‘'medium’
dglobal M implementation level:  (Partial) | Full » | level. Probability of threat remains unchanged.
Unblock for editing Save Close

Fig. 8 OSCAD - analyzing variants of security measures (source: EMAG)
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Risk management functions are responsible for:

e identification and specification of the business processes, taking into considera-
tion assets related to the particular processes;

e conducting an analysis of harmful influence of losing a continuity attribute on
business processes and harmful influence on losing integrity, availability and
confidentiality of assets groups related to the given process; this type of analy-
sis is called BIA (Business Impact Analysis) [15] and corresponds to HLRA
(High Level Risk Analysis); processes with critical significance for the institu-
tion are identified;

e conducting LLRA (Low Level Risk Analysis) which allows to determine the
risk value for each triple asset-threat-vulnerability; taking into account the
existing security measures, their technical advancement and implementation
level;

e selecting security measures which reduce the risk volume; security variants are
defined (Fig. 8); the most beneficial variant is considered for implementation,
i.e. the one which can reduce the risk and implementation costs the most.

The flood protection use case and the OSCAD tool facilities are discussed in a
separate chapter [16].

6 Conclusions

The chapter presents a general approach to risk management applied in the EC
FP7 ValueSec project. This approach is focused on mastering the value function
of security measures. The ValueSec tool set, which has been elaborated in the
course of the project, is based on three pillars: Risk Reduction Assessment (RRA),
Cost-Benefit-Analysis (CBA) and Qualitative Criteria Assessment (QCA). The
applied measures should be efficient in risk reduction, cost limitation, benefits
increase and should be applicable with respect to different restrictions. The project
passed its half-way point: analytical works were completed, methods and tools to
be implemented as the components were selected, functional design and architec-
ture were defined. Currently the ValueSec tool set is implemented and prepared
for use cases experimentations in five decision contexts.
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Abstract. The objective of this chapter is to explore the reduction of computation-
al costs of mutation testing by randomly sampling mutants. Several experiments
were conducted in the Eclipse environment using MuClipse and CodePro plugins
and especially designed and implemented tools: Mutants Remover and Console
Output Analyser. Six types of mutant’ subsets were generated and examined. Mu-
tation score and the source code coverage were used to evaluate the effectiveness
of mutation testing with subsets of mutants. The ability to detect errors introduced
“on purpose” in the source code was also examined.

1 Introduction

Mutation testing is a fault based software testing technique that was introduced
more than forty years ago. The general idea is that the faults used in mutation
testing represent the mistakes made by a programmer so they are deliberately in-
troduced into the program to create a set of faulty programs called mutants. Each
mutant program is obtained by applying a mutant operator to a location in the
original program. To assess the quality of a given set of tests these mutants are
executed against the set of input data to see, if the inserted faults can be detected.
A very good survey of mutation techniques was written in 1996 by Jia and
Harman [1], they also created a repository [2] containing many interesting papers
on mutation testing. Recently Bashir and Nadeem published a survey on object
mutation [3].

Mutation testing is effective at measuring the adequacy of a test suite, but it can
be computationally expensive to apply all the test cases to each mutant. Previous
research has investigated the effect of reducing the number of mutants by selecting
certain operators, sampling mutants at random, or combining them to form new
higher-order mutants.

The objective of this chapter is to examine what is the impact of randomly
sampling mutants for Java programs, on the mutation score, the code coverage and
the ability to detect real errors. The main ideas of mutation testing and reducing
the number of mutants are briefly described in section 2 while related work is
presented in section 3. The results of experiments are presented in section 4 and
some conclusions are given in section 5.

W. Zamojski et al. (Eds.): New Results in Dependability & Comput. Syst., AISC 224, pp. 41-511
DOI: 10.1007/978-3-319-00945-2_4 © Springer International Publishing Switzerland 2013
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2 Mutation Testing

The mutation testing is a fault based software testing technique that was intro-
duced in 1971 by Richard Lipton (according to [4]). Surveys on mutation tech-
niques were written e.g. by Jia and Harman [1], Bashir and Nadeem [3]. Many
papers on mutation testing can be found in a repository [2].

The general idea of mutation testing is that the faults represent mistakes made
by a programmer, so they are deliberately introduced into the program to create a
set of faulty programs called mutants. Each mutant program is obtained by apply-
ing a mutant operator to a location in the original program. Typical mutation oper-
ators include replacing one operator e. g. ‘+’ by another e.g. ‘-¢ or replacing one
variable by another. To assess the quality of a given set of tests the mutants are
executed on a set of input data to see, if the inserted faults can be detected. If the
test is able to detect the change (i.e. one of the tests fails), then the mutant is said
to be killed. The input data for test should cause different program states for the
mutant and the original program.

A variety of mutation operators were explored by researchers. Some examples
of mutation operators for imperative languages: statement deletion, replacement of
each Boolean sub expression with true and false, replacement of each arithmetic
operation with another one, e.g.: “*” with “ /”, replacement of each Boolean
relation with another one, e.g.: > with >=, ==.

These mutation operators are also called traditional mutation operators. There
are also mutation operators for object-oriented languages, for concurrent construc-
tions, complex objects like containers etc., they are called class-level mutation
operators. In [3] a survey on the existing object oriented mutation techniques is
presented. These techniques are critically reviewed on the basis of evaluation cri-
teria designed by the authors by considering important aspects of mutation testing.
These aspects can have their influence on mutation testing process. Another con-
tribution of this work is a survey of available mutation testing tools.

One of the greatest challenges to the validity of mutation testing is the number
of mutants that are semantically equivalent to the original program. Equivalent
mutants produce the same output as the original program for every possible input.
For seven large Java programs, 45% of the mutants not detected by the test suite
were shown to be equivalent [5]. Equivalent mutants occur when the mutation can
never be exercised, its effect is later cancelled out or it is corroded away by other
operations in the program [6]. Determining which mutants are equivalent is a te-
dious activity, usually not implemented in tools. The impact of equivalent mutants
is studied in [7]. Techniques have been devised to identify equivalent mutants
using program slicing [8], compiler optimization [9], constraint solving [10] and,
more recently, impact assessment [7]. Equivalent mutants are still however
difficult to remove completely.

Mutation score is a kind of quantitative test quality measurement that examines
a test set's effectiveness. It is defined as a ratio of the number of killed mutants to
the total number of non-equivalent mutants. The total number of nonequivalent
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mutants results from the difference between the total number of mutants and the
number of equivalent mutants which cannot be killed.

Mutation testing of software would be difficult without a reliable, fast and au-
tomated tool that generates mutants, runs them against a test suit and reports the
results. Among several Java mutation tools there are e.g. Muclipse [11], Judy [12],
Javalanche [7].

The number of generated mutants depends on the number of mutation operators
available in a mutation tool e.g. in Muclipse there are 43 mutation operators while
in Jumble [13], also Java mutation tool, only 7. It is not feasible to use every poss-
ible mutant of the program under test, even after all the equivalent mutants have
been removed. It is therefore necessary to select a subset of mutants that allow the
test suite to be evaluated within a reasonable period of time. Some research has
been conducted to reduce the number of mutants by selecting certain operators,
sampling mutants at random, or combining them to form new higher-order mu-
tants. Mutant sampling was proposed by Acree [14] and Budda [15] in 1980.
Firstly all mutants are generated, then randomly a subset of mutants is chosen and
the remaining ones are ignored.

3 Related Work

The problem of reducing the cost of mutation testing was studied in several pa-
pers. In [16] Mathur and Wong proposed two techniques limiting the number of
mutants:

1. randomly selected x% mutants (starting from 10%, then 15%, 20%, 25%, 30%,
35% and 40%,

2. the constrained mutation - only a few specific types of mutants are used (abs -
absolute value insertion and ror - relational operator replacement) and others
are ignored.

In experiments they shown that both approaches lead to test sets that distinguish a
significant number of all mutants and provide high coverage. Four Fortran pro-
grams and Mothra [17] tool were used. For full set of mutants and for each sub-
sets, test cases killing all nonequivalent mutants were generated and cost reduction
were calculated. Cost reduction can be calculated as the proportion of mutants in
the sample to the total number of nonequivalent mutants. Mathur and Wong
shown that using only mutants abs and ror reduces the number of test cases 40%-
58%. Similar results were obtained for subsets containing 10% to 40% of total
number of mutants. The number of test cases was reduced 24%-63%. They com-
pared also the cost of creating test cases. For randomly selected x% mutants this
cost was decreased at least 60% and for constrained mutants at least 80%. This
gain was accompanied by a small loss in the ability to distinguish nonequivalent
mutants and code coverage.

Slightly different approach to mutants’ sampling was proposed in [18]. Scho-
live, Beroulle and Robac proposed to choose a subset of mutants generated for
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each mutation operator. For four programs used in the experiment a subset con-
taining 10% of mutants was created. The testing results for the complete set of
mutants and the subset were better (more mutants were killed) than testing with
randomly chosen mutants.

Offutt, Rothermel and Zapf in [19] were examining constrained mutation (some
mutation operators were ignored). They were using Mothra [17] tool with 22 mu-
tation operators divided into three categories:

1. ES (Expression/Statement) — change of an operator or modification of the
whole expression.

2. RS (Replacement/Statement) — change of operands or modification of the
whole expression.

3. RE (Replacement/Expression) — change of operators or operands.

Ten Fortran programs (with 10 to 48 lines of code) were used in experiment. Us-
ing the above listed groups of mutation operators mutants were generated, also
equivalent mutants were in these sets. Godzilla [20] tool was used to create test
cases killing all nonequivalent mutants. These test cases were run on mutants gen-
erated by all 22 mutation operators. The number of killed mutants were compared.
The experiment showed high values of killed mutants in each category: ES —
99.54%, RS — 97.31%, RE — 99.97%. Analyzing the results of this experiments
authors proposed the fourth category — E — of mutation operators, ignoring opera-
tors modifying operands or expressions. However this category contained only 5
operators, for ten tested programs the minimal factor of killed mutants was
98.67%, the average was 99.51%. Selective mutation decreased the number of
mutants by 44% in average.

Using the results of the above described experiments and performing others ex-
periments Mresa and Bottaci proposed in [21] set of efficient operators — eff. This
set contains operators: statement analysis —san, arithmetic operator replacement —
aor, statement deletion — sdl, relational operator replacement — ror, unary operator
insertion — uoi. To the eff set the absolute value insertion operator — abs was added
and the new set was named efa (efficient operators + abs). Mresa and Bottaci also
used proposed in [19], set E — omitting operators modifying operand or whole
expressions. They named this set as exp (expression). The average values of mu-
tants killing factors were really high: eff — 99.2%, efa — 99.6% and for exp —
99.7%.

Another approach to the mutant reduction problem was proposed by Patrick,
Oriol and Clark in [22]. They propose to use static analysis to reduce mutants.
Symbolic representations are generated for the output along the paths through
each mutant and these are compared with the original program. By calculating the
range of their output expressions the effect of each mutation on the program out-
put is determined. Mutants with little effect on the output are harder to kill. They
confirm this using random testing and an established test suite. In theirs experi-
ments, the average mutant in the top quarter is less than half as likely to be killed
by a random test case than the average mutant in the remaining three quarters.
This technique provides an independent selection of semantically small mutations
and forgoes the expense of evaluating mutants against a test suite.
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4 Experiment

The goal of the experiment was to explore random sampling mutations. Our expe-
riments were conducted in the Eclipse environment. MuClipse [11] and CodePro
[23] plugins were used for the mutation testing. Two special tools: Mutants Re-
mover [24] and Console Output Analyzer [24] were designed and implemented
especially for this experiment. Eight Java classes (listed in Table 1), open source
or written by students of Institute of Computer Science, were tested. For these
classes 53 to 556 mutants were generated. The classes were tested on laptop Beng-
JoybookR55 with processor 1.60 Ghz and 2 GB RAM under Windows 7. Some
classes, for which the time of tests was greater than 10 min, were tested on
computer with AMD Athlon 4x processor, 3 Ghz and 4 GB RAM.

Table 1 Tested classes

class Project source Number  Lines of Number of mu-
of me- code tants/equivalent
thods mutants
Recipe CoffeeMaker [25] 14 84 138/15
CoffeeMaker CoffeeMaker [25] 8 102 285/17
Money CodePro JUnit [26] 14 59 53/4
Demo
MoneyBag CodePro JUnit [26] 17 114 54/6
Demo
Element MapMaker [27] 10 80 380/20
Board NetworkShip- [28] 12 123 270/3
Battle
Wall jet-tetris [29] 7 79 290/19
Stack javasol [30] 26 176 556/30

4.1 Experiment Method

For each class, being the subject of our experiment, firstly all mutants were gener-
ated. Secondly the test cases killing these mutants were generated using JUnit,
part of CodePro plugin. Console Output Analyzer [24] was identifying test cases
not killing mutants. Time consuming was the identification of equivalent mutants,
based on the analysis of source code of the original program and its mutants. It
was also always necessary to construct test cases “by hand” for several nonequiva-
lent mutants to obtain an adequate test set. The number of test cases generated
automatically by CodePro was only 28.78% so quite a lot of time was spend on
constructing test cases manually. The number of mutants killed by automatically
generated tests was 47.15%. Based on the results of Mresa’ and Bottaci’ research
[21] effective test sequence were built. Informally, each test in an effective se-
quence is non-redundant with respect to the tests that precede it.

The initial set of all generated mutants was reduced by sampling and selective
mutations. In this chapter the experimental results only of sampling mutants are
presented. In sampling mutants randomly only subsets of all mutants containing
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60%, 50%, 40%, 30%, 20% and 10% of all are selected while remaining mutants
are ignored. Mutants Remover tool [24] was used in building appropriate sets of
mutants. The choice of the number of random samples should be made from a
significantly “big” set. Due to time limitations and the effort needed to construct
test cases and identify equivalent mutants, for each class being the subject of this
experiment, only 18 sets of mutants were constructed which is not sufficient to
obtain statistically correct results.

In next step test cases “killing” all mutants in the set were produced. Firstly the
CodePro generator was generating test cases and Console Output Analyzer [24]
was identifying test cases not killing mutants. For the not “killed” mutants the test
cases prepared for the whole set of mutants were used.

The sets of mutants and theirs test cases were next evaluated using following
two criteria:

I.  “killed” mutants factor. It was assumed that test cases killing 95% of all mu-
tants are adequate.
II. code coverage. CodePro plugin was measuring the code coverage for test
cases prepared for all mutants and each subset. We assumed that 2% decrease
of the code coverage is acceptable.

In the next phase of the experiment we were checking the ability to detect errors
introduced “on purpose” by students of the Institute of Computer Science Warsaw
University of Technology. For each class, being the subject of our experiment,
many versions containing errors were stored. For each version the test cases were
run and the number of detected errors was calculated.

4.2 Experiments Results

In Table 2 mutants killed factors are shown for randomly sampled mutants. In
columns the percentage of sampled mutants is given. In bold font the values ex-
ceeding 95% are presented, satisfying criterion I (section 4.1). The average values
exceeding 95% for all examined classes were obtained only for subsets SAMP_60
and SAMP_50 containing accordingly 60% and 50% of mutants. Among all 48
values of killed factor the level 95% was achieved in 21 cases.

Table 2 Percentage of killed mutant in SAMP subsets

Class/subset  60% 50% 40% 30% 20% 10%
Recipe 93.77  92.68 90.51 88.35 83.20 62.87
CofeeMaker 98.88  98.13 98.51 97.89 95.77 91.54
Money 95.92 90.48 87.76 84.35 82.31 60.54
MoneyBag 96.53 95.14 93.75 93.06 84.03 63.16
Element 98.24  96.11 96.48 93.33 92.22 83.52
Board 98.38  97.63 97.63 94.268 94.13 82.02
Wall 99.75  99.26 99.02 96.68 96.92 91.64

Stack 9842  97.59 94.36 93.28 86.31 70.41
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In Table 3 the code coverage for tested classes is shown. For majority of classes
the code coverage is greater than 90%. For some classes not all methods in class
are covered (e.g. MoneyBag, Stack) because MuClipse didn’t generated mutants
for these methods.

Table 3 Code coverage for test cases for all mutants

Coverage for all Number of = Number of covered

class mutants methods methods
Recipe 95.90% 14 14
CofeeMaker 98.20% 8 7
Money 84% 14 10
MoneyBag 74.20% 17 13
Element 99% 10 10
Board 99% 12 12
Wall 100% 7 7
Stack 94.50% 26 23

In Table 4 the decrease in the code coverage for SAMP subset, related to code
coverage for test cases prepared for all mutants and presented in Table 3, is
shown. We assumed that the decrease 2% is acceptable and such values are given
in bold fonts in Table 4. The criterion II (section 4.1) was fulfilled for 14 cases out
of 48. The average values of the code coverage decrease were also calculated.
Only for subsets SAMP_60 the average (for all classes) decrease in code coverage
was less than 2%, i.e. 1.45%. So only this subset can be adequate according to
criterion II (section 4.1).

Table 4 Decrease in code coverage for SAMP subsets

Class/subset  60% 50% 40% 30% 20% 10%
Recipe 337% 4.40% 6.10% 8.47% 13.27% 33.33%
CofeeMaker 0% 0.40% 0% 0% 2.23% 7.23%
Money 207% 7.17% 8.53% 10.87% 12.93% 31.20%
MoneyBag  0.43% 0.43% 2.80% 1.63% 6.73% 19.97%
Element 0.70% 1.17% 0.93% 2.90% 2.57% 4.53%
Board 297% 3.57% 3.67% 10.53% 11.97% 27.33%
Wall 0% 0.27% 0% 0.83% 0.53% 8.37%
Stack 207% 2.40% 4.10% 3.37% 4.87% 11.20%

Each of mutants has to be executed at least once for a test case. If the number
of test cases decreases the time to test mutants also decreases. On the other hand
greater number of test cases enables better testing of the source code. In Table 5
the number of test cases for all mutants and for subsets are presented. For each
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subset the average value for three subsets is given. In majority of subsets the
reduction of the cardinality of test cases is not very convincing. The values written
in bold fonts denote that for these subset both evaluation criteria (section 4.1)
are met.

Table 5 Number of test cases for mutants sets

Class/subset  100% 60% 50% 40% 30% 20% 10%
Recipe 29 21.67 20.33 16.67 13.67 11 8
CofeeMaker 25 21 19.67 19.33 16.67 14.33 10.33
Money 17 11.67 10 9.67 8 7.33 5
MoneyBag 13 10.67 9.67 10 8.67 5.67
Element 35 30.33 28.33 28.67 26.67 23.33 17.33
Board 28 22.67 22.33 21 18.33 12.67 9.67
Wall 19 17.33 16 15.33 12 12.33 9.33
Stack 83 74.33 69.67 63.67 59.67 52 35.67

Lower number of mutants and lower number of test cases decrease also the to-
tal number of program executions in testing process thus decreasing the time to
test. The number of program runs were measured by Console Output Analyzer.
Sampling 60% of mutants needed only 47.77% of runs for all mutants. For 50%,
40%, 30%, 20% and 10% the reduction were accordingly: 59.12%, 69.16%,
79.29%, 87.80% and 95.18%.

In Table 6 the second column contains the number of errors introduced on pur-
pose by students, in each class being the subject of our experiment. In the third
column the percentage of errors detected by test cases constructed for all mutants
are given. Mutation testing was very successful in detecting these errors — 96.15%
was the average value calculated for all tested classes. Sampling 60% of mutants
detected in average 91.74% while the average values for 50%, 40%, 30%, 20%
and 10% are accordingly: 88.73%, 87.78%, 85.74%, 84.46%, 72.98%.

Table 6 Percentage of detected errors

Class/subset ing;‘i]rcse g 100%  60%  50% 40% 30% 20%  10%
Recipe 24 87.50 70.83 7222 7083 6389  66.67 4861
CofeeMaker 29 100 100  98.85 100 100 98.85  93.10
Money 10 100 9667 7667  76.67 83.33 8333 6333
MoneyBag 14 8571 8571 8571 8333 8333 7619 7857
Element 20 100 95 9333 95 81.67 85  66.67
Board 26 100 91.03 8974 8846 8590  84.62  79.49
Wall 24 100 100 100 98.61 9583 9167 84.72

Stack 25 96 91.74  88.73 87.78 85.74 84.46  72.98
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5 Conclusions

Experimental research has shown mutation testing to be very effective in detecting
faults [6,31,32,33], unfortunately it is computationally expensive. The goal of our
research was to examine randomly sampling mutants in object programs. The
previous experiments were made with structural languages, mainly Fortran. Our
experiment, described in section 4, shows that randomly sampling 60% or 50%
of mutants in Java programs can significantly reduce the cost of testing with ac-
ceptable mutation score and code coverage. Also these subsets of mutants were
effective in detecting errors introduced by users. The experiments reported in this
chapter were very time consuming so only 8 Java classes were tested by sampling
mutations. The number of programs used in other experiments on mutation’ subset
were similar. It is difficult to know if 8 classes is sufficiently large sample from
which to generalize and so similar studies on larger sets of classes will be useful.
Due to the effort needed in performing the experiment we were not able to use
statistically significant number of mutants for random selection. This can be seen
in the results of some experiments e.g. in Table 6 for class Recipe: a 20% sample
was able to find more faults than a 30% sample.

All the results of this study have been obtained using the set of mutation
operators used by MuClipse. Clearly, these results cannot be applied directly
to mutation systems that use different operators. Efficiency relationships will,
nonetheless, be present between any set of operators.
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Abstract. Some Artificial neural network algorithms have been used to predict
properties of high voltage electrical insulation under thermal aging in term to re-
duce the aging experiment time. In this work we present a short comparison of the
obtained results in the case of Cross-linked Polyethylene (XLPE). The theoretical
and the experimental results are concordant. As a neural network application, we
propose a new method based on Radial Basis Function Gaussian network (RBFG)
trained by two algorithms: Random Optimization Method (ROM) and Back-
propagation (BP).

1 Introduction

Electric material manufacturers constantly search for new and improved material
to satisfy electric power customers’ demands for continuous supply of quality
electric power. In particular, dielectric materials have earned a privileged place. In
practice, the insulations used in high voltage (HV) technology, particularly liquid
and solid insulation, lose their mechanical, electrical and physical properties under
the temperature constraint [1-4]. An elevated temperature for a long time duration
leads to a degradation of the insulating material, which reduces the equipment life
duration.

The great importance of XLPE as insulation encourages researchers in labora-
tories through the world to investigate a lot of experimental techniques in order to
get more informations and characterize well the degradation mechanisms of
the material under service conditions. These investigations are costly and time

W. Zamojski et al. (Eds.): New Results in Dependability & Comput. Syst., AISC 224, pp. 53—@].
DOI: 10.1007/978-3-319-00945-2_5 © Springer International Publishing Switzerland 2013



54 B. Larbi and B. Ahmed

consuming. They need sometimes few years to get sufficient database to solve
economical problems of energy and making maintenance in a simplest way.

Studies had been carried out by us [5] at the HV Laboratory of the ENP of
Algiers on XLPE insulation cables and focused on the thermal aging. The test-
probes experiments on XLPE were effectuated under different temperatures
included between 80°C and 140°C with a maximum aging duration time of 5000
hours. These tests consisted of aging the material and measuring some dielectric
and mechanical properties after regular time intervals [5,6]. The variation of these
properties versus the time, for different constraint values, allows us to establish the
life duration and the material strength characteristic.

Recently, several intelligent systems have been developed which help scientist
and engineer to use in efficient way the database and get with more precision fu-
ture state of the insulation system. The use of Artificial Neural Network (ANN)
presents a powerful tool to predict and diagnosis high voltage insulation materials.
In recent studies, this tool was applied in the pattern recognition of partial dis-
charge pulse [7,8], classification and diagnosis of transformer oil [9], and model-
ling of pollution flashover on high voltage insulators [10].

This work is focussed on the use of some algorithms of artificial neural network
to predict the XLPE behaviour under thermal stress in order to reduce the aging
experiments time and to compare their performances of prediction. To come up at
this objective we have used supervised neural networks based on Radial Basis
Function Gaussian (RBFG) trained with two algorithms: Back-propagation (BP)
and Random Optimization Method (ROM). These algorithms ensure a good pre-
diction with a relative error of 5%.

2 Prediction Method

To predict mechanical properties of XLPE insulation cables under thermal aging,
we have used neural networks based on radial basis function (RBFG) (figure 1):
the used neural network contains an input layer with n units (aging data), a hidden
layer with m units and an output layer with a single node (predicted value of
property).

The use of Gaussian function allows its local characteristics to facilitate the
training and improve generalisation. The main idea of the RBF networks [11] is
that any function f (x) can be approximated by an interpolation composed by the

sum of p core functions:
P
F)=Xwe(x-&)) ()
i=l

Where &; are the nodes of interpolation for i=1,n called centers and w jare the

synaptic weights that interconnect neurons to the output. ¢ is the core function, it

ensures the continuity in the nodes.
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. Hidden
units

Input units

Fig. 1 A feed-forward network with a single hidden layer and a single output unit

Each node in the hidden layer has a radial symmetric response around a node
parameter vector called center. The output layer is a linear combiner with connec-
tion weights [12]. Giving a set of input and output data (X;, y;)i=1.n, the state of the
hidden unit (j) will be denoted by:

2
1< (xi - Ci‘)
p,lx)=exp =23 = @
i=1 if
Where Cy i=1,n and j=1,m are the RBFG centers, O i define the width of Gaussians.

The chosen network in our investigation is trained by two different methods:

Random Optimization Method (ROM) and Back-Propagation algorithm (BP).

2.1 RBFG Trained by ROM

The RBFG centers are vectors of n dimensions; they can be selected from the
trained data by some mechanisms cited in [11]. In the training by ROM proposed
in this work, the used technique consists of an arrangement of centers in a regular
trellis in order to cover uniformly the data input space.

2.2 RBFG Trained by Back-Propagation

Training radial basis network with back-propagation algorithm uses the gradient
descendant method. It requires a choice of learning rate for adjustment of the

weights W, , gaussian centers ¢ ;, and variances O ;. These adjustments are one of
the causes of local minima because of their dependence on the error gradient. The
adaptation of W, ¢, and O is given respectively by:
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Where:

y is the target and y* is the net output
1., 1. and 77 _are the learning rates to adjust respectively weights, centers

and variances.
The prediction process is based on two main phases: the training and the
prediction.

3 Training Phase

The used technique to train the ROM network is the FFN Pattern (data adaptive
learning). In this case, the training is done on a set of samples having the

form(yi > Vin ) , where Y, is a property value corresponding to aging time?; , and

¥, is the predicted value.

4 Prediction Phase

In order to predict a future value y, ., of a set of measured datay,, i=1,n, the
algorithm will be trained on a set of samples having form (yl., v, +1)i=1, 1. After
this training, the weights of the net are updated so that when the network receives
the value y,, its response will be y,,,. Then, a new set of data is obtained with
n+1 values. The training is repeated from the beginning in order to predict the
value ¥, , , the new set of data will contain n+2 values, and this procedure is re-

peated until the prediction of the property for the entire required aging interval. In
order to improve the prediction quality, after each future value prediction (n+1),
the first value (1) is omitted from the set of data. In this way, the network is
trained by the same number of input data.
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5 Results and Discussion

In this section we have used neural networks trained by ROM and BP as described
in sections 2.1 and 2.2. In a first step we have trained the NN with ROM using
FFN pattern for two learning times 2000h and 2500h to predict tensile strength
under thermal aging at 80°C and 100°C. Results show the influence of the learn-
ing time on the network learning quality. From the obtained results (figure 2), the
NN predicts well with a learning time of 2000h than 2500h. This result indicates
that there is an optimum learning time to get a better learning quality, and leads to
ascertain also the existence of an optimum time step and an optimum learning
time giving the best result but not together. The maximum error of 2000h learning
time is about 5% in the case of 80°C and 6.3% in the case of 100°C and reaches
18.9% and 28.9% for 80°C and 100°C respectively. It is very interesting to note
that the error function has a local minimum as a function of learning time, which
in turn depends on the time step.

For purpose of illustration and comparison, we present results of prediction of
each studied material’s property using ROM trained by FFN pattern and back-
propagation in the same figure. All the results are obtained with a relative error of
5%. By fixing the learning step to 500 hours, we trained the net for a learning time
less than the maximum aging time for each temperature, and then the neural net-
work predicts each property at the whole experimental interval.

This will allow us to validate our prediction quality at the cited interval. For ag-
ing temperatures 80°C and 100°C we used a learning time of 2000h. For the other
temperatures we have used a learning time of 1500h. Figures 3(a,b,c,d) and
4(a,b,c,d) show the measured and predicted values of elongation at rupture and
tensile strength of XLPE regarding the aging time.
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Fig. 2 Measured and predicted values of tensile strength according to aging time using two
learning times

(a) aging temperature 80°C,

(b) aging temperature 100°C.
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The obtained results pointed out that both of ROM and BP are good prediction
neural networks and present acceptable errors. However, the ROM presents the
best quality of prediction because of its independence of the used mathematical
model and for its ability to adjust the weights without determining any gradient.
Moreover, the use of BP network presents a lot of difficulties in the training (ad-
justment of many parameters in the same time) which is very difficult and takes a
long time in the generalization step.

The reduced precision of the prediction especially in the case of BP algorithm
is due to several factors. The smaller sample of data is in the first position. By
analyzing this obstacle, we can say that the application of neural network to rela-
tively short data records to an illconditioned problem. In this case, as the cost
function is full of deep local minima, the optimal search would likely end up
trapped in one of the local minima. The situation gets worse when either (i): make
the neural network more nonlinear (by increasing the number of neurons, hence
the number of parameters), or (ii): shorten the data size. A simple way to deal with
the local minima problem is to use a neural network where their parameters are
randomly initialized before training.
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Fig. 3 Measured and predicted values of elongation at rupture according to aging time:
(a): 80°C, (b): 100°C, (c): 120°C and (d): 140°C
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Fig. 4 Measured and predicted values of tensile strength according to aging time: (a): 80°C,
(b): 100°C, (c): 120°C and (d): 140°C

We farther analyzed the erroneously predicted values for the two used methods
in term of error and we present the error of prediction in Tables 1 and 2. It is clear-
ly seen that the prediction performances of ROM are better than of BP except
some values of prediction as we evoked previously. In the case of elongation at
rupture, the maximum relative error reaches at 80°C 14.81% for ROM and
17.03% for BP. At 100°C the maximum relative error is about 16.05% in the case
of ROM prediction and about 24.23% in the case of BP prediction. For the other
temperatures the maximum relative error is 7.04% (ROM), 16.94% (BP) and
4.42% (ROM), 0.93% (BP) for 120°C and 140°C respectively.

In the case of tensile strength, the prediction quality is better than the elongation
at rupture. In order to make clear this quality improvement, Table 2 shows the rela-
tive error for all aging temperatures and for both training algorithms. The relative
maximum error reaches in the case of 80°C 5.05% for ROM prediction and 6.29%
for BP prediction. At 100°C, the maximum relative error is 6.32% for ROM and
19.02% for BP. In the case of 120°C the quality of prediction is practically the
same for BP (maximum error 4.53%) and ROM (maximum error 4.75%). At 140°C
the relative error reaches 0.97% and 2.46% for ROM and BP respectively.
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Table 1 Relative error of prediction in the case of elongation at rupture

Error (%)
Aging 80°C 100°C 120°C 140°C
time (h)  ROM BP ROM BP ROM BP ROM BP
0 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00

500 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
1000 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
1500 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
2000 0,00 0,00 0,00 0,00 0,00 0,00 4,42 0,93
2500 3,55 15,52 11,89 21,64 1,25 16,57

3000 5,87 17,03 16,05 24,23 3,14 4,94

3500 2,52 12,32 9,05 13,50 7,04 16,94

4000 10,00 14,75 13,64 13,80

4500 14,81 16,37 4,37 4,26

5000 2,58 3,00 7,91 4,06

Table 2 Relative error of prediction in the case of tensile strength

Error (%)
Aging 80°C 100°C 120°C 140°C
time (h)  ROM BP ROM BP ROM BP ROM BP
0 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
500 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00

1000 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
1500 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
2000 0,00 0,00 0,00 0,00 0,00 0,00 0,97 2,46
2500 0,41 3,67 4,84 5,94 4,74 1,52

3000 3,28 1,64 6,32 7,06 4,62 0,81

3500 5,05 2,23 0,69 1,92 2,49 4,53

4000 0,77 0,78 5,89 19,02

4500 0,47 2,25 5,27 13,40

5000 0,33 6,29 6,01 14,01

6 Conclusion

The prediction of accelerated thermal aging of cross-linked polyethylene proper-
ties using neural networks has been investigated in this study. The use of neural
networks presents an alternative solution of the expensive and time consuming of
laboratory experiments. Predicted and laboratory results are compared to validate
the proposed neural networks. The proposed neural networks reproduce the same
nonlinear characteristics obtained in laboratory with acceptable error. We have
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pointed out that the NN trained by ROM is better than the NN trained by BP. The
quality improvement of the NN trained with ROM is due to its ability to adjust the
weights without determining any gradient. It had also a better ability in the genera-
lization phase.

We may propose the application of this method to other kinds of aging (electri-
cal, electrochemical...) and in general, in the cases where we need to determine
the extrapolation of non-linear functions giving the variation of a property versus a
given parameter at different constraint levels.
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Abstract. This article considers a cluster model of totally-connected flows and
also analysis software. This flow model is initiated by the relevance of creation of
appropriate methods describing the traffic behavior by physical methods, Kerner,
where there are some elements in implicit form. The model was first formulated at
ITSC-2011, Bugaev etc, and other publications in Russia. It combines limit condi-
tions of leader-following model, Lighthill-Whitham hydrodynamic approach and
generalized solutions with Renkine-Hugoniot conditions. Experiments on the basis
of each model are carried out, results are obtained and software is developed.

1 Introduction

1.1 The Aim of the Article

The aim of this article is simulation of cluster totally-connected flow model [2],
[8], [9], based on solution of ordinary differential equations system (ODE) with
variable number of components. Some components disappear at certain moments
of time. It means that particles in these segments go into other segments with
their density of flow. The goal is to find stationary solution, investigate qualitative
properties, independently of initial conditions. In this work we consider two
problems:

1) many clusters move on canonical supporters R and T;
2) one cluster problem on the chain mails, which are systems of rings.

For example, the problem of chain mail flows like trains move on railroad or traf-
fic flow on network. There is determination of sufficient conditions for the cluster
length, where synergetic effect is available for any initial conditions. Traffic flow
theory is considered as the main use [3], [4], [5], [6].

" This work has been supported by the Russian Foundation for Basic Research, grant No.
12-01-007%4a.
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1.2 Definition of Cluster

Cluster is modeled as geometrical figure, considered as a stable system of moving
particles, distributed uniformly (chain of particles) (Fig. 1) in leader-following
model [8]. These particles have equal velocity independent from maximum speed
and distance between cars (density of traffic flow) [1]. Cluster measurements are
derived from two components:

1) length of cluster d, or length of a lane, in meters (m);
2) height of cluster y, or density of traffic flow, in particles per meter (p/m).

M is number of particles in cluster or mass of the cluster:

M=d-y (D
d
@(y)
J n >
@ @ Eﬂﬂ@ﬂ(y)év@)
Mmoo T T o
d d d d

Fig. 1 Chain of particles as isolate cluster

Equations (3) and (6) are received from the law of conservation of mass.
Velocity v of cluster is described as monotonous function of its density: v =
f{(v), in kilometers per hour (km/h). For example,

V(y) = v, - 2m — ) @)

max

When isolated cluster is moving, it’s mass, density, length and velocity are equal
to constant value.

Zero-cluster (Fig. 2) is a cluster with density, equal to 0: y = 0. Velocity of
zero-cluster is equal to maximum speed: v = v,

. Jrn
Y2
. uo| v
Y v,
]
1 1

Fig. 2 Chain with Zero-cluster and Max-cluster
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Max-cluster (Fig. 2) is a cluster with maximal density: y,,... Velocity of max-
cluster is equal to 0: v, = 0.

1.3 Classification of Flow Support

Lane (Fig. 3) is a segment S of a straight line R with direction of traffic flow and
length d. Clusters move on a lane one by one in the same direction.

d,
| JX

=

A B

Fig. 3 Lane

Ring T is a segment S, where A = B (module d,).

Infinite lane R (real lane) is limit of S with A — — o0, B — .

Chain of intersecting rings will be called Necklace. Every ring has two intersec-
tions P'; and P?; with previous and next neighbor rings. If the first and the last
rings don’t have intersections with each other, it will be called open Necklace. If
they have intersection, it will be called close Necklace.

Chain mail is a system of n Necklaces (Fig. 4).

QOO

KKK, ‘.4:
SISt

Fig. 4 Close Necklace and Chain mail

2 Cluster Flow on T and R

2.1 Description

Let us divide the flow of particles into segments, called clusters. The height of
every cluster is equal to density y; of the flow on each segment of the lane with
length d;, where density of flow is constant at a definite moment of time ¢ = 0.
Velocity of flow on every such segment is equal to v;.
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Clusters will interact with each other through boundaries with their neighbors.
There are no gaps between clusters. If a slow cluster moves after a fast one, it will
try to overtake the fast one. This is definition of clusters behavior model. The flow
of particles inside the slow cluster will increase its velocity, entering the cluster
with low density and vice-versa.

2.2 Cluster Flow Model for R

On Fig. 5 there is chain of clusters on real lane R. It is described by a system of
equations (3).
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Fig. 5 Flow of clusters on R
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In common, interaction coordinates between clusters are described by a system of
non-linear ordinary differential equations (NODE). Cluster [x,.;,x,] is the leader,
and x, is the front of this leader.

Xoo=Xo(0), X190 = x,(0), ..., Xp0 = %,(0) 4
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With initial conditions (4), system of equations (3) is the Cauchy problem. Be-
sides, construction (3)-(4) supposes that

Xo(t) < x5(t) < X3(H)< ... < X,(1) (®))

If at some moment of time one of inequalities (5) turns into equality, it means, that
appropriate cluster disappears and the number of inequalities decreases by one
unit.

The software, reconstructing interaction of clusters on R, was developed. By
means of this software, experimental results, considered by that cluster model,
were taken out.

At the beginning, this program saves initial conditions, defined by software
user, by dynamic arrays or in arrays with variable size. Then, at every step, the
model solves the system of differential equations with initial conditions (Cauchy
problem) and constructs the flow of clusters on the lane and plots graphic of
system solution.

The software was developed by:

1) environment development Microsoft Visual Studio 2010 Express;
2) program language C#;
3) .NET Framework 4.0.

2.3 Cluster Flow Model for T

On Fig. 6 there is chain of clusters on ring T. It is described by a system of
equations (6).

The coordinate x,, at the interaction of clusters on ring T, is described by the
same equation, as the coordinate x,, because this type of movement of the first and
the last clusters will interact, unlike clusters moving on the infinite lane.

Fig. 6 Connected flow of clusters
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The developed software can reconstruct interactions of clusters on the ring. By
means of this software, experimental results were taken out.

On Fig. 7 in lower part one can see curves of moving coordinates of boundaries
between clusters.
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Fig. 7 Result of cluster's interaction on the ring

2.4 Results

1) During the interaction, the number of clusters doesn’t increase on R and on T;

2) If the chain of clusters moves on the infinite lane, then by ¢+ — oo, with the
measure zero of the initial conditions, the only one cluster will move, which
has the number 7 at the start of modeling;
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3) If the chain of clusters is moving on the ring, then by # — oo, with the measure
zero of the initial conditions, the number of clusters will decrease as soon as
there will be a permanent process of moving 2 - k clusters with densities y,
and y; (Fig. 8).

Fig. 8 Stationary process for T

3 Flow on Chain Mail

3.1 Rules

Let 2n be the number of crossing rings in the chain mail. On the rings there are 2n
moving clusters, one on each ring. The length of each cluster is equal to /. The
velocity of each cluster v; = v (Fig. 9).
The rules of passage through point P’; :
1) if the lane has the number 2i, v,; = 0; if PI,- in [x15;.;,x25;.;], otherwise v,; # 0;
2) if the lane has the number 2i+1, vy;,; = 0; if PI,- in [x152,x25;,2], otherwise
Vair1 7 0.
The rules of passage through P’ :
1) if the lane has the number 2i, v,; = 0; if PZ,- in [x15;47,X22:41], otherwise vy; # 0;
2) if the lane has the number 2i+1, vy,; = 0; if PZ,- in [x1;,x25], otherwise
V2is1 7 0.

Average velocity of the whole system:

Vaolt) = =3 welt) <0 @
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The length of each ring is 360 degrees. Intersections P’; and P?; are located at the
interval of 180 degrees.

This model considers, that clusters cannot shrink, at the moment of waiting in
points Pi. This means, that the flow of particles moves in organized chain without
changing its density.

Developed software reconstructs cluster's movement on the chain mail with the
given number of connected rings, length and density of clusters.

0 20 180 270 360
7 e
£ e
Wmed e
% e
A
A
7
| £z 71
‘( b
i 7 .,

Fig. 9 Equivalent to Fig. 4

The software models the movement of clusters and constructs diagrams of the
clusters velocities. The software also shows the average velocity of all moving
clusters on the chain mail.

This software allows to determine initial values of the model in auto-mode,
according to the random conditions, specified by model and software user.

3.2 Results

1) If the cluster length [ < 180, for all initial system conditions, then this system
adapts to maximum velocity of movement without stoppage (synergy);

2) If the sum of two neighboring clusters > 360, for all initial system conditions,
then velocity of the system V,,(t) < v;, where v; is velocity of i-cluster;

3) If the length [> 180, for all initial system conditions, then velocity of the sys-
tem V,(t) = 0 (Fig. 10).
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Fig. 10 Interruption of the system

4 Future Works

At present time the new software processing is in the development, which allows
to reconstruct cluster's movement on the several lanes, on the belt and on the infi-
nite belt.

Several lanes are a system of n parallel lanes, where each lane has the same di-
rection and the same length d,. In this system clusters have ability to change
neighboring lanes (Fig. 11).
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Fig. 11 Cluster changes a lane



72 A.P. Buslaev and P.M. Strusinskiy

Belt is a system of n rings with the same length (Fig. 12).

n

Fig. 12 Belt

Infinite belt is a system of n lanes, where each lane has the length equal to .
The following problem statement is defined as:
let X and X' be two neighbor lanes for movement of clusters in the same direction
from left to right. There are two clusters on lane X:

1) cluster, moving behind, is a fast cluster with density y,, velocity v; and length
d

2) cluster, moving ahead, is a slow cluster with density y,, velocity v, and length
ds;

3) fast cluster will overtake the slow one by a definite period of time A¢ and coor-
dinate x; of the fast cluster will be equal to coordinate x; of the slow one.

After that four strategies of cluster's behavior are considered:

4) fast cluster passes the slow one;

5) fast cluster integrates into slow cluster;
6) hybrid strategy of cluster's behavior;

7) fast cluster "waits behind" the slow one.

Analysis and verification of the hypothesis of the software development will
follow.

5 Conclusion

In this work new software was created. By means of this software we obtained
simulation results and proved theoretical and numerical results, that were made in
[11, 2], [7], [8], [9], [11]. Now we can obtain some results of this model in created
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software, which is very hard to obtain by theory and calculations, performing
numerous experiments. Further we can explain these results by means of theory
and computing.
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Abstract. The protocol stack 6LoWPAN (Low power Wireless Personal Area
/Networks) is minimally resources protocol that has been implemented in embed-
ded operating systems. However, it improved mechanism for more efficient use of
limited radio bandwidth. This mechanism is network coding, which is devoted to
this article. The purpose of this article is to evaluate the effectiveness of network
coding mechanism implemented on a network component that uses Atmel AVR
Raven IEEE protocol stack 802.15.4/6LoWPAN. Implementation mechanism of
network coding has been done in the environment and Contiki on the sample that
is representative hardware platform Atmel AVR. As an interim step that would
allow the implementation of the mechanism was to analyze the coding method for
the network protocol stack 802.15.4/6LoWPAN.

1 Introduction

Wireless networks, especially the PAN (Personal Area Network) is characterized
both by large losses of data during radio propagation and limitations associated
with the available resources and the limited capacity of the radio channel. Meeting
the requirements of the interoperability of IPv6 networks and ensuring a better use
of the available radio bandwidth required to improve the existing protocol stacks
for ad-hoc networks and in particular for sensor networks. One of the many com-
munities it is open and flexible 6LOWPAN protocol (Low power Wireless Person-
al Area Networks). Resources of light-weight protocol, implemented in operating
systems, you can improve the mechanism for the effective use of limited radio
bandwidth. This mechanism is network coding, which is devoted to this article.
Exactly, it can be said that the aim of this article is to evaluate the effectiveness of
fermented mechanism implemented in the component network coding Atmel AVR
Raven network protocol stack using IEEE 802.15.4/6LoWPAN. The implementa-
tion of network coding mechanism was built using a customizable system on the
hardware platform Contiki Atmel AVR (RZ RAVEN).

W. Zamojski et al. (Eds.): New Results in Dependability & Comput. Syst., AISC 224, pp. 75182
DOI: 10.1007/978-3-319-00945-2_7 © Springer International Publishing Switzerland 2013
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2 Analysis of Network Coding Methods for the Network
Protocol Stack 802.15.4/6LoWPAN

6LoWPAN implementation of IPv6 is tailored for the data link layer protocol based
on the IEEE 802.15.4 standard designed for low-power wireless networks. Head in
this protocol is based on standard IPv6 (RFC 2460) for size 40 B at the MTU
(Maximum Transmission Unit) for the IEEE 802.15.4 standard ratio of 127 B. The
use of smaller packets during transmission provides a lower packet loss ratio and
stability data sharing. However, the low bandwidth radio link to the standard of 250
kbps forced to find ways to make better use of limited bandwidth. In the research
project [4] is an example of the concept of network coding mechanism for the net-
work layer packet (NC_NET) in tactical ad-hoc networks. Bringing this mechanism
for IP packets in the example scenario with four nodes in Figure 1 shows.

Application Application

Transport Transport
P [ P Ij I P Ij P
Ij Ij ‘ Network coding Ij

Convergence Convergence Convergence Convergence

Network coding Ij ‘ Network coding ‘ Network coding

MAC MAC MAC MAC

PHY PHY PHY PHY

Fig. 1 Network coding range NC_NET

This mechanism takes into account similar size packages are subject to network
coding operations. This is due to the fact that in the case of large differences in the
size of each package must be a padding packet is less detrimental to the efficiency
of coding. NC_NET mechanism consists of sub-mechanisms, namely:

— decoding buffer;

— recognition of the neighborhood;
— coding;

— confirmation of received packets.

3 Implementation of the Selected Network Coding
Mechanism

The introduction of an appropriate system configuration consisting in modifying
the source code helped prepare adequately implementing operating position. The
result was the realization of multi-step with running component from intercepting
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packets generated by each node. Intermediate stages of the commissioning tests
included: running routing protocol, enabling confirmation ACK in IEEE 802.15.4,
and change the addresses of each node.

With a view to implement the selected network coding mechanism adapted to
networks with limited resources, it was necessary to take into account the resources
available to the deployed storage network component. Figure 2 shows the resources
occupied by the various protocols built into the system and what goes with it, the
amount of memory available to implement a mechanism for network coding.

NC_NET

2 kB ROM/0.6 kB RAM

ubP TCP

1.3 kB ROM/0.2 kB RAM 4 kB ROM/0.2 kB RAM

IPv6 RPL

11.5 kB ROM/1.8 kB RAM 7.5 kB ROM/0.01 kB RAM

Fig. 2 Summary of memory resources used in the Contiki

4 The Implementation of the Commissioning Tests

In order to complete the commissioning tests were made in the structure of chain.
It was based on a multi-step consisting of a representative sys-tem Contiki (Atmel
AVR Raven - RZ RAVEN) equipped with an 8-bit microcontroller ATMe-
gal284P (16 KB RAM and 128 KB flash). This system has a 2.4 GHz transceiver
running accordance with the protocols ZigBee, IEEE 802.15.4, 6LoWPAN and
RFACE (Fig. 3).

Fig. 3 Kit Atmel AVR RZ Raven [12]

For testing commissioning and subsequent functional testing and quality served
characterized test bed containing more than three terminals device and PC acting
as (Fig.4), i.e.:

—  The position of the compilation and implementation of the source code.
—  The position of the analyzer package.
—  The position of the communication event AVR RAVEN.
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Fig. 4 Photo made a complete position to research

5 Conducting Qualitative Research

The purpose of qualitative research is to determine the number of the received
data by the end node and specify the delay sent streams of data. In these studies
take into account the following aspects such as:

— Holding time packets in the buffer mechanism of network coding;

—  The Number of:

o buffers used to encode the network nodes;
o packets sent in a single data stream;
o send streams of data units using ICMPv6;

— The interval between packets sent;
— The size of a single packet is sent.

Wireshark software using the planned research were captured packets from the
position of the analyzer packages, which are then subjected to filtration and analy-
sis allowed the preparation of the test results. Was taken into account the number
of received data in one direction by the end node. Both packages were intercepted
coded by network coding mechanism, as well as the unencrypted due to the buffer
occupancy. For qualitative research, the following assumptions:

— packet size ICMPv6 Echo Request - 10 B;
— the number of packets in the data stream - 30;
— input variables:

o the number of used buffer queues used network coding;
o the number of streams of data - from 1 to 7.

During the study interval adjusted test packets, depending on the number of
buffers used to hold packets and the number of data streams to bring non-memory
resources overload situation and operational network component. Detention time
packets in the buffer remained constant.
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Test packets to send [ICMPv6 Echo Request command uses the standard Ubuntu
Linux terminal. To run at the same time a larger number of data streams used a sim-
ple script that allowed for accurate execution of qualitative research. In addition,
results from the course of the operation ping were saved to individual text files.

Qualitative research results collected from Wireshark, which allowed the use of
filtering the captured packets and initiates an option Statistics Summary of Statis-
tics. In addition, this program has allowed checking the correct content generated
packets containing encoded packets. Figure 5 presents the Wireshark window with
the selected relevant information necessary to research.

|l 55 [Wireshark 1.6.2 (SVN Rev 38031 from /trunk-16)]
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Fig. 5 Using Wireshark to retrieve the results of the qualitative research

It should be noted that, when setting the number of nodes in the network buf-
fers for encoding a zero if there is no network coding mechanism used. In this way
it is possible to determine the rate of profit in terms of growth coding volume of
data useful and estimate the cost of the use of this mechanism, which is the esti-
mated increase in packet delays. To determine the coefficient of profit network
coding mechanism used in the relationship:

D, -D
E ,=——2%-100% (1)

1

where:

— D, — the number of the received data by the end node without network coding,
— D, — the number of the received data by the end node using coding.

The negative results obtained E_cod= 0%. This research applies only to the result
of a data stream for which network coding mechanism has not been prepared.
Based on the results plotted (Figure 6) presents the value of profit network coding
mechanism depending on the number of used buffer queue and the number of data
streams. When determining the value of delays are used as defined measure of
cost encoding mechanism in the form of network delay. It means the amount
by which the increased delay compared to a situation in which network coding
mechanism has not been activated.
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The profit factor value of network coding mechanism depends on the
number of used network buffer queue and the number of data streams

The profit factor value of network coding mechanism [%]

Number of data streams

Fig. 6 Graph - value of profit network coding mechanism

Chart created from the results shown in the graph (fig. 7), which is dependent
on the number of data streams and the number of used buffer queues.

The cost of network coding in the form of delay depends on the number
of used network buffer queue and number of data streams

== 1 queue

250

15,0

100

The cost of network coding in the form of delay [s]

00

Number of data streams

Fig. 7 Graph - the value of the cost of network coding mechanism in the form of delay
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The results confirm that the number of received data in the terminal nodes de-
creases with the number of buffers diagnosis coding while keeping all packets sent
from the testing station. This raises the profit of network coding at best, reaching
up to the level of 44% with 5 buffers and sending three data streams. Only if we
have a surplus of single stream of packets sent since the same source code and the
delay made it does not allow the network coding gain. For this reason, defining
the rate of profit network coding mechanism for negative values adopted a value
of 0%.

The delay value is calculated between the first packet sent to a testing station
last received a package in the terminal nodes for each test case and it is increasing
with disabilities holding packets in the buffer and higher operating load and mem-
ory-network component, which implements the encoding mechanism. The smal-
lest increase in the delay of received packets was 1.9 s, while the largest was 30
seconds. When analyzing the results of growth delay was defined name of the cost
of network coding mechanism in the form of delay. The average value of this cost
for all of the experiments was 13.5 seconds.

It should be noted that the time delay is dependent on the set interval between
the sending of packets in the stream during the test quality. Setting an appropriate
interval between packets allowed for correct operation of encoding mechanism. If
you set too small intervals between packets in-time air sampling studies, this re-
sulted in a temporary overload operating node and interrupt the operation of the
network component.

6 Conclusions

In qualitative studies found that the mechanism implements network coding, all
performed variations on change-buffer queues cotton bud number and the number
of data streams, introduced an average coding gain of 17.9%, while the average
delay increased by 13.5 second.

It should be noted that network coding mechanism operates only in the case of
unicast packets addressed as for the study of the test package ICMPv6 Echo Re-
quest is appropriate. However, wanting to check the effectiveness of the coding
for multicast and broadcast packets should have been implemented to improve the
source code of network coding mechanism.

When analyzing the functionality of network coding mechanism implemented,
do not forget about the impact of working memory load on the functioning of both
the mechanism and the system built. Number of queue buffers used has a particu-
lar impact on the burden of memory resources. If you run a network component of
the routing protocol set, and only the required server-settings (to run a simple web
page) free memory is at the level of 79.4%. However, once implemented, network
coding mechanism, this value increases to 80.8%. However, after each buffer
value is increased by 1.2%. The result is that even with 5 buffers and a few com-
mands into the console logging associated with the presentation of the contents of
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buffers, free memory is around 90%. This load will have some problems such as
with longer search paths in the routing table and the loss of a single packet.

Given, therefore, under the burden of memory and delay times, it is possible to
determine the most efficient number of buffers in the implemented code. It turns
out that 5 buffers already makes some problems with packet loss, so the best op-
tion seems to be set to 3 or 4 buffers taken packages. If the number of buffers
fared the best nodes at number four data streams.

Noting the results obtained during the qualitative research it is possible to de-
termine the application of this type of network coding mechanisms in practice.
First of all, it can be used in situations where packet delay is not a priority in the
data, but the important parameter is the desire to transfer large amounts of data.
You can also implement packet detection mechanism, based on which node should
decide whether specific data to be sent in the default mode or with the use of net-
work coding mechanism. Definitely use of network coding mechanism (especially
in sensor networks using network components with limited resources), aren’t suit-
able for real-time data transmission. It may, however, be used for data transmis-
sion database, web and often sending data from different sensors, for example.
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Abstract. The paper presents a resource constrained model of a discrete transpor-
tation system that can be used to simulate its operation in presence of faults.
The simulation results are used to determine the initial level of resources that en-
sures seamless operation of the system. The simulator is also used to assess the
conditional probability of system failure after reaching a specific set of reliability
states. This is used to determine the set of critical states, i.e. the states when the
system is still operational but the probability of failure in near future is unaccepta-
bly high. These states can be used as an indicator that the system is degrading
dangerously.

1 Introduction

Multistate approach is often used in reliability analysis [2, 3], mainly to reflect the
partial system degradation as opposed to complete failure. The same approach can
be used in ternary state analysis, where the third (critical) state corresponds to the
situation that the system is dangerously degraded, and urgently needs maintenance
action [1]. This critical state may be used to monitor the health of the system,
provided that it does not generate too many false alarms.

In the paper, we consider the risks connected with managing a discrete trans-
portation system (DTS), i.e. a transportation system in which goods are trans-
ported by a fleet of vehicles of limited capacity. The vehicles operate according to
a fixed schedule, carrying goods between destinations. The goods are fixed in size
(the volume of goods is always a discrete number). The proposed reliability analy-
sis is based on the assessment of system operation using Monte Carlo simulation.
A custom designed simulator is used [6], which utilizes the publicly available SSF
simulation engine [4]. The simulator is used to establish a secure level of system
resources (vehicles and drivers), to assess the probability of the system reaching a
critical state of operation, and of the conditional probability of system failure once
it reaches the critical state.

W. Zamojski et al. (Eds.): New Results in Dependability & Comput. Syst., AISC 224, pp. 83192
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2 Discrete Transportation Systems Model

The paper considers the risks connected with managing a discrete transportation
system (DTS), i.e. a transportation system in which goods are transported by a
fleet of vehicles of limited capacity. The system consists of nodes (locations from
which goods are collected and to which they are carried) and vehicles travelling
between the nodes. The vehicles are manned by the human drivers. The system is
modeled by the various interacting resources used to achieve the transportation
goals.

2.1 Transportation Systems Resources

The considered system model is composed of [5]:

o the set of nodes X, in which a central node x, is distinguished (the local distri-
bution center),

the set of routes between the nodes R,

the set of vehicles V,

the set of transportation assignments Z,

the set of travel schedules C,

the set of vehicle operators (drivers) K, assigned to vehicles when they transport
goods between the nodes,

o the set of maintenance teams M that service the vehicles after a break down.

Transportation Assignments

The assignments are connected with specific needs for transporting goods. It is
expressed as a discrete number of standard containers. The assignments specify
the source node from which the goods are picked and the destination node where
they are carried to. The assignments are always either from the central node or to
the central node. Assignments between other nodes are not allowed.

There is a fixed time in which each assignment must be completed. Depending
on the nature of the DTS system, this time is fixed by local regulations or is part of
the service agreement between the assignees and the transport service provider.

Nodes

There is a single central node and a number of local ones. The central node is the
only destination of assignments generated at the local nodes. The central node
generates goods assignments destined to all the local nodes.

The assignments are generated independently of each other, using random dis-
tributions. We use Poisson distribution for this purpose. Each local node has
an attribute which determines its characteristic rate of assignments generation.
The central node is described with an array of assignments rates, one for to each
local node.



Reliability Analysis of Discrete Transportation Systems Using Critical States 85

Vehicles

It is assumed that all vehicles of the same type have similar properties. They are
described with the same functional and reliability related parameters: capacity
(expressed as the number of standard containers), average cruising speed (deter-
mining the route latency), failure rate, renewal time. All the vehicles are based in
the central node and travel from it to realize the assignments.

At any moment in time, a vehicle may be in one of the following states: it
might be en route between nodes (a specific distance from the starting node, carry-
ing specified amount of goods), it might be waiting for goods in a node, it might
be stopped due to unavailability of a driver or due to regulatory rest period of its
driver.

A vehicle may be realizing multiple assignments at the same time. It will be
fully loaded with goods if the pending assignments allow it. If there are insuffi-
cient assignments for nodes towards which the vehicle is destined, then it may be
partially loaded or even travelling empty. It collects goods en route if there are
pending assignments in the visited nodes.

Vehicle Operators

The drivers are a limited resource of the system. If a vehicle is assigned to a job
(to a timetable), a driver must also be associated to it. Any unallocated driver can
be associated with any vehicle. Only one driver at a time is associated with a ve-
hicle (since we do not consider long distance routes with standby drivers).

The work of vehicle operators is regulated by local and EU legislature. The dai-
ly working hours are limited (to 8 hours), there are also compulsory rest breaks
while driving. Thus, at any time the driver can be in one of the following states:

resting (not at work),

available (at work — ready to start driving),
pausing (having a break while driving),
driving.

It is assumed that the drivers work in 8 hour shifts. The state of each driver
changes to “resting” whenever his daily working time limit is exceeded and he
arrives at the central node. He stays in this state until the beginning of his shift
next day. Then, his state changes to available. If there is a pending driving sche-
dule (timetable) and an available vehicle, then his state changes to “driving”.

While driving, the driver has to heed the limits on the maximum length of time
that he can work without a break. Normally, the timetables assure that the required
breaks are fulfilled while the vehicle is loaded in the visited nodes. If a route is
unnaturally long or there are travel delays on the way, then the driver is required
to take a break en route. The parameters determining the daily working hours lim-
it, maximum uninterrupted driving period, minimum break duration are associated
with the operators model.
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The allocation of drivers to the jobs (described by the timetables in the model)
is governed by some simple rules:

e Vehicles cannot carry goods between nodes if there is no operator available.

e The driver is chosen from among those, whose daily working time limit allows
them to complete the job with at most 10% overtime (i.e. estimated journey
time is less than 110% of the left work time limit).

Routes

Routes represent the direct connections between nodes of the system. They are
characterized by the distance that the vehicles must travel. Taking into account the
average travelling speed of vehicles, this determines the latency connected with
moving from one node to another. This latency is further distorted by the travel
delays which represent the natural variation of latency, e.g. caused by the traffic
congestion. These delays are modeled using a random distribution.

Timetables

Vehicles are travelling in accordance to fixed timetables (travel schedules). Each
timetable determines the time to leave the central node and a sequence of nodes
that must be visited by the vehicle as well as the times of these visits. It describes
the daily work of the vehicle associated with the timetable, independent of the
actual needs as determined by the assignments.

Vehicles are loaded to their capacity (if there are sufficient assignments) at the
central node on starting a travel schedule. On reaching each consecutive node in
the timetable, the goods destined to it are unloaded and the goods waiting there are
loaded in their place. The time used for unloading and loading is randomly cho-
sen. If there are other vehicles in the node, then they are queued and the period of
loading/unloading is extended commensurately. The timetables do not specify the
time to leave a node (except the timetable start time).

When the vehicle returns to the central node (at the end of a schedule) it is
completely unloaded. It can then be associated with another timetable or it may be
placed in the pool of available vehicles, waiting to be associated with a job.

The timetables are not directly associated with vehicles or drivers. Instead, any
available vehicle and operator is allocated to each schedule. If there are no ve-
hicles or drivers available, then the timetable cannot be realized.

Maintenance Teams

The model does not distinguish any specific parameters of the maintenance teams,
just their number. If a vehicle breaks down, it will be repaired by one of the main-
tenance teams. The distribution of the repair time is associated with the vehicle,
not with the team.
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2.2 Operational Faults

The following faults are taken into consideration during the system analysis:

e vehicle breakdowns (requiring repair by one of the maintenance teams),
e driver absentees at work (due to illness or other incidental leave),
o traffic congestion (which result in random delays in the timetables).

The vehicles are assumed to break down occasionally, in accordance to their relia-
bility parameters (failure rates). They then stop operation and wait for a mainten-
ance team. On being repaired (after a random repair time), the vehicles continue
the work they were realizing before breakdown. No transloading of the goods is
allowed. Each maintenance team repairs only one vehicle at a time. If all the main-
tenance teams are currently occupied, then the vehicle repair is delayed until one
becomes available.

Drivers are liable to sickness and other events that can make them temporarily
unavailable. After a prescribed leave of absence they come back to work. Driver
illness is modeled as a stochastic process with three categories of illness [6]:

e short sickness (1 to 3 days),
e typical illness (7 to 10 days),
e protracted disability (10 to 300 days).

In the model the three types of disabilities are independently generated. In each

case the actual period of absence is randomly chosen from the appropriate range.
Traffic congestion is not explicitly modeled as a fault. The delays caused by the

traffic jams are considered as a random component of the route cruise times.

2.3 Simulation Technique Used to Analyze the System Model

The analysis is performed using a simulator, custom designed for this purpose
[5,6]. It is based on the publicly available SSF simulation engine that provides all
the required simulation primitives and frameworks, as well as a convenient model-
ing language DML [4] for inputting all the system model parameters.

By repeating the simulator runs multiple times using the same model parame-
ters, we obtain several independent realizations of the same process (the results
differ, since the system model is not deterministic). These are used to build the
probabilistic distribution of the results, especially the average measures.

3 Critical States of Operation

The reliability state of the system is characterized by the number of operational
resources, at a specific point in time. Thus, it is a vector of the number of drivers
ng;, that are not ill, and the number of vehicles ny; that are operational:

S;i = [ngi, nyil. (D
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Initially, all the drivers and all the vehicles are available. This initial state of oper-
ation S, = [ng,, ny,] is a strategic system investment decision. It impacts both the
reliability and the economic aspects of the DTS. It reflects the total resources
committed to the system:

ny, =card(K),

ny, =card(V), o

where the sets K, V are defined in Section 2.1.

The quality of the system is assessed by its ability to transport all the goods on
time, regardless of the reliability state. It is assumed that impaired operation can-
not cause rejection of transportation assignments. Thus, all the assignments are
serviced by the system, though delays in delivery may occur. The likelihood of
these delays varies with the reliability state. This is the basis of classification of
the states as operational, failed or critically operational (a border case between
operational and failed).

3.1 Quality of System Performance

Each assignment has a guaranteed time of delivery 4¢,. The real time of delivery
At is a random variable, which depends on the current volume of assignments,
travel delays, reliability state, etc. There are two possible relations between the
delivery deadline 4t, and the actual assignment realization A¢:

e If the assignment is completed before the deadline, i.e. At < At,, there is no
penalized delay. There is no reward for the early delivery, either.

e If the assignment is completed after its deadline, At > At,, then there is a late
delivery penalty incurred.

The short term measure of the quality of performance is obtained by counting the

assignments that are delivered on time (before the deadline). If the system is fully

operational, it should realize almost all the assignments on time. If a fault occurs,

some of the assignments are realized late.

Fig. 1 The average ratio of on-time deliveries for various numbers of vehicles and drivers S,
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The ratio of on-time deliveries a, is defined as the proportion of assignments
that are delivered on time to the total number of assignments in the system during
a fixed time period. Of course, this measure is a random variable that reflects the
nondeterministic properties of the whole system. A 24 hour reporting period is
assumed for determining this ratio.

The sequence of time instances (f, ;, ... , t,) fixes the boundaries of the con-
secutive days, for which the ratio is considered. N(t;, t;;;) denotes the number of
assignments completed in (%, t,/). Ny(%;, t;.;) denotes the number of those assign-
ments, which are completed on time. Average ratio of on-time deliveries is
defined as:

di (ti—l’ti)

a(t)= -
) N, (t,_,t)+1

3)

The average ratio A,, calculated over the various reporting periods and the various
random variable realizations, is used to characterize the overall system
performance:

A, = E{a, (1)} (4)

The value of this ratio can be predicted using the simulation technique mentioned
previously. Fig. 1 presents the results of such assessment for the system with dif-
ferent levels of allocated resources, as defined in (2).
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Fig. 2 The conditional probability of system failure for various time horizons and for va-
riously defined critical states (S;; D Si> D Si3)
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3.2 Critical States

During system operation the actual number of available vehicles and drivers varies
in time due to the operational faults. This is characterized by the reliability state,
as defined in (1), at any given moment of time.

For any set of these states, it is possible to compute the conditional probability
that in a short time horizon 7 the average ratio of on time deliveries a, does not
drop below an acceptable level A,,;, . The condition in this case is that at the be-
ginning of the time period the system enters one of the states in the considered set.

This probability reflects the likelihood that attaining the considered set of states
results in system failure. It is used to classify the reliability states into two disjoint
sets — the set of operational states when the probability of failure is very small and
the set of fail states if the probability is reasonably high. Of course, this classifica-
tion depends on the level of probability that we consider “small” or “reasonably
high”, as well as on the time horizon (a few days).

The critical states are defined as a border case between the operational and fail
states [1], i.e. they are a subset of the operational states with just a single or a few
drivers/vehicles more than in the fail state. They are used to predict impeding
system failure.

Fig. 2 illustrates how the conditional probability of failure changes depending
on the value of time horizon 7 for various definitions of the critical states. S;; cor-
responds to a liberal definition of the set of critical states (with a few redundant
vehicles and drivers), Sy, is a subset of S;; with less redundancy, S;; < Sy is the
narrowest margin. It should be noted that a smaller critical states set yields a more
likely prediction of system failure in a short time, but at a cost — the probability of
its occurrence is smaller (in the considered example 0.437, 0.045 and 0.002
respectively).

4 Case Study

All the simulation results that illustrate the presented considerations (Fig.1 and 2)
were computed using a real-life example of a transportation system. The system
consists of a central node located in Wroclaw and 22 local nodes located through-
out the region. The stream of assignments (generation of cargo) is assumed the
same for all the destinations. It is modeled as a Poisson stream with the rate set to
4.16 per hour in each direction. On average this corresponds to 4400 containers to
be transported every day.

The set of vehicles is uniform, each can carry 10 containers at a time. The ve-
locity of vehicles is modeled by the Gaussian distribution (average of 50 km/h,
standard deviation of 5 km/h). The average loading time is 5 minutes. The mean
time to failure of each vehicle is assumed as 20,000 hours. The average repair time
is 36 hours (left-truncated normal distribution with std. deviation of 18 hours).
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The vehicles are operated by drivers working in 2 shifts (morning: 6 a.m. till 2
p.m., afternoon: from 1 p.m. until 9 p.m.). The rates of drivers illness for defined
three categories are equal to: 0.003, 0.001 and 0.00025.

The system works with fixed timetables. These are organized so that the ve-
hicles and drivers have a grace time of 20 minutes after completing one journey,
before starting on the next one.

The initial numbers of vehicles and drivers are established on the basis of simu-
lation results presented in Fig. 1. These numbers were fixed as 48 vehicles and 85
drivers, which ensure that the total volume of cargo, that can be transported daily,
exceeds the average demand by 15% (overall). This is accepted as a reasonable
level of redundancy in the discussed system.

5 Conclusions

The presented results bear out the feasibility of using the concept of critical state
operation in the considered class of DTS systems. The choice of the set of critical
states is arbitrary — the larger the set of operational states that we deem critical, the
worse its predictive value (as illustrated in Fig. 2). On the other hand, the critical
state is also more likely to occur. As such, it is a management decision that will
influence the balance between trustworthiness of the predictions and unjustified
alarms.

In case of a stable system, such as analyzed in the case study, the best predic-
tions (represented by critical states set Sy,) are not particularly significant. The real
value of the approach can be appreciated if we consider a system that may deteri-
orate from its model parameters, e.g. if the frequency of goods assignments
increase unpredictably or the travel times increase due to deteriorating traffic
conditions. Then, the occurrence of the critical states operation may be the
first indication of the changes, raising alarm for the system management that a
reorganization of the timetables is required.
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Abstract. The aim of this study is to build a reference model for the selection of
Open Source tools for the management of customer requirements in IT projects.
The construction of the reference model results from the needs of companies pro-
ducing software which are also interested in streamlining the process of managing
requirements using Open Source tools. This interest in Open Source tools is, in
turn, a consequence of licensing costs, integration with the rest of the portfolio,
and support costs. The advantage of Open Source tools is their low license cost
and the ease of their adaptation, provided that there is access to a reference model
for their adaptation. The problem of the IT market is the lack of such reference
models for selecting Open Source tools. Therefore, the authors undertook to build
such a model and to apply it in supporting the requirements development process
in IT projects.

To achieve the objective, the study was divided into four main parts. The first
elaborates on the issue of selecting tools in the software development cycle, indi-
cating the need for departments creating IT systems to use appropriate tools for
the given organization. The second part is devoted to the approach to the selection
of tools supporting the requirements development process. The purpose of this
section is to diagnose the state of IT projects and the lack of support for the re-
quirements development process. The third (the main) part presents the idea to
construct a reference model for the selection of tools to support the requirements
development process. The structure and development prospects of the model
are also discussed here. The fourth part is entirely devoted to examples of the
application of the reference model in several IT projects.

1 The Issue of Selecting IT Tools

Best practices, management and production methods as well as appropriate tools
are essential for the development of the requirements management process for a
particular organization. The choice of appropriate best practices, management
methods or tools is a challenge and a problem for many organizations [8] [1].

W. Zamojski et al. (Eds.): New Results in Dependability & Comput. Syst., AISC 224, pp. 93—@.
DOI: 10.1007/978-3-319-00945-2_9 © Springer International Publishing Switzerland 2013
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Ideally, in the selection of tools, duplication of functionality between the various
tools used or the inability to integrate data from different areas of software
development does not occur. If we look at the current software development
environment, we can clearly say that there is an abundance of manufacturing
processes, and thus an inability to efficiently share information between the roles
and tools. This is often combined with the selection of tools convenient for one
group of stakeholders, which will disallow the development of the strategy for
another department responsible for creating the systems. Analyzing best practices
of the market, such as CMMI (Capability Maturity Model Integration), leads to a
clear conclusion that we should strive to combine disciplines in the manufacturing
process. This described process of integration should take place at the level of data
repositories, without any further need for unnecessary duplication of core
functions and information on which they operate.

The observations of the authors concerning the lack of information exchange
between the stages of the manufacturing process were confirmed by a recent
survey on the use of tools in the software life cycle. They clearly show that
building a complete and integrated tool environment that will efficiently support
all the processes is a challenge for organizations, which further prevents them
from managing software development in a predictable way. The survey carried out
by IBM at the Rational Innovate 2012 Conference [8] showed that the adaptation
of tools to a client's needs and their integration is the biggest challenge for
organizations. The results revealed the most common problems for organizations
developing solutions:

e  fools which are easier to use, to get to know, and to adapt to needs — 82 %,

e tool optimization for large implementations, and adaptation for use by teams
in companies — 57 %,

e strengthening tool integration in the software life cycle — 44 %,

o Detter reflection of the software life cycle in the organization — 20 %,

e fools that help standardize the processes of development and maintenance —
13 %.

The introduction of various new tools in an organization, without an appropriate
pre-planned strategy for their selection, quickly leads to a situation similar to that
which has occurred in integrating large enterprise systems. A service-oriented
architecture was the solution to the problems of system integration and
cooperation and did not generate unnecessary costs [4], and it is this concept
which constitutes the basis for further discussion. The authors assumed that
analogically to service-oriented solutions, tools in the manufacturing process
should be selected on the basis of the functional requirements of organizations and
their cooperation through integration to increase data reuse.

In this article, the authors refer to the previously discussed challenges and try to
answer the question of how to select tools to manage requirements so that they
would support the process in which the organization operates and how to set strat-
egies for the further evolution of development departments. The basic element
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used in the further discussion is a reference model for tools to support the
processes of requirements engineering, which can be used for proper selection,
comparison and verification of the possibilities of integration.

2 Processes of Requirements Development and Their
Support

The development of a model solution, such as a reference model for the selection
of analytical tools, is not possible without a detailed examination of the software
development processes as well as the discipline of developing and managing
requirements. The branch of requirements engineering has for many years been
the biggest challenge for project teams and people directly involved in working on
them who are looking for a solution by trying to use different tools to support this
process. Requirements are defined as a set of standards and rules which the system
must meet, which has always played the most important role in IT projects, while
being the primary criterion of assuring quality [3] [13] [16]. The very definition of
requirements engineering states that its actions will be closely linked with other
areas of the software development process, such as testing, change management
and architecture management.

The branch has been divided into two areas called requirements development
and requirements management. The first of these processes relates to collecting,
storing, analyzing and validating requirements, and describes the conversion of
business needs of stakeholders into project requirements [6]. Requirements
management is a continuation of the requirements development process,
additionally including the issues of analysis, tracking changes and progress,
prioritization, communication, maintenance or change management [6]. As the
characteristics of the branch show, it may not be possible to address all the needs
while using only one of the available tools, and not all of the activities might be
required by a customer in the currently used processes. It is a challenge for
manufacturing-oriented organizations to select such tools in the area of
requirements engineering which will accurately reflect their business needs.

The result of research conducted in 2009 by the Standish Group (CHAOS
Reports) on the factors which influence the questionability of projects, were
indicated as a lack of input from the user ~ 13%, incomplete requirements and
specifications ~ 12%, and changes in requirements and specifications ~ 12%.
According to data from the Standish Group, one of the three main factors that
characterize a successful venture, in addition to wuser involvement and
management support, is having clearly defined requirements [5] [15].

An analogy to the findings of the report can be found in even the most mature
organizations where it is hard to get away from the challenges of requirements and
their direct impact on the cost, quality and duration of a project. Increasing the
time dedicated to a proper requirements analysis can contribute to substantial
savings as demonstrated by the analysis of such projects within the NASA group.
Table 1 presents a fragment of a report published by NASA, which relates to
research projects and the impact of analysis on their direct progress.
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Table 1 Cost overruns in the analyzed projects of the NASA group [7]

Project time devoted to analysis Number of projects Cost overrun
less than 5 % 5 125%
from 5 % to 10 % 7 83%
more than 10 % 6 30%

In view of the discussed problems, organizations increasingly realize that they
can not succeed without appropriately addressing their needs and without good
management. Despite a rich set of practices and methodologies to support
requirements engineering, in practice, the discipline is not fully integrated with the
processes of software development [2] [12]. The observed challenges result from
the lack of dedicated tools that adequately support the processes of analysis or
they were badly chosen in terms of the needs of the target group or the
organization itself. The aforementioned behavior is often reflected in work on
requirements in the form of documents which have no direct ability to integrate
with solutions dedicated to supporting other disciplines of the production cycle.
Propagating data manually between systems can lead to inconsistencies and
unnecessary duplication.

On the basis of the analysis of the requirements engineering branch and the
challenges presented earlier, the authors clearly stated that proper implementation
is not possible without the adequate support of dedicated tools. As a result of not
using the appropriate tools, such tasks as the complete realization of the business
aims of a project or improving the manufacturing process itself are not possible.
When analyzing the Open Source tools market, the authors concluded that it is
particularly immature in the case of requirements engineering, and no clear
direction for its development can be observed. This then prevents a discussion on
best practices and full support for these processes. An analysis was carried out on
COTS (Commercial Off-the-shelf) tools, based on experience with Open Source
environments, which can serve as a model for developing free solutions and
further inference.

The choice of commercial tools was dictated by their continuous development,
technical support, documentation and support capabilities in the area of
implementation services. While constructing the concept of a reference model,
several solutions meeting these conditions and implementing an extensive range of
functionalities were analyzed. The provider’s contribution to the development of
the branch, through innovativeness or the number of publications on requirements
engineering, was not without significance in the analysis. While choosing the tools
provider, the authors looked into the reports of Gartner and Ovum analytical and
consultancy group on the integrated cycle of software development management
[14]. Studies from 2008, 2010 and 2012 allowed focus on a group of IBM
Rational products.
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RATING

Stron_g Caution |Promising | Positive S1ror_19
Negative Positive
Aldon X
Borland X
CollabNet X
IBM X
Kowvair X
Microsoft
MKS X
Polarion %
Rally Software X
Serena Software
TechExcel X
VersionOne X
As of 11 December 2008 Source: Gartner (December 2008)

Fig. 1 Summary of ratings for tools to support software development management (accord-
ing to Gartner Inc.)

On the basis of the submitted reports by Gartner and Ovum, two of the most
dynamically developing products from requirements engineering were selected
from IBM's portfolio and were subjected to a functional analysis supplemented by
support for best practices. The group included the Rational RequisitePro tool for
use in more formalized projects, and Rational Requirements Composer often used
in agile projects. These solutions were used as a norm in the construction of the
reference model for requirements engineering in terms of functionality,
technology support and integration. Here is a brief description of the IBM
Rational tools focusing on their essential features relevant for building a reference
model. The specific use of each tool for projects with varying degrees of formality
has been clearly defined.

IBM Rational Requirements Composer supports defining and using
requirements specifications at all stages of the product development cycle.
Creating and using requirements specifications is in fact the role of all team
members, even if the process is managed by a business analyst. A better quality of
specifications leads to limiting the amount of necessary corrections in the project,
reducing the total execution time and achieving better business results. The
analyzed tool allows for the involvement of customers and other interested parties
in the process of working on the requirements. It offers intuitive scenarios, process
diagrams, use cases, and other visual and text techniques used to describe
scenarios and reveal customer needs. The effective interaction and high
transparency of the work of the team allows for quick agreement on the
requirements among all interested parties [10]. The specificity of the tool made it
possible to collect the functionalities which were particularly important in
requirements development and communication with the client.
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IBM Rational RequisitePro supports project teams in managing requirements,
developing scenarios of use cases, tracking the origin of changes, the relationship
with test cases, and also helps to reduce the number of necessary improvements
and enhance the quality of the software. Managing complex projects is done
through the use of detailed views of the origin presenting the relationships
between elements. A big advantage of the analyzed tool is the possibility for
efficient cooperation among geographically distributed teams, using a fully
functional, scalable Web-based interface and a discussion organized in threads.
Registering and analyzing information about requirements is possible due to
detailed alignment and filtering attributes [9]. The tool characteristics indicate a
particular emphasis on requirements management and a negligible effect on their
development. The tool has provided a set of functionalities to manage
requirements which were combined with the results of the Rational Requirements
Composer tool analysis and thus the full area of requirements engineering was
addressed.

3 The Concept of a Reference Model for Selecting
Requirements Management Tools

Based on the discussed challenges associated with the selection of tools to support
requirements engineering processes and best practices in the form of Rational
products, a reference model was built which allows the identified problems to be
minimized. The concept developed by the authors is to select functionalities and
recommended integrations from the application of the model, necessary to support
the needs of an organization in a specific area. The model includes functional and
integrative best practices for the leading software engineering tools. The purpose
of constructing the reference model based on the IBM Rational tools portfolio was
to indicate the direction for the development of applications supporting
requirements management and to apply the model in determining a strategy to
improve departmental development.

The knowledge base constructed in accordance with this concept was
supplemented with information about Open Source solutions. The authors carried
out their task by functional and nonfunctional mapping onto the reference tool.
The decomposition was achieved by a detailed analysis of the tools the authors,
and direct contact with those responsible for the products (Product Manager) from
IBM. The functional analysis of the selected tools revealed the limitations of the
model at the very beginning of the study. Relying only on the functional
decomposition of tools, it becomes impossible to assess their influence on an
organization, in terms of implementation, thus overlooking a significant argument
influencing both the effort and cost. The developed concept allows the tools’
function to be separated from the established formal or agile process. On the one
hand, the model can be applied to methodologies with a high level of formalism
by choosing a larger pool of functionality, or on the other hand, it can head
towards the Scrum and EclipseWay methodologies, by selecting only the required
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elements. This separation from established processes allows the universal
application of the model. It can be used in any organization regardless of the
implemented process, with only expectations towards development in mind.

After analyzing best practices, the authors decided to apply the concept of
architectural views which was already used earlier for modeling IT systems. The
use of perspectives allows for easier management of a multi-dimensional
structure, such as the reference model, while at the same time providing relevant
information to the interested parties. The concept developed by P. Kruchten [11]
introduces five perspectives (4+1 Architectural View Model), which affect
different layers and aspects of the constructed system. These include functionality,
business processes, logic, infrastructure and the internal structure of the solution.
The model approach to modeling the architecture of IT systems allows the
collaboration of many interested parties of a project on those elements which are
most important to them, at the appropriate level of abstraction.

The authors are adapting this approach to embed it in the reference model for
software life cycle management tools. The structure of this reference model
includes the functionality of the tools, the infrastructure for implementation and
integration, the life cycle disciplines with best practices, and the roles involved in
the project. The model structure is dynamic and allows for the arbitrary selection
of perspectives, so that a more or less detailed information model can be achieved.

Reference Model

Project Roles

Perspective €| Physical Perspective

Functional Perspective <€ Logical Perspective €|

A A ¢ A

Fig. 2 The structure of a reference model for the selection of tools for the software devel-
opment cycle

To specify the suggested perspectives in the reference model, elements of UML
2.4 were applied in the form of diagrams of use cases, implementation, packages
and components. These diagrams fully support the concept of perspectives devel-
oped by P. Kruchten [11] and they allow the structural description of this model.

Functional Perspective — The basic architectural view allowing the analysis of
functionalities associated with a particular branch of software engineering or a
group of tools. Figure 3 presents a part of fully decomposed functional area for the
branch of requirements engineering. The perspective shows the relationship
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between the functionalities provided in the form of use cases and the relationships
between them. The view was divided into disciplines in accordance with the
Rational Unified Process methodology and the corresponding modifications
relevant to the Agile concept. For the authors, the view constitutes a model of
functional reference. The perspective is applicable when selecting the
functionalities which the tools must have in the requirements management process
and in the analysis of the relationship between them and other areas of their life
cycle.

UC1.4.10 : Identyfing suspect link changes

UC1.4.9 : Creating customized report templates UC1.4.12: qging requi config

UC1.4.8 : Managing roles and privileges J7 UC1.4.1 : Managing requirements changes
UC1.4.7 : Defining requirements status VEi.4 ¢ Reguirel dents mansgement UC1.4.2 : Arranging analyst's warkspace
UC1.4.6 : Generating Fequirements reports UC1.4.3 : Searching and selecting requirements
UC1.4.5 : Comparing requirements baselines/snapshots UC1.4.4 : Creating baselines/snapshots of requirements
UC1.4.11 : Export requirements for CS% UC1.4.13 : Support for change history audit

Fig. 3 The part of decomposition of the area for requirements management tools

Logical Perspective — The architectural view showing the relationship between the
areas of manufacturing processes proposed in the functional perspective and
the relationship between Open Source and IBM tools which support those
relationships. An example of such mapping is shown in Figure 4, where
functionality mapping of the functional perspective was carried out on the RaQuest
tool in the logical view. On the presented visualization, the tool in question
implements only a part of the whole standard set of functionalities of the reference
model, which results from the limitations of the tool described in the specification.
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For research purposes, an analogous functionality mapping was carried out on other
leading Open Source tools. On the basis of chosen functionalities, the logical
architecture allows the inference of what tools to choose and what areas of software
engineering may be affected. It provides basic knowledge about tools and can be
expanded at any time by a new portfolio. The view allows the user to quickly rule
out a tool from further analysis, in terms of functionality, or, by extensive inquiry
into the model, to analyze their use within the organization.
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UC1.2.2 :Managing requirements risk
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UCL3.1: Accepting UCLA5: C UC1.2.10 : Creating requirements groups

Fig. 4 An example of functionality mapping for Open Source (RaQuest) tools

Roles and Responsibilities Perspective — The architectural perspective presen-
ting relationships between the project roles and the functionalities assigned to
them in tools and their functions in projects. The view makes it possible to verify
which interested parties should be involved in the implementation of chosen
software and who will be its target user. It should be remembered that not every
tool examines all areas of an issue at the same level of abstraction and can be
dedicated to a variety of project roles. Looking at the developed reference model
in a different way, we can look for a tool that will be able to support many project
roles simultaneously, such as requirements management and testing processes.

Physical Perspective — This view presents integration or its possibility between
Open Source tools and IBM Rational. The perspective shows the already existing
built-in data flows and indicates how much work must be done to combine the
tools, if they are not yet integrated. An example of such a connection might be
integration between the requirements management tools and the architecture
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management area. The view additionally describes sample deployment topologies,
which can be used to estimate investments in the infrastructure related to the
implementation of new tools. The physical perspective is the most technical in
nature and allows a simple answer about whether it is a good long-term decision to
change the development department strategy.

The architectural perspectives developed by the authors constitute the basis for
further inference processes and further research. The views can at any time be
completed with a new architectural set making the concept more detailed with new
elements. The possibility of making modifications to the proposed approach
allows for its adjustment to any expectations as well as the possibility of
development with the use of groups of tools other than the IBM Rational and
Open Source tools. A modular approach means that there is no need to go into the
already existing perspectives, but complete the model incrementally with new
elements or views. In developing the concept of the project, the authors anticipate
the possibility of introducing new perspectives which will make the model more
detailed in the area of additional non-functional requirements.

The concept of the further development of the model is based on open access to
its resources for interested parties, who can simultaneously view but also
complement the resources. Access to the presented perspectives, as well as the
model itself, can be gained via a web-based interface and from the project
environment. Both interfaces are shown in Figure 5, as access at browser-level is
functionally limited, and is mainly used for browsing resources, and generating
reports. In the IBM Rational Software Architect environment, used for tool
development, we can supplement the perspectives with additional information, or
create more complex queries.

WYDZIAt ZARZADZANIA T EKONOMII
POLITECHNIKA GDANSKA

Model referencyjny intcgracii narzgdzi Open Source dla ia eyklem zycia

Logical View

Fig. 5 An example of access to the referential model (WWW / modeling environment)

In this chapter, the authors have discussed the concept of a reference model
based on architectural views, which provides a database of best practices related to
technology. The proposed modular approach allows for the expansion of the
solution with elements relevant to the target user or the integration of the model
with reporting or inference systems. The authors foresee the possibility of
extending the model with elements of expert systems allowing for analysis or
additional inference through the use of open standards.
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4 Possibility of Verifying the Developed Concept of the
Reference Model

In this chapter the authors have discussed the possibility of verifying the
concept of the reference model in terms of the chosen goal, namely the selection
of Open Source tools for requirements management. The key reason for the
implementation of the reference model was the ability to determine the further
path of development for Open Source tools supporting the requirements
engineering area. By using OCL language (Object Constraint Language) and the
Birt report mechanism (Business Intelligence and Reporting Tools), the authors
built a transformation mechanism where, based on a selected functionality of
tools, we can compare solutions and adjust them to the needs of an organization.
Reports supporting the tool selection process have been developed for the purpose
of presenting the application of the reference model, as shown in Figure 6:

e functional comparison — the possibility of functionally compiling tools with
one another and assessing their use for selected purposes,

e integration with other tools — the possibility of integrating the capabilities of
the selected products with currently working solutions,

e implementation of designated functionalities — searching the reference model
for tools possessing the selected functional solutions,

e tools dedicated to different project roles — the presentation of roles and
functionalities dedicated to them within the chosen solution.

The verification of the model at this stage occurred by comparing the summary
made by the model with the market statement obtained previously at the stage of
project implementation. The authors have adopted the discussed method of
verification due to the possibility of comparing previously obtained results with
the real and documented choice of the target customer and their solutions analysis
process. The presented approach was described as the closest to real attempts
at the selection of technological solutions for supporting the requirements
engineering process.

In analyzing the results, it could be observed that there was a convergence at
the functional and integrative levels. The factors which have not been analyzed,
but are important in the selection of tools, were costs, support procedures and
further development, which may also play an important role in the selection of
solutions. The authors assumed that in terms of the opportunities for development
and the implementation of business needs, these are of secondary importance. This
was justified by the inability to assess the gravity of such factors as the price,
support procedures and further development in the case of Open Source tools and
the lack of substantive links with technological support. It was assumed that after
the analysis of the functional and nonfunctional requirements, and selecting a
potential group of tools that meet the needs of the organization, it is possible to
use additional parameters.
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Fig. 6 The application of the model for the selection of tools for the software development
cycle

Another way of verifying the reference model is in support for determining the
tool application strategy in the organization. On the basis of examining customer
maturity, the reference model and the currently available solutions, we can infer
which tools should be used to fully address customer needs related to the process.
The possibility of inference is based on the selection of functionalities required by
the various processes, team size or other boundary parameters defined by the
customer. The developed reference model stores functionalities and the
relationship between the elements, namely the key elements from the perspective
of inference. This will allow analysis of applied considerations to determine the
best development path for the client’s portfolio and to compare it with the current
assumptions. Figure 7 shows the application of the reference model in the

Reference Model

Functional Perspective Project Roles Perspective

Maturity
and client’s needs

Logical Perspective Physical Perspective Client

Comparison of tools for [ Inference
requirements <'\;I | engine

management

A

Use of tools portfolio
< for requirements

management

Designated strategy of
tools implementation in
the organization

Fig. 7 Model for determining the development strategy
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inference process of tool selection and the possibility of extending the concept by
adding an inference engine. At present, the process of analysis and inference from
the model is based on reporting mechanisms in the project environment. The
expansion of the model with sets of rules which affect the choice of functionalities
and an expert system that will significantly automate the inference and analysis
processes is possible.

During research, the authors clearly identified the areas of application and
benefits for the processes of requirements engineering and software development
as the following:

faster implementation of new tooling solutions,

reduced time of implementing methodologies and processes,
reduced risk of tool rejection,

reduced costs for market analysis,

better alignment with business needs,

simulation possible before the actual implementation of technology.

These benefits were established on the basis of observations of the model’s
application in a practical way in companies providing business services in the
telecommunications and pharmaceutical sectors, which were interested in
improving their requirements management processes. The authors, by leading
consulting projects, used the mechanisms built into the reference model for the
visualization and simulation of architectural decisions in the context of tool
selection.

The practical verification is consistent with those previously proposed methods
of application which leads to the conclusion that these benefits will result from
such use and development of the model. The validation of the reference model
was achieved by its practical application in real advisory and implementation
projects. The reference model was a supporting solution in compiling the client’s
needs with the real possibilities of Open Source tools available on the market. This
chapter additionally shows the application of the model verified by the possibility
of determining a long-term strategy for the tools applied in requirements
management processes and complete manufacturing processes.

5 Assessment of the Developed Concept of the Reference
Model

This article presents the concept of selecting and developing Open Source tools on
the basis of a reference model for requirements management for software
producing organizations. This paper has discussed the challenges related to tool
selection in requirements management, as well as the branch of requirements
engineering. After analyzing market-leading solutions in the field of management
engineering, exemplary applications have been presented — ones which best meet
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the requirements and customer needs. The authors assumed the IBM Rational
Requirements Composer and IBM Rational RequisitePro tools to be model
solutions, relying on market research and the independent assessment of some
leading software supplying companies. The research process involved the
functional and nonfunctional decomposition and the functional mapping of Open
Source tools available on the market. The research resulted in a reference model
describing the characteristics of the exemplary tools for the area of requirements
management, at many different levels of abstraction dedicated for different
recipients. The solution of the problem discussed earlier is modular which means
that it can be freely adapted to the inference needs and as it is open, and it can be
extended over time with new tools.

This publication presents the verification of the concept by applying the refer-
ence model for the selection and development of tools supporting requirements
engineering processes on the basis of functionality and integration. On the basis of
the model’s application, the authors demonstrated the possibility of applying the
model in practice, as well as its objective assessment.

The analysis conducted by the authors showed that the reference model should
include all disciplines related to the software development cycle and present a
comprehensive strategy for the construction of the portfolio of department
development tools. The boundaries between the branches of the software
development process are not clearly defined, making it impossible to describe just
one specialization to the exclusion of others. The development of this reference
model should be taken further by extending the number of disciplines and by
integration between their components at different levels. An approach
encompassing the full cycle of software development will allow for a
complementary approach to the selection of tools in an organization and will
enable the appointment of a coherent development strategy. Establishing a unified
strategy in applying the reference model will reduce the amount of duplicated
functionalities between tools and will provide better integration of solutions at the
environment concept analysis stage.

The authors have indicated the possibility of the expansion of the reference
model with additional architectural views, to allow thorough analysis and a better
matching of the selected tools to the needs of organizations. The introduction of
perspectives associated with software development methodologies or the assess-
ment of the maturity process is an example of such an extension. The mapping of
previously gathered functionalities on the methodologies will allow detailed
matching of solutions to the current or target processes of customers.

The authors are planning their work and further research in these areas. The
research project is a collaborative research project of the IBM Center of Advanced
Studies and Gdansk Technical University.
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Abstract. Count-to-infinity problem is characteristic for routing algorithms based
on the distributed implementation of the classical Bellman-Ford algorithm. In this
paper a probabilistic solution to this problem is proposed. It is argued that by the
use of a Bloom Filter added to the routing message the routing loops will with
high probability not form. An experimental analysis of this solution for use in
Wireless Sensor Networks in practice is also included.

1 Introduction

The classical Bellman-Ford algorithm is used for computing shortest paths be-
tween any two given nodes in a graph. The distributed version of this algorithm
(DBF) was the origin of most of the distance-vector routing algorithms and proto-
cols used today. Its advantages are:

Low communicational complexity;

Low computational complexity;

Low space complexity;

Ease of troubleshooting in case of an issue.

But all algorithms derived from DBF, like their predecessor, suffer from a count-
to-infinity problem. It causes routing loops to form in the network topology in
case of a link failure. The solutions to this problem used in practice involve addi-
tional administrative configuration of the routing protocol (RIPv2 and RIPng pro-
tocols) or sending a list of all the visited vertices along the path within the routing
update (BGP and MP-BGP protocols).

2 Preliminaries
2.1 Count-To-Infinity Problem

The count-to-infinity problem is characteristic for a certain group of distributed
algorithms. The advantage of utilizing only a limited scope of information

W. Zamojski et al. (Eds.): New Results in Dependability & Comput. Syst., AISC 224, pp. 1091118
DOI: 10.1007/978-3-319-00945-2_10 © Springer International Publishing Switzerland 2013
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regarding the network is very tempting on one hand, but on the other it bears a
certain risk. Since the nodes are not aware of the whole network structure, in case
of a change in the topology the nodes do not have up-to-date information at hand.
At least for a certain amount of time. The information is globally updated over
time, in some locations sooner, in other later. In certain cases this divergence of
the knowledge about the network may lead to creation of routing loops. Let’s con-
sider a simple example depicted in Figure 1. We represent the network as a graph
G=(V,E),where V={1,2,3,4,5}, E= {{1, 2}, {2, 3}, {3,4}, {4,5}} (Fig.1).

Since none of the nodes is aware of the network topology and all is know are
local neighborhood subgraphs of G, a situation may occur, where a node v,
adjacent to v, informs v, that there is a path to destination available that was ac-
tually received originally from v, but is no longer valid. Such a situation, called
count-to-infinity problem is shown in Figure 1. Let’s analyze this problem more
thoroughly:

1. In the first phase every node after at most 4 time units has a path to the destina-
tion node vs and the network is therefore converged.

2. In phase two the link between nodes v, and vs malfunctions. Node v, loses its
path to vs but after a short while, it receives a new path from v;. This behavior
is erroneous, because the path through v; leads through v4, which is now un-
available, but since only a limited, local scope of the network is known to
nodes, there is no way of knowing that the new path is actually a loop.

3. In the third phase the node v, itself informs its neighboring nodes that it has a
route to vs. Node v; updates its best distance to vs

4. In phase four the node v; sends its update to neighbors v, and vy;

5. Consequently the route update traverses the nodes in a loop between v, and vs.

There are several known solutions to the count-to-infinity problem:

e Every routing update sent may be equipped with a list of traversed nodes.
Every node the update visits would add its ID to the list. This method is used
nowadays in WAN networks in BGP-4 (Border Gateway Protocol) and MP-
BGP (Multiprotocol BGP Extensions) protocols. The solution is not feasible for
large and dense networks with huge number of nodes like WSNs;

e Split Horizon is rule, which states, that an update may never be sent to its
source node. This eliminates only two-node loops and is not suited for multi-
point and wireless networks;

e A limit on the path length may be imposed;

¢ A hold-down timer may force a node to ignore an update for a certain amount
of time, to stop the spreading of false information;

e Route poisoning marks a specific route actively as unavailable;

e Sequential numbers for routing updates were proposed in some networks[7,8].
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2.2 Bloom Filters

A Bloom filter is a data structure for the approximate set membership problem [1],
it may represent a set of elements. It consists of an array of m bits BF[0] to BF[m-
1] initially all set to 0. A Bloom Filter uses k independent hashing functions
{hy,..,hy} with range {0,..,m-1}.

Bloom filter work as follows. Let’s assume there is a space Q and a set of ele-
ments S & Q, such that S = {s1, s2, . . ., s }. The target here is to project Q onto
a much smaller BF, so that it would be possible to give an answer to a question
whether some x & S. As a projecting function we will utilize k-hashing functions
{h(y): i=1...k}, h; : Q — BF. We have an m-bit array at our disposal (Table 1).

Table 1 An empty Bloom filter

lojofofofofofofo 0]0]

Now we execute k-hashing functions on every element of the set S. If hi(s;) = a,
so if the hashing function returns a number, set a bit BF[a] = 1. It is possible, that
this certain bit will be set multiple times, but only the first change has an effect
(Table 2):

Table 2 A Bloom filter containing elements

[0 0[1]ojofo]1]0[0]0

In order to answer a question, whether some element x & S was placed in the
BF we need to check whether under the indices returned by the k-hashing func-
tions {hiy(x) : i=1...k} in the array BF the corresponding bits are set to 1, i.e.
whether

V i=1.(BF[hi(x)] = true)

With some probability it may happen, that an element which seams to be con-
tained within the filter is actually not contained, though the hashing functions
return bits that are set to 1 in the filter. Previously inserted elements must have set
those bits earlier. There are a couple of parameters, we can tune to affect the be-
havior of a Bloom filter and improve the probability in our favor:

e The size of the BF array;
e The amount k of the hashing functions;
e The amount of the elements inserted into BF.

It is worth mentioning, that the size of the filter does not depend on the amount
of the elements in the set. The cost one must pay for a constant space complexity
is the fact, that the filter is probabilistic in nature and to check weather a certain
element is within the filter, it may, with some probability, return an incorrect an-
swer, called false-positive or a collision. Burton Bloom in his paper [1] placed
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massages inside of a filter and later on verified whether such a message was re-
ceived before or not.

The main goal here is to minimize the probability of occurrence of a false posi-
tive. Let’s notice, that after insertion of n elements, the probability that a certain
bit is not set equals:

Pr(BF[a] = false) =(1 — 1/m)*"
So the probability of occurrence of a false positive is precisely and asymptotically [6]:
Pr(False Positive) =(1 —(1 =1/ m)*™)*~(1 — e"m)*

Now let’s assume, that m and n are know, let’s optimize the number of required
hashing functions. The derivative of the function g = k In(1 — e™™") after k and
the zero of the function points to a global minimum k = (In2)(n/m). So the proba-
bility of occurrence of the false positive equals to:

Pr(False Positive) =(1/2)*~ (0.6185) "™

From the above follows, that the size of the Bloom filter in bits must be a couple
of times larger then the amount of elements that we intend to insert. A well engi-
neered Bloom filter should return incorrect answers with negligible probability.
The capabilities of Bloom filters are as follows:

e Inserting an element;
e Answering membership queries;
e If negative, it is certain that the element was never inserted;
e If positive it may be a false positive;
e The sum of two BF is achieved by a simple bitwise AND operation

In order to minimize the probability of a false positive we can:

e Increase the size of the BF array;
e Manipulate the amount of used hashing functions.

The advantages of Bloom filters are:

e Space efficiency, Space(BF) << Space(S);

e The computational complexity of answering membership queries does not de-
pend on the size of IS| or IQIl. It depends only on the time required to perform
the hashing and additionally: BF /\ hash. So it equals to O(1);

e The BF will never return a false negative answer.

The disadvantages of Bloom filters are:

e With some probability a BF may return a false positive;

e [t is not possible to remove an element. It would require to unset bits in the BF,
but those might have been set previously so resetting might compromise the
structure and result in false negatives. The solution here is to use counting
Bloom filters [34], where instead of bits natural numbers are used. But this in-
creases the size of BF.
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Some applications of BF are [10]:

e In Squid proxy server;
¢ In P2P networks, where the server stores a list of objects (i.e. files) available in
a BF

3 Bloom Filters and the Count-To-Infinity Problem

As mentioned earlier, one of the methods to tackle the count-to-infinity problem is
to append a list of previously traversed nodes to the routing update. In this simple
way every node can check whether a loop was created or not by checking if it is
on the list. We propose to append a fixed-size Bloom filter instead of an expand-
ing list to the routing update. The BF would contain the previously visited nodes
and every node would be capable to check with some probability whether a loop
was formed or not.

For this proposed solution a testbed was chosen. A recently announced distri-
buted algorithm called Lifespan-Aware Routing (LAR) [4] was developed for use
specifically in Wireless Sensor Networks [3]. It is a distance-vector routing algo-
rithms based on distributed Bellman-Ford algorithm and suffers from the count-to-
infinity problem.

Before implementing BF for use in WSN certain questions must be answered:

1. Do sensors have the required resources to use Bloom filters? It turns out that
the computing power and hardware are more than enough.

2. Can sensors generate hashes? Both industry standard RC5 and CBC-MAC are
implemented in TinyOS, an operating system used in WSNs.

3. How many hashing functions should be used and what should be the size of a
BF? In WSNs the Q space corresponds to node identifiers, which are unique. In
the available literature WSNs consist of no more than thousands of nodes.

4. How large may the BF be regarding communication capabilities of WSNs? In
WSNs the IEEE802.15.4 standard is widely used. The maximum size of the
transferred data after substracting the header payload is between 122 and 102
bytes, depending on the type of addresses used (Fig. 2)

Bytes: 2 1 0to20 n
Data
Sequence In‘:;r?v::in Frame payload Sequence
Number (FCS)
MAC Header (MHR) MAC Payload MAC Footer
(MFR)

2
MAC Frame Check

Layer Control Field

(FCF)

Bytess 4
PHY Preamble
Layer Sequence

1 5+(0t020)+n
MAC Protocol
Delimiter f;;?] Data Unit

(SFD) MPDU
Synchronisation Header PHY Header| PHY Service Data Unit
(SHR) (PHR) (PSDU)

1
Start of frame

11+ (0to 20) +n

PHY Protocol Data Unit
(PPDU)

Fig. 2 IEEE 802.15.4 Frame Format
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Now let’s consider a random wireless sensor network. Lifespan-Aware Routing
algorithm forms a spanning-tree in a distributed manner. It seams that it is correct
to presume, that the collector (common destination node) is in the center of the
network. This presumption is very appealing because it implies that the BF has to
store the identifiers of the nodes in the size of the radius path. But in real-life sce-
narios it turns out, that the collecting node is localized on the edge of the network
(Fig. 3) and the BF should be large enough to store the diameter of the network.

Fig. 3 Diameter of a random WSN topology

So the question arises regarding the diameter size of a typical WSN. In the year
2011 Chung, Horn i Lu [2] researched the subject of random spanning trees and
their diameters. The results are particularly important, since these did not focus on
minimal spanning trees and LAR forms a spanning tree which is not necessarily
minimal. A spanning tree is an acyclic subgraph of graph G containing |V I-1
edges. If T is a random spanning tree of graph G, then the size of diameter di-
am(T) with high probability is between [2]:

¢ VIV I< diam(T) < ¢, VIV [log IV |

The constants c; and c, before the lower and upper bounds depend on the charac-
teristics of a graph G like: average node degree, minimal node degree, second
order node degree, and spectral gap of a graph. The above result although impor-
tant does not give a tangible answer to our question on diameter length of WSNs.

From [5, 9] we can deduce a more fixed estimation. The authors deal with Blu-
etooth networks which bear a lot of similarities to WSNs regarding communica-
tion capabilities. According to their work it is safe to assume, that a diameter of a
random graph equals VIV |. Form available literature we can assume that a WSN
consists of no more 10.000 nodes. It means, that that we need to store 100 nodes
in the Bloom filter.
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Table 3 Correlation between the amount of hash functions and the size of the Bloom filter

FB[] V] i 2 3 4 5 6 7
957 | 100 | 0099268 | 0.035601 | 0.019513 | 0.013643 | 0.011182 | 0,010235 | 0.01014
058 | 100 | 0,00917 | 0.035534 | 0,019461 | 0,013597 | 0,011138 | 0,010189 | 0,010089
959 | 100 [ 0099072 | 0.035468 | 0.019409 | 0.013551 | 0,011094 | 0,010143 | 0.01004
060 | 100 | 0098074 | 0.035401 | 0,019358 | 0,013506 | 0.01105 | 0,010008 | 0,00999
961 | 100 | 0098876 | 0.035335 | 0.019306 | 0.013461 | 0,011006 | 0,010053 | 0009941
062 | 100 | 0,008778 | 0.035260 | 0,019255 | 0.013415 | 0,010063 | 0,010007 | 0000891
063 | 100 | 0098681 | 0.035203 | 0,019204 | 0,013371 | 0,010919 | 0,000963 | 0,000843

[22:34:07 Starting simulation.

Fig. 4 WSN simulation with Bloom filter applied
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In order to achieve the probability of 0.943% that a false positive will occur for
100 identifiers stored in the BF we need to use 5 hashing functions and a BF array
ten times the number of elements to store. So it is sufficient to send additional
1000 bits in a routing update to achieve a 99.043% loop-free topology.

From the size of the IEEE 802.15.4 frame it would seem that the BF fits inside
a single frame, but it is actually 125 bytes long and the frame carries a maximum
122 bytes of data. Additional analysis of the correlation between the number of
hash functions and BF size shows, that by using 7 hash functions the size of BF
may be decreased to 960 bits while still achieving 0.999% probability that a false
positive occurs (Table 3). 960 bit fit inside a single 802.15.4 frame, so it is suffi-
cient to send a single frame more to achieve a 99% loop-free topology in WSNs.

The Lifespan-Aware Routing algorithm was implemented in a custom made
WSN simulator with the Bloom filters added to the network updates. Random
topologies of the size 11x11 were conducted 100 times, no occurrence whatsoever
of the count-to-infinity was discovered (Fig. 4)

4 Summary

The count-to-infinity problem was studied in this paper. A probabilistic solution
was proposed. The main idea of the solution is to add to the routing update of a
distributed distance-vector algorithm a Bloom filter containing all the nodes which
the update traversed. The solution was evaluated for use in Wireless Sensor
Networks and implemented in Lifespan-Aware Routing algorithm. Additional
research into the frame standard and Bloom filter size allowed for making the
statement, that an additional frame per routing update secures a 99% loop-free
network topology in the case of the IEEE802.15.4 communication standard. The
conducted simulation experiments show the feasibility of this solution in practice
use in Wireless Sensor Networks.
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Abstract. Mutation testing tasks are expensive in time and resources. Different
cost reduction methods were developed to cope with this problem. In this chapter
experimental evaluation of mutation clustering is presented. The approach was
applied for object-oriented and standard mutation testing of C# programs. The
quality metric was used to compare different solutions. It calculates a tradeoff
between mutations score accuracy and mutation costs in terms of number of mu-
tants and number of tests. The results show a substantive decrease in number of
mutants and tests while suffering a small decline of mutation score accuracy.
However the outcome is not superior to other cost reduction methods, as selective
mutation or mutant sampling.

1 Introduction

In mutation testing many faulty versions (so-called mutants) of a program under
test are generated by application of mutation operators. If any test from a given
test set detects an abnormal behavior of a mutant, the mutant is set to be killed.
The ability of a test set to reveal faults specified by mutation operators is named
mutation score (MS) and measured as a ratio of the number of killed mutants over
the number of all non-equivalent mutants. An equivalent mutant generates the
same outcomes as the original program and cannot be killed by any test. Mutation
operators define various kinds of faults. Standard operators deal with expressions
and structural features common to all general purpose programming languages,
whereas object-oriented (OO) operators with flaws specific to OO languages [1].

An important obstacle of mutation testing approach is the computational ex-
pense. For one program many mutants can be generated and one mutant is run
with many test cases. Several cost reduction techniques to mutation testing were
proposed based on “do smarter”, “do faster” or “do fewer” approaches [1,2]. The
mutation clustering belongs to a “do fewer” method that tries to execute fewer
mutants against fewer test cases.

In mutation clustering a set of mutants is divided into disjoint subsets, so-called
groups, based on the ability of tests to kill these mutants. Various groups of mu-
tants can be killed by the same, or similar, subsets of tests. In the further testing
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process, only one mutant representing a group is applied instead of all mutants
from the group. Division of mutants can be realized using one of the clustering
algorithms, such as agglomerative hierarchical or K-means clustering [3, 4] or by
static domain analysis [5].

The analysis on mutation clustering was performed on C programs using stan-
dard mutation operators [3], and on an exemplary, simple Java program [5]. It was
not shown how the approach will scale up for bigger-size and practically used
programs. Another open question was whether the clustering method can give
benefits to the object-oriented mutation testing, as according to the author’s expe-
rience [6,7] the object-oriented mutation evaluates with different characteristics
than mutation with standard operators. Mutation testing of C# programs is sup-
ported by the CREAM tool [6,8,9]. In order to effectively perform experiments on
various cost reduction methods, an extension to CREAM was implemented [7,10].

The aim of the research presented in this chapter is examination whether the
clustering method is worthwhile in mutation testing of C# programs, both in terms
of standard and object-oriented operators. The tradeoff between the quality of
mutation testing result (MS) and its cost (number of mutants and tests) is quantita-
tively evaluated with assessment of an original, tool supported metric [7].

The reminder of this chapter is organized as follows. Next Section describes re-
lated work. In Section 3 the main methodological issues are discussed. The expe-
rimental set-up is presented in Section 4. Section 5 gives experiment results and
their analysis. Finally, Section 6 concludes the work.

2 Related Work

Promising results of mutation clustering with standard operators and C programs
were presented in [3]. They showed, for example, that using a substantially
reduced number of mutants (13%) and of tests (8%) we can obtain almost the
same mutation score, i.e. 99%. In experiments with C# programs so good results
were obtained neither with standard nor with OO operators.

Experiments in [3] focus on the assessment of potential clustering benefits, si-
milarly as in this chapter. Therefore clustering was based on results of runs of
all mutants against all test cases. Ji at al. proposed a practical approach in which
clustering is based on static domain analysis [5]. The experiment proved that the
method is applicable and dealt with a small Java program giving the encouraging
results (e.g. 25% mutants with 62% tests gave 94% of mutation score).

The mostly studied “do fewer” method was selective mutation [11-14], in
which only subset of mutation operators is used. Five standard operators were
recognized as selective in experiments with Fortran programs [11]. The research
on OO mutation was neither so promising nor so conclusive [7,14]. A method of
mutant sampling, based on random selection of mutants, gave good results (10%
of mutants with 16% loss of MS accuracy) for standard mutation in Fortran [15].
Sampling according to different criteria was studied in [10] for C# programs.
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There are several tools for mutation testing of Java programs, but the only tools
that support mutation testing of C# programs with some standard and OO opera-
tors are those implemented under the author’s supervision: CREAM [6,8,9] and
the prototype ILMutator [16]. The latter injects faults directly into Intermediate
Language of .NET and therefore speeds up mutant generation. However the cost
of test execution remains the same as using CREAM.

3 Methodology

In experiments discussed in this chapter the agglomerative clustering algorithm
was applied [4]. Below its general idea is presented. Next, the experiment scenario
and quality metric are discussed.

3.1 Clustering Algorithm

A clustering algorithm returns the division of mutants for a given set of mutants M
and a set of test 7 that kill the mutants. The algorithm is characterized by a thre-
shold parameter K reflecting a similarity of mutant groups. Two groups are similar
with K degree, if the number of tests that kill at least one mutant from one group
and kill none mutant from the second group is equal to K.

The general idea of the algorithm can be described in following steps:

1) First, for each mutant from the set M, a mutant group is initialized. Therefore
there are IM| groups of one element, where 1X| denotes cardinality of set X.

2) A temporary group similarity value is set to 0 (i = 0).

3) All pairs of current groups are compared. Two groups are merged if the similar-
ity of the groups is less then the temporary group similarity value (7). If there
are no more pairs of groups to be merged we go to the next step.

4) The algorithm stops if the current group similarity value reaches the algorithm
threshold (i = K). Otherwise, the temporary similarity value is incremented
(i++) and the algorithm is continued with the step 3.

For example, given a set of mutants M = {ml, m2, m3, m4} killed by the test sets
{t1,e2}, {t1,12}, {t1}, {12,413} accordingly, and the parameter K=/, we obtain the
following two groups of mutants {mi, m2, m3} and {m4}. The first group is killed
by the test set {z/, 2}, whereas the second group is killed by tests {72, 13}.

3.2 Experimental Scenario on Mutation Clustering

In experiments on cost reduction methods we answer a question how a reduced
number of mutants is able to assess the test quality (MS) in comparison to all
mutants that could be generated. Moreover we look for minimal test sets that
could be as effective in revealing faults as the reference test set. The experiments
on mutation clustering were designed according to the following scenario:



122 A. Derezinska

A) Using a given set of mutation operators, all first order mutants of a program
under test are generated (mutant set Myj;).

B) All mutants from My, are run against all tests from a considered set T;. The
resulting mutant execution matrix states for each pair <mutant m, test >
whether the mutant m is killed by the test 7 or not.

C) A parameter K of the clustering algorithm is selected. Disjoint mutant groups
are determined by the clustering algorithm for given mutants My, test set
T4, and parameter K.

C1) A subset of mutants M¢c; & My, is created by selection of one representative
mutant from each mutant group. Mutation score MSc; = MS (Mcy, Tyy) is
calculated assuming that mutants from this subset were tested by all tests.

C2) In order to optimize a test set, a collection L of test subsets of Ty is created.
Any test set in L has a minimal number of tests and gives the mutation score
equal to MSc;u. (from step C1). Tests sets meeting those requirements can
be generated using prime implicant of a monotonous Boolean function [17].
The collection L includes either all test sets of this kind, or a limited number
TestSetLimit of such sets. The value of TestSetLimit is a parameter of an ex-
periment.

C3) For any test set included in L a mutation score is calculated as if all mutants
from M}, were tested by the test set.

C4) The average mutation score MS,,, is calculated from the results of step C3.

Investigating an impact of the clustering threshold on the mutation results, we can
repeat steps C(C1-C4) for different values of K. Next the final statistics and quali-
ty metrics are calculated.

3.3 Quality Metric

The primary metric used for evaluating results on mutation testing process is the
mutation score (MS). The original mutation score MS,;,= MS (May, Tay) is
calculated using execution results of all mutants from set M, and all tests from set
T4y If a reduced number of mutants (M; & My;) and/or a reduced number of tests
(T; S Tyy) are taken into account, the mutation score can be less accurate that the
original one. In order to estimate the mutation testing approach not only in terms
of the mutation score accuracy but also the cost factors, the quality metrics were
proposed [7]. Using the metrics it is possible to compare results of different
programs and different experiments, as it is based on a normalization function and
takes therefore values from O to 1.

The quality metric EQ applied in the analysis of mutant clustering is a weighted
sum of three components (Eq. 1)

EQW, . W, W, )=1IW,,  *I(S,,)+W, *I1(Z,)+W,, *I(Z,,)) (1)

The metric is based on three dependent variables that assess a decline of mutation
score accuracy (Sys), a reduced number of tests required to kill mutants (Zy), and a
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reduced number of mutants (Z,,). Contributions of these factors to the metric are
calibrated by weight coefficients Wy, W5, W), which sum must be equal to 1.
I() denotes a normalization function. The normalization is performed for all results
in an experiment. Detailed formulae of the variable computation are given in [7],
where the quality metric was applied for quality evaluation of selective mutation.

4 Experimental Set-Up

The mutation testing process discussed in this chapter dealt with first order
mutation - a mutant is created by introducing one fault specified by one mutation
operator in a program under test, and strong mutation - a mutant is recognized to
be killed if a result of at least one test differs from the result of the original
program.

Three widely used, open-source programs related to different domains and var-
ious authors were used in the experimental study. The basic statistics of the pro-
grams are given in Table 1. The tests associated with the first project - Enterprise
Logging were unit tests designed and run with MSTest, a part of the Microsoft
Visual Studio, whereas tests of Castle and Mono-Gendarme were NUnit tests.

Table 1 Subject programs and their statistics

LOC Classes & Interfaces
No Program . . . .
with tests without tests with tests without tests

1 Enterprise Logging 87552 57885 991 587

http://entlib.codeplex.com
2 Castle http://www.castleproject.org 54496 41288 724 493
3 Mono-Gendarme 51228 25692 907 171

http://www.mono-project.com/Gendarme

Sum 193276 124865 2622 1251

The experiments were carried out with the CREAM (CREAtor of Mutants) tool
a mutation system for C# programs mutated at the syntax tree level [6,8,9]. It is
the most mature mutation system of C# applications. The latest version of the tool
was extended with a wizard in order to efficiently perform experimental study on
cost reduction techniques. The extension assists in creating mutants, executing
tests, and evaluating test results in respect to three methods: mutation operator
selection, mutant sampling and mutation clustering.

The experimental scenario from Sec. 3.2 and the whole analysis were pre-
formed independently for two sets of mutation operators: 18 object-oriented and 8
standard ones implemented in CREAM v3 [7]. The standard operators cover the
five operators distinguished to be selective [11].
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5 Experiment Results and Quality Analysis

The basic mutation testing results of subject programs are summarized in
Table 2.

The first row includes numbers of mutants referring only to the covered code.
The programs were covered by their unit tests in 82%, 77% and 87% respectively.
None of the mutants generated for uncovered code were killed. Therefore in the
calculations of the mutation score only the covered code was taken into account.

For each program, mutants were run against all tests T,; associated with the
program. The numbers of killed mutants are given in the second row.

Some generated mutants can be equivalent. Equivalent mutants were manually
detected by analyzing mutants generated by selected operators (with the highest
number of not killed mutants and those easily to be analyzed). The numbers of
recognized equivalent mutants are listed in the third row. However, some equiva-
lent mutants could remain undetected. Covered and not recognized as equivalent
mutants were counted as a set of all mutants My, generated by either OO or stan-
dard operators, respectively. Basing of this data the original mutation score MS,,,,
was calculated. It is given in the last row and will be counted as a reference value.

Table 2 Mutation results - number of mutants generated, killed, equivalent and mutation
score

1. Enterprise Logging 2.Castle 3. Mono-Gendarme
0-0 Standard 0-O Standard 0-O  Standard
Generated covered mutants 1341 1683 1208 2379 998 4153
Killed mutants 558 1151 701 1611 478 3009
Equivalent mutants 438 60 143 60 143 79
Mutation Score (MS,i) [%] ~ 61,79% 70,92% 65,82% 69,56% 55,91% 73,86%

The test results of all mutants were used in further steps C(C1-C4) of the mutation
clustering scenario (Sec. 3.2) performed under the following assumptions:

- the clustering parameter K varied from O to 19,
- TestSetLimit - the number of minimal test sets in collection L was set to 15.

Average mutation score (step C4) calculated for different values of the parameter
K=1..19 is shown in Table 3. This value reflects an average mutation result that
could be obtained if we used not all mutants but only its subset - representatives of
groups determined with a given K parameter. In general, higher values of K result
in the drop of mutation score, although the functions are not strictly monotonous.
This effect is caused by selection of one mutant representing a group.

If no clustering is made (K=0), the values are slightly higher than for clustering
with K=1 and equal to the reference values MS,,;, given in Table 2.
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Table 3 Average Mutation Score in dependence on the clustering parameter K in [%]

Clustering 1. Enterprise Logging 2.Castle 3. Mono-Gendarme

parameter 0-0 Standard 0-0 Standard 0-0 Standard
1 61.03% 70.18% 63.89% 67.43% 53.57% 69.43%
2 52.88% 63.96% 54.82% 65.20% 43.76% 65.33%
3 49.45% 62.27% 53.08% 63.04% 40.67% 60.82%
4 40.76% 59.79% 46.57% 61.52% 34.39% 54.97%
5 44.30% 59.12% 46.95% 59.27% 34.63% 55.48%
6 38.29% 49.39% 44.30% 59.47% 34.12% 49.40%
7 36.30% 45.48% 42.00% 54.25% 35.00% 46.14%
8 33.92% 44.85% 39.23% 53.88% 31.44% 47.09%
9 30.34% 43.61% 40.72% 55.98% 29.70% 45.77%

10 33.04% 42.98% 37.86% 56.70% 28.60% 42.97%
11 26.22% 37.56% 38.34% 54.21% 24.35% 44.43%
12 30.74% 41.94% 37.50% 53.10% 23.87% 40.88%
13 27.98% 43.77% 37.61% 50.47% 22.30% 39.29%
14 27.80% 34.36% 36.46% 54.42% 26.23% 36.03%
15 28.45% 29.64% 34.79% 48.46% 22.13% 35.72%
16 25.24% 42.82% 36.16% 52.99% 19.42% 35.20%
17 26.01% 39.02% 33.55% 51.76% 20.88% 33.89%
18 28.52% 28.43% 37.06% 51.16% 19.56% 33.71%
19 24.02% 30.04% 33.15% 47.57% 20.16% 33.88%

Quality analysis was aimed at assessing a tradeoff between the decline of muta-
tion score (visible in Table 3) and a possible cost reduction counted in terms
of mutant and test number. Based on experiment results, the quality metric EQ
(Sec. 3.3) was calculated for different values of the clustering parameter. Table 4
comprises quality values calculated assuming the weight coefficients Wys Wy,
W)y equal to 0.6, 0.2, 0.2 accordingly, i.e. the mutation score accuracy amounts to
60% in the quality measure whereas efficiency factors to 40% (20% for the
number of mutants and 20% for the number of tests). The clustering parameter
K varies from O to 7, as the mutation score was too inaccurate for the higher
thresholds.

For OO operators, the best quality of projects 1 and 2 was reached for the clus-
tering parameter K=1. This means that mutants in a cluster are killed by test sets
including only one different test case. The OO quality of 3" project was the high-
est with no clustering, although the quality for K=1 was also close to 1.
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Table 4 Quality Metrics EQ in dependence of the clustering parameter K

Clustering 1. Enterprise Logging 2.Castle 3. Mono-Gendarme
parameter 0-0 Standard 0-0 Standard 0-0 Standard
0 0.89 0.73 0.94. 0.89 1.00 0.75
1 1.00 1.00 1.00 0.93 0.97 0.86
2 0.98 0.90 0.73 1.00 0.79 1.00
3 0.82 0.91 0.71 0.87 0.65 0.86
4 0.52 0.98 0.49 0.91 0.47 0.73
5 0.87 0.98 0.55 0.72 0.51 0.80
6 0.51 0.63 0.41 0.84 0.59 0.55
7 0.47 0.47 0.31 0.32 0.67 0.43

Quality metric for standard operators applied to projects 2 and 3 reached max-
imum when K=2. In case of project 1, the maximum is when K equals 1, but other
values (K=2,3,4,5) gave also good results (above 0.9). It should be noted that for
higher values of the parameter (K=3,...7) the results of standard operators were in
the most cases significantly better (0.1-0.3 higher) than the OO results

While generalizing results, the potential data (mutation score, number of mu-
tants and number of required tests) are compared with the original values without
clustering (Table 5). The clustering parameter was assumed to be 1 for OO opera-
tors and 2 for standard ones. Results for OO operators averaged for all projects
showed that while using 32% of all mutants and 17% of tests, we could obtain
97% of the original mutation score. For standard operators the results of 19% of
mutants and 22% of tests could give MS with 91% of the original accuracy.

Table 5 Clustering results for OO and standard mutation

Object-oriented (cluster K = 1) Standard (cluster K = 2)
Program Mutation ~ Mutant Test Mutation Mutant Test

Score [%] number number Score [%] number  number
1.Enterprise Original 61.79% 903 1148 70.92% 1623 1148
Logging  Cluster. 61.03% 295 139 63.96% 221 110
5 Castle Original 65.82% 1065 642 69.56% 2316 642

Cluster. 63.89% 333 154 65.20% 681 145

3. Mono- Original 55.91% 855 899 73.86% 4074 899
Gendarme  Cluster. 53.57% 282 140 65.33% 545 312
Average change [%] 97.2 % 323% 17.2% 90.8% 18.8%  22.3%

Time of mutation testing should be decreased when the reduced number of mu-
tants and tests are applied. Effective times of mutant generation and test execution
are given in Table 6 and compared with times necessary to generate all mutants
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Table 6 Times of mutant generation (incl