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Preface

We are pleased and honoured to present the proceedings of the Eight In-
ternational Conference on Dependability and Complex Systems DepCoS-
RELCOMEX which was held in a beautiful Brunów Palace, Poland, from

9th to 13th September, 2013.
DepCoS – RELCOMEX is an annual conference series organized by the

Institute of Computer Engineering, Control and Robotics (CECR), Wroc�law
University of Technology, since 2006. Its idea came from the heritage of
the other two cycles of events: RELCOMEX (1977–89) and Microcomputer
Schools (1985–95) which were organized by the Institute of Engineering Cy-
bernetics (the previous name of CECR) under the leadership of prof. Woj-
ciech Zamojski, now also the DepCoS chairman. In contrast to those previous
events focused on the classical reliability analysis, the DepCoS mission is to
promote a more comprehensive approach which in the new century has earned
the name dependability.

Contemporary technical systems are integrated unities of technical,
information, organization, software and human (users, administrators and
management) resources. Their complexity stems not only from involved
technical and organization structures (comprising both hardware and soft-
ware resources) but also from complexity of information processes (process-
ing, monitoring, management, etc.) realized in their operational environment.
With system resources being dynamically allocated to the on-going tasks, a
flow of system events (incoming and/or on-going tasks, decisions of a manage-
ment system, system faults, defensive system reactions, etc.) may be modelled
as a deterministic or/and probabilistic event stream. Complexity and mul-
tiplicity of processes, their concurrency and their reliance on the in-system
intelligence (human and artificial) significantly impedes the construction of
strict mathematical models and limits evaluation of adequate system mea-
sures. In many cases, analysis of modern complex systems is confined to
quantitative studies (e.g. Monte Carlo simulations) which prevents develop-
ment of appropriate methods of system design and selection of policies for
system exploitation. Security and confidentiality of information processing
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introduce further complications into the system models and the evaluation
methods.

Dependability tries to deal with all those challenges by employing a multi-
disciplinary approach to theory, technology and maintenance of systems work-
ing in a real (and very often unfriendly) environment. As opposed to “classic”
reliability which focuses mainly on technical system resources (components
and structures built form them), dependability studies investigate the sys-
tem as a multifaceted and sophisticated amalgamation of technical, informa-
tion and also human resources concentrating on efficient realization of tasks,
services and jobs in such an environment. Traditional methods of reliability
evaluation focused mainly on technical levels are usually insufficient and more
innovative methods of dependability analysis, often based on intelligent and
soft computing algorithms, need to be applied. The 50 submissions selected
for this volume illustrate the wide diversity of problems that need to be ex-
plored, for example methodologies and practical tools for modelling, design
and simulation of the systems, security and confidentiality in information
processing, specific issues of heterogeneous, today often wireless, computer
networks, management of transportation networks, etc.

In the closing words of this introduction we would like to emphasize the
role of all reviewers whose support helped to refine the contents of this vol-
ume. The following people took active part in the evaluation process of the
conference submissions: Salem Abdel-Badeeh, Andrzej Bia�las, Frank Coolen,
Manuel Gil Perez, Zbigniew Huzar, Vyacheslav Kharchenko, Alexey Lastovet-
sky, Marek Litwin, Jan Magott, István Majzik, Jacek Mazurkiewicz, Yiannis
Papadopoulos, Oksana Pomorova, Krzysztof Sacha, Miroslaw Siergiejczyk,
Ruslan Smeliansky, Janusz Sosnowski, Jaros�law Sugier, Victor Toporkov,
Tomasz Walkowiak, Max Walter, Bernd E. Wolfinger, Marina Yashina, Wo-
jciech Zamojski, and W�lodzimierz Zuberek.

Finally, we would like to express our sincere gratitude to the authors of all
the works selected for publication – we hope that their submissions will be
interesting to scientists, researchers, practitioners and students who investi-
gate dependability problems in computer systems and networks, and in their
diverse applications.

The Editors
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Application Level Execution Model for 
Transparent Distributed Computing 

Razvan-Mihai Aciu and Horia Ciocarlie 

Department of Computer and Software Engineering, “Politehnica” University of Timisoara 
Blvd Vasile Parvan, Nr. 2, Postcode 300223, Timisoara, Romania   
razvanaciu@yahoo.com, horia@cs.upt.ro 

Abstract. Writing a distributed application involves using a number of different 
protocols and libraries such as CORBA, MPI, OpenMP or portable virtual ma-
chines like JVM or .NET. These are independent pieces of software and gluing 
them together adds complexity which can be error prone. Still, some issues such 
as transparent creation and synchronization of the parallel distributed threads, 
code replication, data communication and hardware and software platform ab-
straction are not yet fully addressed. For these reasons a programmer must still 
manually handle tasks that should be automatically and transparently done by the 
system. In this work we propose a novel computing model especially designed to 
abstract and automate the distributed computing requirements ensuring at the same 
time the dependability and scalability of the system. Our model is designed for a 
portable virtual machine suitable to be implemented both on hardware native in-
struction set as well as in other virtual machines like JVM or .NET to ensure its 
portability across hardware and software frameworks. 

1 Introduction 

Distributed computing is a domain with intense research and applicability in many 
areas like biology [1-2], physics [3-4], agriculture [5], computing [6]. As the com-
puter networks are increasingly popular, there are more and more possibilities to 
access data storage and computation power which allows solving of problem types 
earlier accessible only to supercomputers or dedicated data centers. The main 
parallelization opportunities today are represented by CPUs with multiple cores, 
distributed computing in a network and specialized computing using GPUs. 

We focus mainly on showing a reliable model for transparent distributed com-
puting, capable to handle by itself almost all the low level details needed by  
network code replication, data communication and distributed thread synchroniza-
tion. We demonstrate that our model insures hardware and software abstraction, it 
scales well with the available computing resources and it is sufficiently general to 
handle other aspects involved in heterogeneous distributed computing such as 
different operating systems or abstracting the execution on CPU cores or in a  
network. 
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For applications that run on a single machine, the task of writing a parallel al-
gorithm is simplified by the fact that many aspects involved are the same, for  
example the memory layout and access, threads creation and synchronization, 
computing units binary code. There are some models and libraries like OpenMP 
that address this situation using special preprocessor instructions or annotations to 
instruct the compiler to automatically parallelize a loop [7-8]. At the same time 
many modern additions to standard libraries provide high level concepts for paral-
lel computing, for example thread pools.  

When the same algorithm is implemented for distributed computing new prob-
lems arise. We mention different data layout and instruction, different operating 
systems and possible network failures. To address the above issues different stan-
dards and libraries were proposed: CORBA, MPI, Java RMI, DCOM and Ibis [8]. 
Most of these are low level protocols that try to hide the distributed platform dif-
ferences, but they are not sufficiently high level to hide from the programmer 
details like code replication or data synchronization [8-9]. 

Another fundamental issue for any distributed system is its scalability, due to 
the fact that the system should make an optimal use of all its computing resources 
[10]. Heterogeneous resources are available in many different versions, speeds or 
instruction sets. This makes hard for the programmer to make an optimal use of 
these resources, in order that their combined workload to lead to a minimal appli-
cation processing time or to another desired target [11]. At the same time some 
resources can have a dynamic behavior, because they can be added or removed 
from the system by request or due to network errors. 

When analyzing these aspects, it can be seen that most of the work involved in 
writing distributed software is in fact necessary to address repetitive and standard 
tasks. All these tasks can be automatically addressed by using a proper infrastruc-
ture and model. Such an application level model greatly improves the software 
dependability. We present such a model, motivate our design decisions and show 
the results of one of its possible practical implementations. 

2 Application Level Distributed Computing Model 

Ideally speaking, a transparent application level model should hide from the pro-
grammer any low level task. At the same time, it should fit with only minimal 
additions to the existing programming languages and frameworks, so it can be 
easily implemented. Our model involves only three concepts, close to OOP pro-
gramming style and it should seem familiar to any programmer with an OOP 
background. We will present it by using an example. 

We chose to implement the well known Mandelbrot set on a given interval. The 
example is written in a C++-like language and shows the relevant code for our 
model: 
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unit MandelbrotLine{ 
   double  xMin,xMax; 
   int     width,maxIterations; 
   MandelbrotLine(double xMin,double xMax,int width,int maxItertions) 
   { 
      this->xMin=xMin; 
      his->xMax=xMax; 
      this->width=width; 
      this->maxIterations=maxIterations; 
   } 
   string     run(double y) 
   { 
      int  pixel,iteration; 
      stringstream r; 
      double       xi,yi,xb,xtemp; 
      for(pixel=0;pixel<width;pixel++){ 
         xb=xMin+pixel*(xMax-xMin)/width; 
         xi=yi=0; 
         iteration=0; 
         while(xi*xi+yi*yi<2*2&& iteration<maxIterations){ 
            xtemp=xi*xi-yi*yi+xb; 
            yi=2*xi*yi+y; 
            xi=xtemp; 
            iteration++; 
            } 
         r<<iteration%256<<" ";    //to gray tones 
         } 
      return r.str(); 
   } 
} 
#define WIDTH  1000 
#define HEIGHT  1000 
#define MAX_ITER 10000 
int     main() 
{ 
int         lineIdx; 
double      yLine; 
string      img[HEIGHT]; 
double      xMin=0.33072017,xMax=0.33925741; 
double      yMin=0.04369091,yMax=0.0522281593; 
with(img;MandelbrotLine(xMin,xMax,WIDTH,MAX_ITER)){ 
   for(lineIdx=0;lineIdx<HEIGHT;lineIdx++){ 
      yLine=yMin+lineIdx*(yMax-yMin)/HEIGHT; 
      run[lineIdx](yLine); 
      } 
   } 
ofstream     file("mandelbrot.pgm"); 
file<<"P2"<<endl<<WIDTH<<","<<HEIGHT<<endl<<"255"<<endl;             
for(lineIdx=0;lineIdx<HEIGHT;lineIdx=lineIdx+1) 
   file<<img[lineIdx]<<endl; 
} 

 

Fig. 1 Model example for a distributed algorithm 

For each image line a new invocation is created. An invocation encapsulates all 
data needed for a single computation and it is asynchronously run on a separate 
distributed thread when a computing resource becomes available. 
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In our model, a thread is always associated with a resource (the existent cores 
in network) and the maximum number of threads is at most equal to the number of 
resources. In this way we eliminate the unnecessary task switching and at the same 
time we use all the resource at their maximum capacity. If the number of invoca-
tions exceeds the available resources, the invocations are put in a queue, waiting 
for resources to become available. We use the term “invocation” for a scheduled 
computation and the term “thread” for running invocation. 

The example program computes distributedly all the invocations, waits for all 
of them to complete and writes the results into a file. We used three special con-
cepts to make this program distributed. These concepts are detailed below, each 
one with its own semantics and requirements. 

1) The “unit” concept: is the main encapsulation block for an invocation. Like 
a regular class from the OOP languages it can contain attributes and methods. 
When used, a “unit” can be run locally, on the same machine, or it can be transpa-
rently sent to another computer from the network. There are some significant dif-
ferences between a “unit” and a regular class. These differences and their rationale 
are as follows: 

The “unit” constructors are used to set the initial state for all the created 
threads. The constructors are called in the “with” statement (explained in II.B) and 
the same data is used to initialize all the threads. In our example all the threads 
have the same x-axis interval [xMin, xMax], the horizontal resolution width and 
the maximum number of iterations, maxIterations. 

The “unit” “run” methods are used to specify the code for threads. Their para-
meters are initialized from the scheduled invocations and their result is returned to 
the caller after the thread ends. In our example every thread needs only its y posi-
tion on the y-axis to compute a particular line. 

The main difference between the constructor data and the invocation data 
comes from the fact that the constructor data is the same for all invocations, so it 
can be sent only once for every machine, no matter how many invocations will run 
on that specific machine. Instead, an invocation data needs to be specifically sent 
for each thread. 

A “unit” can use extern functions or other types such as classes, but it cannot 
access, directly or indirectly, extern data. If it accesses functions or classes, these 
are automatically packed with it and sent to the remote machine. The rationale for 
not allowing extern data access is that it would require a lot of slow and unreliable 
network traffic, including data serialization and synchronization with other 
threads. If the programmer will try to use from a remote “unit” some external data 
in the same way as a regular local data, this will greatly slowdown the entire 
thread and will also create a bottleneck for all the other (possibly remote) threads 
waiting to access that data. Because of this, it was chosen for every thread to be 
able to access only its own data and this data is sent along with it. 

2) The “with” concept: is an encapsulation block for creating and synchroniz-
ing invocations. “with” accepts two or three parameters, separated by semicolons. 
The first one is a destination for the threads results, the second is a “unit” con-
structor and the third one, which is optional, is a set of flags to control different 
aspects of the statement. 
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The destination can be an n-dimensional array, an object with a special inter-
face or a function/closure. In case of an array, it will hold after the execution of 
the “with” block at the positions given by the invocations ordinals (explained at 
the “for” concept) the results of the invocations. If objects are used as destination, 
they must implement a specific interface with a handler method. In case of func-
tions/closures, they will receive the invocations results and ordinals as parameters. 

The “unit” constructor is used to specify what “unit” will be used (only one for 
a “with” statement) and its initial data. This data will be the same for all threads 
creation. The optional “flags” parameter is a set of flags used to specify different 
aspects, for example the restriction to use only local cores (no network traffic), to 
enable/disable the GPU processing, etc. 

“with” ensures on its end the computation of all invocations and the synchroni-
zation of all the running threads, waiting for them to complete, similar with the 
“join” functions used in multithreading programming. The underlying framework 
is also responsible with the “unit” code replication in network, data serialization 
for invocations parameters and results and automatic rerun for computations lost 
due to network errors. The “with” statement also acts as a threads pool and it mon-
itors the status of the processing units (CPU, GPU, network computers), assigning 
new invocations to them when there are free resources. 

3) The “run” concept: can be used only inside “with” and consists of two lexi-
cal parts. The first part is represented like an n-dimensional array access and it is 
used to specify the ordinals of the invocation. The second part is represented like a 
function call and it is used to specify invocation specific parameters to be passed 
to the unit “run” methods. 

The invocation ordinals are used to specify unique ids for every invocation. 
Our Mandelbrot example uses only one ordinal, which is the index of the line 
returned by the invocation. The parameters specified in the second part of the 
“run” statement will be used on that specific invocation run. 

The “run” statement creates and stores an invocation for the threads pool pro-
vided by the encapsulating “with”. In this way the system can optimally choose 
how to run the invocations, one by one or in batches (for GPUs). 

3 Model Performance 

To assess the theoretical performance of our model, we consider NC computers in 
the distributed system with a total of NP processing units (cores) which need to 
execute a number of NI invocations (NP≤NI), each invocation requiring a TI time 
to complete and TS is the time to setup one computer (send the “unit” to it): 

                                          TT=TS+ NI / NP* TI,                                                  (1) 

where TT is the total computation time and x=min{n∈Ζ | n ≥x0}                     (2) 
 

if NP→ NI: TTTlim IST
NN IP

+=
→   

(3)

In that case the total execution time for all distributed threads is the execution time 
of the longest thread (if there are heterogeneous resources) and the setup time for 
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the remote computers, which depends on factors like the size of the “unit” data 
and network usage. 
 

As TI can also be seen as TI=TIN+TIC                                                                 (4) 
 

where TIN is the time needed for network operation (sending the “run” parameters 
to the processing unit and receiving the results from it) and TIC is the effective 
computation time on the processing unit, in the best case  
 

                                (NP=NI): TT=TS+TIN+TIC                                         (5) 
 

Because TS+TIN depends only on the network performance, for optimal results it is 
best that it’s weight with respect to the overall computing time to be as small as 
possible. The optimal case is when the TIC of the distributed threads is much larger 
than TS+TIN, so the distributed system spends most of its time in doing the effec-
tive computation than on network traffic. In this case, the performance of the  
distributed computation becomes close to the performance of executing all the 
invocations locally on a machine with NI cores. 

4 Implementation and Study 

We implemented our model by developing a special virtual machine (VM) and 
associated runtime, capable to run the VM on CPU cores. For every machine all 
the computing resources are abstracted using a server which can receive a “unit” 
and invocations to be run on it. An application runs as a client and it makes re-
quests to the available servers when it needs to run multiple threads. The whole 
process takes place according to the following steps: 
 

1) The client checks for the available servers: A list of network hosts is used 
and every machine is queried about its server version, protocol and the number of 
available cores. 

2) The client runs the application: We designed a register based, strongly typed 
VM with high level abstractions like functions and classes and automatic memory 
management. Having a portable VM which acts like an abstraction layer between 
the application and the host available capabilities (native execution using the CPU 
instruction set or execution on a particular VM like JVM or .NET) allows us  
to use almost any computer, ensuring both hardware and software framework 
independence. 

A register based VM is also very important for running threads on GPU cores. 
In order to do this in a portable way, the GPU driver (CUDA or OpenCL) must 
receive a kernel function written in a C/C++ like language. In our case, the func-
tions from inside a “unit” must be recompiled from the VM opcodes to the re-
quired language and using a register based VM makes this job easy.  

3) When the application enters a “with” statement, the runtime is invoked to 
create a scheduler: The scheduler receives the unit constructor parameters, the 
receiver and possible options. The constructor parameters are serialized only once, 
in the beginning, as they remain constant. 
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A scheduler creates when needed a number of worker threads, each one respon-
sible with the connection to a computing resource on a server. The worker com-
municates with the server using a socket which is maintained open during all the 
worker life. On the server side a new connection object is created in a separate 
thread for each worker, so every connection will run in a CPU core. 

Before handling invocations, a worker makes sure that the needed code (the 
“unit” code and all its dependencies) are available on server. The server is able to 
cache all the code sent to it, so a “unit” must be sent only once to each server. The 
arguments for the “unit” constructor are also sent for each worker. 

4) On a “run” statement, a new invocation is added: The scheduler keeps a list 
of all the invocations. The invocations are added asynchronously. When an invo-
cation is added, the scheduler checks if there are available workers for that invoca-
tion and if not tries to create a new one using the list of the available servers. At 
most, the total number of workers can be equal with the total number of cores in 
all servers from the list. 

5) When a worker is free, it processes an invocation from the invocations list: 
On server a new VM instance is created on the worker’s connection. The “unit” 
constructor is called with the initialization data already on server so a new “unit” 
instance will be available. 

The worker sends the specific “run” method signature (to allow method over-
loading) and its parameters. The “run” method is run on server, isolated on the 
connection’s specific VM instance. 

The server serializes the “run” results and returns them to the worker. If an er-
ror occurs during the processing (for example network errors), the worker puts 
back the invocation in the invocations list for reprocessing. If there is no error, the 
results are put/sent to the “with” receiver. 

In this way, the workers will take invocations from list, run them remotely and 
put the results where needed. The process continues until there are no invocations 
left for processing.  

6) At the end of the “with” statement, the scheduler waits for the completion of 
all invocations: For this the invocations list must be empty and all workers must 
have ended their current jobs. After all the invocations are processed, all workers 
are ended and the scheduler is disposed. On the server side, the resources allocated 
to the connections are also disposed. 

5 Experimental Results 

We tested the implementation performance and scalability both on a processor’s 
local cores and in a network of 10 computers. Our test program is the one from 
Fig. 1 with HEIGHT=2000, so we have a total of 2000 invocations. The program 
implementation in our VM resulted in a code set of about 1.1KB and every set 
were run with a clean server, so on each run the servers invocation setup needed to 
be complete, by sending each time the required application code to them. 

For each test we measured the speedup from the case with 1 core or 1 computer 
to test the scalability of the distributed computing system and the workload on 
each core, measured in the percent amount of distributed invocations computed on 
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that core, to evaluate the implementation capacity to distribute evenly the invoca-
tions on all available processing units. 

The best scalability would be if the speedup is equal with the number of com-
puters/cores involved in computation from the case of performing the computation 
on only one computer/core. The best workload distribution would be if all the 
invocations would be distributed completely equal on all the available processing 
units, assuming that all the processing units have equal capabilities. 

5.1 Tests on a Computer Network 

We used a Wi-Fi network of 10+1 computers with 2 cores each and all cores were 
used. The invocations were allowed to run only on remote computers and one 
computer was used only to run the main application, so all the created threads can 
run in equal conditions. We started with one computer and on each test added 
another computer to the available servers. The results for speedup can be seen in 
Fig. 2 and for the workload on every core from all computers in Fig. 3. 
 
 

 
 

Fig. 2 Speedup results on network 

 
 

 Fig. 3 Workload results on a computer network

 
When the number of computers is small, so the amount of total computation on 

each computer is high, the speedup when adding a new one is very close to the 
optimal case. When the number of computers is higher, the network setup and 
traffic time, which are constant, starts to have a significant proportion, so the 
speedup is smaller. This is consistent with our theoretical model performance 
presented in Section III-D. 

Even if we used a Wi-Fi network with lower reliability, the system did a good 
job in allocating an equal number of invocations on every core. From our test 
results, the maximal percent difference from the optimum was 13.6%, with an 
average percent difference of maximum 5% for all test runs. 
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5.2 Tests on a Computer Cores 

We used a computer with 4 cores. We started with one core and on each test we 
added another core. The results can be seen in Fig. 4 for speedup and in Fig. 5 for 
the workload on every core. 

Because on running invocations only in the local processor cores there is no 
network traffic involved, the TS+TIN term from our theoretical model is 0 and only 
a smaller overhead of threads synchronization is involved. In this case, the spee-
dup has a linear grow, close to the optimal case, both in the beginning and at the 
ending of the graphic. 

 

 

 
 

 Fig. 4 Speedup results on a computer cores 
 

 
 

 Fig. 5 Workload results on a computer cores 

 

Even if one core was also used to run the main application, the implementation 
succeeded to distribute the invocations on every core close to the optimal case. 
From our test results, the maximal percent difference from the optimum was 0.6%, 
with an average percent difference of maximum 0.6% for all test runs. The small 
difference from the optimal workload even if one core also runs the “with” sche-
duler, proves that it mainly waits for the threads to complete, so it takes only very 
few computing resources. 

6 Conclusion 

We proposed an application level model for dependable transparent distributed 
computing. We showed that using only 3 concepts it is possible to model a large 
domain of distributed algorithms. The model semantics is close to the OOP, which 
makes the concepts easily to be implemented in most of the actual programming 
languages. 

Our implementation using a portable VM shown that a scheduling system based 
on distributed thread pools can distribute the invocations computations across all 
of the available computing resources in a close to optimal manner, obtaining a 
well balanced workload. It has shown that different computing resources (CPU 
cores or network computers) can be abstracted using server/client and threads 
semantics. 
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The experimental results indicate that the model is scalable, because it suc-
ceeded to use well the available resources and the speedups achieved were close to 
performing the computations as by using multiple programs in parallel. 

Even on network failures the application was able to run again the dropped in-
vocations, in order to complete them, so the model is dependable. 

We further consider developing our work on directions that include using GPUs 
as transparent computing resources, ensuring computation reliability and recovery 
from more possible errors and optimal scheduling algorithms for heterogeneous 
resources. 
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Abstract. The chapter presents information about the first stage of validation of 
the OSCAD tool for the risk reduction assessment within the decision support 
process. First, general information about risk management and risk assessment is 
given, and relations of the risk assessment with the flood issue are described. Ba-
sic information about the ValueSec project and its relations with risk assessment is 
presented. Next, the results of first experiments heading for OSCAD usage as one 
of the possible elements supporting the Risk Reduction Assessment (RRA) soft-
ware pillar in the ValueSec project are described. The possibility of OSCAD 
usage for the RRA pillar was validated on the example of the so-called “flood use 
case” of the ValueSec project. This use case relates to the assessment and selec-
tion of flood countermeasures. The main objective of the validation is to find out 
if the risk assessment method implemented in OSCAD can be used for the flood 
issue. 

1 Introduction 

The risk management process and risk analysis related issues are nowadays 
quite well defined and established in standards. The ISO 31000 [1] and ISO 
31010 [2] standards can be mentioned here which distinguish, among others, the 
risk assessment and risk treatment activities within the whole risk management 
process.  

The same approach is proposed by ISO 27005 [3] which contains recommenda-
tions for the information security risk management. 

The risk analysis and risk assessment aspects, as well as the risk level reduction 
are also elements of many other normative documents, standards and recommen-
dations, for example standards for occupational health and safety management 
systems (OHSAS 18001 [4]) which relate also to such issues as threats identifica-
tion, risk assessment and control. 
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Regardless of the application domain of the risk management and risk assess-
ment, the basic definition of risk level is mostly described in the same way, as a 
combination of incident (undesirable event) consequences and the likelihood 
(probability) of its appearance: 

 LCR *=   (1) 

This formula (1) can be extended with additional elements, depending on the 
analysis object and the results purposes. It can be supplemented for example with 
financial aspects or other parameters influencing the risk value, like security 
measures which reduce the risk level, their effectiveness, quality, etc.  

The same approach is also used in the floodplain management programs, which 
must consider the risk management aspect.   

The requirements on the risk assessment in the flood domain come out of the 
EU directive 2007/60/EC [5]. Due to the Directive requirements, the EU member 
countries started during the last few years to launch flood management programs 
with risk assessment as one of key elements. For example, the Scottish Environ-
ment Protection Agency (SEPA) [6] began The National Flood Risk Assessment 
program. Based on this program results, the document  Flood Risk Management 
Planning in Scotland: Arrangements for 2012 -2016 [7] was prepared. 

Other countries started to implement the risk management process and  risk as-
sessment activities within the flood management programs. For example, on the 
30th of July 2010, in Poland, the ISOK project began (“Informatyczny system 
osłony kraju przed nadzwyczajnymi zagrożeniami”) [8], whose result was a report 
[9] with the preliminary assessment of flood risk in Poland. 

An important element of the risk management process is the security measures 
(in case of flood – flood countermeasures) selection. The selection of appropriate 
security measures is a vital problem for the decision makers, who have to take 
efforts to keep their activities and decision making process transparent. Their deci-
sions must be backed by evidences of relevance selected solutions. These evi-
dences, in the case of security measures selection, may contain also risk analysis 
results about the estimated efficiency, effectiveness, reliability, economic factors, 
and other costs and benefits (like social, environmental, etc.). 

The usage of software support for the security measures selection provides such 
transparency  and possibility to define clearly risk assessment rules and to docu-
ment the whole process. It also confirms  that all necessary activities for the best 
variant selection were performed.  

The implementation of a software tool for such support is one of the main goals 
of the ValueSec project. Its assumptions were described in more detail in [10] and 
on the project website [11]. Within the project there will be a tool developed 
which will support the decision making process. One of the test cases is the above 
mentioned process of security measures selection in case of a flood.  
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2 RRA in the Three Pillars Context 

According to the assumptions worked out in the course of the project, while se-
lecting the security measures it is necessary to take into account such factors as the 
risk reduction level offered by a security measure or a group of security measures, 
the relation between costs and benefits gained from the measure implementation, 
and the so called “qualitative criteria”, i.e. the assessment of “unmeasurable” pa-
rameters and impacts, such as social satisfaction, cultural, political, environmental 
aspects, etc. [11].Therefore it was assumed the software supporting the security 
measures selection, developed within the project, should be based on three pillars: 

• Risk reduction analysis (RRA), 
• Cost-Benefit Analysis (CBA), 
• Qualitative Criteria Analysis (QCA). 

Within the project a tool will be developed that will support the operations of 
these three pillars. The validation of this tool will be performed in the five preli-
minarily chosen areas (contexts): public mass events, mass transportation, airport 
security, communal security (with a flood protection application scenario), cyber 
security 

Due to the fact that the risk reduction analysis can be made using a number of 
risk analysis tools, it was assumed that for the implementation of the first pillar the 
existing tools will be used, while the CBA and QCA pillars will be fully imple-
mented within the project. For the implementation of the RRA pillar, the follow-
ing software tools were considered: Riger from ATOS, Lancelot from WCK, RAS 
from Fraunhofer Institute, OSCAD from EMAG. 

The tools were assigned to particular application scenarios in each context with 
a view to check the correctness of the adopted solution about using a ready-to-use 
risk analysis tool. OSCAD was selected to fulfill the RRA pillar in the “Flood use 
case”. “Use case” can be defined as the set of security measures, which contains 
the measures for evaluation in the ValueSec toolset. 

3 Possibility of OSCAD Usage in RRA Pillar 

The OSCAD system was developed at the Institute of Innovative Technologies 
EMAG within a project co-financed by the National Centre for Research and De-
velopment (NCBiR) [12]. The OSCAD software was developed to support the 
integrated system, consisting of a business continuity management (BCM) and 
information security management (ISM) system. Risk analysis is an important 
element of both these management systems. 

The risk analyzer module implemented in OSCAD was worked out mainly 
based on the requirements and recommendations of such standards as BS 25999 
[13], ISO 27001 [14] and ISO 27005 [3]. They describe requirements and recom-
mendations for BCMS and ISMS. The possibilities of the OSCAD system and the 
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risk analysis methods have already been described in [15], [16], [17]. The adopted 
solution is partly based on the approach described in [18]. The adopted method of 
threats and vulnerabilities assessment corresponds to earlier works conducted in 
this domain in the EMAG Institute and described in [19], [20]. However, the me-
thod was modified and simplified. 

The security attributes (confidentiality, integrity and availability) assessment 
was distinguished in the form of the Business Impact Analysis – BIA. The low 
level analysis in turn [18], called detailed analysis in OSCAD, does not take into 
account a part of parameters proposed in [18] and related to risk assessment. 
Thanks to that, the method used in OSCAD is simpler while the analysis can be 
performed quickly and without any program support (if there is no such possibili-
ty). Additionally, there is no analysis of some economic parameters (e.g. cost effi-
ciency of security measures or return on investment). With OSCAD used for RRA 
in ValueSec, the lack of the economic parameters analysis is not an obstacle since 
this issue will be taken care of by the CBA pillar. 

For the OSCAD tool a number of experiments and validations were performed, 
e.g. for the pharmaceutical business (delivery of medications, medical supplies) 
and the mining sector [21], but these experiments were not related to the flood 
domain and were oriented on a wider scope of security management than just risk 
management. 

According to the EU directive [5] on the assessment and management of flood 
risks, for this type of risk management the Member States shall establish objec-
tives, which will focus on the reduction of flood consequences (for human health, 
the environment, cultural heritage, economic activity) and/or reduction of flood 
likelihood. According to another directive requirement, during the risk analysis the 
existing security measures should be considered. This means that, the way of cal-
culation used for the risk assessment in the OSCAD tool can be easily adapted to 
the risk assessment in the flood domain. 

The OSCAD method uses the following formula for the risk calculation: 

 Pc
SMtaSMi

LC
R *

*

∗= , (2) 

where R means risk value, C and L mean Consequences and Likelihood of inci-
dent (flood) appearance. SMi and SMta parameters relate to existing or planned 
security measures. Pc parameter means value of process criticality, which can be 
assessed during the business impact analysis.  

SMi and SMta were initially intended as security measures implementation 
level and technical advancement level values. But thanks to the possibility of free 
definition of values and descriptions of these parameters, they can be adapted to 
the flood domain needs. Such a possibility is provided by the mechanism of  
dictionaries implemented in OSCAD (Fig. 1). Based on the [9] SMta and SMi 
parameters can be defined for example as a class of the flood countermeasure 
structure, and the safety status of the flood countermeasure structure.  
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Fig. 1 Example of security measures assessment scales definition in OSCAD dictionaries 

The same mechanism of dictionaries can be used to define and describe possi-
ble values of consequences (impacts) and likelihood (probability) of an adverse 
event. Information about required probability levels is also presented in the EU 
directive [5], which distinguishes three possible levels: 

• floods with a low probability, or extreme event scenarios; 
• floods with a medium probability (likely return period ≥ 100 years); 
• floods with a high probability, where appropriate. 

Assigning values to these levels in the dictionary will allow to use them in the 
formula (2) for the risk level calculation in the OSCAD tool. For the validation of 
OSCAD usage in the flood domain, more precise values of probability (likelihood) 
were defined (as presented in Fig. 2), but these values can be easily changed and 
adjusted to the requirements. 
 

 

Fig. 2 Example of  likelihood assessment scale definition in OSCAD dictionary 

In the case of OSCAD usage in the ValueSec frames, it was necessary to ana-
lyze the possibility to adapt and configure OSCAD for the needs of the “Flood use 
case”. For this purpose the documents describing the use case had to be analyzed 
first. The data were prepared and provided by the project partners (Fraunhofer 
Institute and The Centre for European Security Studies) with the participation of 
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the employees of the Saxony-Anhalt Ministry of the Interior and Sports and 
Saxony-Anhalt Ministry of Agriculture and the Environment.  

The initial validation of OSCAD for the analyzed case was conducted based on 
the data about the flood on the Elbe and Mulde rivers in the Magdeburg area in 
Saxony-Anhalt. Information about the impact and size of previous floods came 
from reports about floods in this area. Based on these materials main threats were 
identified first, along with security measures which were assessed during RRA 
within the “Flood use case”. Sample values of other parameters required for the 
analysis in OSCAD were defined in the dictionaries (e.g. assessment scales used 
to assess the impact, frequency of occurrence, security measures efficiency, etc.). 

The dictionaries allow to freely assign values in a defined scale. These can be 
successive natural numbers (1, 2, 3, …) or the values can change  with different 
steps (e.g. 1, 5, 25, 100, …). This way it is possible, to some extent, to control the 
range of possible output values of the risk level, yet the general shape of the dia-
gram remains the same for the adopted formula (2), as presented in Fig. 3. 

 

  
Fig. 3 The example of risk values range depending on the parameters value 

After entering the data to the OSCAD data base there was a trial to conduct a 
risk analysis. The EU directive on floods lists possible aspects (operations) of the 
flood management process. These operations (processes) are: prevention, protec-
tion and preparedness (Fig. 4). That is why there was an attempt to conduct an 
analysis of processes comprising these operations.  

 

 
Fig. 4 Example of possible processes for the flood domain registered in OSCAD 
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The Business Impact Analysis (BIA)  allows to assess the criticality (weight) of 
each performed process, which, as the Pc parameter, is put into the risk formula (2) 
and affects its value. The more important the process is, the higher is the risk level 
related to the materialization of the threat in this process. The assessment is con-
ducted based on the definable business loss matrix which defines the considered 
loss categories, the number of loss levels and the description of each level (Fig. 5). 
In the course of the BIA analysis it is necessary to assign to each assessed process 
the estimated level of losses which can occur after losing the security attribute. 

 

 
Fig. 5 Example of business loss matrix used for the assessment of possible losses in BIA 

If there are no processes distinguished for the “Flood use case”, and the flood 
risk management is treated as one process, it is possible to have value ‘1’ for the 
assessment of the impact of security attributes loss. Then the value of the process 
will be equal to ‘1’ and it will be possible to proceed to the detailed analysis. 

Within this analysis threats and vulnerabilities (i.e. weak points which can con-
tribute to the threat materialization) are identified (Fig. 6). The existing security 
measures, which reduce vulnerabilities and counter threats, are also identified.  

 

 
Fig. 6 The example of threats and vulnerabilities selected in the flood use case 



18 J. Bagiński 

 

The main threat considered in the case of a flood are the following: 

• Heavy rainfall results in the rising water level and flooding of the given area 
with direct impact (damaged communication and telecommunications infra-
structure, loss of lives and health, damages to the natural environment, …) and 
indirect impact (social dissatisfaction, disturbances in the functioning of enter-
prises and public institutions, epidemic threat, …). 

• Breakdown of the early warning system. 
• Damage of a dam or dikes (failure to detect a high water level, inappropriate 

maintenance of flood infrastructure). 

OSCAD enables to enter the list of threats, vulnerabilities and security measures 
to the data base and then to make connections between these values. Threats can 
have typical vulnerabilities assigned, and the vulnerabilities – typical security 
measures that reduce them (Fig. 7). The connections make it easier to search for 
these elements during the risk analysis process. 
 

 

Fig. 7 View of dictionary for Threats-Vulnerabilities-Controls linkage 

Next, for these parameters there is an assessment carried out to determine po-
tential impacts of the threat materialization and probability of the event occur-
rence. Additionally, the functioning security measures are assessed. 

Based on the assessments the current risk level is calculated (Fig. 8) which will 
be a point of reference to the risk values estimated after the security measure im-
plementation. This way it is possible to determine the risk reduction level 
achieved for security measures considered in a given decision making process. 
With the “Flood use case” the following security measures are considered: 

• ‘Non-measure’, which means leaving the current situation as it. 
• Building and/or extension of dikes in the particular area. 
• Introduction of standardized crisis management support software for communal 

crisis management task forces. 
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Fig. 8 Risk treatment window – assessment of current state of the risk level 

It is possible to compare a few security measures (or sets of measures) in the 
OSCAD system thanks to the function which allows to assess several variants (up 
to five, described on tabs marked from A to E – as presented in Fig. 9). For each 
variant it is necessary to conduct a process of impacts estimation, event probabili-
ty occurrence and security measures parameters assessment. On this basis, just as 
for the current risk, the estimated risk level will be calculated. 

 

 

Fig. 9 Assessment of risk parameters for security measures ‘A’ variant  

As it can be seen in Fig. 8, the current risk level for the analyzed case was equal 
to 27. While for the variant A (Fig. 9) the risk value was calculated at the level 
6,75. Results for three example variants are presented in the Table 1. While com-
paring the analyzed variants it can be seen that the best risk reduction can be 
achieved with variant C, but the cost is very high. A similar risk reduction level 
can be achieved by implementing the A variant with moderate costs. 
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Table 1 Comparison of risk assessment parameters for analyzed variants 

Risk assessment iteration Risk level Overall cost 

Current risk 27 50000 

A variant 6,75 350000 

B variant 13,5 250000 

C variant 6 1580000 
 

As it was assumed for the ValueSec project tool architecture, the result of this 
stage of analysis (RRA pillar) should provide simple, clear  information about the 
risk reduction level for each considered security measures set to support the deci-
sion maker in selecting the most appropriate variant of measures. The OSCAD 
tool gives at the end of the detailed risk analysis several different data sets related 
to costs, the risk level, and the level of impacts and probability estimated after the 
security measures implementation. Using the data gathered in the OSCAD tool, 
information can be processed manually and presented, for example, in the form of 
tables (as presented in Table 1). But the tool offers also a quick view window with 
predefined charts (Fig. 10) for presenting values of each pair threat-vulnerability, 
existing security measures and variants of planned security measures.  

These charts present information related to the level of reduction of each risk 
parameter, such as expected risk level for each variant, or estimated value of such 
parameters (as impact, likelihood, levels of security measures parameters). 

 

 
Fig. 10 The example of charts presenting results for each variant 

By comparing these values with those calculated for the current situation, one 
can get information about the level of reduction in the case of a particular variant 
implementation. Other charts present information from the financial point of view. 
This is information about the risk level that can be achieved by the implementa-
tion of each set of measures with relation to their cost, and information about uni-
tary cost of risk which means the cost of changing the risk by one-point.   

The latter value (unitary cost of risk) is calculated in OSCAD with the use of 
the following formula (based on the solution proposed in [18], [20]): 
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where UC is the Unitary cost of risk, Ci+1 means the cost of new security meas-
ures, RVi means Risk Value for the i-th analysis and RVi+1 is the estimated value 
of risk after the new security measures implementation. 

The information presented on the charts, received from the OSCAD database, 
can be next sent to the main ValueSec tool as the result of the RRA pillar, where 
together with Cost-Benefit Analysis and Qualitative Risk Assessment results will 
be presented to the decision makers as the result of the decision problem analysis.  

4 Conclusions 

The results of the first attempts to use the OSCAD software for the risk reduction 
analysis within the decision-support process were presented to the project part-
ners. They seem to confirm the assumption that the general method adopted in the 
software, taking into account extra parameters (such as applied security measures 
and their efficiency or the implementation level), can be applied also in the selec-
tion of anti-flood security measures.  

The results of the analysis conducted in the RRA pillar can be then considered 
during the analysis in the successive pillars (CBA and QCA). This way, during the 
whole cycle of the analysis and support of the decision about the security meas-
ures selection there will be certain aspects considered, such as the risk reduction 
level of particular variants, economic efficiency analyzed in CBA. Possible im-
pacts of the security measures on the factors which are difficult to measure, such 
as social, political, etc. are also taken into consideration during the QRA. 

One of the crucial issues to solve in the ValueSec project is the scope and form 
of input data and results, as well as the way of exchanging these data between 
particular tools selected for the risk assessment (Riger, Lancelot, OSCAD, RAS) 
within this RRA pillar. Data exchange between pillar is also one of the implemen-
tation challenges in this project. 

One of the tested methods of data exchange was the usage of a broker which 
communicates with the database of each tool. The broker gets information about 
threats, vulnerabilities, security measures, or any other required element saved in 
the database. The user sends queries in the SPARQL query language to the broker 
which returns results prepared based on the mapping file. This file serves the 
mapping between objects in databases on classes and properties defined in the 
ontology (more information about the ontology usage in the security domain can 
be found in [22], [23], [24]).  Such approach requires information about the part of 
the database structure which stores data for the exchange. While there are some 
issues regarding the access to the database and presenting the database structure, 
this approach was tested only with the different instances of OSCAD systems. 
Access to the database of each tool (Fig. 11) was simulated by connection with 
different instances of the OSCAD tool. 
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Fig. 11 A simple diagram of tested method of data exchange between tools in RRA 

Due to the fact that EMAG is the owner of OSCAD and has access to source 
codes, it is possible to make some changes in the software for the needs of Valu-
eSec if it is necessary to make extra lists or give access to extra output data. The 
software itself, in the majority of its modules, offers a function of data export to 
the CVS format which can be then read by any calculation sheet (e.g. Microsoft 
Excel) while the exported data can be used to work out a list or diagram. 

Some parts of the OSCAD system were also verified against the Common  
Criteria standard. As a result the security architecture of the tool was assessed 
according to possible vulnerabilities which could be exploited by threat agents. 
Consequently, the tool becomes more reliable to users. The OSCAD system can 
be placed at remote sites (as it was mentioned in the description of the data  
exchange test). In that case the assurance of the system can be strengthen by ap-
plying another Common Criteria approach called Site Certification, as it was  
described in [25]. 

Currently, when the article is being written, further tests are underway. It is 
planned to have meetings of the project partners and representatives of Saxony-
Anhalt ministries to specify input data and configure the software for the case of 
flood risk assessment of the Elbe river in Saxony-Anhalt. 
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Abstract. The chapter presents the risk management approach applied in the EC 
FP7 ValueSec project. The security measures selection process is based on three 
pillars: Risk Reduction Assessment (RRA), Cost-Benefit-Analysis (CBA) and 
Qualitative Criteria Assessment (QCA). The ValueSec tool set, which is elabo-
rated in the project, should be equipped with components corresponding to these 
pillars. The chapter overviews the researches of the project focused on the deci-
sion model elaboration and selection of existing method to be implemented, or 
existing tools to be integrated in the ValueSec framework. Risk management is a 
broad issue, especially in five of the project assumed contexts. For this reason 
more specialized components are allowed for the RRA pillar. Currently the project 
passes to the implementation and use case experimentation phase. The chapter 
shows the general architecture, currently implemented and the RRA component 
example. 

1 Introduction 

The chapter concerns the selected aspects of risk management with respect to the 
ValueSec project [1] financed by the EC 7th Framework Programme.  

The objective of the project is to improve the decision process related to securi-
ty measures selection so that the proposed measures could take into consideration 
the stakeholders’ needs and interests to the highest possible extent. Along with the 
developed decision support methodology, a software tool is prepared for policy 
level stakeholders in the field of security. The project results should allow to sup-
port policy decision makers in making better informed decisions. 

The scientific problem to be solved in the interdisciplinary ValueSec project 
can be defined in the following way: developing a computer-aided decision sup-
port methodology in security concerning the selection of security measures, so that 
the measures not only properly affected the risk but also were cost-effective and 
took into account social, political and legal restrictions which are related to the 
decision making process. Taking into account these restrictions, here called  
qualitative factors (criteria), is the basic added value of the project.  
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The project passed its half-way point. The key analytical works were com-
pleted, the assumptions for the decision support methodology were made [2], [3], 
[4], [5], methods or tools for implementation were selected [6], [7], [8], [9], the 
functional design and architecture of the software were developed, and the valida-
tion process of the developed solution is being prepared. 

The chapter will focus on one of the project pillars which is risk assessment, 
therefore in the next section the ValueSec approach to the security-related deci-
sion support will be presented.  

Section 3 will feature the analysis of the existing methods and tools with a view 
to select some of them for implementation in the ValueSec project. Sections 4 and 
5 will feature the general architecture and an example of a risk assessment tool 
implementation. The final summary will present operations that are planned in the 
course of the project and related to risk assessment in the project contexts. 

2 ValueSec Approach to Security Related Decisions 

The decision making process related to security measures is important to many 
organizations, projects, social groups, and individuals as it affects security, busi-
ness efficiency and social acceptance for these security measures. At the same 
time it is an extremely complex process since it has to take into account a number 
of factors of different, complicated and still unexplored nature.  

Generally speaking, security measures are applied to reduce risk. Among many 
security measures that are able to reduce risk in a particular case, a part may be 
economically inefficient or impossible to apply due to objective restrictions. The 
decision about the measure selection is a multi-dimensional issue. 

The objective of the ValueSec project is to master the value function of security 
measures [10]. This value function is researched, all its arguments (factors) and 
their multidimensional impact to the security problem are identified.  

The decision about selecting a security measure in a given situation should be 
worked out on the basis of the following three factor groups, each including a 
number of detailed issues: 

• the security measure should be able to affect the risk volume sufficiently (based 
on the risk appetite) in order to provide security on a suitable level, 

• the security should be cost-effective in order not to reduce the efficiency of 
operations and not to incur unnecessary costs, 

• the security should take into account a number of restrictions: social, psycho-
logical, political, legal, ethical, economical, technical, environmental, etc. – in 
order to use the security measures in practice; in the project terminology these 
factors are called qualitative criteria. 

Each group of issues in the project is called a pillar, thus one can distinguish three 
pillars in ValueSec: 
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• Risk Reduction Assessment (RRA) pillar, 
• Cost-Benefit-Analysis (CBA) pillar, 
• Qualitative Criteria Assessment (QCA) pillar. 

The first pillar concerns a vast domain of risk assessment, including risk analysis 
and risk evaluation. The risk analysis is conducted in many domains, including 
widely understood security. Different strategies, methods and tools are used, mod-
els of different degrees of detail are applied. They provide a set of factors which 
are taken into account in the decision making process concerning the security 
measures selection [11]. This pillar is responsible for calculating risk reduction 
resulting from the application of the given security measure. Due to the existence 
of many theories, methods and tools for conducting and supporting risk assess-
ment, an exhaustive two-stage analysis of these TMTs had to be conducted to 
select those that could be implemented or integrated in the ValueSec framework. 
This issue will be discussed in detail in section 3.  

Out of the security measures that affect properly the risk level it is necessary to 
choose cost-effective variants which comply with different restrictions characteris-
tic of a concrete situation. The monetary approach is used. The key issue is an 
economic analysis about the cost-efficiency of the applied measures with respect 
to their costs and benefits. The applied economic models provide the second set of 
factors considered in the decision making process. This pillar is responsible for 
calculating, in monetary units, negative and positive effects of applying a certain 
measure [12]. 

The objective of the CBA analysis is to assess from the economic point of view 
the impact of security-related decisions. This analysis encompasses the following 
categories:  

• costs of provision and investment, 
• direct and indirect maintenance costs, 
• immaterial costs, 
• direct and indirect benefits. 

Each of these categories has its subcategories. For example, the category of direct 
and indirect costs has the following subcategories: 

• operational costs, comprising, e.g. costs of equipment and its modifications, 
costs of personnel training, 

• maintenance costs, comprising the costs of planned and unexpected reviews 
and repairs of equipment, costs of spare parts, costs of IT services and mainten-
ance, 

• costs of utilization, comprising, among others, costs of a system closure, its 
disassembly, costs of recycling. 

The category of direct and indirect benefits, in turn, includes the following  
subcategories: 
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• direct economic benefits, such as the estimated sales volume or incomes from 
the sale of patents and licenses, 

• benefits resulting from the reduction of risk and the degree of vulnerabilities to 
threats, 

• social, legal and political benefits, e.g. better image of the organization, higher 
consumption, acquiring new clients, better contacts with the organization’s 
business and legal environment. 

The third pillar comprises the analysis of restrictions with the use of varied factors 
which are difficult to determine [8]. This is a new research issue. About 120 issues 
in several groups (social, political, legal, etc.) were identified and the character of 
their relations to security measures was determined. This way the third set of fac-
tors was created – qualitative criteria, taken into consideration in the decision 
making process. This pillar is responsible for the evaluation of other important 
security-related factors.  

The Qualitative Criteria Analysis (QCA) is meant to assess those criteria of the 
decision making process which cannot be assessed by means of quantitative me-
thods. In this case the assessment process has to take into account a number of 
immaterial parameters of security-related decision making. These parameters can 
be assigned to the following groups: 

• social parameters (social group level), 
• individual parameters (individual level), 
• legal regulations, 
• social laws and ethics, 
• politics, 
• economy, 
• technologies and science, 
• environment. 

For example, in the economic group of parameters the following issues are  
included: 

• Does the applied security measure affect the consumption behaviour of the 
society? 

• Does it affect the general investment climate (of the country, region, city)? 
• Do the applied security measures affect production processes? 
• Can the applied security measures cause economic losses for an organization, 

city, region? 
• Are the costs of applied security measures proportional to the achieved effects? 
• Can the applied security measures increase or reduce the market value of real 

estate (in a city, region)? 

Though the above issues have an economic background, they cannot be expressed 
in monetary units as it was the case with categories used in the CBA analysis.  
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In the ValueSec project the above three groups of issues are considered in five 
application domains, called contexts [13]: public mass event, public mass trans-
portation, air transportation/airport security, communal security planning, cyber 
threat. 

In the course of the ValueSec project fulfillment the ValueSec framework is 
developed. It integrates a set of tools corresponding to the three pillars. The tools 
are to provide a set of analytical data to be used in the security-related decision-
making process. Security-related decisions are made based on the conceptual deci-
sion model [3], prepared for ValueSec, presented in Fig. 1. 

 

 

Fig. 1 Conceptual decision model 

For the given decision context the decisions have three phases:  

• acquisition of input data and definition of data sources that will be the base for 
the analysis of variants; the data encompass assets, threats, vulnerabilities, 
budget and time restrictions, soft factors; 

• evaluation of different measures – as decisions variants; tools for three pillars 
are used (RRA, CBA and QCA); different experiments are provided with va-
riants to produce information for decision makers,  

• integration and synthesis; information obtained from the previous step are ana-
lyzed, integrated and concluded by decision makers, to produce transparent  
decisions (considering preferences, restrictions and trade-offs). 
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3 Components of the ValueSec Framework 

The problem was to identify methods which can be implemented as the ValueSec 
framework components, or tools which can be integrated in this framework – all 
of them should meet the project needs and restrictions, and indirectly should satis-
fy the stakeholders’ expectations. Before defining the ValueSec framework archi-
tecture, 2-stage researches on the current state of technology were performed to 
identify theories, methods or tools (TMTs) which can be implemented in the  
ValueSec framework.  

3.1 General Review of the Theories, Methods or Tools 

In the first stage the following categories of TMTs were considered: 

• Information handling, 
• Risk analysis, risk assessment, 
• Cost structuring/analysis and evaluation and analysis of societal impacts, 
• Structuring and analysis of values, 
• Analysis of decision alternatives, 
• Other supporting methods, theories and tools,  

The following individual assessment criteria (characteristics) were defined for the 
TMTs assessment framework: name, theory/method/tool, category, summary, 
objective, functionalities, qualitative/quantitative attributes of interest, weighting 
of attributes, phase of decision making, type of decision support, type of damage, 
inclusion of incident probability and uncertainty, assessment of effects, scientific 
experience, decision-makers’ experience, age, complexity, required resources, 
required competencies, maturity, timeframe, data-related questions, questions 
about application and implementations, references [6]. 

The consortium members evaluated 29 TMTs [7]. They were organized in a 
matrix structure to match the ValueSec requirements: 

• expected functionality (3 above mentioned pillars), 
• decision-making context (5 above mentioned contexts). 

The following 10 methods and tools were transferred to the next stage for further 
assessment: 

• Quantitative Risk Assessment (QRA), 
• Risk Measurement /Risk Analysis (RM/RA), 
• Expert Choice (EC), 
• Lancelot, 
• OSCAD, 
• Riger, 
• Bayesian Network Analysis (BNA), 
• Strategic Approaches (SA), 
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• TableTop Exercise (TTE), 
• Magerit. 

The theories were excluded due to the restricted project resources for their imple-
mentation. For the CBA and QCA pillars no proper solutions were found. For this 
reason it was decided that they will be implemented by the consortium partners. 
All methods and tools transferred to the next stage are related to the risk  
assessment process (first RRA pillar).  

3.2 Usability Assessment Criteria and Usability Analysis 

The second stage of the methods and tools assessment was focused on the usabili-
ty and feasibility aspects.  

Recommending the right methodology to implement it in the ValueSec tool set, 
or recommending the given tool to integrate it (as a component) with this tool set, 
requires the identification of their most favorable features and the elaboration of 
the usability criteria to assess them. Different types of issues have been considered 
during the usability assessment criteria elaboration: 

• Risk-related, security economics and soft factors (further quality criteria of 
decisions) methodology; they should cover the requirements and expectations 
of stakeholders; 

• Related to the capability of decision support for policy makers, the urgency of 
the users’ needs, decision context; 

• Dealing with the expected efficient use of the required ValueSec project re-
sources and the feasibility within the given time frame and development risks; 

• Related to the implementation requirements, methodical innovations, project 
challenges issues, and constraints of the selected methods. 

The usability assessment criteria, elaborated with the use of Microsoft Excel, were 
specified in [9]. These criteria have a three-level hierarchical structure (Fig. 2). On 
each level weights were assigned. The assessment results are presented in a tabu-
lar and graphical form. There are 8 groups of criteria dealing with: 

• The compliance of the considered method/tool with the ValueSec assumptions, 
objectives – general parameters related to the method/tool compliance, adequa-
cy, and usability with respect to the area determined within the project; 

• The parameters regarding the possibility of situation description (framing con-
ditions specification, problem identification);  

• The data characteristics parameters concerning the method of description of 
input/output data, type, source and other data related issues; 

• The functional parameters comprising the desirable functions, possible analyses 
which are performed and supported by the method/tool; 

• The recommendations, reports, final decision support related issues, the types 
of provided reports, the way of results presentation for decision-makers; 
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Fig. 2 Hierarchical structure of the usability criteria 

• The development/implementation risk parameters concerning the level of risk 
implied by the use of the given method/tool, its implementation, like source 
code availability, time, budget and resources required for implementation; such 
parameters like method/tool age, maturity, general experience, which were 
identified within WP3, were also taken into consideration; they may have sig-
nificant influence on the development risk; 

• The general challenges specified for the ValueSec project concerning such 
topics as: scientific challenge, implementation challenge, testing challenge; 

• The tool characteristics parameters characterizing mostly the technical aspects 
of the tool.  

Each group contains one or more main parameters (criteria). Additionally, for 
some main parameters (criteria) there were detailed parameters (sub-criteria) de-
fined. An example of the three-layer structure: 

• The “Tool characteristic (technical) attributes” group incorporates; 
• The “Software processing (How are the data processed?)” criterion, which 

includes; 
• Several sub-criteria (detailed parameters), e.g.: “online”, “real time”, “batch”, 

which can be assessed by the given method/tool evaluator.  

On each hierarchy level weights can be assigned, allowing to express the impor-
tance of the given group in comparison with others, the importance of the given 
criteria in comparison with others and the importance of the given sub-criteria 
with respect to others. The initial weight value for each element was set to “1” and 
it is the lowest possible value. The highest value was not specified a priori, but 
during the adjustment of criteria weights the maximum value was determined as 
“3”. The use of the weights will enable to distinguish parameters that are essential 
for the project and to give better score to particularly desirable characteristics of 
the methods and tools. 

Fig. 3 presents weights for groups of criteria, initially set to “1”. It means all 
groups have the same importance. For the group “Compliance …” its four criteria 
with the same weights are shown. 
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Fig. 3 Weights for groups of criteria and for criteria of the group “Compliance” 

Fig. 4 presents a small part of the usability criteria with some data related to 
one of the evaluated methods/tools called “OSCAD”. Please note: the group 
“Compliance of considered method/tool with the ValueSec assumptions”, the  
criterion “context”, and its six sub-criteria: “1a” through “1f”. 

 

 

Fig. 4 Hierarchical structure of the usability criteria 

These issues express whether “OSCAD” is suitable or not for particular  
contexts of the ValueSec project. 
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All sub-criteria have global meaning, which is expressed by “G”. Please note 
weights assigned on each of the three levels of the usability criteria. During  
the method/tool assessment two columns “Assessed value” and “Descrip-
tion/justification of assessment” are filled in with data. For each assessed  
method/tool about 200 such detailed items should be filled in by scores. 

The assessment against the methods/tools feasibility and the rationale of further 
implementation were based on the elaborated usability criteria. The functions and 
properties offered by the particular method or tool were analyzed. Particular atten-
tion was paid to how the method or tool fulfills the needs and requirements of the 
ValueSec project. 

The project partners made an overview of the evaluation process of the 10 pre-
selected, above mentioned methods/tools with the use of usability criteria. The  
assessment process encompasses two steps: 

• Reviewing the particular methods/tools with respect to the usability criteria and 
their groups (horizontally, by methods/tools) – example Fig. 5; 

• Identifying strengths and weaknesses of the preselected methods/tools with 
respect to the usability criteria (vertically, each method/tool against criteria) – 
example Fig. 6. 

 

Fig. 5 General challenges specified in the project description of work – results 

The results obtained during the assessment process are considered as “sensitive 
data”. For this reason the deliverable D4.1 Part 2 has a document status RE  
(restricted), and below only partial results are presented as examples. 

Fig. 5 presents the results related to the criteria group “General challenges spe-
cified in the project DoW (Description of Work)” as the example. For all me-
thods/tools selected for the implementation of the ValueSec tool set, it will be a 
challenge to combine them together, to get as a result one comprehensive, com-
mon tool supporting the decision making process. It will be a challenge to inte-
grate different risk analysis tools, and furthermore supplementing this tool set with 
other analyses (qualitative criteria as well as cost-benefit analysis). 

Some of the considered tools have already been implemented (Lancelot, Riger, 
OSCAD) in an IT environment. They are used with respect to threats and security 
measures in the IT domain. Other selected and assessed tools come from other 
business sectors. Testing the risk analysis process in different environments (for 
different threats, vulnerabilities, and security measures) can be a challenge. 
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Fig. 6 presents another example – the results of the OSCAD assessment. They 
can be shown because OSCAD is developed by the author’s organization. 

 

 

Fig. 6 OSCAD assessment – results for each group of criteria 

The OSCAD tool “Data characteristic parameters” received a high score. The 
entered data are quantified which enables their computer-based analysis (risk level 
calculation). Similarly to Lancelot, “Situation description” covers, first of all, 
information about existing threats and vulnerabilities. There is no description of 
other aspects, such as time for conducting analyses, decision making dimension 
and decision making domain, assumed budget and time for security measures 
implementation, or expected benefits. 

The tool has a very wide range of functions supporting information security and 
business continuity management. However, in terms of the ValueSec project re-
quirements it enables, first of all, to conduct a risk analysis for the identified 
threats and vulnerabilities. Still, it does not offer other analyses, such as the “Cost-
Benefit analysis”. “Soft criteria” (now called” Qualitative criteria”) are considered 
with respect to losses incurred due to the loss of confidentiality, integrity or avail-
ability of business processes. Their use in the implementation of the ValueSec tool 
set would require changes in the software. Hence the overall score of functional 
parameters is on a medium level.  

Low score was given to the ability to generate reports. The tool does not offer 
too many possibilities of reports adaptation. The only way to generate reports 
other than the predefined ones is to export data from the selected views to the csv 
format and then process the data in a calculation sheet, e.g. in MS Excel.  

Low score in the range of risk-implementation parameters results from the fact 
that OSCAD is a new tool. The general knowledge about the tool is not widely 
available. It is necessary to make some changes in the application and the owner’s 
resources are limited. Nevertheless, it is possible to make changes and adaptations. 
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The source code belongs to a member of the ValueSec consortium, which is  
certainly a great advantage. 

Technical parameters were scored on a medium level. Technical documentation 
and user’s documentation need to be supplemented. There are limited possibilities 
as far as the configuration changes for the ValueSec tool set implementation, sca-
lability and interoperability are concerned. 

During the assessment process the most favorable methods/tools from the tech-
nical point of view and software implementation possibility point of view were 
identified. The results were presented in the form of tables and diagrams on which 
the assessment value of the given tool is presented against the maximal number of 
points that can be achieved during the assessment (due to sensitive information 
related to the method/tools comparison, the D4.1/part 2 deliverable has dissemina-
tion status “restricted”). 

As a result of the conducted assessment of methods and tools, there were four 
candidates selected for the final implementation of the RRA pillar: 

• Riger, OSCAD – methods focused on assets, 
• Lancelot, RAS (QRA) – methods focused on processes. 

They will be assigned to concrete application domains, i.e. contexts. 

4 ValueSec Framework Architecture 

The ValueSec tool set encompasses components of three pillars (Fig. 7).  

 

 

Fig. 7 ValueSec general architecture 
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For the CBA and QCA pillars the specific components have been developed by 
the consortium members. For the RRA pillar four different components will be 
integrated. They have been assigned to given contexts with respect to the context  
requirements.  

Pillars are integrated by a common façade controlling work flow inside the  
ValueSec tool set. Additionally, some common components (not discussed) exist, 
such as the knowledge base, authentication module, etc. 

5 OSCAD as the RRA Component Example 

The OSCAD tool developed by the author’s organization is assigned to the “flood 
protection use case” of the “communal security planning” decision context. The 
use case deals with flood prevention measures and will be modeled on the expe-
riences of the German Bundesland Saxony-Anhalt (LSA) during the 2002 flood of 
the Elbe river. 

The OSCAD software system manages business continuity according to the 
BS25999 standard and information security according to the ISO/IEC 27001 stan-
dard [14]. It has several modules, but for the ValueSec RRA pillar the risk man-
agement functionality has key importance. For the ValueSec project a dedicated 
software version was elaborated.  

 

 

Fig. 8 OSCAD – analyzing variants of security measures (source: EMAG) 
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Risk management functions are responsible for: 

• identification and specification of the business processes, taking into considera-
tion assets related to the particular processes; 

• conducting an analysis of harmful influence of losing a continuity attribute on 
business processes and harmful influence on losing integrity, availability and 
confidentiality of assets groups related to the given process; this type of analy-
sis is called BIA (Business Impact Analysis) [15] and corresponds to HLRA 
(High Level Risk Analysis); processes with critical significance for the institu-
tion are identified; 

• conducting LLRA (Low Level Risk Analysis) which allows to determine the 
risk value for each triple asset-threat-vulnerability; taking into account the  
existing security measures, their technical advancement and implementation 
level; 

• selecting security measures which reduce the risk volume; security variants are 
defined (Fig. 8); the most beneficial variant is considered for implementation, 
i.e. the one which can reduce the risk and implementation costs the most. 

The flood protection use case and the OSCAD tool facilities are discussed in a 
separate chapter [16]. 

6 Conclusions 

The chapter presents a general approach to risk management applied in the EC 
FP7 ValueSec project. This approach is focused on mastering the value function 
of security measures. The ValueSec tool set, which has been elaborated in the 
course of the project, is based on three pillars: Risk Reduction Assessment (RRA), 
Cost-Benefit-Analysis (CBA) and Qualitative Criteria Assessment (QCA). The 
applied measures should be efficient in risk reduction, cost limitation, benefits 
increase and should be applicable with respect to different restrictions. The project 
passed its half-way point: analytical works were completed, methods and tools to 
be implemented as the components were selected, functional design and architec-
ture were defined. Currently the ValueSec tool set is implemented and prepared 
for use cases experimentations in five decision contexts.  
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Abstract. The objective of this chapter is to explore the reduction of computation-
al costs of mutation testing by randomly sampling mutants. Several experiments 
were conducted in the Eclipse environment using MuClipse and CodePro plugins 
and especially designed and implemented tools: Mutants Remover and Console 
Output Analyser. Six types of mutant’ subsets were generated and examined. Mu-
tation score and the source code coverage were used to evaluate the effectiveness 
of mutation testing with subsets of mutants. The ability to detect errors introduced 
“on purpose” in the source code was also examined. 

1 Introduction 

Mutation testing is a fault based software testing technique that was introduced 
more than forty years ago. The general idea is that the faults used in mutation 
testing represent the mistakes made by a programmer so they are deliberately in-
troduced into the program to create a set of faulty programs called mutants. Each 
mutant program is obtained by applying a mutant operator to a location in the 
original program. To assess the quality of a given set of tests these mutants are 
executed against the set of input data to see, if the inserted faults can be detected. 
A very good survey of mutation techniques was written in 1996 by Jia and  
Harman [1], they also created a repository [2] containing many interesting papers 
on mutation testing. Recently Bashir and Nadeem published a survey on object 
mutation [3].  

Mutation testing is effective at measuring the adequacy of a test suite, but it can 
be computationally expensive to apply all the test cases to each mutant. Previous 
research has investigated the effect of reducing the number of mutants by selecting 
certain operators, sampling mutants at random, or combining them to form new 
higher-order mutants. 

The objective of this chapter is to examine what is the impact of randomly 
sampling mutants for Java programs, on the mutation score, the code coverage and 
the ability to detect real errors. The main ideas of mutation testing and reducing 
the number of mutants are briefly described in section 2 while related work is 
presented in section 3. The results of experiments are presented in section 4 and 
some conclusions are given in section 5. 
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2 Mutation Testing 

The mutation testing is a fault based software testing technique that was intro-
duced in 1971 by Richard Lipton (according to [4]). Surveys on mutation tech-
niques were written e.g. by Jia and Harman [1], Bashir and Nadeem [3]. Many 
papers on mutation testing can be found in a repository [2]. 

The general idea of mutation testing is that the faults represent mistakes made 
by a programmer, so they are deliberately introduced into the program to create a 
set of faulty programs called mutants. Each mutant program is obtained by apply-
ing a mutant operator to a location in the original program. Typical mutation oper-
ators include replacing one operator e. g. ‘+’ by another e.g. ‘-‘ or replacing one 
variable by another. To assess the quality of a given set of tests the mutants are 
executed on a set of input data to see, if the inserted faults can be detected. If the 
test is able to detect the change (i.e. one of the tests fails), then the mutant is said 
to be killed. The input data for test should cause different program states for the 
mutant and the original program.  

A variety of mutation operators were explored by researchers. Some examples 
of mutation operators for imperative languages: statement deletion, replacement of 
each Boolean sub expression with true and false, replacement of each arithmetic 
operation with another one, e.g.: “*” with “ /”, replacement of each Boolean 
relation with another one, e.g.: > with >=, == .  

These mutation operators are also called traditional mutation operators. There 
are also mutation operators for object-oriented languages, for concurrent construc-
tions, complex objects like containers etc., they are called class-level mutation 
operators. In [3] a survey on the existing object oriented mutation techniques is 
presented. These techniques are critically reviewed on the basis of evaluation cri-
teria designed by the authors by considering important aspects of mutation testing. 
These aspects can have their influence on mutation testing process. Another con-
tribution of this work is a survey of available mutation testing tools.  

One of the greatest challenges to the validity of mutation testing is the number 
of mutants that are semantically equivalent to the original program. Equivalent 
mutants produce the same output as the original program for every possible input. 
For seven large Java programs, 45% of the mutants not detected by the test suite 
were shown to be equivalent [5]. Equivalent mutants occur when the mutation can 
never be exercised, its effect is later cancelled out or it is corroded away by other 
operations in the program [6]. Determining which mutants are equivalent is a te-
dious activity, usually not implemented in tools. The impact of equivalent mutants 
is studied in [7]. Techniques have been devised to identify equivalent mutants 
using program slicing [8], compiler optimization [9], constraint solving [10] and, 
more recently, impact assessment [7]. Equivalent mutants are still however  
difficult to remove completely. 

Mutation score is a kind of quantitative test quality measurement that examines 
a test set's effectiveness. It is defined as a ratio of the number of killed mutants to 
the total number of non-equivalent mutants. The total number of nonequivalent 
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mutants results from the difference between the total number of mutants and the 
number of equivalent mutants which cannot be killed.  
Mutation testing of software would be difficult without a reliable, fast and au-

tomated tool that generates mutants, runs them against a test suit and reports the 
results. Among several Java mutation tools there are e.g. Muclipse [11], Judy [12], 
JavaLanche [7].  

The number of generated mutants depends on the number of mutation operators 
available in a mutation tool e.g. in Muclipse there are 43 mutation operators while 
in Jumble [13], also Java mutation tool, only 7. It is not feasible to use every poss-
ible mutant of the program under test, even after all the equivalent mutants have 
been removed. It is therefore necessary to select a subset of mutants that allow the 
test suite to be evaluated within a reasonable period of time. Some research has 
been conducted to reduce the number of mutants by selecting certain operators, 
sampling mutants at random, or combining them to form new higher-order mu-
tants. Mutant sampling was proposed by Acree [14] and Budda [15] in 1980. 
Firstly all mutants are generated, then randomly a subset of mutants is chosen and 
the remaining ones are ignored.  

3 Related Work 

The problem of reducing the cost of mutation testing was studied in several pa-
pers. In [16] Mathur and Wong proposed two techniques limiting the number of  
mutants: 

1. randomly selected x% mutants (starting from 10%, then 15%, 20%, 25%, 30%, 
35% and 40%,  

2. the constrained mutation - only a few specific types of mutants are used (abs - 
absolute value insertion and ror - relational operator replacement) and others 
are ignored. 

In experiments they shown that both approaches lead to test sets that distinguish a 
significant number of all mutants and provide high coverage. Four Fortran pro-
grams and Mothra [17] tool were used. For full set of mutants and for each sub-
sets, test cases killing all nonequivalent mutants were generated and cost reduction 
were calculated. Cost reduction can be calculated as the proportion of mutants in 
the sample to the total number of nonequivalent mutants. Mathur and Wong 
shown that using only mutants abs and ror reduces the number of test cases 40%-
58%. Similar results were obtained for subsets containing 10% to 40% of total 
number of mutants. The number of test cases was reduced 24%-63%. They com-
pared also the cost of creating test cases. For randomly selected x% mutants this 
cost was decreased at least 60% and for constrained mutants at least 80%. This 
gain was accompanied by a small loss in the ability to distinguish nonequivalent 
mutants and code coverage. 

Slightly different approach to mutants’ sampling was proposed in [18]. Scho-
live, Beroulle and Robac proposed to choose a subset of mutants generated for 
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each mutation operator. For four programs used in the experiment a subset con-
taining 10% of mutants was created. The testing results for the complete set of 
mutants and the subset were better (more mutants were killed) than testing with 
randomly chosen mutants.  

Offutt, Rothermel and Zapf in [19] were examining constrained mutation (some 
mutation operators were ignored). They were using Mothra [17] tool with 22 mu-
tation operators divided into three categories: 

1. ES (Expression/Statement) – change of an operator or modification of the 
whole expression. 

2. RS (Replacement/Statement) – change of operands or modification of the 
whole expression. 

3. RE (Replacement/Expression) – change of operators or operands. 

Ten Fortran programs (with 10 to 48 lines of code) were used in experiment. Us-
ing the above listed groups of mutation operators mutants were generated, also 
equivalent mutants were in these sets. Godzilla [20] tool was used to create test 
cases killing all nonequivalent mutants. These test cases were run on mutants gen-
erated by all 22 mutation operators. The number of killed mutants were compared. 
The experiment showed high values of killed mutants in each category: ES – 
99.54%, RS – 97.31%, RE – 99.97%. Analyzing the results of this experiments 
authors proposed the fourth category – E – of mutation operators, ignoring opera-
tors modifying operands or expressions. However this category contained only 5 
operators, for ten tested programs the minimal factor of killed mutants was 
98.67%, the average was 99.51%. Selective mutation decreased the number of 
mutants by 44% in average.   

Using the results of the above described experiments and performing others ex-
periments Mresa and Bottaci proposed in [21] set of efficient operators – eff. This 
set contains operators: statement analysis –san, arithmetic operator replacement – 
aor, statement deletion – sdl, relational operator replacement – ror, unary operator 
insertion – uoi. To the eff set the absolute value insertion operator – abs was added 
and the new set was named efa (efficient operators + abs). Mresa and Bottaci also 
used proposed in [19], set E – omitting operators modifying operand or whole 
expressions. They named this set as exp (expression). The average values of mu-
tants killing factors were really high: eff – 99.2%, efa – 99.6% and for exp – 
99.7%.  

Another approach to the mutant reduction problem was proposed by Patrick, 
Oriol and Clark in [22]. They propose to use static analysis to reduce mutants. 
Symbolic representations are generated for the output along the paths through 
each mutant and these are compared with the original program. By calculating the 
range of their output expressions the effect of each mutation on the program out-
put is determined. Mutants with little effect on the output are harder to kill. They 
confirm this using random testing and an established test suite. In theirs experi-
ments, the average mutant in the top quarter is less than half as likely to be killed 
by a random test case than the average mutant in the remaining three quarters. 
This technique provides an independent selection of semantically small mutations 
and forgoes the expense of evaluating mutants against a test suite. 
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4 Experiment 

The goal of the experiment was to explore random sampling mutations. Our expe-
riments were conducted in the Eclipse environment. MuClipse [11] and CodePro 
[23] plugins were used for the mutation testing. Two special tools: Mutants Re-
mover [24] and Console Output Analyzer [24] were designed and implemented 
especially for this experiment. Eight Java classes (listed in Table 1), open source 
or written by students of Institute of Computer Science, were tested. For these 
classes 53 to 556 mutants were generated. The classes were tested on laptop Benq-
JoybookR55 with processor 1.60 Ghz and 2 GB RAM under Windows 7. Some 
classes, for which the time of tests was greater than 10 min, were tested on  
computer with AMD Athlon 4x processor, 3 Ghz and 4 GB RAM.   

Table 1 Tested classes 

class Project source Number 
of me-
thods 

Lines of 
code 

Number of mu-
tants/equivalent 

mutants 
Recipe CoffeeMaker [25] 14 84 138/15 

CoffeeMaker CoffeeMaker [25] 8 102 285/17 
Money CodePro JUnit 

Demo 
[26] 14 59 53/4 

MoneyBag CodePro JUnit 
Demo 

[26] 17 114 54/6 

Element MapMaker [27] 10 80 380/20 
Board NetworkShip-

Battle 
[28] 12 123 270/3 

Wall jet-tetris [29] 7 79 290/19 
Stack javasol [30] 26 176 556/30 

4.1 Experiment Method  

For each class, being the subject of our experiment, firstly all mutants were gener-
ated. Secondly the test cases killing these mutants were generated using JUnit, 
part of CodePro plugin. Console Output Analyzer [24] was identifying test cases 
not killing mutants. Time consuming was the identification of equivalent mutants, 
based on the analysis of source code of the original program and its mutants. It 
was also always necessary to construct test cases “by hand” for several nonequiva-
lent mutants to obtain an adequate test set. The number of test cases generated 
automatically by CodePro was only 28.78% so quite a lot of time was spend on 
constructing test cases manually. The number of mutants killed by automatically  
generated tests was 47.15%. Based on the results of Mresa’ and Bottaci’ research 
[21] effective test sequence were built. Informally, each test in an effective se-
quence is non-redundant with respect to the tests that precede it.  

The initial set of all generated mutants was reduced by sampling and selective 
mutations. In this chapter the experimental results only of sampling mutants are 
presented. In sampling mutants randomly only subsets of all mutants containing 
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60%, 50%, 40%, 30%, 20% and 10% of all are selected while remaining mutants 
are ignored. Mutants Remover tool [24] was used in building appropriate sets of 
mutants. The choice of the number of random samples should be made from a 
significantly “big” set. Due to time limitations and the effort needed to construct 
test cases and identify equivalent mutants, for each class being the subject of this 
experiment, only 18 sets of mutants were constructed which is not sufficient to 
obtain statistically correct results.  

In next step test cases “killing” all mutants in the set were produced. Firstly the 
CodePro generator was generating test cases and Console Output Analyzer [24] 
was identifying test cases not killing mutants. For the not “killed” mutants the test 
cases prepared for the whole set of mutants were used. 

The sets of mutants and theirs test cases were next evaluated using following 
two criteria: 

I. “killed” mutants factor. It was assumed that test cases killing 95% of all mu-
tants are adequate. 

II. code coverage. CodePro plugin was measuring the code coverage for test 
cases prepared for all mutants and each subset. We assumed that 2% decrease 
of the code coverage is acceptable.  

In the next phase of the experiment we were checking the ability to detect errors 
introduced “on purpose” by students of the Institute of Computer Science Warsaw 
University of Technology. For each class, being the subject of our experiment, 
many versions containing errors were stored. For each version the test cases were 
run and the number of detected errors was calculated.  

4.2 Experiments Results 

In Table 2 mutants killed factors are shown for randomly sampled mutants. In 
columns the percentage of sampled mutants is given. In bold font the values ex-
ceeding 95% are presented, satisfying criterion I (section 4.1). The average values 
exceeding 95% for all examined classes were obtained only for subsets SAMP_60 
and SAMP_50 containing accordingly 60% and 50% of mutants. Among all 48 
values of killed factor the level 95% was achieved in 21 cases.  

Table 2 Percentage of killed mutant in SAMP subsets 

Class/subset 60% 50% 40% 30% 20% 10% 

Recipe 93.77 92.68 90.51 88.35 83.20 62.87 

CofeeMaker 98.88 98.13 98.51 97.89 95.77 91.54 

Money 95.92 90.48 87.76 84.35 82.31 60.54 

MoneyBag 96.53 95.14 93.75 93.06 84.03 63.16 

Element 98.24 96.11 96.48 93.33 92.22 83.52 

Board 98.38 97.63 97.63 94.268 94.13 82.02 

Wall 99.75 99.26 99.02 96.68 96.92 91.64 

Stack 98.42 97.59 94.36 93.28 86.31 70.41 
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In Table 3 the code coverage for tested classes is shown. For majority of classes 
the code coverage is greater than 90%. For some classes not all methods in class 
are covered (e.g. MoneyBag, Stack) because MuClipse didn’t generated mutants 
for these methods.  

Table 3 Code coverage for test cases for all mutants 

class 
Coverage for all 

mutants 
Number of 
methods 

Number of covered 
methods 

Recipe 95.90% 14 14 

CofeeMaker 98.20% 8 7 

Money 84% 14 10 

MoneyBag 74.20% 17 13 

Element 99% 10 10 

Board 99% 12 12 

Wall 100% 7 7 

Stack 94.50% 26 23 

In Table 4 the decrease in the code coverage for SAMP subset, related to code 
coverage for test cases prepared for all mutants and presented in Table 3, is 
shown. We assumed that the decrease 2% is acceptable and such values are given 
in bold fonts in Table 4. The criterion II (section 4.1) was fulfilled for 14 cases out 
of 48. The average values of the code coverage decrease were also calculated. 
Only for subsets SAMP_60 the average (for all classes) decrease in code coverage 
was less than 2%, i.e. 1.45%. So only this subset can be adequate according to 
criterion II (section 4.1).   

Table 4 Decrease in code coverage for SAMP subsets  

Class/subset 60% 50% 40% 30% 20% 10% 

Recipe 3.37% 4.40% 6.10% 8.47% 13.27% 33.33% 

CofeeMaker 0% 0.40% 0% 0% 2.23% 7.23% 

Money 2.07% 7.17% 8.53% 10.87% 12.93% 31.20% 

MoneyBag 0.43% 0.43% 2.80% 1.63% 6.73% 19.97% 

Element 0.70% 1.17% 0.93% 2.90% 2.57% 4.53% 

Board 2.97% 3.57% 3.67% 10.53% 11.97% 27.33% 

Wall 0% 0.27% 0% 0.83% 0.53% 8.37% 

Stack 2.07% 2.40% 4.10% 3.37% 4.87% 11.20% 

Each of mutants has to be executed at least once for a test case. If the number 
of test cases decreases the time to test mutants also decreases. On the other hand 
greater number of test cases enables better testing of the source code. In Table 5 
the number of test cases for all mutants and for subsets are presented. For each 
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subset the average value for three subsets is given. In majority of subsets the  
reduction of the cardinality of test cases is not very convincing. The values written 
in bold fonts denote that for these subset both evaluation criteria (section 4.1)  
are met. 

Table 5 Number of test cases for mutants sets  

Class/subset 100% 60% 50% 40% 30% 20% 10% 

Recipe 29 21.67 20.33 16.67 13.67 11 8 

CofeeMaker 25 21 19.67 19.33 16.67 14.33 10.33 

Money 17 11.67 10 9.67 8 7.33 5 

MoneyBag 13 10.67 9.67 10 8.67 5.67 4 

Element 35 30.33 28.33 28.67 26.67 23.33 17.33 

Board 28 22.67 22.33 21 18.33 12.67 9.67 

Wall 19 17.33 16 15.33 12 12.33 9.33 

Stack 83 74.33 69.67 63.67 59.67 52 35.67 

Lower number of mutants and lower number of test cases decrease also the to-
tal number of program executions in testing process thus decreasing the time to 
test. The number of program runs were measured by Console Output Analyzer. 
Sampling 60% of mutants needed only 47.77% of runs for all mutants. For 50%, 
40%, 30%, 20% and 10% the reduction were accordingly: 59.12%, 69.16%, 
79.29%, 87.80% and 95.18%. 

In Table 6 the second column contains the number of errors introduced on pur-
pose by students, in each class being the subject of our experiment. In the third 
column the percentage of errors detected by test cases constructed for all mutants 
are given. Mutation testing was very successful in detecting these errors – 96.15% 
was the average value calculated for all tested classes. Sampling 60% of mutants 
detected in average 91.74% while the average values for 50%, 40%, 30%, 20% 
and 10% are accordingly: 88.73%, 87.78%, 85.74%, 84.46%, 72.98%. 

Table 6 Percentage of detected errors  

Class/subset
Errors 

introduced
100% 60% 50% 40% 30% 20% 10% 

Recipe 24 87.50 70.83 72.22 70.83 63.89 66.67 48.61 

CofeeMaker 29 100 100 98.85  100 100 98.85 93.10 

Money 10 100 96.67 76.67 76.67 83.33 83.33 63.33 

MoneyBag 14 85.71 85.71 85.71 83.33 83.33 76.19 78.57 

Element 20 100 95 93.33 95 81.67 85 66.67 

Board 26 100 91.03 89.74 88.46 85.90 84.62 79.49 

Wall 24 100 100 100 98.61 95.83 91.67 84.72 

Stack 25 96 91.74 88.73 87.78 85.74 84.46 72.98 
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5 Conclusions 

Experimental research has shown mutation testing to be very effective in detecting 
faults [6,31,32,33], unfortunately it is computationally expensive. The goal of our 
research was to examine randomly sampling mutants in object programs. The 
previous experiments were made with structural languages, mainly Fortran. Our 
experiment, described in section 4, shows that randomly sampling 60% or 50%  
of mutants in Java programs can significantly reduce the cost of testing with ac-
ceptable mutation score and code coverage. Also these subsets of mutants were 
effective in detecting errors introduced by users. The experiments reported in this 
chapter were very time consuming so only 8 Java classes were tested by sampling  
mutations. The number of programs used in other experiments on mutation’ subset 
were similar. It is difficult to know if 8 classes is sufficiently large sample from 
which to generalize and so similar studies on larger sets of classes will be useful. 
Due to the effort needed in performing the experiment we were not able to use 
statistically significant number of mutants for random selection. This can be seen 
in the results of some experiments e.g. in Table 6 for class Recipe: a 20% sample 
was able to find more faults than a 30% sample. 

All the results of this study have been obtained using the set of mutation  
operators used by MuClipse. Clearly, these results cannot be applied directly  
to mutation systems that use different operators. Efficiency relationships will, 
nonetheless, be present between any set of operators.  
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Abstract. Some Artificial neural network algorithms have been used to predict 
properties of high voltage electrical insulation under thermal aging in term to re-
duce the aging experiment time. In this work we present a short comparison of the 
obtained results in the case of Cross-linked Polyethylene (XLPE).  The theoretical 
and the experimental results are concordant. As a neural network application, we 
propose a new method based on Radial Basis Function Gaussian network (RBFG) 
trained by two algorithms: Random Optimization Method (ROM) and Back-
propagation (BP).  

1 Introduction 

Electric material manufacturers constantly search for new and improved material 
to satisfy electric power customers’ demands for continuous supply of quality 
electric power. In particular, dielectric materials have earned a privileged place. In 
practice, the insulations used in high voltage (HV) technology, particularly liquid 
and solid insulation, lose their mechanical, electrical and physical properties under 
the temperature constraint [1-4]. An elevated temperature for a long time duration 
leads to a degradation of the insulating material, which reduces the equipment life 
duration. 

The great importance of XLPE as insulation encourages researchers in labora-
tories through the world to investigate a lot of experimental techniques in order to 
get more informations and characterize well the degradation mechanisms of  
the material under service conditions. These investigations are costly and time 
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consuming. They need sometimes few years to get sufficient database to solve 
economical problems of energy and making maintenance in a simplest way.  

Studies had been carried out by us [5] at the HV Laboratory of the ENP of  
Algiers on XLPE insulation cables and focused on the thermal aging. The test-
probes experiments on XLPE were effectuated under different temperatures  
included between 80°C and 140°C with a maximum aging duration time of 5000 
hours. These tests consisted of aging the material and measuring some dielectric 
and mechanical properties after regular time intervals [5,6]. The variation of these 
properties versus the time, for different constraint values, allows us to establish the 
life duration and the material strength characteristic. 

Recently, several intelligent systems have been developed which help scientist 
and engineer to use in efficient way the database and get with more precision fu-
ture state of the insulation system. The use of Artificial Neural Network (ANN) 
presents a powerful tool to predict and diagnosis high voltage insulation materials. 
In recent studies, this tool was applied in the pattern recognition of partial dis-
charge pulse [7,8], classification and diagnosis of transformer oil [9], and model-
ling of pollution flashover on high voltage insulators [10].  

This work is focussed on the use of some algorithms of artificial neural network 
to predict the XLPE behaviour under thermal stress in order to reduce the aging 
experiments time and to compare their performances of prediction. To come up at 
this objective we have used supervised neural networks based on Radial Basis 
Function Gaussian (RBFG) trained with two algorithms: Back-propagation (BP) 
and Random Optimization Method (ROM). These algorithms ensure a good pre-
diction with a relative error of 5%. 

2 Prediction Method 

To predict mechanical properties of XLPE insulation cables under thermal aging, 
we have used neural networks based on radial basis function (RBFG) (figure 1):  
the used neural network contains an input layer with n units (aging data), a hidden 
layer with m units and an output layer with a single node (predicted value of  
property).  

The use of Gaussian function allows its local characteristics to facilitate the 
training and improve generalisation. The main idea of the RBF networks [11] is 
that any function ( )xf  can be approximated by an interpolation composed by the 

sum of p core functions:  

( ) ( )
=

−=
p

i
ij xwxf

1

ξφ
  

(1)

Where ξi are the nodes of interpolation for i=1,n called centers and jw are the 

synaptic weights that interconnect neurons to the output. φ  is the core function, it 

ensures the continuity in the nodes. 
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Fig. 1 A feed-forward network with a single hidden layer and a single output unit 

Each node in the hidden layer has a radial symmetric response around a node 
parameter vector called center. The output layer is a linear combiner with connec-
tion weights [12]. Giving a set of input and output data (xi, yi)i=1,n, the state of the 
hidden unit (j) will be denoted by: 
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Where ijc  i=1,n and j=1,m are the RBFG centers, ijσ  define the width of Gaussians. 
The chosen network in our investigation is trained by two different methods: 

Random Optimization Method (ROM) and Back-Propagation algorithm (BP). 

2.1 RBFG Trained by ROM 

The RBFG centers are vectors of n dimensions; they can be selected from the 
trained data by some mechanisms cited in [11]. In the training by ROM proposed 
in this work, the used technique consists of an arrangement of centers in a regular 
trellis in order to cover uniformly the data input space.  

2.2 RBFG Trained by Back-Propagation 

Training radial basis network with back-propagation algorithm uses the gradient 
descendant method. It requires a choice of learning rate for adjustment of the 

weights jw , gaussian centers jkc and variances jkσ . These adjustments are one of 

the causes of local minima because of their dependence on the error gradient. The 

adaptation of jw , jkc and jkσ  is given respectively by:  

Input units

Hidden 
 units 

Output unit

xi 

(cij, σij) 

ρj(x) 

ωj 
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And:  

( )
2

*yyJ −=  

Where: 

y is the target and *y is the net output  

wη ,  cη  and  ση are the learning rates to adjust respectively weights, centers 

and variances. 
The prediction process is based on two main phases: the training and the  

prediction. 

3 Training Phase 

The used technique to train the ROM network is the FFN Pattern (data adaptive 
learning). In this case, the training is done on a set of samples having the 

form ( )1, +ii yy , where iy is a property value corresponding to aging time it , and 

1+iy is the predicted value. 

4 Prediction Phase 

In order to predict a future value 1+ny of a set of measured data iy , i=1,n, the 

algorithm will be trained on a set of samples having form ( )1, +ii yy i=1, n-1. After 

this training, the weights of the net are updated so that when the network receives 

the value iy , its response will be 1+iy . Then, a new set of data is obtained with 

n+1 values. The training is repeated from the beginning in order to predict the 

value 2+iy , the new set of data will contain n+2 values, and this procedure is re-

peated until the prediction of the property for the entire required aging interval. In 
order to improve the prediction quality, after each future value prediction (n+1), 
the first value (1) is omitted from the set of data. In this way, the network is 
trained by the same number of input data. 
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5 Results and Discussion 

In this section we have used neural networks trained by ROM and BP as described 
in sections 2.1 and 2.2. In a first step we have trained the NN with ROM using 
FFN pattern for two learning times 2000h and 2500h to predict tensile strength 
under thermal aging at 80°C and 100°C. Results show the influence of the learn-
ing time on the network learning quality. From the obtained results (figure 2), the 
NN predicts well with a learning time of 2000h than 2500h. This result indicates 
that there is an optimum learning time to get a better learning quality, and leads to 
ascertain also the existence of an optimum time step and an optimum learning 
time giving the best result but not together. The maximum error of 2000h learning 
time is about 5% in the case of 80°C and 6.3% in the case of 100°C and reaches 
18.9% and 28.9% for 80°C and 100°C respectively. It is very interesting to note 
that the error function has a local minimum as a function of learning time, which 
in turn depends on the time step.   

For purpose of illustration and comparison, we present results of prediction of 
each studied material’s property using ROM trained by FFN pattern and back-
propagation in the same figure. All the results are obtained with a relative error of 
5%. By fixing the learning step to 500 hours, we trained the net for a learning time 
less than the maximum aging time for each temperature, and then the neural net-
work predicts each property at the whole experimental interval.        

This will allow us to validate our prediction quality at the cited interval. For ag-
ing temperatures 80°C and 100°C we used a learning time of 2000h. For the other 
temperatures we have used a learning time of 1500h. Figures 3(a,b,c,d) and 
4(a,b,c,d) show the measured and predicted values of elongation at rupture and 
tensile strength of XLPE regarding the aging time. 
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Fig. 2 Measured and predicted values of tensile strength according to aging time using two 
learning times 

(a) aging temperature 80°C, 
(b) aging temperature 100°C. 
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The obtained results pointed out that both of ROM and BP are good prediction 
neural networks and present acceptable errors. However, the ROM presents the 
best quality of prediction because of its independence of the used mathematical 
model and for its ability to adjust the weights without determining any gradient. 
Moreover, the use of BP network presents a lot of difficulties in the training (ad-
justment of many parameters in the same time) which is very difficult and takes a 
long time in the generalization step.  

The reduced precision of the prediction especially in the case of BP algorithm 
is due to several factors. The smaller sample of data is in the first position. By 
analyzing this obstacle, we can say that the application of neural network to rela-
tively short data records to an illconditioned problem. In this case, as the cost 
function is full of deep local minima, the optimal search would likely end up 
trapped in one of the local minima. The situation gets worse when either (i): make 
the neural network more nonlinear (by increasing the number of neurons, hence 
the number of parameters), or (ii): shorten the data size. A simple way to deal with 
the local minima problem is to use a neural network where their parameters are 
randomly initialized before training. 
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Fig. 3 Measured and predicted values of elongation at rupture according to aging time: 
(a): 80°C, (b): 100°C, (c): 120°C and (d): 140°C  
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Fig. 4 Measured and predicted values of tensile strength according to aging time: (a): 80°C, 
(b): 100°C, (c): 120°C and (d): 140°C  

We farther analyzed the erroneously predicted values for the two used methods 
in term of error and we present the error of prediction in Tables 1 and 2. It is clear-
ly seen that the prediction performances of ROM are better than of BP except 
some values of prediction as we evoked previously. In the case of elongation at 
rupture, the maximum relative error reaches at 80°C 14.81% for ROM and 
17.03% for BP. At 100°C the maximum relative error is about 16.05% in the case 
of ROM prediction and about 24.23% in the case of BP prediction. For the other 
temperatures the maximum relative error is 7.04% (ROM), 16.94% (BP) and 
4.42% (ROM), 0.93% (BP) for 120°C and 140°C respectively. 

In the case of tensile strength, the prediction quality is better than the elongation 
at rupture. In order to make clear this quality improvement, Table 2 shows the rela-
tive error for all aging temperatures and for both training algorithms. The relative 
maximum error reaches in the case of 80°C 5.05% for ROM prediction and 6.29% 
for BP prediction. At 100°C, the maximum relative error is 6.32% for ROM and 
19.02% for BP. In the case of 120°C the quality of prediction is practically the 
same for BP (maximum error 4.53%) and ROM (maximum error 4.75%). At 140°C 
the relative error reaches 0.97% and 2.46% for ROM and BP respectively. 
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Table 1 Relative error of prediction in the case of elongation at rupture 

 Error (%) 

Aging 
time (h) 

80°C 100°C 120°C 140°C 

ROM BP ROM BP ROM BP ROM BP 

0 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 

500 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 

1000 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 

1500 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 

2000 0,00 0,00 0,00 0,00 0,00 0,00 4,42 0,93 

2500 3,55 15,52 11,89 21,64 1,25 16,57   

3000 5,87 17,03 16,05 24,23 3,14 4,94   

3500 2,52 12,32 9,05 13,50 7,04 16,94   

4000 10,00 14,75 13,64 13,80     

4500 14,81 16,37 4,37 4,26     

5000 2,58 3,00 7,91 4,06     

Table 2 Relative error of prediction in the case of tensile strength 

 Error (%) 

Aging 
time (h) 

80°C 100°C 120°C 140°C 

ROM BP ROM BP ROM BP ROM BP 

0 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 

500 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 

1000 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 

1500 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 

2000 0,00 0,00 0,00 0,00 0,00 0,00 0,97 2,46 

2500 0,41 3,67 4,84 5,94 4,74 1,52   

3000 3,28 1,64 6,32 7,06 4,62 0,81   

3500 5,05 2,23 0,69 1,92 2,49 4,53   

4000 0,77 0,78 5,89 19,02     

4500 0,47 2,25 5,27 13,40     

5000 0,33 6,29 6,01 14,01     

6 Conclusion 

The prediction of accelerated thermal aging of cross-linked polyethylene proper-
ties using neural networks has been investigated in this study. The use of neural 
networks presents an alternative solution of the expensive and time consuming of 
laboratory experiments. Predicted and laboratory results are compared to validate 
the proposed neural networks. The proposed neural networks reproduce the same 
nonlinear characteristics obtained in laboratory with acceptable error. We have 
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pointed out that the NN trained by ROM is better than the NN trained by BP. The 
quality improvement of the NN trained with ROM is due to its ability to adjust the 
weights without determining any gradient. It had also a better ability in the genera-
lization phase. 

We may propose the application of this method to other kinds of aging (electri-
cal, electrochemical…) and in general, in the cases where we need to determine 
the extrapolation of non-linear functions giving the variation of a property versus a 
given parameter at different constraint levels. 
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Abstract. This article considers a cluster model of totally-connected flows and 
also analysis software. This flow model is initiated by the relevance of creation of 
appropriate methods describing the traffic behavior by physical methods, Kerner, 
where there are some elements in implicit form. The model was first formulated at 
ITSC-2011, Bugaev etc, and other publications in Russia. It combines limit condi-
tions of leader-following model, Lighthill-Whitham hydrodynamic approach and 
generalized solutions with Renkine-Hugoniot conditions. Experiments on the basis 
of each model are carried out, results are obtained and software is developed. 

1 Introduction 

1.1 The Aim of the Article 

The aim of this article is simulation of cluster totally-connected flow model [2], 
[8], [9], based on solution of ordinary differential equations system (ODE) with 
variable number of components. Some components disappear at certain moments 
of time. It means that particles in these segments go into other segments with  
their density of flow. The goal is to find stationary solution, investigate qualitative 
properties, independently of initial conditions. In this work we consider two  
problems: 

1) many clusters move on canonical supporters R and T; 
2) one cluster problem on the chain mails, which are systems of rings. 

For example, the problem of chain mail flows like trains move on railroad or traf-
fic flow on network. There is determination of sufficient conditions for the cluster 
length, where synergetic effect is available for any initial conditions. Traffic flow 
theory is considered as the main use [3], [4], [5], [6]. 
 

                                                           
* This work has been supported by the Russian Foundation for Basic Research, grant No.  

12-01-00794a. 
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1.2 Definition of Cluster 

Cluster is modeled as geometrical figure, considered as a stable system of moving 
particles, distributed uniformly (chain of particles) (Fig. 1) in leader-following 
model [8].  These particles have equal velocity independent from maximum speed 
and distance between cars (density of traffic flow) [1]. Cluster measurements are 
derived from two components: 

1) length of  cluster d, or length of a lane, in meters (m); 
2) height of cluster y, or density of traffic flow, in particles per meter (p/m). 

M is number of particles in cluster or mass of the cluster:  

M =  d · y  (1) 

 

 
Fig. 1 Chain of particles as isolate cluster 

Equations (3) and (6) are received from the law of conservation of mass. 
Velocity v of cluster is described as monotonous function of its density: v = 

f(y), in kilometers per hour (km/h). For example, 

max

max
0)(

y

yy
vyv

−⋅=   (2) 

When isolated cluster is moving, it’s mass, density, length and velocity are equal 
to constant value. 

Zero-cluster (Fig. 2) is a cluster with density, equal to 0: y  =  0. Velocity of  
zero-cluster is equal to maximum speed: v = v0. 

 

Fig. 2 Chain with Zero-cluster and Max-cluster 
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Max-cluster (Fig. 2) is a cluster with maximal density: ymax. Velocity of max-
cluster is equal to 0: v4 = 0. 

1.3 Classification of Flow Support 

Lane (Fig. 3) is a segment S of a straight line R with direction of traffic flow and 
length d0. Clusters move on a lane one by one in the same direction. 

 

Fig. 3 Lane 

Ring T is a segment S, where A ≡ B (module d0). 
Infinite lane R (real lane) is limit of S with A → − ∞, B → ∞. 
Chain of intersecting rings will be called Necklace. Every ring has two intersec-

tions P1
i and P2

i with previous and next neighbor rings. If the first and the last 
rings don’t have intersections with each other, it will be called open Necklace. If 
they have intersection, it will be called close Necklace. 

Chain mail is a system of n Necklaces (Fig. 4).  

 

Fig. 4 Close Necklace and Chain mail 

2 Cluster Flow on T and R 

2.1 Description 

Let us divide the flow of particles into segments, called clusters. The height of 
every cluster is equal to density yi of the flow on each segment of the lane with 
length di, where density of flow is constant at a definite moment of time t = 0. 
Velocity of flow on every such segment is equal to vi. 
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Clusters will interact with each other through boundaries with their neighbors. 
There are no gaps between clusters. If a slow cluster moves after a fast one, it will 
try to overtake the fast one. This is definition of clusters behavior model. The flow 
of particles inside the slow cluster will increase its velocity, entering the cluster 
with low density and vice-versa. 

2.2 Cluster Flow Model for R 

On Fig. 5 there is chain of clusters on real lane R. It is described by a system of 
equations (3). 

 

Fig. 5 Flow of clusters on R 
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 (3)

In common, interaction coordinates between clusters are described by a system of 
non-linear ordinary differential equations (NODE). Cluster [xn-1,xn] is the leader, 
and xn is the front of this leader. 

x00=x0(0), x10 = x1(0), … , xn0 = xn(0)   (4)
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With initial conditions (4), system of equations (3) is the Cauchy problem. Be-
sides, construction (3)-(4) supposes that  

x0(t) < x1(t) < x2(t)< … < xn(t)  (5)

If at some moment of time one of inequalities (5) turns into equality, it means, that 
appropriate cluster disappears and the number of inequalities decreases by one 
unit. 

The software, reconstructing interaction of clusters on R, was developed. By 
means of this software, experimental results, considered by that cluster model, 
were taken out. 

At the beginning, this program saves initial conditions, defined by software  
user, by dynamic arrays or in arrays with variable size. Then, at every step, the 
model solves the system of differential equations with initial conditions (Cauchy 
problem) and constructs the flow of clusters on the lane and plots graphic of  
system solution. 

The software was developed by: 

1) environment development  Microsoft Visual Studio 2010 Express; 
2) program language C#; 
3) .NET Framework 4.0. 

2.3 Cluster Flow Model for T 

On Fig. 6 there is chain of clusters on ring T. It is described by a system of  
equations (6). 

The coordinate x0, at the interaction of clusters on ring T, is described by the 
same equation, as the coordinate xn, because this type of movement of the first and 
the last clusters will interact, unlike clusters moving on the infinite lane. 

 

Fig. 6 Connected flow of clusters 
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The developed software can reconstruct interactions of clusters on the ring. By 
means of this software, experimental results were taken out. 

On Fig. 7 in lower part one can see curves of moving coordinates of boundaries 
between clusters. 

 

Fig. 7 Result of cluster's interaction on the ring 

2.4 Results 

1) During the interaction, the number of clusters doesn’t increase on R and on T; 
2) If the chain of clusters moves on the infinite lane, then by t → ∞, with the 

measure zero of the initial conditions, the only one cluster will move, which 
has the number n at the start of modeling; 
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3) If the chain of clusters is moving on the ring, then by t → ∞, with the measure 
zero of the initial conditions, the number of clusters will decrease as soon as 
there will be a permanent process of moving 2 · k clusters with densities y1  
and y2 (Fig. 8). 

 

Fig. 8 Stationary process for T 

3 Flow on Chain Mail 

3.1 Rules 

Let 2n be the number of crossing rings in the chain mail. On the rings there are 2n 
moving clusters, one on each ring. The length of each cluster is equal to l. The 
velocity of each cluster vi = v (Fig. 9). 

The rules of passage through point P1
i : 

1) if the lane has the number 2i, v2i  = 0; if P1
i in [x12i-1,x22i-1], otherwise v2i ≠ 0; 

2) if the lane has the number 2i+1, v2i+1 = 0; if P1
i in [x12i+2,x22i+2], otherwise 

v2i+1 ≠ 0. 

The rules of passage through P2
i : 

1) if the lane has the number 2i, v2i  = 0; if P2
i in [x12i+1,x22i+1], otherwise v2i ≠ 0; 

2) if the lane has the number 2i+1, v2i+1 = 0; if P2
i in [x12i,x22i], otherwise  

v2i+1 ≠ 0. 

Average velocity of the whole system: 

 

(7)
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The length of each ring is 360 degrees. Intersections P1
i and P2

i are located at the 
interval of 180 degrees. 

This model considers, that clusters cannot shrink, at the moment of waiting in 
points Pi. This means, that the flow of particles moves in organized chain without 
changing its density.  

Developed software reconstructs cluster's movement on the chain mail with the 
given number of connected rings, length and density of clusters. 

 

Fig. 9 Equivalent to Fig. 4 

The software models the movement of clusters and constructs diagrams of the 
clusters velocities. The software also shows the average velocity of all moving 
clusters on the chain mail. 

This software allows to determine initial values of the model in auto-mode,  
according to the random conditions, specified by model and software user. 

3.2 Results 

1) If the cluster length l ≤ 180, for all initial system conditions, then this system 
adapts to maximum velocity of movement without stoppage (synergy); 

2) If the sum of two neighboring clusters  > 360, for all initial system conditions, 
then velocity of the system Vav(t) < vi, where vi is velocity of i-cluster; 

3) If the length  l> 180, for all initial system conditions, then velocity of the sys-
tem Vav(t) = 0 (Fig. 10). 
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Fig. 10 Interruption of the system 

4 Future Works 

At present time the new software processing is in the development, which allows 
to reconstruct cluster's movement on the several lanes, on the belt and on the infi-
nite belt. 

Several lanes are a system of n parallel lanes, where each lane has the same di-
rection and the same length d0. In this system clusters have ability to change 
neighboring lanes (Fig. 11). 

 

Fig. 11 Cluster changes a lane 
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Belt is a system of n rings with the same length (Fig. 12).  

 

Fig. 12 Belt 

Infinite belt is a system of n lanes, where each lane has the length equal to ∞. 
The following problem statement is defined as: 
let X and X'  be two neighbor lanes for movement of clusters in the same direction 
from left to right. There are two clusters on lane X: 

1) cluster, moving behind, is a fast cluster with density y1, velocity v1 and length 
d1; 

2) cluster, moving ahead, is a slow cluster with density y2, velocity v2 and length 
d2; 

3) fast cluster will overtake the slow one by a definite period of time Δt and coor-
dinate x2 of the fast cluster will be equal to coordinate x3 of the slow one. 

After that four strategies of cluster's behavior are considered: 

4) fast cluster passes the slow one; 
5) fast cluster integrates into slow cluster; 
6) hybrid strategy of cluster's behavior; 
7) fast cluster "waits behind" the slow one. 

Analysis and verification of the hypothesis of the software development will  
follow. 

5 Conclusion 

In this work new software was created. By means of this software we obtained 
simulation results and proved theoretical and numerical results, that were made in 
[1], [2], [7], [8], [9], [11]. Now we can obtain some results of this model in created  
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software, which is very hard to obtain by theory and calculations, performing  
numerous experiments. Further we can explain these results by means of theory 
and computing. 
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Abstract. The protocol stack 6LoWPAN (Low power Wireless Personal Area 
/Networks) is minimally resources protocol that has been implemented in embed-
ded operating systems. However, it improved mechanism for more efficient use of 
limited radio bandwidth. This mechanism is network coding, which is devoted to 
this article. The purpose of this article is to evaluate the effectiveness of network 
coding mechanism implemented on a network component that uses Atmel AVR 
Raven IEEE protocol stack 802.15.4/6LoWPAN. Implementation mechanism of 
network coding has been done in the environment and Contiki on the sample that 
is representative hardware platform Atmel AVR. As an interim step that would 
allow the implementation of the mechanism was to analyze the coding method for 
the network protocol stack 802.15.4/6LoWPAN. 

1 Introduction 

Wireless networks, especially the PAN (Personal Area Network) is characterized 
both by large losses of data during radio propagation and limitations associated 
with the available resources and the limited capacity of the radio channel. Meeting 
the requirements of the interoperability of IPv6 networks and ensuring a better use 
of the available radio bandwidth required to improve the existing protocol stacks 
for ad-hoc networks and in particular for sensor networks. One of the many com-
munities it is open and flexible 6LoWPAN protocol (Low power Wireless Person-
al Area Networks). Resources of light-weight protocol, implemented in operating 
systems, you can improve the mechanism for the effective use of limited radio 
bandwidth. This mechanism is network coding, which is devoted to this article. 
Exactly, it can be said that the aim of this article is to evaluate the effectiveness of 
fermented mechanism implemented in the component network coding Atmel AVR 
Raven network protocol stack using IEEE 802.15.4/6LoWPAN. The implementa-
tion of network coding mechanism was built using a customizable system on the 
hardware platform Contiki Atmel AVR (RZ RAVEN). 
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2 Analysis of Network Coding Methods for the Network 
Protocol Stack 802.15.4/6LoWPAN  

6LoWPAN implementation of IPv6 is tailored for the data link layer protocol based 
on the IEEE 802.15.4 standard designed for low-power wireless networks. Head in 
this protocol is based on standard IPv6 (RFC 2460) for size 40 B at the MTU 
(Maximum Transmission Unit) for the IEEE 802.15.4 standard ratio of 127 B. The 
use of smaller packets during transmission provides a lower packet loss ratio and 
stability data sharing. However, the low bandwidth radio link to the standard of 250 
kbps forced to find ways to make better use of limited bandwidth. In the research 
project [4] is an example of the concept of network coding mechanism for the net-
work layer packet (NC_NET) in tactical ad-hoc networks. Bringing this mechanism 
for IP packets in the example scenario with four nodes in Figure 1 shows. 
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Fig. 1 Network coding range NC_NET 

This mechanism takes into account similar size packages are subject to network 
coding operations. This is due to the fact that in the case of large differences in the 
size of each package must be a padding packet is less detrimental to the efficiency 
of coding. NC_NET mechanism consists of sub-mechanisms, namely: 

− decoding buffer; 
− recognition of the neighborhood; 
− coding; 
− confirmation of received packets. 

3 Implementation of the Selected Network Coding 
Mechanism 

The introduction of an appropriate system configuration consisting in modifying 
the source code helped prepare adequately implementing operating position. The 
result was the realization of multi-step with running component from intercepting 
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packets generated by each node. Intermediate stages of the commissioning tests 
included: running routing protocol, enabling confirmation ACK in IEEE 802.15.4, 
and change the addresses of each node. 

With a view to implement the selected network coding mechanism adapted to 
networks with limited resources, it was necessary to take into account the resources 
available to the deployed storage network component. Figure 2 shows the resources 
occupied by the various protocols built into the system and what goes with it, the 
amount of memory available to implement a mechanism for network coding. 

IPv6
11.5 kB ROM/1.8 kB RAM

RPL
7.5 kB ROM/0.01 kB RAM

UDP
1.3 kB ROM/0.2 kB RAM

 
TCP

4 kB ROM/0.2 kB RAM

NC_NET
2 kB ROM/0.6 kB RAM

 

Fig. 2 Summary of memory resources used in the Contiki 

4 The Implementation of the Commissioning Tests 

In order to complete the commissioning tests were made in the structure of chain. 
It was based on a multi-step consisting of a representative sys-tem Contiki (Atmel 
AVR Raven - RZ RAVEN) equipped with an 8-bit microcontroller ATMe-
ga1284P (16 KB RAM and 128 KB flash). This system has a 2.4 GHz transceiver 
running accordance with the protocols ZigBee, IEEE 802.15.4, 6LoWPAN and 
RF4CE (Fig. 3). 

  

Fig. 3 Kit Atmel AVR RZ Raven [12] 

For testing commissioning and subsequent functional testing and quality served 
characterized test bed containing more than three terminals device and PC acting 
as (Fig.4), i.e.: 

− The position of the compilation and implementation of the source code. 
− The position of the analyzer package. 
− The position of the communication event AVR RAVEN. 
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Fig. 4 Photo made a complete position to research 

5 Conducting Qualitative Research 

The purpose of qualitative research is to determine the number of the received 
data by the end node and specify the delay sent streams of data. In these studies 
take into account the following aspects such as: 
− Holding time packets in the buffer mechanism of network coding; 
− The Number of: 

o buffers used to encode the network nodes; 
o packets sent in a single data stream; 
o send streams of data units using ICMPv6; 

− The interval between packets sent; 
− The size of a single packet is sent. 

Wireshark software using the planned research were captured packets from the 
position of the analyzer packages, which are then subjected to filtration and analy-
sis allowed the preparation of the test results. Was taken into account the number 
of received data in one direction by the end node. Both packages were intercepted 
coded by network coding mechanism, as well as the unencrypted due to the buffer 
occupancy. For qualitative research, the following assumptions: 

− packet size ICMPv6 Echo Request - 10 B; 
− the number of packets in the data stream - 30; 
− input variables: 

o the number of used buffer queues used network coding; 
o the number of streams of data - from 1 to 7. 

During the study interval adjusted test packets, depending on the number of  
buffers used to hold packets and the number of data streams to bring non-memory 
resources overload situation and operational network component. Detention time 
packets in the buffer remained constant. 
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Test packets to send ICMPv6 Echo Request command uses the standard Ubuntu 
Linux terminal. To run at the same time a larger number of data streams used a sim-
ple script that allowed for accurate execution of qualitative research. In addition, 
results from the course of the operation ping were saved to individual text files. 

Qualitative research results collected from Wireshark, which allowed the use of 
filtering the captured packets and initiates an option Statistics Summary of Statis-
tics. In addition, this program has allowed checking the correct content generated 
packets containing encoded packets. Figure 5 presents the Wireshark window with 
the selected relevant information necessary to research. 

 

 

Fig. 5 Using Wireshark to retrieve the results of the qualitative research 

It should be noted that, when setting the number of nodes in the network buf-
fers for encoding a zero if there is no network coding mechanism used. In this way 
it is possible to determine the rate of profit in terms of growth coding volume of 
data useful and estimate the cost of the use of this mechanism, which is the esti-
mated increase in packet delays. To determine the coefficient of profit network 
coding mechanism used in the relationship:  

%100
1

21 ⋅−=
D

DD
Ecod

 (1)

where: 

− D1 – the number of the received data by the end node without network coding, 
− D2 – the number of the received data by the end node using coding. 

The negative results obtained E_cod= 0%. This research applies only to the result 
of a data stream for which network coding mechanism has not been prepared. 
Based on the results plotted (Figure 6) presents the value of profit network coding 
mechanism depending on the number of used buffer queue and the number of data 
streams. When determining the value of delays are used as defined measure of 
cost encoding mechanism in the form of network delay. It means the amount  
by which the increased delay compared to a situation in which network coding 
mechanism has not been activated. 
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Fig. 6 Graph - value of profit network coding mechanism 

Chart created from the results shown in the graph (fig. 7), which is dependent 
on the number of data streams and the number of used buffer queues. 

 

Fig. 7 Graph - the value of the cost of network coding mechanism in the form of delay 
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The results confirm that the number of received data in the terminal nodes de-
creases with the number of buffers diagnosis coding while keeping all packets sent 
from the testing station. This raises the profit of network coding at best, reaching 
up to the level of 44% with 5 buffers and sending three data streams. Only if we 
have a surplus of single stream of packets sent since the same source code and the 
delay made it does not allow the network coding gain. For this reason, defining  
the rate of profit network coding mechanism for negative values adopted a value 
of 0%. 

The delay value is calculated between the first packet sent to a testing station 
last received a package in the terminal nodes for each test case and it is increasing 
with disabilities holding packets in the buffer and higher operating load and mem-
ory-network component, which implements the encoding mechanism. The smal-
lest increase in the delay of received packets was 1.9 s, while the largest was 30 
seconds. When analyzing the results of growth delay was defined name of the cost 
of network coding mechanism in the form of delay. The average value of this cost 
for all of the experiments was 13.5 seconds. 

It should be noted that the time delay is dependent on the set interval between 
the sending of packets in the stream during the test quality. Setting an appropriate 
interval between packets allowed for correct operation of encoding mechanism. If 
you set too small intervals between packets in-time air sampling studies, this re-
sulted in a temporary overload operating node and interrupt the operation of the 
network component. 

6 Conclusions 

In qualitative studies found that the mechanism implements network coding, all 
performed variations on change-buffer queues cotton bud number and the number 
of data streams, introduced an average coding gain of 17.9%, while the average 
delay increased by 13.5 second. 

It should be noted that network coding mechanism operates only in the case of 
unicast packets addressed as for the study of the test package ICMPv6 Echo Re-
quest is appropriate. However, wanting to check the effectiveness of the coding 
for multicast and broadcast packets should have been implemented to improve the 
source code of network coding mechanism. 

When analyzing the functionality of network coding mechanism implemented, 
do not forget about the impact of working memory load on the functioning of both 
the mechanism and the system built. Number of queue buffers used has a particu-
lar impact on the burden of memory resources. If you run a network component of 
the routing protocol set, and only the required server-settings (to run a simple web 
page) free memory is at the level of 79.4%. However, once implemented, network 
coding mechanism, this value increases to 80.8%. However, after each buffer 
value is increased by 1.2%. The result is that even with 5 buffers and a few com-
mands into the console logging associated with the presentation of the contents of 
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buffers, free memory is around 90%. This load will have some problems such as 
with longer search paths in the routing table and the loss of a single packet. 

Given, therefore, under the burden of memory and delay times, it is possible to 
determine the most efficient number of buffers in the implemented code. It turns 
out that 5 buffers already makes some problems with packet loss, so the best op-
tion seems to be set to 3 or 4 buffers taken packages. If the number of buffers 
fared the best nodes at number four data streams. 

Noting the results obtained during the qualitative research it is possible to de-
termine the application of this type of network coding mechanisms in practice. 
First of all, it can be used in situations where packet delay is not a priority in the 
data, but the important parameter is the desire to transfer large amounts of data. 
You can also implement packet detection mechanism, based on which node should 
decide whether specific data to be sent in the default mode or with the use of net-
work coding mechanism. Definitely use of network coding mechanism (especially 
in sensor networks using network components with limited resources), aren’t suit-
able for real-time data transmission. It may, however, be used for data transmis-
sion database, web and often sending data from different sensors, for example. 
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Abstract. The paper presents a resource constrained model of a discrete transpor-
tation system that can be used to simulate its operation in presence of faults.  
The simulation results are used to determine the initial level of resources that en-
sures seamless operation of the system. The simulator is also used to assess the 
conditional probability of system failure after reaching a specific set of reliability 
states. This is used to determine the set of critical states, i.e. the states when the 
system is still operational but the probability of failure in near future is unaccepta-
bly high. These states can be used as an indicator that the system is degrading 
dangerously.  

1 Introduction 

Multistate approach is often used in reliability analysis [2, 3], mainly to reflect the 
partial system degradation as opposed to complete failure. The same approach can 
be used in ternary state analysis, where the third (critical) state corresponds to the 
situation that the system is dangerously degraded, and urgently needs maintenance 
action [1]. This critical state may be used to monitor the health of the system, 
provided that it does not generate too many false alarms. 

In the paper, we consider the risks connected with managing a discrete trans-
portation system (DTS), i.e. a transportation system in which goods are trans-
ported by a fleet of vehicles of limited capacity. The vehicles operate according to 
a fixed schedule, carrying goods between destinations. The goods are fixed in size 
(the volume of goods is always a discrete number). The proposed reliability analy-
sis is based on the assessment of system operation using Monte Carlo simulation. 
A custom designed simulator is used [6], which utilizes the publicly available SSF 
simulation engine [4]. The simulator is used to establish a secure level of system 
resources (vehicles and drivers), to assess the probability of the system reaching a 
critical state of operation, and of the conditional probability of system failure once 
it reaches the critical state.  
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2 Discrete Transportation Systems Model 

The paper considers the risks connected with managing a discrete transportation 
system (DTS), i.e. a transportation system in which goods are transported by a 
fleet of vehicles of limited capacity. The system consists of nodes (locations from 
which goods are collected and to which they are carried) and vehicles travelling 
between the nodes. The vehicles are manned by the human drivers. The system is 
modeled by the various interacting resources used to achieve the transportation 
goals. 

2.1 Transportation Systems Resources 

The considered system model is composed of [5]: 

• the set of nodes X, in which a central node  x0 is distinguished (the local distri-
bution center), 

• the set of routes between the nodes R, 
• the set of vehicles V, 
• the set of transportation assignments Z,  
• the set of travel schedules C, 
• the set of vehicle operators (drivers) K, assigned to vehicles when they transport 

goods between the nodes, 
• the set of maintenance teams M that service the vehicles after a break down. 

Transportation Assignments 

The assignments are connected with specific needs for transporting goods. It is 
expressed as a discrete number of standard containers. The assignments specify 
the source node from which the goods are picked and the destination node where 
they are carried to. The assignments are always either from the central node or to 
the central node. Assignments between other nodes are not allowed. 

There is a fixed time in which each assignment must be completed. Depending 
on the nature of the DTS system, this time is fixed by local regulations or is part of 
the service agreement between the assignees and the transport service provider. 

Nodes  

There is a single central node and a number of local ones. The central node is the 
only destination of assignments generated at the local nodes. The central node 
generates goods assignments destined to all the local nodes.  

The assignments are generated independently of each other, using random dis-
tributions. We use Poisson distribution for this purpose. Each local node has  
an attribute which determines its characteristic rate of assignments generation.  
The central node is described with an array of assignments rates, one for to each 
local node. 
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Vehicles 

It is assumed that all vehicles of the same type have similar properties. They are 
described with the same functional and reliability related parameters: capacity 
(expressed as the number of standard containers), average cruising speed (deter-
mining the route latency), failure rate, renewal time. All the vehicles are based in 
the central node and travel from it to realize the assignments. 

At any moment in time, a vehicle may be in one of the following states: it 
might be en route between nodes (a specific distance from the starting node, carry-
ing specified amount of goods), it might be waiting for goods in a node, it might 
be stopped due to unavailability of a driver or due to regulatory rest period of its 
driver.  

A vehicle may be realizing multiple assignments at the same time. It will be 
fully loaded with goods if the pending assignments allow it. If there are insuffi-
cient assignments for nodes towards which the vehicle is destined, then it may be 
partially loaded or even travelling empty. It collects goods en route if there are 
pending assignments in the visited nodes. 

Vehicle Operators 

The drivers are a limited resource of the system. If a vehicle is assigned to a job 
(to a timetable), a driver must also be associated to it. Any unallocated driver can 
be associated with any vehicle. Only one driver at a time is associated with a ve-
hicle (since we do not consider long distance routes with standby drivers).  

The work of vehicle operators is regulated by local and EU legislature. The dai-
ly working hours are limited (to 8 hours), there are also compulsory rest breaks 
while driving.  Thus, at any time the driver can be in one of the following states: 

• resting (not at work), 
• available (at work – ready to start driving), 
• pausing (having a break while driving), 
• driving. 

It is assumed that the drivers work in 8 hour shifts. The state of each driver 
changes to “resting” whenever his daily working time limit is exceeded and he 
arrives at the central node. He stays in this state until the beginning of his shift 
next day. Then, his state changes to available. If there is a pending driving sche-
dule (timetable) and an available vehicle, then his state changes to “driving”. 

While driving, the driver has to heed the limits on the maximum length of time 
that he can work without a break. Normally, the timetables assure that the required 
breaks are fulfilled while the vehicle is loaded in the visited nodes. If a route is 
unnaturally long or there are travel delays on the way, then the driver is required 
to take a break en route. The parameters determining the daily working hours lim-
it, maximum uninterrupted driving period, minimum break duration are associated 
with the operators model. 
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The allocation of drivers to the jobs (described by the timetables in the model) 
is governed by some simple rules: 

• Vehicles cannot carry goods between nodes if there is no operator available. 
• The driver is chosen from among those, whose daily working time limit allows 

them to complete the job with at most 10% overtime (i.e. estimated journey 
time is less than 110% of the left work time limit). 

Routes 

Routes represent the direct connections between nodes of the system. They are 
characterized by the distance that the vehicles must travel. Taking into account the 
average travelling speed of vehicles, this determines the latency connected with 
moving from one node to another. This latency is further distorted by the travel 
delays which represent the natural variation of latency, e.g. caused by the traffic 
congestion. These delays are modeled using a random distribution. 

Timetables 

Vehicles are travelling in accordance to fixed timetables (travel schedules). Each 
timetable determines the time to leave the central node and a sequence of nodes 
that must be visited by the vehicle as well as the times of these visits. It describes 
the daily work of the vehicle associated with the timetable, independent of the 
actual needs as determined by the assignments. 

Vehicles are loaded to their capacity (if there are sufficient assignments) at the 
central node on starting a travel schedule. On reaching each consecutive node in 
the timetable, the goods destined to it are unloaded and the goods waiting there are 
loaded in their place. The time used for unloading and loading is randomly cho-
sen. If there are other vehicles in the node, then they are queued and the period of 
loading/unloading is extended commensurately. The timetables do not specify the 
time to leave a node (except the timetable start time). 

When the vehicle returns to the central node (at the end of a schedule) it is 
completely unloaded. It can then be associated with another timetable or it may be 
placed in the pool of available vehicles, waiting to be associated with a job. 

The timetables are not directly associated with vehicles or drivers. Instead, any 
available vehicle and operator is allocated to each schedule. If there are no ve-
hicles or drivers available, then the timetable cannot be realized. 

Maintenance Teams 

The model does not distinguish any specific parameters of the maintenance teams, 
just their number. If a vehicle breaks down, it will be repaired by one of the main-
tenance teams. The distribution of the repair time is associated with the vehicle, 
not with the team.  
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2.2 Operational Faults 

The following faults are taken into consideration during the system analysis: 

• vehicle breakdowns (requiring repair by one of the maintenance teams), 
• driver absentees at work (due to illness or other incidental leave), 
• traffic congestion (which result in random delays in the timetables). 

The vehicles are assumed to break down occasionally, in accordance to their relia-
bility parameters (failure rates). They then stop operation and wait for a mainten-
ance team. On being repaired (after a random repair time), the vehicles continue 
the work they were realizing before breakdown. No transloading of the goods is 
allowed. Each maintenance team repairs only one vehicle at a time. If all the main-
tenance teams are currently occupied, then the vehicle repair is delayed until one 
becomes available. 

Drivers are liable to sickness and other events that can make them temporarily 
unavailable. After a prescribed leave of absence they come back to work. Driver 
illness is modeled as a stochastic process with three categories of illness [6]: 

• short sickness (1 to 3 days),  
• typical illness (7 to 10 days), 
• protracted disability (10 to 300 days). 

In the model the three types of disabilities are independently generated. In each 
case the actual period of absence is randomly chosen from the appropriate range. 

Traffic congestion is not explicitly modeled as a fault. The delays caused by the 
traffic jams are considered as a random component of the route cruise times. 

2.3 Simulation Technique Used to Analyze the System Model 

The analysis is performed using a simulator, custom designed for this purpose 
[5,6]. It is based on the publicly available SSF simulation engine that provides all 
the required simulation primitives and frameworks, as well as a convenient model-
ing language DML [4] for inputting all the system model parameters. 

By repeating the simulator runs multiple times using the same model parame-
ters, we obtain several independent realizations of the same process (the results 
differ, since the system model is not deterministic). These are used to build the 
probabilistic distribution of the results, especially the average measures. 

3 Critical States of Operation 

The reliability state of the system is characterized by the number of operational 
resources, at a specific point in time. Thus, it is a vector of the number of drivers 
nKi, that are not ill, and the number of vehicles nVi that are operational: 

Si = [nKi, nVi]. (1)
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Initially, all the drivers and all the vehicles are available. This initial state of oper-
ation So = [nKo, nVo] is a strategic system investment decision. It impacts both the 
reliability and the economic aspects of the DTS. It reflects the total resources 
committed to the system: 
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where the sets K, V are defined in Section 2.1. 
The quality of the system is assessed by its ability to transport all the goods on 

time, regardless of the reliability state. It is assumed that impaired operation can-
not cause rejection of transportation assignments. Thus, all the assignments are 
serviced by the system, though delays in delivery may occur. The likelihood of 
these delays varies with the reliability state. This is the basis of classification of 
the states as operational, failed or critically operational (a border case between 
operational and failed). 

3.1 Quality of System Performance 

Each assignment has a guaranteed time of delivery Δtg. The real time of delivery 
Δt is a random variable, which depends on the current volume of assignments, 
travel delays, reliability state, etc. There are two possible relations between the 
delivery deadline Δtg and the actual assignment realization Δt: 

• If the assignment is completed before the deadline, i.e. Δt ≤ Δtg, there is no 
penalized delay. There is no reward for the early delivery, either. 

• If the assignment is completed after its deadline, Δt > Δtg, then there is a late 
delivery penalty incurred. 

The short term measure of the quality of performance is obtained by counting the 
assignments that are delivered on time (before the deadline). If the system is fully 
operational, it should realize almost all the assignments on time. If a fault occurs, 
some of the assignments are realized late. 
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Fig. 1 The average ratio of on-time deliveries for various numbers of vehicles and drivers So 
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The ratio of on-time deliveries ar is defined as the proportion of assignments 
that are delivered on time to the total number of assignments in the system during 
a fixed time period. Of course, this measure is a random variable that reflects the 
nondeterministic properties of the whole system. A 24 hour reporting period is 
assumed for determining this ratio.  

The sequence of time instances (t0, t1, … ,  tn) fixes the boundaries of the con-
secutive days, for which the ratio is considered. Nd(ti, ti+1) denotes the number of 
assignments completed in (ti, ti+1). Npd(ti, ti+1) denotes the number of those assign-
ments, which are completed on time. Average ratio of on-time deliveries is  
defined as: 
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The average ratio Ar, calculated over the various reporting periods and the various 
random variable realizations, is used to characterize the overall system  
performance: 
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The value of this ratio can be predicted using the simulation technique mentioned 
previously. Fig. 1 presents the results of such assessment for the system with dif-
ferent levels of allocated resources, as defined in (2).   
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Fig. 2 The conditional probability of system failure for various time horizons and for va-
riously defined critical states (Sk1 ⊃ Sk2 ⊃ Sk3) 
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3.2 Critical States 

During system operation the actual number of available vehicles and drivers varies 
in time due to the operational faults. This is characterized by the reliability state, 
as defined in (1), at any given moment of time.  

For any set of these states, it is possible to compute the conditional probability 
that in a short time horizon τ the average ratio of on time deliveries ar does not 
drop below an acceptable level Acrit . The condition in this case is that at the be-
ginning of the time period the system enters one of the states in the considered set.  

This probability reflects the likelihood that attaining the considered set of states 
results in system failure. It is used to classify the reliability states into two disjoint 
sets – the set of operational states when the probability of failure is very small and 
the set of fail states if the probability is reasonably high. Of course, this classifica-
tion depends on the level of probability that we consider “small” or “reasonably 
high”, as well as on the time horizon (a few days). 

The critical states are defined as a border case between the operational and fail 
states [1], i.e. they are a subset of the operational states with just a single or a few 
drivers/vehicles more than in the fail state. They are used to predict impeding 
system failure. 

Fig. 2 illustrates how the conditional probability of failure changes depending 
on the value of time horizon τ for various definitions of the critical states. Sk1 cor-
responds to a liberal definition of the set of critical states (with a few redundant 
vehicles and drivers), Sk2 is a subset of Sk1 with less redundancy, Sk3 ⊂ Sk2 is the 
narrowest margin. It should be noted that a smaller critical states set yields a more 
likely prediction of system failure in a short time, but at a cost – the probability of 
its occurrence is smaller (in the considered example 0.437, 0.045 and 0.002  
respectively).  

4 Case Study 

All the simulation results that illustrate the presented considerations (Fig.1 and 2) 
were computed using a real-life example of a transportation system. The system 
consists of a central node located in Wroclaw and 22 local nodes located through-
out the region. The stream of assignments (generation of cargo) is assumed the 
same for all the destinations. It is modeled as a Poisson stream with the rate set to 
4.16 per hour in each direction. On average this corresponds to 4400 containers to 
be transported every day.  

The set of vehicles is uniform, each can carry 10 containers at a time. The ve-
locity of vehicles is modeled by the Gaussian distribution (average of 50 km/h, 
standard deviation of 5 km/h). The average loading time is 5 minutes. The mean 
time to failure of each vehicle is assumed as 20,000 hours. The average repair time 
is 36 hours (left-truncated normal distribution with std. deviation of 18 hours). 
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The vehicles are operated by drivers working in 2 shifts (morning: 6 a.m. till 2 
p.m., afternoon: from 1 p.m. until 9 p.m.).  The rates of drivers  illness for defined 
three categories are  equal to: 0.003, 0.001 and 0.00025. 

The system works with fixed timetables. These are organized so that the ve-
hicles and drivers have a grace time of 20 minutes after completing one journey, 
before starting on the next one.  

The initial numbers of vehicles and drivers are established on the basis of simu-
lation results presented in Fig. 1. These numbers were fixed as 48 vehicles and 85 
drivers, which ensure that the total volume of cargo, that can be transported daily, 
exceeds the average demand by 15% (overall). This is accepted as a reasonable 
level of redundancy in the discussed system. 

5 Conclusions 

The presented results bear out the feasibility of using the concept of critical state 
operation in the considered class of DTS systems. The choice of the set of critical 
states is arbitrary – the larger the set of operational states that we deem critical, the 
worse its predictive value (as illustrated in Fig. 2). On the other hand, the critical 
state is also more likely to occur. As such, it is a management decision that will 
influence the balance between trustworthiness of the predictions and unjustified 
alarms. 

In case of a stable system, such as analyzed in the case study, the best predic-
tions (represented by critical states set Sk2) are not particularly significant. The real 
value of the approach can be appreciated if we consider a system that may deteri-
orate from its model parameters, e.g. if the frequency of goods assignments  
increase unpredictably or the travel times increase due to deteriorating traffic  
conditions. Then, the occurrence of the critical states operation may be the  
first indication of the changes, raising alarm for the system management that a 
reorganization of the timetables is required. 
 
Acknowledgement. The presented work was funded by the Polish National Science Centre 
under grant no. N N509 496238. 

References 

[1] Kołowrocki, K., Soszyńska-Budny, J.: Integrated Safety and Reliability Decision Sup-
port System. Journal of KONBiN 4(20) (2011), doi:10.2478/v10040-012-0033-5 

[2] Lisnianski, A., Frenkel, I., Ding, Y.: Multi-state System Reliability Analysis and Opti-
mization for Engineers and Industrial Managers. Springer (2010) ISBN: 978-1-84996-
320-6 

[3] Natvig, B.: Multistate Systems Reliability Theory with Applications. Wiley Series in 
Probability and Statistics. Wiley, New York (2010) ISBN: 978-0-470-69750-4 



92 D. Caban and T. Walkowiak 

[4] Nicol, D., Liu, J., Liljenstam, M., Guanhua, Y.: Simulation of Large Scale Networks 
Using SSF. In: Proceedings of the 2003 Winter Simulation Conference, pp. 650–657 
(2003) 

[5] Walkowiak, T., Mazurkiewicz, J.: Analysis of Critical Situations in Discrete Transport 
Systems. In: Proceedings of International Conference on Dependability of Computer 
Systems, Brunow, June 30-July 2, pp. 364–371. IEEE Computer Society Press, Los 
Alamitos (2009) 

[6] Walkowiak, T., Mazurkiewicz, J.: Human resource influence on dependability of dis-
crete transportation systems. In: Zamojski, W., Kacprzyk, J., Mazurkiewicz, J., Sugier, 
J., Walkowiak, T. (eds.) Dependable Computer Systems. AISC, vol. 97, pp. 271–283. 
Springer, Heidelberg (2011) 



W. Zamojski et al. (Eds.): New Results in Dependability & Comput. Syst., AISC 224, pp. 93–107. 
DOI: 10.1007/978-3-319-00945-2_9 © Springer International Publishing Switzerland 2013  

A Reference Model for the Selection of Open 
Source Tools for Requirements Management 

Bartosz Chrabski1 and Cezary Orłowski2 

1 Gdańsk University of Technology, IBM Polska, 
1 Sierpnia 8 bud A, 02-134 Warszawa  
bartosz.chrabski@pl.ibm.com 

2 Prof. Gdańsk University of Technology,  
ul. Narutowicza 11/12, 80-233 Gdańsk  
cor@zie.pg.gda.pl 

Abstract. The aim of this study is to build a reference model for the selection of 
Open Source tools for the management of customer requirements in IT projects. 
The construction of the reference model results from the needs of companies pro-
ducing software which are also interested in streamlining the process of managing 
requirements using Open Source tools. This interest in Open Source tools is, in 
turn, a consequence of licensing costs, integration with the rest of the portfolio, 
and support costs. The advantage of Open Source tools is their low license cost 
and the ease of their adaptation, provided that there is access to a reference model 
for their adaptation. The problem of the IT market is the lack of such reference 
models for selecting Open Source tools. Therefore, the authors undertook to build 
such a model and to apply it in supporting the requirements development process 
in IT projects. 

To achieve the objective, the study was divided into four main parts. The first 
elaborates on the issue of selecting tools in the software development cycle, indi-
cating the need for departments creating IT systems to use appropriate tools for 
the given organization. The second part is devoted to the approach to the selection 
of tools supporting the requirements development process. The purpose of this 
section is to diagnose the state of IT projects and the lack of support for the re-
quirements development process. The third (the main) part presents the idea to 
construct a reference model for the selection of tools to support the requirements 
development process. The structure and development prospects of the model  
are also discussed here. The fourth part is entirely devoted to examples of the 
application of the reference model in several IT projects. 

1 The Issue of Selecting IT Tools  

Best practices, management and production methods as well as appropriate tools 
are essential for the development of the requirements management process for a 
particular organization. The choice of appropriate best practices, management 
methods or tools is a challenge and a problem for many organizations [8] [1]. 
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Ideally, in the selection of tools, duplication of functionality between the various 
tools used or the inability to integrate data from different areas of software 
development does not occur. If we look at the current software development 
environment, we can clearly say that there is an abundance of manufacturing 
processes, and thus an inability to efficiently share information between the roles 
and tools. This is often combined with the selection of tools convenient for one 
group of stakeholders, which will disallow the development of the strategy for 
another department responsible for creating the systems. Analyzing best practices 
of the market, such as CMMI (Capability Maturity Model Integration), leads to a 
clear conclusion that we should strive to combine disciplines in the manufacturing 
process. This described process of integration should take place at the level of data 
repositories, without any further need for unnecessary duplication of core 
functions and information on which they operate. 

The observations of the authors concerning the lack of information exchange 
between the stages of the manufacturing process were confirmed by a recent 
survey on the use of tools in the software life cycle. They clearly show that 
building a complete and integrated tool environment that will efficiently support 
all the processes is a challenge for organizations, which further prevents them 
from managing software development in a predictable way. The survey carried out 
by IBM at the Rational Innovate 2012 Conference [8] showed that the adaptation 
of tools to a client's needs and their integration is the biggest challenge for 
organizations. The results revealed the most common problems for organizations 
developing solutions: 
 

• tools which are easier to use, to get to know, and to adapt to needs – 82 %, 
• tool optimization for large implementations, and adaptation for use by teams 

in companies – 57 %, 
• strengthening tool integration in the software life cycle – 44 %, 
• better reflection of the software life cycle in the organization – 20 %, 
• tools that help standardize the processes of development and maintenance – 

13 %. 
 

The introduction of various new tools in an organization, without an appropriate 
pre-planned strategy for their selection, quickly leads to a situation similar to that 
which has occurred in integrating large enterprise systems. A service-oriented 
architecture was the solution to the problems of system integration and 
cooperation and did not generate unnecessary costs [4], and it is this concept 
which constitutes the basis for further discussion. The authors assumed that 
analogically to service-oriented solutions, tools in the manufacturing process 
should be selected on the basis of the functional requirements of organizations and 
their cooperation through integration to increase data reuse. 

In this article, the authors refer to the previously discussed challenges and try to 
answer the question of how to select tools to manage requirements so that they 
would support the process in which the organization operates and how to set strat-
egies for the further evolution of development departments. The basic element 
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used in the further discussion is a reference model for tools to support the 
processes of requirements engineering, which can be used for proper selection, 
comparison and verification of the possibilities of integration. 

2 Processes of Requirements Development and Their 
Support 

The development of a model solution, such as a reference model for the selection 
of analytical tools, is not possible without a detailed examination of the software 
development processes as well as the discipline of developing and managing 
requirements. The branch of  requirements engineering has for many years been 
the biggest challenge for project teams and people directly involved in working on 
them who are looking for a solution by trying to use different tools to support this 
process. Requirements are defined as a set of standards and rules which the system 
must meet, which has always played the most important role in IT projects, while 
being the primary criterion of assuring quality [3] [13] [16]. The very definition of 
requirements engineering states that its actions will be closely linked with other 
areas of the software development process, such as testing, change management 
and architecture management. 

The branch has been divided into two areas called requirements development 
and requirements management. The first of these processes relates to collecting, 
storing, analyzing and validating requirements, and describes the conversion of 
business needs of stakeholders into project requirements [6]. Requirements 
management is a continuation of the requirements development process, 
additionally including the issues of analysis, tracking changes and progress, 
prioritization, communication, maintenance or change management [6]. As the 
characteristics of the branch show, it may not be possible to address all the needs 
while using only one of the available tools, and not all of the activities might be 
required by a customer in the currently used processes. It is a challenge for 
manufacturing-oriented organizations to select such tools in the area of 
requirements engineering which will accurately reflect their business needs. 

The result of research conducted in 2009 by the Standish Group (CHAOS 
Reports) on the factors which influence the questionability of projects, were 
indicated as a lack of input from the user ~ 13%, incomplete requirements and 
specifications ~ 12%, and changes in requirements and specifications ~ 12%. 
According to data from the Standish Group, one of the three main factors that 
characterize a successful venture, in addition to user involvement and 
management support, is having clearly defined requirements [5] [15]. 

An analogy to the findings of the report can be found in even the most mature 
organizations where it is hard to get away from the challenges of requirements and 
their direct impact on the cost, quality and duration of a project. Increasing the 
time dedicated to a proper requirements analysis can contribute to substantial 
savings as demonstrated by the analysis of such projects within the NASA group. 
Table 1 presents a fragment of a report published by NASA, which relates to 
research projects and the impact of analysis on their direct progress. 
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Table 1 Cost overruns in the analyzed projects of the NASA group [7] 

Project time devoted to analysis Number of projects Cost overrun 
   

less than 5 % 5 125% 

from 5 % to 10 % 7 83% 

more than 10 % 6 30% 

 
In view of the discussed problems, organizations increasingly realize that they 

can not succeed without appropriately addressing their needs and without good 
management. Despite a rich set of practices and methodologies to support 
requirements engineering, in practice, the discipline is not fully integrated with the 
processes of software development [2] [12]. The observed challenges result from 
the lack of dedicated tools that adequately support the processes of analysis or 
they were badly chosen in terms of the needs of the target group or the 
organization itself. The aforementioned behavior is often reflected in work on 
requirements in the form of documents which have no direct ability to integrate 
with solutions dedicated to supporting other disciplines of the production cycle. 
Propagating data manually between systems can lead to inconsistencies and 
unnecessary duplication. 

On the basis of the analysis of the requirements engineering branch and the 
challenges presented earlier, the authors clearly stated that proper implementation 
is not possible without the adequate support of dedicated tools. As a result of not 
using the appropriate tools, such tasks as the complete realization of the business 
aims of a project or improving the manufacturing process itself are not possible. 
When analyzing the Open Source tools market, the authors concluded that it is 
particularly immature in the case of requirements engineering, and no clear 
direction for its development can be observed. This then prevents a discussion on 
best practices and full support for these processes. An analysis was carried out on 
COTS (Commercial Off-the-shelf) tools, based on experience with Open Source 
environments, which can serve as a model for developing free solutions and 
further inference. 

The choice of commercial tools was dictated by their continuous development, 
technical support, documentation and support capabilities in the area of 
implementation services. While constructing the concept of a reference model, 
several solutions meeting these conditions and implementing an extensive range of 
functionalities were analyzed. The provider’s contribution to the development of 
the branch, through innovativeness or the number of publications on requirements 
engineering, was not without significance in the analysis. While choosing the tools 
provider, the authors looked into the reports of Gartner and Ovum analytical and 
consultancy group on the integrated cycle of software development management 
[14]. Studies from 2008, 2010 and 2012 allowed focus on a group of IBM 
Rational products. 
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Fig. 1 Summary of ratings for tools to support software development management (accord-
ing to Gartner Inc.)  

On the basis of the submitted reports by Gartner and Ovum, two of the most 
dynamically developing products from requirements engineering were selected 
from IBM's portfolio and were subjected to a functional analysis supplemented by 
support for best practices. The group included the Rational RequisitePro tool for 
use in more formalized projects, and Rational Requirements Composer often used 
in agile projects. These solutions were used as a norm in the construction of the 
reference model for requirements engineering in terms of functionality, 
technology support and integration. Here is a brief description of the IBM 
Rational tools focusing on their essential features relevant for building a reference 
model. The specific use of each tool for projects with varying degrees of formality 
has been clearly defined. 

IBM Rational Requirements Composer supports defining and using 
requirements specifications at all stages of the product development cycle. 
Creating and using requirements specifications is in fact the role of all team 
members, even if the process is managed by a business analyst. A better quality of 
specifications leads to limiting the amount of necessary corrections in the project, 
reducing the total execution time and achieving better business results. The 
analyzed tool allows for the involvement of customers and other interested parties 
in the process of working on the requirements. It offers intuitive scenarios, process 
diagrams, use cases, and other visual and text techniques used to describe 
scenarios and reveal customer needs. The effective interaction and high 
transparency of the work of the team allows for quick agreement on the 
requirements among all interested parties [10]. The specificity of the tool made it 
possible to collect the functionalities which were particularly important in 
requirements development and communication with the client. 
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IBM Rational RequisitePro supports project teams in managing requirements, 
developing scenarios of use cases, tracking the origin of changes, the relationship 
with test cases, and also helps to reduce the number of necessary improvements 
and enhance the quality of the software. Managing complex projects is done 
through the use of detailed views of the origin presenting the relationships 
between elements. A big advantage of the analyzed tool is the possibility for 
efficient cooperation among geographically distributed teams, using a fully 
functional, scalable Web-based interface and a discussion organized in threads. 
Registering and analyzing information about requirements is possible due to 
detailed alignment and filtering attributes [9]. The tool characteristics indicate a 
particular emphasis on requirements management and a negligible effect on their 
development. The tool has provided a set of functionalities to manage 
requirements which were combined with the results of the Rational Requirements 
Composer tool analysis and thus the full area of requirements engineering was 
addressed. 

3 The Concept of a Reference Model for Selecting 
Requirements Management Tools 

Based on the discussed challenges associated with the selection of tools to support 
requirements engineering processes and best practices in the form of Rational 
products, a reference model was built which allows the identified problems to be 
minimized. The concept developed by the authors is to select functionalities and 
recommended integrations from the application of the model, necessary to support 
the needs of an organization in a specific area. The model includes functional and 
integrative best practices for the leading software engineering tools. The purpose 
of constructing the reference model based on the IBM Rational tools portfolio was 
to indicate the direction for the development of applications supporting 
requirements management and to apply the model in determining a strategy to 
improve departmental development. 

The knowledge base constructed in accordance with this concept was 
supplemented with information about Open Source solutions. The authors carried 
out their task by functional and nonfunctional mapping onto the reference tool. 
The decomposition was achieved by a detailed analysis of the tools the authors, 
and direct contact with those responsible for the products (Product Manager) from 
IBM. The functional analysis of the selected tools revealed the limitations of the 
model at the very beginning of the study. Relying only on the functional 
decomposition of tools, it becomes impossible to assess their influence on an 
organization, in terms of implementation, thus overlooking a significant argument 
influencing both the effort and cost. The developed concept allows the tools’ 
function to be separated from the established formal or agile process. On the one 
hand, the model can be applied to methodologies with a high level of formalism 
by choosing a larger pool of functionality, or on the other hand, it can head 
towards the Scrum and EclipseWay methodologies, by selecting only the required 
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elements. This separation from established processes allows the universal 
application of the model. It can be used in any organization regardless of the 
implemented process, with only expectations towards development in mind. 

After analyzing best practices, the authors decided to apply the concept of 
architectural views which was already used earlier for modeling IT systems. The 
use of perspectives allows for easier management of a multi-dimensional 
structure, such as the reference model, while at the same time providing relevant 
information to the interested parties. The concept developed by P. Kruchten [11] 
introduces five perspectives (4+1 Architectural View Model), which affect 
different layers and aspects of the constructed system. These include functionality, 
business processes, logic, infrastructure and the internal structure of the solution. 
The model approach to modeling the architecture of IT systems allows the 
collaboration of many interested parties of a project on those elements which are 
most important to them, at the appropriate level of abstraction. 

The authors are adapting this approach to embed it in the reference model for 
software life cycle management tools. The structure of this reference model 
includes the functionality of the tools, the infrastructure for implementation and 
integration, the life cycle disciplines with best practices, and the roles involved in 
the project. The model structure is dynamic and allows for the arbitrary selection 
of perspectives, so that a more or less detailed information model can be achieved. 

Reference Model

Functional Perspective Logical Perspective
Project Roles 
Perspective

Physical Perspective

 

Fig. 2 The structure of a reference model for the selection of tools for the software devel-
opment cycle 

To specify the suggested perspectives in the reference model, elements of UML 
2.4 were applied in the form of diagrams of use cases, implementation, packages 
and components. These diagrams fully support the concept of perspectives devel-
oped by P. Kruchten [11] and they allow the structural description of this model. 
 
Functional Perspective – The basic architectural view allowing the analysis of 
functionalities associated with a particular branch of software engineering or a 
group of tools. Figure 3 presents a part of fully decomposed functional area for the 
branch of requirements engineering. The perspective shows the relationship 
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between the functionalities provided in the form of use cases and the relationships 
between them. The view was divided into disciplines in accordance with the 
Rational Unified Process methodology and the corresponding modifications 
relevant to the Agile concept. For the authors, the view constitutes a model of 
functional reference. The perspective is applicable when selecting the 
functionalities which the tools must have in the requirements management process 
and in the analysis of the relationship between them and other areas of their life 
cycle. 

 

 

Fig. 3 The part of decomposition of the area for requirements management tools 

Logical Perspective – The architectural view showing the relationship between the 
areas of manufacturing processes proposed in the functional perspective and  
the relationship between Open Source and IBM tools which support those 
relationships. An example of such mapping is shown in Figure 4, where 
functionality mapping of the functional perspective was carried out on the RaQuest 
tool in the logical view. On the presented visualization, the tool in question 
implements only a part of the whole standard set of functionalities of the reference  
model, which results from the limitations of the tool described in the specification.  
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For research purposes, an analogous functionality mapping was carried out on other 
leading Open Source tools. On the basis of chosen functionalities, the logical 
architecture allows the inference of what tools to choose and what areas of software 
engineering may be affected. It provides basic knowledge about tools and can be 
expanded at any time by a new portfolio. The view allows the user to quickly rule 
out a tool from further analysis, in terms of functionality, or, by extensive inquiry 
into the model, to analyze their use within the organization. 

 

 

Fig. 4 An example of functionality mapping for Open Source (RaQuest) tools 

Roles and Responsibilities Perspective – The architectural perspective presen-
ting relationships between the project roles and the functionalities assigned to 
them in tools and their functions in projects. The view makes it possible to verify 
which interested parties should be involved in the implementation of chosen 
software and who will be its target user. It should be remembered that not every 
tool examines all areas of an issue at the same level of abstraction and can be 
dedicated to a variety of project roles. Looking at the developed reference model 
in a different way, we can look for a tool that will be able to support many project 
roles simultaneously, such as requirements management and testing processes. 
 
Physical Perspective – This view presents integration or its possibility between 
Open Source tools and IBM Rational. The perspective shows the already existing 
built-in data flows and indicates how much work must be done to combine the 
tools, if they are not yet integrated. An example of such a connection might be 
integration between the requirements management tools and the architecture  
 



102 B. Chrabski and C. Orłowski 

management area. The view additionally describes sample deployment topologies, 
which can be used to estimate investments in the infrastructure related to the 
implementation of new tools. The  physical perspective is the most technical in 
nature and allows a simple answer about whether it is a good long-term decision to 
change the development department strategy. 

The architectural perspectives developed by the authors constitute the basis for 
further inference processes and further research. The views can at any time be 
completed with a new architectural set making the concept more detailed with new 
elements. The possibility of making modifications to the proposed approach 
allows for its adjustment to any expectations as well as the possibility of 
development with the use of groups of tools other than the IBM Rational and 
Open Source tools. A modular approach means that there is no need to go into the 
already existing perspectives, but complete the model incrementally with new 
elements or views. In developing the concept of the project, the authors anticipate 
the possibility of introducing new perspectives which will make the model more 
detailed in the area of additional non-functional requirements. 

The concept of the further development of the model is based on open access to 
its resources for interested parties, who can simultaneously view but also 
complement the resources. Access to the presented perspectives, as well as the 
model itself, can be gained via a web-based interface and from the project 
environment. Both interfaces are shown in Figure 5, as access at browser-level is 
functionally limited, and is mainly used for browsing resources, and generating 
reports. In the IBM Rational Software Architect environment, used for tool 
development, we can supplement the perspectives with additional information, or 
create more complex queries. 
 

  

Fig. 5 An example of access to the referential model (WWW / modeling environment) 

In this chapter, the authors have discussed the concept of a reference model 
based on architectural views, which provides a database of best practices related to 
technology. The proposed modular approach allows for the expansion of the 
solution with elements relevant to the target user or the integration of the model 
with reporting or inference systems. The authors foresee the possibility of 
extending the model with elements of expert systems allowing for analysis or 
additional inference through the use of open standards. 
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4 Possibility of Verifying the Developed Concept of the 
Reference Model 

In this chapter the authors have discussed the possibility of verifying the  
concept of the reference model in terms of the chosen goal, namely the selection 
of Open Source tools for requirements management. The key reason for the 
implementation of the reference model was the ability to determine the further 
path of development for Open Source tools supporting the requirements 
engineering area. By using OCL language (Object Constraint Language) and the 
Birt report mechanism (Business Intelligence and Reporting Tools), the authors 
built a transformation mechanism where, based on a selected functionality of 
tools, we can compare solutions and adjust them to the needs of an organization. 
Reports supporting the tool selection process have been developed for the purpose 
of presenting the application of the reference model, as shown in Figure 6: 
 
• functional comparison – the possibility of functionally compiling tools with 

one another and assessing their use for selected purposes, 
• integration with other tools – the possibility of integrating the capabilities of 

the selected products with currently working solutions, 
• implementation of designated functionalities – searching the reference model 

for tools possessing the selected functional solutions, 
• tools dedicated to different project roles – the presentation of roles and 

functionalities dedicated to them within the chosen solution. 
 

The verification of the model at this stage occurred by comparing the summary 
made by the model with the market statement obtained previously at the stage of 
project implementation. The authors have adopted the discussed method of 
verification due to the possibility of comparing previously obtained results with 
the real and documented choice of the target customer and their solutions analysis 
process. The presented approach was described as the closest to real attempts  
at the selection of technological solutions for supporting the requirements 
engineering process. 

In analyzing the results, it could be observed that there was a convergence at 
the functional and integrative levels. The factors which have not been analyzed, 
but are important in the selection of tools, were costs, support procedures and  
further development, which may also play an important role in the selection of 
solutions. The authors assumed that in terms of the opportunities for development 
and the implementation of business needs, these are of secondary importance. This 
was justified by the inability to assess the gravity of such factors as the price, 
support procedures and further development in the case of Open Source tools and 
the lack of substantive links with technological support. It was assumed that after 
the analysis of the functional and nonfunctional requirements, and selecting a 
potential group of tools that meet the needs of the organization, it is possible to 
use additional parameters. 
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Fig. 6 The application of the model for the selection of tools for the software development 
cycle  

Another way of verifying the reference model is in support for determining the 
tool application strategy in the organization. On the basis of examining customer 
maturity, the reference model and the currently available solutions, we can infer 
which tools should be used to fully address customer needs related to the process. 
The possibility of inference is based on the selection of functionalities required by 
the various processes, team size or other boundary parameters defined by the 
customer. The developed reference model stores functionalities and the 
relationship between the elements, namely the key elements from the perspective 
of inference. This will allow analysis of applied considerations to determine the 
best development path for the client’s portfolio and to compare it with the current 
assumptions. Figure 7 shows the application of the reference model in the  
 

Fig. 7 Model for determining the development strategy 
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inference process of tool selection and the possibility of extending the concept by 
adding an inference engine. At present, the process of analysis and inference from 
the model is based on reporting mechanisms in the project environment. The 
expansion of the model with sets of rules which affect the choice of functionalities 
and an expert system that will significantly automate the inference and analysis 
processes is possible. 

During research, the authors clearly identified the areas of application and 
benefits for the processes of requirements engineering and software development 
as the following:  

 

• faster implementation of new tooling solutions, 
• reduced time of implementing methodologies and processes, 
• reduced risk of tool rejection, 
• reduced costs for market analysis, 
• better alignment with business needs, 
• simulation possible before the actual implementation of technology. 
 

These benefits were established on the basis of observations of the model’s 
application in a practical way in companies providing business services in the 
telecommunications and pharmaceutical sectors, which were interested in 
improving their requirements management processes. The authors, by leading 
consulting projects, used the mechanisms built into the reference model for the 
visualization and simulation of architectural decisions in the context of tool 
selection. 

The practical verification is consistent with those previously proposed methods 
of application which leads to the conclusion that these benefits will result from 
such use and development of the model. The validation of the reference model 
was achieved by its practical application in real advisory and implementation 
projects. The reference model was a supporting solution in compiling the client’s 
needs with the real possibilities of Open Source tools available on the market. This 
chapter additionally shows the application of the model verified by the possibility 
of determining a long-term strategy for the tools applied in requirements 
management processes and complete manufacturing processes. 

5 Assessment of the Developed Concept of the Reference 
Model 

This article presents the concept of selecting and developing Open Source tools on 
the basis of a reference model for requirements management for software 
producing organizations. This paper has discussed the challenges related to tool 
selection in requirements management, as well as the branch of requirements 
engineering. After analyzing market-leading solutions in the field of management 
engineering, exemplary applications have been presented – ones which best meet  
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the requirements and customer needs. The authors assumed the IBM Rational 
Requirements Composer and IBM Rational RequisitePro tools to be model 
solutions, relying on market research and the independent assessment of some 
leading software supplying companies. The research process involved the 
functional and nonfunctional decomposition and the functional mapping of Open 
Source tools available on the market. The research resulted in a reference model 
describing the characteristics of the exemplary tools for the area of requirements 
management, at many different levels of abstraction dedicated for different 
recipients. The solution of the problem discussed earlier is modular which means 
that it can be freely adapted to the inference needs and as it is open, and it can be 
extended over time with new tools. 

This publication presents the verification of the concept by applying the refer-
ence model for the selection and development of tools supporting requirements 
engineering processes on the basis of functionality and integration. On the basis of 
the model’s application, the authors demonstrated the possibility of applying the 
model in practice, as well as its objective assessment. 

The analysis conducted by the authors showed that the reference model should 
include all disciplines related to the software development cycle and present a 
comprehensive strategy for the construction of the portfolio of department 
development tools. The boundaries between the branches of the software 
development process are not clearly defined, making it impossible to describe just 
one specialization to the exclusion of others. The development of this reference 
model should be taken further by extending the number of disciplines and by 
integration between their components at different levels. An approach 
encompassing the full cycle of software development will allow for a 
complementary approach to the selection of tools in an organization and will 
enable the appointment of a coherent development strategy. Establishing a unified 
strategy in applying the reference model will reduce the amount of duplicated 
functionalities between tools and will provide better integration of solutions at the 
environment concept analysis stage. 

The authors have indicated the possibility of the expansion of the reference 
model with additional architectural views, to allow thorough analysis and a better 
matching of the selected tools to the needs of organizations. The introduction of 
perspectives associated with software development methodologies or the assess-
ment of the maturity process is an example of such an extension. The mapping of 
previously gathered functionalities on the methodologies will allow detailed 
matching of solutions to the current or target processes of customers. 

The authors are planning their work and further research in these areas. The 
research project is a collaborative research project of the IBM Center of Advanced 
Studies and Gdańsk Technical University. 
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Abstract. Count-to-infinity problem is characteristic for routing algorithms based 
on the distributed implementation of the classical Bellman-Ford algorithm. In this 
paper a probabilistic solution to this problem is proposed. It is argued that by the 
use of a Bloom Filter added to the routing message the routing loops will with 
high probability not form. An experimental analysis of this solution for use in 
Wireless Sensor Networks in practice is also included. 

1 Introduction 

The classical Bellman-Ford algorithm is used for computing shortest paths be-
tween any two given nodes in a graph. The distributed version of this algorithm  
(DBF) was the origin of most of the distance-vector routing algorithms and proto-
cols used today. Its advantages are: 

• Low communicational complexity; 
• Low computational complexity; 
• Low space complexity; 
• Ease of troubleshooting in case of an issue. 

But all algorithms derived from DBF, like their predecessor, suffer from a count-
to-infinity problem. It causes routing loops to form in the network topology in 
case of a link failure. The solutions to this problem used in practice involve addi-
tional administrative configuration of the routing protocol (RIPv2 and RIPng pro-
tocols) or sending a list of all the visited vertices along the path within the routing 
update (BGP and MP-BGP protocols). 

2 Preliminaries 

2.1 Count-To-Infinity Problem 

The count-to-infinity problem is characteristic for a certain group of distributed 
algorithms. The advantage of utilizing only a limited scope of information  
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regarding the network is very tempting on one hand, but on the other it bears a 
certain risk. Since the nodes are not aware of the whole network structure, in case 
of a change in the topology the nodes do not have up-to-date information at hand. 
At least for a certain amount of time. The information is globally updated over 
time, in some locations sooner, in other later. In certain cases this divergence of 
the knowledge about the network may lead to creation of routing loops. Let’s con-
sider a simple example depicted in Figure 1. We represent the network as a graph 
G = (V,E), where V = {1, 2, 3, 4, 5}, E = {{1, 2}, {2, 3}, {3, 4}, {4, 5}} (Fig.1). 

Since none of the nodes is aware of the network topology and all is know are 
local neighborhood subgraphs of G, a situation may occur, where a node v2  
adjacent to v1 informs v1 that there is a path to destination available that was ac-
tually received originally from v1 but is no longer valid. Such a situation, called 
count-to-infinity problem is shown in Figure 1. Let’s analyze this problem more 
thoroughly: 

1. In the first phase every node after at most 4 time units has a path to the destina-
tion node v5 and the network is therefore converged. 

2. In phase two the link between nodes v4 and v5 malfunctions. Node v4 loses its 
path to v5 but after a short while, it receives a new path from v3. This behavior 
is erroneous, because the path through v3 leads through v4, which is now un-
available, but since only a limited, local scope of the network is known to 
nodes, there is no way of knowing that the new path is actually a loop. 

3. In the third phase the node v4 itself informs its neighboring nodes that it has a 
route to v5. Node v3 updates its best distance to v5 

4. In phase four the node v3 sends its update to neighbors v2 and v4; 
5. Consequently the route update traverses the nodes in a loop between v4 and v3. 

There are several known solutions to the count-to-infinity problem: 

• Every routing update sent may be equipped with a list of traversed nodes. 
Every node the update visits would add its ID to the list. This method is used 
nowadays in WAN networks in BGP-4 (Border Gateway Protocol) and MP-
BGP (Multiprotocol BGP Extensions) protocols. The solution is not feasible for 
large and dense networks with huge number of nodes like WSNs; 

• Split Horizon is rule, which states, that an update may never be sent to its 
source node. This eliminates only two-node loops and is not suited for multi-
point and wireless networks; 

• A limit on the path length may be imposed; 
• A hold-down timer may force a node to ignore an update for a certain amount 

of time, to stop the spreading of false information; 
• Route poisoning marks a specific route actively as unavailable; 
• Sequential numbers for routing updates were proposed in some networks[7,8]. 
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Fig. 1 Visualization of the count-to-infinity problem 



112 A. Czubak 

 

2.2 Bloom Filters 

A Bloom filter is a data structure for the approximate set membership problem [1], 
it may represent a set of elements. It consists of an array of m bits BF[0] to BF[m-
1] initially all set to 0. A Bloom Filter uses k independent hashing functions 
{h1,..,hk} with range {0,..,m-1}.  

Bloom filter work as follows. Let’s assume there is a space Q and a set of ele-
ments S ⊆ Q, such that S = {s1, s2, . . . , s|S|}. The target here is to project Q onto 
a much smaller BF, so that it would be possible to give an answer to a question 
whether some  x ∈ S. As a projecting function we will utilize k-hashing functions 
{hi(y): i=1…k}, hi : Q → BF. We have an m-bit array at our disposal (Table 1). 

Table 1 An empty Bloom filter 

 
 

Now we execute k-hashing functions on every element of the set S. If  hi(sj) = a, 
so if the hashing function returns a number, set a bit BF[a] = 1. It is possible, that 
this certain bit will be set multiple times, but only the first change has an effect 
(Table 2): 

Table 2 A Bloom filter containing elements 

 
 

In order to answer a question, whether some element x ∈ S was placed in the 
BF we need to check whether under the indices returned by the k-hashing func-
tions {hi(x) : i = 1 . . . k} in the array BF the corresponding bits are set to 1, i.e. 
whether  

∀i=1...k(BF[hi(x)] = true) 

With some probability it may happen, that an element which seams to be con-
tained within the filter is actually not contained, though the hashing functions 
return bits that are set to 1 in the filter. Previously inserted elements must have set 
those bits earlier. There are a couple of parameters, we can tune to affect the be-
havior of a Bloom filter and improve the probability in our favor: 

• The size of the BF array; 
• The amount k of the hashing functions; 
• The amount of the elements inserted into BF. 

It is worth mentioning, that the size of the filter does not depend on the amount  
of the elements in the set. The cost one must pay for a constant space complexity 
is the fact, that the filter is probabilistic in nature and to check weather a certain 
element is within the filter, it may, with some probability, return an incorrect an-
swer, called false-positive or a collision. Burton Bloom in his paper [1] placed 
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massages inside of a filter and later on verified whether such a message was re-
ceived before or not. 

The main goal here is to minimize the probability of occurrence of a false posi-
tive. Let’s notice, that after insertion of n elements, the probability that a certain 
bit is not set equals: 

Pr(BF[a] = false) =(1 − 1/m)kn 

So the probability of occurrence of a false positive is precisely and asymptotically [6]: 

Pr(False Positive) =(1 −(1 −1/ m)kn)k≈(1 − ekn/m)k 

Now let’s assume, that m and n are know, let’s optimize the number of required 
hashing functions. The derivative of the function g = k ln(1 − e−km/n) after k and 
the zero of the function points to a global minimum k = (ln2)(n/m). So the proba-
bility of occurrence of the false positive equals to: 

Pr(False Positive) =(1/2)k≈ (0.6185) n/m 

From the above follows, that the size of the Bloom filter in bits must be a couple 
of times larger then the amount of elements that we intend to insert. A well engi-
neered Bloom filter should return incorrect answers with negligible probability. 
The capabilities of Bloom filters are as follows: 

• Inserting an element; 
• Answering membership queries; 

• If negative, it is certain that the element was never inserted; 
• If positive it may be a false positive; 

• The sum of two BF is achieved by a simple bitwise AND operation 

In order to minimize the probability of a false positive we can: 

• Increase the size of the BF array; 
• Manipulate the amount of used hashing functions. 

The advantages of Bloom filters are: 

• Space efficiency, Space(BF) << Space(S); 
• The computational complexity of answering membership queries does not de-

pend on the size of |S| or |Q|. It depends only on the time required to perform 
the hashing and additionally: BF ∧ hash. So it equals to O(1); 

• The BF will never return a false negative answer. 

The disadvantages of Bloom filters are: 

• With some probability a BF may return a false positive; 
• It is not possible to remove an element. It would require to unset bits in the BF, 

but those might have been set previously so resetting might compromise the 
structure and result in false negatives. The solution here is to use counting 
Bloom filters [34], where instead of bits natural numbers are used. But this in-
creases the size of BF. 
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Some applications of BF are [10]: 

• In Squid proxy server; 
• In P2P networks, where the server stores a list of objects (i.e. files) available in 

a BF 

3 Bloom Filters and the Count-To-Infinity Problem 

As mentioned earlier, one of the methods to tackle the count-to-infinity problem is 
to append a list of previously traversed nodes to the routing update. In this simple 
way every node can check whether a loop was created or not by checking if it is 
on the list. We propose to append a fixed-size Bloom filter instead of an expand-
ing list to the routing update. The BF would contain the previously visited nodes 
and every node would be capable to check with some probability whether a loop 
was formed or not. 

For this proposed solution a testbed was chosen. A recently announced distri-
buted algorithm called Lifespan-Aware Routing (LAR) [4] was developed for use 
specifically in Wireless Sensor Networks [3]. It is a distance-vector routing algo-
rithms based on distributed Bellman-Ford algorithm and suffers from the count-to-
infinity problem. 

Before implementing BF for use in WSN certain questions must be answered: 

1. Do sensors have the required resources to use Bloom filters? It turns out that 
the computing power and hardware are more than enough. 

2. Can sensors generate hashes? Both industry standard RC5 and CBC-MAC are 
implemented in TinyOS, an operating system used in WSNs. 

3. How many hashing functions should be used and what should be the size of a 
BF? In WSNs the Q space corresponds to node identifiers, which are unique. In 
the available literature WSNs consist of no more than thousands of nodes. 

4. How large may the BF be regarding communication capabilities of WSNs? In 
WSNs the IEEE802.15.4 standard is widely used. The maximum size of the 
transferred data after substracting the header payload is between 122 and 102 
bytes, depending on the type of addresses used (Fig. 2) 

 

Fig. 2 IEEE  802.15.4 Frame Format 
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Now let’s consider a random wireless sensor network. Lifespan-Aware Routing 
algorithm forms a spanning-tree in a distributed manner. It seams that it is correct 
to presume, that the collector (common destination node) is in the center of the 
network. This presumption is very appealing because it implies that the BF has to 
store the identifiers of the nodes in the size of the radius path. But in real-life sce-
narios it turns out, that the collecting node is localized on the edge of the network 
(Fig. 3) and the BF should be large enough to store the diameter of the network. 

 

Fig. 3 Diameter of a random WSN topology 

So the question arises regarding the diameter size of a typical WSN. In the year 
2011 Chung, Horn i Lu [2] researched the subject of random spanning trees and 
their diameters. The results are particularly important, since these did not focus on 
minimal spanning trees and LAR forms a spanning tree which is not necessarily 
minimal. A spanning tree is an acyclic subgraph of graph G containing |V |−1 
edges. If T is a random spanning tree of graph G, then the size of diameter di-
am(T) with high probability is between [2]: 

c1√|V |≤ diam(T) ≤ c2√|V | log |V | 

The constants c1 and c2 before the lower and upper bounds depend on the charac-
teristics of a graph G like: average node degree, minimal node degree, second 
order node degree, and spectral gap of a graph. The above result although impor-
tant does not give a tangible answer to our question on diameter length of WSNs. 

From [5, 9] we can deduce a more fixed estimation. The authors deal with Blu-
etooth networks which bear a lot of similarities to WSNs regarding communica-
tion capabilities. According to their work it is safe to assume, that a diameter of a 
random graph equals √|V |. Form available literature we can assume that a WSN 
consists of no more 10.000 nodes. It means, that that we need to store 100 nodes 
in the Bloom filter.  
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Table 3 Correlation between the amount of hash functions and the size of the Bloom filter 

 
 

 

Fig. 4 WSN simulation with Bloom filter applied 
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In order to achieve the probability of 0.943% that a false positive will occur for 
100 identifiers stored in the BF we need to use 5 hashing functions and a BF array 
ten times the number of elements to store. So it is sufficient to send additional 
1000 bits in a routing update to achieve a 99.043% loop-free topology. 

From the size of the IEEE 802.15.4 frame it would seem that the BF fits inside 
a single frame, but it is actually 125 bytes long and the frame carries a maximum 
122 bytes of data. Additional analysis of the correlation between the number of 
hash functions and BF size shows, that by using 7 hash functions the size of BF 
may be decreased to 960 bits while still achieving 0.999% probability that a false 
positive occurs (Table 3). 960 bit fit inside a single 802.15.4 frame, so it is suffi-
cient to send a single frame more to achieve a 99% loop-free topology in WSNs. 

The Lifespan-Aware Routing algorithm was implemented in a custom made 
WSN simulator with the Bloom filters added to the network updates. Random 
topologies of the size 11x11 were conducted 100 times, no occurrence whatsoever 
of the count-to-infinity was discovered (Fig. 4) 

4 Summary 

The count-to-infinity problem was studied in this paper. A probabilistic solution 
was proposed. The main idea of the solution is to add to the routing update of a 
distributed distance-vector algorithm a Bloom filter containing all the nodes which 
the update traversed. The solution was evaluated for use in Wireless Sensor  
Networks and implemented in Lifespan-Aware Routing algorithm. Additional 
research into the frame standard and Bloom filter size allowed for making the 
statement, that an additional frame per routing update secures a 99% loop-free 
network topology in the case of the IEEE802.15.4 communication standard. The 
conducted simulation experiments show the feasibility of this solution in practice 
use in Wireless Sensor Networks. 
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Abstract. Mutation testing tasks are expensive in time and resources. Different 
cost reduction methods were developed to cope with this problem. In this chapter 
experimental evaluation of mutation clustering is presented. The approach was 
applied for object-oriented and standard mutation testing of C# programs. The 
quality metric was used to compare different solutions. It calculates a tradeoff 
between mutations score accuracy and mutation costs in terms of number of mu-
tants and number of tests. The results show a substantive decrease in number of 
mutants and tests while suffering a small decline of mutation score accuracy. 
However the outcome is not superior to other cost reduction methods, as selective 
mutation or mutant sampling.  

1 Introduction 

In mutation testing many faulty versions (so-called mutants) of a program under 
test are generated by application of mutation operators. If any test from a given 
test set detects an abnormal behavior of a mutant, the mutant is set to be killed. 
The ability of a test set to reveal faults specified by mutation operators is named 
mutation score (MS) and measured as a ratio of the number of killed mutants over 
the number of all non-equivalent mutants. An equivalent mutant generates the 
same outcomes as the original program and cannot be killed by any test. Mutation 
operators define various kinds of faults. Standard operators deal with expressions 
and structural features common to all general purpose programming languages, 
whereas object-oriented (OO) operators with flaws specific to OO languages [1]. 

An important obstacle of mutation testing approach is the computational ex-
pense. For one program many mutants can be generated and one mutant is run 
with many test cases. Several cost reduction techniques to mutation testing were 
proposed based on “do smarter”, “do faster” or “do fewer” approaches [1,2]. The 
mutation clustering belongs to a “do fewer” method that tries to execute fewer 
mutants against fewer test cases.  

In mutation clustering a set of mutants is divided into disjoint subsets, so-called 
groups, based on the ability of tests to kill these mutants. Various groups of mu-
tants can be killed by the same, or similar, subsets of tests. In the further testing 
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process, only one mutant representing a group is applied instead of all mutants 
from the group. Division of mutants can be realized using one of the clustering 
algorithms, such as agglomerative hierarchical or K-means clustering [3, 4] or by 
static domain analysis [5]. 

The analysis on mutation clustering was performed on C programs using stan-
dard mutation operators [3], and on an exemplary, simple Java program [5]. It was 
not shown how the approach will scale up for bigger-size and practically used 
programs. Another open question was whether the clustering method can give 
benefits to the object-oriented mutation testing, as according to the author’s expe-
rience [6,7] the object-oriented mutation evaluates with different characteristics 
than mutation with standard operators. Mutation testing of C# programs is sup-
ported by the CREAM tool [6,8,9]. In order to effectively perform experiments on 
various cost reduction methods, an extension to CREAM was implemented [7,10]. 

The aim of the research presented in this chapter is examination whether the 
clustering method is worthwhile in mutation testing of C# programs, both in terms 
of standard and object-oriented operators. The tradeoff between the quality of 
mutation testing result (MS) and its cost (number of mutants and tests) is quantita-
tively evaluated with assessment of an original, tool supported metric [7]. 

The reminder of this chapter is organized as follows. Next Section describes re-
lated work. In Section 3 the main methodological issues are discussed. The expe-
rimental set-up is presented in Section 4. Section 5 gives experiment results and 
their analysis. Finally, Section 6 concludes the work.  

2 Related Work 

Promising results of mutation clustering with standard operators and C programs 
were presented in [3]. They showed, for example, that using a substantially 
reduced number of mutants (13%) and of tests (8%) we can obtain almost the 
same mutation score, i.e. 99%. In experiments with C# programs so good results 
were obtained neither with standard nor with OO operators. 

Experiments in [3] focus on the assessment of potential clustering benefits, si-
milarly as in this chapter. Therefore clustering was based on results of runs of  
all mutants against all test cases. Ji at al. proposed a practical approach in which 
clustering is based on static domain analysis [5]. The experiment proved that the 
method is applicable and dealt with a small Java program giving the encouraging 
results (e.g. 25% mutants with 62% tests gave 94% of mutation score). 

The mostly studied “do fewer” method was selective mutation [11-14], in 
which only subset of mutation operators is used. Five standard operators were 
recognized as selective in experiments with Fortran programs [11]. The research 
on OO mutation was neither so promising nor so conclusive [7,14]. A method of 
mutant sampling, based on random selection of mutants, gave good results (10% 
of mutants with 16% loss of MS accuracy) for standard mutation in Fortran [15]. 
Sampling according to different criteria was studied in [10] for C# programs. 
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There are several tools for mutation testing of Java programs, but the only tools 
that support mutation testing of C# programs with some standard and  OO opera-
tors are those implemented under the author’s supervision: CREAM [6,8,9] and 
the prototype ILMutator [16]. The latter injects faults directly into Intermediate 
Language of .NET and therefore speeds up mutant generation. However the cost 
of test execution remains the same as using CREAM. 

3 Methodology 

In experiments discussed in this chapter the agglomerative clustering algorithm 
was applied [4]. Below its general idea is presented. Next, the experiment scenario 
and quality metric are discussed.  

3.1 Clustering Algorithm 

A clustering algorithm returns the division of mutants for a given set of mutants M 
and a set of test T that kill the mutants. The algorithm is characterized by a thre-
shold parameter K reflecting a similarity of mutant groups. Two groups are similar 
with K degree, if the number of tests that kill at least one mutant from one group 
and kill none mutant from the second group is equal to K. 

The general idea of the algorithm can be described in following steps: 

1) First, for each mutant from the set M, a mutant group is initialized. Therefore 
there are |M| groups of one element, where |X| denotes cardinality of set X. 

2) A temporary group similarity value is set to 0 (i = 0). 
3) All pairs of current groups are compared. Two groups are merged if the similar-

ity of the groups is less then the temporary group similarity value (i). If there 
are no more pairs of groups to be merged we go to the next step. 

4) The algorithm stops if the current group similarity value reaches the algorithm 
threshold (i = K). Otherwise, the temporary similarity value is incremented 
(i++) and the algorithm is continued with the step 3. 

For example, given a set of mutants M = {m1, m2, m3, m4} killed by the test sets 
{t1,t2}, {t1,t2}, {t1}, {t2,t3} accordingly, and the parameter K=1, we obtain the 
following two groups of mutants {m1, m2, m3} and {m4}. The first group is killed 
by the test set {t1, t2}, whereas the second group is killed by tests {t2, t3}. 

3.2 Experimental Scenario on Mutation Clustering 

In experiments on cost reduction methods we answer a question how a reduced 
number of mutants is able to assess the test quality (MS) in comparison to all  
mutants that could be generated. Moreover we look for minimal test sets that 
could be as effective in revealing faults as the reference test set. The experiments 
on mutation clustering were designed according to the following scenario:   
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A) Using a given set of mutation operators, all first order mutants of a program 
under test are generated (mutant set MAll). 

B) All mutants from MAll are run against all tests from a considered set TAll. The 
resulting mutant execution matrix states for each pair <mutant m, test t> 
whether the mutant m is killed by the test t or not.  

C) A parameter K of the clustering algorithm is selected. Disjoint mutant groups 
are determined by the clustering algorithm for given mutants MAll, test set 
TAll, and parameter K.  

C1) A subset of mutants MC1 ⊆  MAll is created by selection of one representative 
mutant from each mutant group. Mutation score MSC1max= MS (MC1, TAll) is 
calculated assuming that mutants from this subset were tested by all tests. 

C2) In order to optimize a test set, a collection L of test subsets of TAll is created. 
Any test set in L has a minimal number of tests and gives the mutation score 
equal to MSC1max (from step C1). Tests sets meeting those requirements can 
be generated using prime implicant of a monotonous Boolean function [17]. 
The collection L includes either all test sets of this kind, or a limited number 
TestSetLimit of such sets. The value of TestSetLimit is a parameter of an ex-
periment. 

C3) For any test set included in L a mutation score is calculated as if all mutants 
from MAll were tested by the test set.  

C4) The average mutation score MSavg is calculated from the results of step C3.  

Investigating an impact of the clustering threshold on the mutation results, we can 
repeat steps C(C1-C4) for different values of K. Next the final statistics and quali-
ty metrics are calculated. 

3.3 Quality Metric 

The primary metric used for evaluating results on mutation testing process is the 
mutation score (MS). The original mutation score MSorig= MS (MAll, TAll) is 
calculated using execution results of all mutants from set MAll and all tests from set 
TAll.. If a reduced number of mutants (Mi ⊆  MAll) and/or a reduced number of tests 
(Ti ⊆ TAll) are taken into account, the mutation score can be less accurate that the 
original one. In order to estimate the mutation testing approach not only in terms 
of the mutation score accuracy but also the cost factors, the quality metrics were 
proposed [7]. Using the metrics it is possible to compare results of different 
programs and different experiments, as it is based on a normalization function and 
takes therefore values from 0 to 1. 

The quality metric EQ applied in the analysis of mutant clustering is a weighted 
sum of three components (Eq. 1)  

))(*)(*)(*(),,( MMTTMSMSMTMS ZIWZIWSIWIWWWEQ ++=   (1) 

The metric is based on three dependent variables that assess a decline of mutation 
score accuracy (SMS), a reduced number of tests required to kill mutants (ZT), and a 
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reduced number of mutants (ZM). Contributions of these factors to the metric are 
calibrated by weight coefficients WMS, WT, WM, which sum must be equal to 1. 
I() denotes a normalization function. The normalization is performed for all results 
in an experiment. Detailed formulae of the variable computation are given in [7], 
where the quality metric was applied for quality evaluation of selective mutation.  

4 Experimental Set-Up  

The mutation testing process discussed in this chapter dealt with first order 
mutation - a mutant is created by introducing one fault specified by one mutation 
operator in a program under test, and strong mutation - a mutant is recognized to 
be killed if a result of at least one test differs from the result of the original 
program. 

Three widely used, open-source programs related to different domains and var-
ious authors were used in the experimental study. The basic statistics of the pro-
grams are given in Table 1. The tests associated with the first project - Enterprise 
Logging were unit tests designed and run with MSTest, a part of the Microsoft 
Visual Studio, whereas tests of Castle and Mono-Gendarme were NUnit tests. 

Table 1 Subject programs and their statistics 

No Program 
LOC Classes & Interfaces 

with tests without tests with tests without tests 

1 Enterprise Logging 
http://entlib.codeplex.com 

87552 57885 991 587 

2 Castle http://www.castleproject.org 54496 41288 724 493 

3 Mono-Gendarme  

http://www.mono-project.com/Gendarme 

51228 25692 907 171 

 Sum 193276 124865 2622 1251 

 
The experiments were carried out with the CREAM (CREAtor of Mutants) tool 

a mutation system for C# programs mutated at the syntax tree level [6,8,9]. It is 
the most mature mutation system of C# applications. The latest version of the tool 
was extended with a wizard in order to efficiently perform experimental study on 
cost reduction techniques. The extension assists in creating mutants, executing 
tests, and evaluating test results in respect to three methods: mutation operator 
selection, mutant sampling and mutation clustering. 

The experimental scenario from Sec. 3.2 and the whole analysis were pre-
formed independently for two sets of mutation operators: 18 object-oriented and 8 
standard ones implemented in CREAM v3 [7]. The standard operators cover the 
five operators distinguished to be selective [11].  
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5 Experiment Results and Quality Analysis 

The basic mutation testing results of subject programs are summarized in  
Table 2.  

The first row includes numbers of mutants referring only to the covered code. 
The programs were covered by their unit tests in 82%, 77% and 87% respectively. 
None of the mutants generated for uncovered code were killed. Therefore in the 
calculations of the mutation score only the covered code was taken into account. 

For each program, mutants were run against all tests TAll associated with the 
program. The numbers of killed mutants are given in the second row. 

Some generated mutants can be equivalent. Equivalent mutants were manually 
detected by analyzing mutants generated by selected operators (with the highest 
number of not killed mutants and those easily to be analyzed). The numbers of 
recognized equivalent mutants are listed in the third row. However, some equiva-
lent mutants could remain undetected. Covered and not recognized as equivalent 
mutants were counted as a set of all mutants MAll generated by either OO or stan-
dard operators, respectively. Basing of this data the original mutation score MSorig 
was calculated. It is given in the last row and will be counted as a reference value.  

Table 2 Mutation results - number of mutants generated, killed, equivalent and mutation 
score 

 
1. Enterprise Logging 2.Castle 3. Mono-Gendarme 

O-O Standard O-O Standard O-O Standard 

Generated covered mutants  1341 1683 1208 2379 998 4153 

Killed mutants 558 1151 701 1611 478 3009 

Equivalent mutants 438 60 143 60 143 79 

Mutation Score (MSorig) [%] 61,79% 70,92% 65,82% 69,56% 55,91% 73,86% 

 
The test results of all mutants were used in further steps C(C1-C4) of the mutation 
clustering scenario (Sec. 3.2) performed under the following assumptions:  

- the clustering parameter K varied from 0 to 19, 
- TestSetLimit - the number of minimal test sets in collection L was set to 15. 

Average mutation score (step C4) calculated for different values of the parameter 
K=1..19 is shown in Table 3. This value reflects an average mutation result that 
could be obtained if we used not all mutants but only its subset - representatives of 
groups determined with a given K parameter. In general, higher values of K result 
in the drop of mutation score, although the functions are not strictly monotonous. 
This effect is caused by selection of one mutant representing a group. 

If no clustering is made (K=0), the values are slightly higher than for clustering 
with K=1 and equal to the reference values MSorig given in Table 2.  
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Table 3 Average Mutation Score in dependence on the clustering parameter K in [%] 

Clustering 
parameter 

1. Enterprise Logging 2.Castle 3. Mono-Gendarme 

O-O Standard O-O Standard O-O Standard 

1 61.03% 70.18% 63.89% 67.43% 53.57% 69.43% 

2 52.88% 63.96% 54.82% 65.20% 43.76% 65.33% 

3 49.45% 62.27% 53.08% 63.04% 40.67% 60.82% 

4 40.76% 59.79% 46.57% 61.52% 34.39% 54.97% 

5 44.30% 59.12% 46.95% 59.27% 34.63% 55.48% 

6 38.29% 49.39% 44.30% 59.47% 34.12% 49.40% 

7 36.30% 45.48% 42.00% 54.25% 35.00% 46.14% 

8 33.92% 44.85% 39.23% 53.88% 31.44% 47.09% 

9 30.34% 43.61% 40.72% 55.98% 29.70% 45.77% 

10 33.04% 42.98% 37.86% 56.70% 28.60% 42.97% 

11 26.22% 37.56% 38.34% 54.21% 24.35% 44.43% 

12 30.74% 41.94% 37.50% 53.10% 23.87% 40.88% 

13 27.98% 43.77% 37.61% 50.47% 22.30% 39.29% 

14 27.80% 34.36% 36.46% 54.42% 26.23% 36.03% 

15 28.45% 29.64% 34.79% 48.46% 22.13% 35.72% 

16 25.24% 42.82% 36.16% 52.99% 19.42% 35.20% 

17 26.01% 39.02% 33.55% 51.76% 20.88% 33.89% 

18 28.52% 28.43% 37.06% 51.16% 19.56% 33.71% 

19 24.02% 30.04% 33.15% 47.57% 20.16% 33.88% 

 
Quality analysis was aimed at assessing a tradeoff between the decline of muta-

tion score (visible in Table 3) and a possible cost reduction counted in terms  
of mutant and test number. Based on experiment results, the quality metric EQ 
(Sec. 3.3) was calculated for different values of the clustering parameter. Table 4 
comprises quality values calculated assuming the weight coefficients WMS, WT , 
WM equal to 0.6, 0.2, 0.2 accordingly, i.e. the mutation score accuracy amounts to 
60% in the quality measure whereas efficiency factors to 40% (20% for the  
number of mutants and 20% for the number of tests). The clustering parameter  
K varies from 0 to 7, as the mutation score was too inaccurate for the higher  
thresholds.  

For OO operators, the best quality of projects 1 and 2 was reached for the clus-
tering parameter K=1. This means that mutants in a cluster are killed by test sets 
including only one different test case. The OO quality of 3rd project was the high-
est with no clustering, although the quality for K=1 was also close to 1.  
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Table 4 Quality Metrics EQ in dependence of the clustering parameter K 

Clustering 
parameter 

1. Enterprise Logging 2.Castle 3. Mono-Gendarme 

O-O Standard O-O Standard O-O Standard 

0 0.89 0.73 0.94.  0.89 1.00 0.75 

1 1.00 1.00 1.00  0.93 0.97 0.86 

2 0.98 0.90 0.73 1.00 0.79 1.00 

3 0.82 0.91 0.71 0.87 0.65 0.86 

4 0.52 0.98 0.49 0.91 0.47 0.73 

5 0.87 0.98 0.55 0.72 0.51 0.80 

6 0.51 0.63 0.41 0.84 0.59 0.55 

7 0.47 0.47 0.31 0.32 0.67 0.43 

 
Quality metric for standard operators applied to projects 2 and 3 reached max-

imum when K=2. In case of project 1, the maximum is when K equals 1, but other 
values (K=2,3,4,5) gave also good results (above 0.9). It should be noted that for 
higher values of the parameter (K=3,…7) the results of standard operators were in 
the most cases significantly better (0.1-0.3 higher) than the OO results  

While generalizing results, the potential data (mutation score, number of mu-
tants and number of required tests) are compared with the original values without 
clustering (Table 5). The clustering parameter was assumed to be 1 for OO opera-
tors and 2 for standard ones. Results for OO operators averaged for all projects 
showed that while using 32% of all mutants and 17% of tests, we could obtain 
97% of the original mutation score. For standard operators the results of 19% of 
mutants and 22% of tests could give MS with 91% of the original accuracy.  

Table 5 Clustering results for OO and standard mutation  

Program 
 Object-oriented (cluster K = 1) Standard (cluster K = 2) 

Mutation 
Score [%] 

Mutant 
number 

Test 
number 

Mutation 
Score [%] 

Mutant 
number 

Test 
number 

1.Enterprise 
Logging  

Original 61.79% 903 1148 70.92% 1623 1148 

Cluster. 61.03% 295 139 63.96% 221 110 

2. Castle  
Original 65.82% 1065 642 69.56% 2316 642 

Cluster. 63.89% 333 154 65.20% 681 145 

3. Mono-
Gendarme  

Original 55.91% 855 899 73.86% 4074 899 

Cluster. 53.57% 282 140 65.33% 545 312 

Average change [%] 97.2 % 32.3% 17.2% 90.8% 18.8% 22.3% 

 
Time of mutation testing should be decreased when the reduced number of mu-

tants and tests are applied. Effective times of mutant generation and test execution 
are given in Table 6 and compared with times necessary to generate all mutants  
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Table 6 Times of mutant generation (including compilation) and of test execution 
[h:min:sec] 

 

Program 

Object-oriented (cluster K = 1) Standard (cluster K = 2) 

Mut. gener. 
time Test exec. time 

Mut. gener. 
time 

Test exec. 
time 

1 All 06:26:11.2 06:32:36.6 07:22:44.2 11:45:39.2 

1 Cluster. 02:07:34.0 00:20:24.0 01:01:44.0 00:07:58.7 

2 All 05:37:43.9 07:14:14.2 10:36:59.7 15:44:18.9 

2 Cluster. 01:50:54.0 00:56:05.6 01:49:21.0 01:27:42.8 

3 All 03:49:32.0 02:02:28.7 13:53:38.9 09:43:36.0 

3 Cluster. 01:05:49.0 00:12:45.4 01:54:29.0 00:24:52.2 

 
and execute all mutants with all tests. On average, time of generating a reduced 
number of mutants took about 30% and 15% of the original time, and time of 
execution of all test 9% and 5%, for OO and standard mutants respectively. 

The programs were quite complex and widely used; however, conclusion valid-
ity of experiments is limited due to a small number of programs (three). All pro-
grams were of open-source origin that could object external validity.  

Mutation score measured with test sets distributed with the projects was low. 
To alleviate this threat to construct validity additional tests were designed, but the 
results were still below 100%. Construct validity can also be influenced by metrics 
and parameter selection. Therefore the analysis was performed for a wide range of 
K parameter. It also was repeated for another set of weight coefficients: WMS, WT , 
WM equal to 0.8, 0.1, 0.1. In this case mutation score accuracy was more important 
(0.8) and the quality was maximal when K=0 for both OO and standard operators. 

6 Conclusions 

It was shown, that potential profits of mutation clustering for C# programs could 
be considerable. While using only 32% or 19% of all mutants and 18% or 22% of 
tests, the mutation score could be of 97% or 91% close to the original one, for OO 
and standard mutation operators respectively. In comparison, analogous results for 
mutant sampling were about 33%, 30% of mutants, 10%, 15% of tests resulting in 
85% and 93% of mutation score accuracy [10]. Another method for reduction of 
mutant and test number - selective mutation gave better accuracy but with a 
smaller decline of mutant number and analogous number of tests [7]. 

However, mutation clustering is more difficult to be implemented than selective 
mutation or mutant sampling, because we generate unnecessary mutants. In a 
practical approach to clustering, applying statically domain analysis [5], all  
mutants should be generated but we could benefit from reduced number of test 
runs with a reduced number of mutants. Concluding, if the potential lowering of 
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mutation testing complexity and accuracy of mutation results are comparable it 
would be worthwhile implement methods that are easier to be generalize.  

Combining those methods with other approaches to cost reduction, e.g. omit-
ting of redundant mutants [18] or test prioritization [19], remains an open issue. 

Acknowledgments. I am very thankful to my student M. Rudnik for extending the 
CREAM tool and performing mutation testing experiments. 
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Abstract. We present an architecture and an algorithm for Byzantine fault-tolerant 
state machine replication. Our algorithm explores the advantages of virtualization 
to reliably detect and tolerate faulty replicas, allowing the transformation of By-
zantine faults into omission faults. Our approach reduces the total number of phys-
ical replicas from 3f+1 to 2f+1. Our approach is based on the concept of twin 
virtual machines, where there are two virtual machines in each physical host, each 
one acting as a failure detector of its twin. 

1 Introduction 

More and more, computing systems are being used in critical systems and have to 
operate correctly even under the presence of faults. These faults can be accidental, 
like crash faults, or arbitrary, called Byzantine [1]. Thus, to ensure that these sys-
tems remain available under fault conditions, it is necessary to develop Byzantine 
fault-tolerant (BFT) mechanisms. One of the most used architecture is the State 
Machine Replication (SMR)[2], using deterministic state machines to offers a 
replicated service. Many BFT SMR-based approaches were developed (e.g. [3], 
[4], [5]). Among these, the PBFT [3] is often considered to be a baseline, being 
the first practical BFT algorithm and having most of later approaches derived from 
it. 

Another technique consists of using unreliable failure detectors [6]. Despite of 
supporting at first just crash faults, some proposals were able to extend the idea to 
support Byzantine faults [7][8]. These fault detectors help the system giving some 
hints about replicas appearing to be faulty.  

The virtualization can also be considered a Byzantine fault-tolerant technique, 
because it introduces an isolation level between the virtual machines. Several ap-
proaches use virtualization to protect some components from others’ failure (or 
intrusion) [9], [10]. Virtualization techniques are widely accepted by industry, and 
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are largely used, e.g., by cloud computing services as Amazon Web Services and 
Windows Azure. 

The PBFT and many other BFT SMR-based algorithms have a high implemen-
tation cost having normally the resiliency of n ≥ 3f + 1, i.e., need n > 3f replicas to 
tolerate f faulty replicas. To diminish this cost, some approaches emerged using a 
trusted component to limit the behavior of faulty replicas using only n ≥ 2f +1 
replicas [11], [12], [13]. Other approaches were proposed running only f + 1 repli-
cas, but keeping more 2f replicas waiting in a paused state without consuming any 
CPU time until it is activation [14]. 

We present a new efficient BFT SMR-based architecture based on virtualiza-
tion, called TwinBFT. We reduced the number of required physical machines n 
from n ≥ 3f +1 to n ≥ 2f +1 to tolerate f faults. Furthermore, we reduced the num-
ber of communication steps in the normal case from 5 (in PBFT) to 3, without the 
client participation in the agreement. To our knowledge, this is the first algorithm 
with this number of steps without using a speculative approach [5], [13], involving 
the participation of the client in the agreement. 

The proposed approach consists of use a set of twin virtual machines, executing 
the same application service in each one of the N ≥ 2f+1 physical replicas. We use 
a set with only two virtual machines. Every virtual machine executes the same 
service, and each set acts as a replica of the state machine replication. The main 
idea is to use each virtual machine as a failure detector to its twin: upon sending a 
request to a pair of twin virtual machines, both must provide the same answer, 
otherwise the whole physical machine hosting the twins is considered faulty and 
the messages sent by this replica are ignored by the others. This way, each set of 
twin virtual machines will either act correctly or omit messages. This omission, 
however, are tolerated by the state machine replication. A crash fault too, is a kind 
of omission and, therefore, is also tolerated. 

The proposed architecture do not intends to offer the ideal solution too all the 
cases. The use of virtual machines is suitable to companies opened to this kind of 
technology, as cloud computing companies. It is also recommended when you do 
not have trusted components or cannot wait for the activation of sleeping replicas 
in the case of failure. In these cases, an efficient BFT SMR with only 2f+1 physi-
cal replicas (4f +2 virtual machines) using virtualization may be suitable. 

In Section 2, we give an overview of some related work showing the state of 
the art. Then, Section 3 describes our system model and assumptions. A detailed 
explanation of the algorithm is given in Section 4. Following, the Section 5 
presents an evaluation of algorithm and the Section 6 summarize our conclusions. 

2 Related Work 

Several works were proposed recently in BFT to produce Byzantine fault-tolerant 
services based on SMR. Being the first practical approach for BFT protocols, 
PBFT is one of the most successful SMR protocol [3]. Although being practical, 
the cost for implementing PBFT is quite high, requiring at least 4 replicas (3f+1 to 
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f = 1) and 5 communication steps. Thus, numerous approaches derive from it with 
two goals: reduce the number of required replicas and improve the performance. 

Many works offered an alternative to improve the resiliency of PBFT reducing 
the number of replicas. Yin et al. introduces an architecture separating the service 
in two distinct layers, one responsible for agreement with 3f+1 replicas and anoth-
er one executing the requests with only 2f + 1 replicas [4]. While still need 3f + 1 
replicas, the execution replicas are likely to be much more expensive than agree-
ment replicas. 

Correia et al. presented the first solution to execute a BFT SMR with only 2f + 
1 replicas, using a trusted distributed component [11]. After this, another work 
showed the first algorithm of it is kind based in a trusted local component using 
the abstraction of attested append-only memory [12]. Veronese et al. [13] pro-
posed two algorithms using a trusted component, which supply unique identifiers 
for each message. The first one, MinBFT, reduced the number of necessary repli-
cas to 2f + 1 and the number of communication steps to 4. The second, a specula-
tive version called MinZyzzyva, reduced the communication steps even further, to 
3, keeping the number of replicas in 2f + 1. 

In another approach, Stumm et al. [15] takes advantage of virtualization tech-
niques to reduce the number of required replicas to 2f +1 since the VMM provides 
a secure communication between the replicas. This approach, however, require all 
replicas running on the same physical host and, therefore, do not tolerates crash 
faults on the physical machine, unlike this paper. 

Another work, also based on the idea of two replicas watching each other, is 
presented in [16] using a signal-on-fail approach. This approach needs 4f+2 phys-
ical machines and requires a synchronous and trusted communication between 
each pair of replicas, which is a difficult assumption to be guaranteed in practice. 
In this same line of thought Inayat and Ezhilchevan presented an optimist multi-
cast BFT protocol with total order based on the signal-on-fail approach. The au-
thors showed that in a normal execution, it is likely to have better performance 
than other BFT approaches [17]. 

Several other works presented solutions to improve the performance of PBFT. 
Kotla et al. presented Zyzzyva, an algorithm able to reduce the number of com-
munication steps in the absence of faults [5]. Instead of trying to reach an agree-
ment before sending the reply to the client, the service replies speculatively. The 
service needs to execute the request again and reach an agreement only if the rep-
lies received by the client differ from each other. This approach takes advantage of 
most cases of the execution is free of failure but requires the ability to revert oper-
ations to ensure consistency in case of failures. 

As stated in the Introduction, this paper explores another point of the design 
space using virtualization to deploy a BFT state machine replication with only 2f 
+ 1 physical replicas (and 4f+2 virtual machines) and only 3 communication steps 
in the normal case of execution. 

Several works use virtualization to isolate components of software. Two of the 
first use virtualization to protect the intrusion detector from the intruders [10],  
and a more recent one uses the same idea to protect a honeypot monitor [9].  
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Nevertheless, the hypervisor security is mandatory to obtain isolation and some 
works studied how to improve this security. Murray et al. proposed dissociates the 
virtualization system as a solution to lower the trusted computing base of the sys-
tem [18]. The NoHype goes further removing the hypervisor of the way and ex-
ecuting the virtual machines natively [19]. The HyperSafe uses another approach: 
protects the hypervisor detecting attacks that modify the control flux, as buffer 
overflows [20]. 

3 System Model 

The architecture of the system is presented in Figure 1. The system is composed 
by a set of n physical machines (e.g. host) H = {h1, h2, . . . , hn} where n ≥ 2f + 1 
and f is the maximum number of faulty physical machines at any time. Each host 
of the Figure 1 contains a VMM (Virtual Machine Manager) with two virtual 
machines, called twins virtual machines, running one process each. Both servers 
{si, si'} execute the same service (with different versions because of software di-
versity), and communicate between each other to validate each message before 
send to other processes. 

 

Fig. 1 TwinBFT - Twin virtual machines architecture 

We assume at most f virtual machines acting Byzantine, but no more than 1 is 
faulty in the same physical host. When a virtual machine is arbitrarily faulty, the 
validation mechanism transforms this fault to an omission fault. Therefore, we 
assume up to f physical hosts can be faulty by crash or omission, accidentally or 
due to a failure in one of it is virtual machines. To substantiate the f faults limit we 
have to relay in software diversity techniques, i.e., different implementations of 
the process at each replica in a physical host [21], [22]. This diversity reduces the 
chance of more than one virtual machine at the same physical host being attacked 
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simultaneously. We assume the virtualization provides isolation between the vir-
tual machines and the VMM / Hypervisor.  

No assumptions are made about the time needed to compute a request. The 
communication between different VMs inside the same host is made through a 
shared memory space, called postbox. The processes at different hosts communi-
cate through the local network, by message passing only. This local network can 
fail to deliver messages, delay, or duplicate messages. 

Each host can assume two different roles: (1) primary host, which is responsi-
ble for defining the order for executing the client requests; and (2) backup host, 
which executes the requests following the order proposed by the primary. Within a 
primary host, a process can assume two possible roles: (1) leader, which is respon-
sible for assign the sequence number for client’s requests; and (2) follower, which 
executes the requests following the order defined. All the processes within backup 
hosts are considered followers. The primary host hi are defined by i = v mod |S| 
where v is the current view. The primary leader process within a server is, by  
definition, si. 

We use cryptographic techniques to authenticate messages and ensure authen-
ticity of messages [24]. Each pair of processes share among each other a secret 
key used to generate a MAC (Message Authentication Code) vector [3] with a 
valid signature for each process. 

We assume each physical machine with only two virtual machines (VMs) 
where, for a given input, the replies supplied by both should be the same to the 
physical machine to not be considered faulty.  

4 Algorithm 

The service in our algorithm is modeled as a state machine replication, distributed 
across the service nodes. The replicas move through a succession of configura-
tions called views. In each view, we have one primary replica, which is responsi-
ble for defining the message order, and forward the request to all service replicas. 
As stated by [2], the state machine must be deterministic, and all replicas must 
start in the same state, otherwise the safety cannot be guaranteed. 

In this section we will discuss our proposal of transformation through a well-
known approach. In this sense, we present an adaptation of PBFT protocol [23] to 
our proposed model. In each view, only one replica sj is the primary (or leader), 
which is responsible for defining the message order and forward the request to all 
service replicas. If a message sent by any replica is signed by both VMs in a host 
we assume this message as correct, since we assume that only one VM can fail at 
the same time in the same host. 
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4.1 Properties 

As a state machine replication, our algorithm must ensure the following properties 
to provide a correct service: 

 
• Total Order (safety): a request is executed sequentially and at the same order 

on every replica, i.e. despite replication, the operations are atomically executed 
in order and the system behaves as a centralized one; 

• Termination (liveness): a request issued by a client eventually complete,  
regardless of failure. 

 
Our algorithm provides both safety and liveness, assuming that no more than f = 
(n - 1)/2 hosts are faulty and there is at least one correct process s in each host. To 
ensure that all replicas will execute the requests in the same order, all the replicas 
follow the order defined by the leader and the leader can be assumed correct if 
both processes at the primary host sign the order proposed by the leader. Our pro-
tocol ensures safety regardless of timing but to ensures liveness we need to make 
some assumptions about synchrony and message loss. 

To ensure that all replicas execute the same requests in the same order, all rep-
licas follow the order defined by primary leader. A consensus algorithm is not 
necessary because we can trust the order defined by the primary leader, provided 
that our previous assumptions are not violated. This is because after the primary 
leader defines the order, this order will not be accepted by the other replicas with-
out the agreement of both processes in primary host. 

4.2 Description of Algorithms 

In this section, we will discuss our algorithms in detail. First, we show in Figure 2 
a diagram-based view of our main algorithm, to make easy to understand it. This 
architecture assumes f = 1, where three hosts are required, each one with two 
VMs. Each pair of VMs inside the same host communicates between each other 
through a trusted FIFO channel called postbox. The postbox can be faster than the 
network by using a shared memory abstraction provided by the VMM. 

The algorithm works basically as follows: 
 

1. Client issues a request to both VMs in primary host; 
2. The primary leader si define a sequence number and post an “ORDER” mes-

sage on postbox; 
3. The primary follower si' reads the message from postbox, gets the sequence 

number and posts on postbox an “ORDER” message with the sequence num-
ber received; 

4. Both VMs sign the “ORDER” read from twin and send to backup replicas; 
5. As soon as each VM inside a backup replica receive the message “ORDER”, 

they execute the operation, and post a signed “REPLY” on the postbox; 
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6. When a VM reads a “REPLY”, it compares with the one computed locally 
and if all fields matches, attaches its own signature to the message and send to 
client; 

7. If the client receives at least f + 1 correctly signed (by both twin VMs) replies 
from distinct physical replicas, it accepts the result. 

 

 

Fig. 2 Algorithm’s steps sequence in normal case operation with f = 1 

In a normal execution, a client sends a request to the service and waits until rece-
ives at least f + 1 valid replies from distinct replicas. The request message has the 
form <REQUEST, c, seq, opi>σc where c is the client id, seq is a request id on a 
client, and op is the operation to be executed on the service. If the client does not 
receive f + 1 messages soon enough, it multicast the request to all replicas. 

4.3 Normal Case Operation 

The algorithm, at normal case operation, running in each one of the replicas has 
two concurrent tasks. The Task 1 is responsible for reading the messages received 
through network. Task 2 is responsible for reading the messages from postbox, 
posted by its twin. The state of each process is composed by the state of the ser-
vice, a message buffer and the current view. This state is shared among the tasks. 

When any of processes {si, si'} in primary host receives a request from client, si 
generates a new sequence number n and create a message <<ORDER, si, v, n, 
dm>σpi>, m> where v is the current view number, and dm is the digest of message 
m. As soon as si' reads the si “ORDER” message from the postbox and have the 
“REQUEST” message in the message buffer, it gets the sequence number pro-
posed by si, creates an “ORDER” message and posts on the postbox. When each 
one reads an “ORDER” message from postbox, it verifies if all parameters corres-
pond to the ones computed locally and, if yes, add it is own signature to the twin 
message and multicast to backup replicas. 

To any “ORDER" message received, the replicas will consider it valid if: 
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• Message is correctly signed, i.e., if received from network both twin VM ma-
chines on the replica must sign it, and if received from postbox, its own twin 
machine must sign it; 

• The view in the message is the current view; 
• Has not accepted another “ORDER” message with the same sequence number 

for a different request. 
• The sequence number is between a low and high water marks h and H (in prac-

tice, if this verification is made when the primary follower reads the “ORDER” 
message from postbox, a backup replica will never receive a message outside 
these water marks). 

Upon the receiving of “ORDER” message by both twin processes on a physical 
host, each one of {si, si'} verifies if the message is valid and, if yes, it executes the 
operation and create a message <REPLY, si, v, seq, c, res>σpi where res is the re-
sult of executing the operation, and posts on the postbox. Once the “REPLY” has 
been read from the postbox, it compares each parameter of the message and, if all 
parameters are identical to the ones locally computed then sign the message gen-
erated by its twin and send to client. 

When the client receives a “REPLY” it accepts as a valid message if the  
following conditions are true: 

• Is signed by both processes {si, si'} on sender host; 
• It has not accepted yet a valid message from any of the twin processes on the 

sender host. 

The client waits until have received at least f + 1 valid messages from the replicas 
to accept the result. If it could not receive these messages, soon enough, it multi-
cast the “REQUEST” to all replicas. 

5 Analytic Evaluation 

In Table 1 we can see a comparison between our approach and state-of-the-art 
BFT algorithms in the literature. All numbers considers only gracious executions. 
The benefits of using a twin machines approach are visible on the number of repli-
cas and communication steps. While our approach has the lowest number of repli-
cas, along with [11], [12], [13], it has the same number of communication steps of 
the speculative algorithms [5], [13] even in case of faults, this is an interesting 
achievement. Speculative algorithms, however, require more communication steps 
in case of faults, additionally involving the client in the protocol, leaving behind 
the transparency of the protocol. 
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Table 1 Comparison of Evaluated BFT Algorithms 

 Number of 
Replicas 

Number of 
Processes 

Number of 
Physical 

Machines 

Communication 
Steps (latency) 

Speculative / 
Optimist 

PBFT[3] 3f+1 3f+1 3f+1 5 no 

Zyzzyva[5] 3f+1 3f+1 3f+1 3 / 5 yes 

TTCB[11] 2f+1 2f+1 2f+1 5 no 

A2M-PBFT-EA[12] 2f+1 2f+1 2f+1 5 no 

MinBFT[13] 2f+1 2f+1 2f+1 4 yes 

TwinBFT 2f+1 4f+2 2f+1 3 no 

As our approach uses two virtual machines at each replica, we have a bigger 
number of processes despite of the number of required physical machines being 
the same as [11], [12], [13]. 

6 Conclusions 

By exploring some virtualization techniques, we proposed a less expensive alter-
native algorithm to BFT. We show that is possible to implement a reliable 2f + 1 
SMR algorithm in an asynchronous environment. Despite of relying in a secure 
communication between each pair of virtual machines, we believe that virtualiza-
tion is widely available today and can provide a good isolation between the  
replicas and the external world. Moreover, we reduced the number of necessary 
communication steps, reducing the cost of communication. 
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Abstract. Fault Tree Analysis has been a cornerstone of safety-critical systems for 
many years. It has seen various extensions to enable it to analyse dynamic beha-
viours exhibited by modern systems with redundant components. However, none 
of these extended FTA approaches provide much support for modelling situations 
where events have to be "nearly simultaneous", i.e., where events must occur 
within a certain interval to cause a failure. Although one such extension, Pandora, 
is unique in providing a "Simultaneous-AND" gate, it does not allow such inter-
vals to be represented. In this work, we extend the Simultaneous-AND gate to 
include a parameterized interval – referred to as pSAND – such that the output 
event occurs if the input events occur within a defined period of time. This work 
then derives an expression for the exact quantification of pSAND for exponential-
ly distributed events and provides an approximation using Monte Carlo simulation 
which can be used for other distributions. 

1 Introduction 

The effects of technology now pervade almost every sphere of life, increasing 
human dependency on them. The failures of some of these systems can have  
devastating effects on human life and the environment. Such systems with cata-
strophic effects are known as high consequence or safety-critical systems, so as-
sessing their reliability is of increasing importance. Some modern systems depend 
on duplicated or stand-by components to improve their reliability. However, this 
feature poses other challenges for system designers who need to model and eva-
luate system reliability appropriately. 

Fault Tree Analysis (FTA) is a popular technique for analysing how faults or 
combinations of them can cause the total failure, also known as the top-event, of a 
system or subsystem. Developed in the 1960s, fault trees can be analysed logically 
(qualitatively) or probabilistically (quantitatively). Traditionally, these analyses 
are mostly done with the Boolean AND and OR gates. The end products of  
the logical analysis are the Minimal Cut Sets (MCSs), which are combinations  
of basic faults necessary and sufficient to cause the occurrence of the top-event. 
The probabilistic analysis produces numbers representing the probability of the 
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top-event occurrence or the importance of the various terms in the MCSs in rela-
tion to their contribution to the top-event probability.  

However, classical FTA is considered static [1-2], which is a significant disad-
vantage in modern dynamic systems: there are often occasions where accurately 
representing the failure behaviour of the system requires a more flexible and in-
depth description than that provided by ordinary AND and OR gates. Not doing so 
can result in inaccurate evaluation of MCSs and estimation of the top-event prob-
ability [3–5]. As a result, FTA has seen various modifications to enable it to model 
and evaluate modern systems presenting dynamic behaviours. A popular and 
widely used solution is the Dynamic Fault Tree (DFT) [4]. DFTs make use of a 
pre-existing definition of Priority-AND (PAND) gates [6] and introduce other 
dynamic gates -- Spare, Functional Dependency (FDEP) and Sequential Enforcing 
(SEQ) -- to model and evaluate fault trees with dynamic features.  

Apart from DFTs, FTA has seen other modifications. A recent modification of 
FTA is Pandora [5] [7–8] which analyses fault trees logically with three temporal 
gates – PAND, POR, and SAND. PAND stands for Priority-AND and it occurs if 
and only if an input event occurs strictly before another input event; inputs are 
arranged left-to-right with the leftmost occurring first. POR is for Priority-OR – 
which represents the situation where an output event occurs if its first input event 
occurs before its second input event or just the first input event occurs without the 
occurrence of the second input event. Finally, SAND stands for Simultaneous-
AND. A SAND gate is used to represent the situation where all input events to an 
output event occur at the same time. 

Pandora analyses fault trees with its temporal gates by use of its novel temporal 
laws [5] to generate Minimal Cut Sequences (MCSQs), analogous to Minimal Cut 
Sets; this enables a form of temporal qualitative analysis. MCSQs represent com-
binations or sequences that are sufficient and necessary to cause the top event. 
There are also techniques for the quantitative evaluation of the AND and OR gates 
[9], PAND gate [6] [10–12] and POR [13]. Taking an ideal situation, the SAND 
gate evaluates to zero [14] because the probability of exponentially distributed, 
independent events occurring simultaneously is zero.   

One situation which is not covered by either DFTs or Pandora is that of "near 
simultaneity". In some scenarios we may wish to differentiate between a failure 
that occurs because two (or more) events occur within a given time of each other, 
and a different failure that occurs when those events occur further apart. This kind 
of 'interval' occurrence is comparatively common. For example, if a fire is de-
tected and the sprinklers activate almost immediately to extinguish it, then the 
damage may be comparatively minimal; conversely, if there is a delay between the 
alarm and the sprinklers, perhaps because of a blockage in a pipe, the damage may 
be significantly worse.  

Approaches to formalise such scenarios include Duration Calculus [15-16], 
PLTLP [17], CSDM [18], CTL [19], simplified CTL* [20] and PFTTD [21]. In 
general, these approaches are intended to formalise the semantics of timing and  
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sequences of events in the context of simulation and formal specification. Only 
CSDM and Durational Calculus are intended to work with fault trees, and even 
this is primarily via an initial transformation to other forms, e.g. Petri Nets. 

By contrast, DFTs and the Pandora-based approach in this paper are both fault 
tree-centric approaches designed with analysis, rather than specification, as  
the primary goal. However, DFTs in general lack good support for qualitative 
analysis, so we focus here on extending Pandora’s existing capabilities to solve 
this issue. 

Pandora's SAND gate provides the closest semantics to this scenario, but needs 
extending so that it can model a slight time delay between the input events. There-
fore this work seeks define a delay-inclusive SAND gate, which is hereafter  
referred to as the parameterized SAND (pSAND), and to define means of proba-
bilistically evaluating such a gate. The new gate is defined in section 2, and in 
section 3 we present two new mathematical techniques for evaluating the pSAND 
gate: Calculus (exact solution) and Monte Carlo Simulation (approximate solu-
tion). Both techniques are applied to a small case study in section 4. Discussions 
of the results and evaluation of proposed techniques are made in sections 5 and in 
section 6 we present our conclusions. 

2 Parameterized SAND (pSAND) Description 

Nearly simultaneous events are events that will trigger the occurrence of an output 
event if they should happen within a relatively short period of time – i.e., within a 
given interval. A classic example is discussed in the case study in Section 4. To 
model and evaluate the pSAND gate where input events occur within an interval, 
it is expedient that its symbols for modelling, qualitative and quantitative analysis 
be altered to accommodate the change. Therefore the original SAND gate is not 
redefined entirely, but rather slightly extended: 

 
Semantics of pSAND: All input events of the pSAND gate must occur and 
they must do so within a relatively short interval of duration ’d’, which 
starts with the first input event to occur. The pSAND is therefore false if 
any of its inputs do not occur or if they occur outside the interval, i.e., the 
time between the first and last input to occur is more than d.  
 

Since it is not the focus of this work to completely redefine the SAND gate, its 
original graphical symbol (Fig. 1a) is retained for the situation where d=0: input 
events occur at exactly the same time. Alternatively, Fig. 1b can also be used to 
represent the same scenario where d=0. Fig. 1c on the contrary represents a situa-
tion where the input events are nearly simultaneous with a duration, d, between 
them and d>0. 
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Fig. 1 pSAND graphical representations 

SAND’s abbreviation and symbol are changed to pSAND and &d respectively, 
where d will be the duration of the interval. In addition, expressing A &d B will be 
represented as A &d B {t0, t1} where d>0 and d=t1 - t0; t0 being the time of begin-
ning the duration and t1 the time of end of the interval within which the output 
event becomes true. 

For any two independent events A and B, Fig. 2 represents the timing beha-
viour for A &d B and equations a-e their corresponding mathematical expressions. 

 

Fig. 2 pSAND timing behaviour 

 {t(A) < t(B)} AND {t(B) – t(A) ≤ d} ⟶ t(A &d B) = t(B)  (a) 

 {t(A) < t(B)} AND {t(B) – t(A) > d} ⟶ t(A &d B) = Ø  (b) 

 {t(A) = t(B)} ⟶ t(A &d B) = t(A)  (c) 

 {t(A) > t(B)} AND {t(A) – t(B) ≤ d} ⟶ t(A &d B) = t(A)  (d) 

 {t(A) > t(B)} AND {t(A) – t(B) > d} ⟶ t(A &d B) = Ø  (e) 

In Fig. 2a A occurs before B and the duration of delay between them is less than or 
equal to d but greater than zero: thus A &d B occurs/becomes true. In Fig. 2b A 
occurs before B within the duration which is greater than d and d is greater than 
zero: A &d B does not occur. In Fig. 2c, if A and B occurred at exactly the same 
time then the pSAND would still be true; however, the probability of this occur-
ring with independent events is essentially 0 (though if A and B were not indepen-
dent, the probability could be non-zero). In Fig. 2d B occurs before A within the 
duration which is less or equal to d but greater than zero: A &d B occurs. In Fig. 2e 



Quantification of Simultaneous-AND Gates in Temporal Fault Trees 145 

B occurs before A with a duration of delay which is greater than d and greater than 
zero: A &d B does not occur. pSAND occurs when all of its input events occur 
within a specified interval of duration. 

3 Mathematical Model 

It is assumed that all events are non-repairable, exponentially distributed with 
constant failure rates and any system under study is coherent with F(X) being the 
cumulative distributive function of X. Fig. 3 is a graphical representation of a 
pSAND scenario with two input events E1 and E2 having constant failure rates λ1 
and λ2 respectively and a delay ‘d’ between the occurrence of E1 and E2;  E1 occur-
ring at ‘t0’ and E2 occurring anytime between ‘t0’ and ‘t1’. 

 

Fig. 3 pSAND Mathematical graph for two events 

The probability of E1 occurring at t0 and E2 occurring anytime between t0 and t1 
is the pSAND probability of E1 and E2. pSAND is commutative therefore event 
sequence does not matter. Algebraically this can be expressed as: 

 E1 &d E2 {t0,t1 }=E2 &d E1 {t0,t1 }=E1 {0,t0 }*E2 {t0,t1 }+E2 {0,t0 }*E1 {t0,t1 }   (1) 

 Pr(E1 &d E2 ){ t0,t1 }=Pr(E1 {0,t0 }*E2 {t0,t1 }+E2 {0,t0 }*E1 {t0,t1 }) (2) 

=Pr(E1 {0,t0 }*E2 {t0,t1 })+Pr(E2 {0,t0 }*E1 {t0,t1 })-Pr((E1 {0,t0 }*E2 {t0,t1 })*(E2 
{0,t0 }*E1 {t0,t1 }))  (3) 

However, Pr((E1 {0,t0 }*E2 {t0,t1 })*(E2 {0,t0 }*E1 {t0,t1 })) equals 0, assuming E1 
and E2 are independent and a continuous model of time is used, therefore, 

 Pr(E1 &d E2 ){ t0,t1 }=Pr(E1 {0,t0 }*E2 {t0,t1 })+Pr(E2 {0,t0 }*E1 {t0,t1 }) (4) 

 =Pr(E1 {0,t0 })*Pr(E2 {t0,t1 })+Pr(E2 {0,t0 })*Pr(E1 {t0,t1 }) (5) 

 =Pr(E1 {0,t0 })*Pr(E2 {t0,t1 })+Pr(E2 {0,t0 })*Pr(E1 {t0,t1 }) (6) 

Pr(X{a,b})=F(X){a,b}=Exp(-a*x) - Exp(-b*x), F(X) being the Cumulative Distri-
butive Function (CDF) of X. Therefore, 

Pr(E1 &d E2 ){ t0,t1 }=F(E1 ){0,t0 }*(F(E2 ){t0,t1 })+F(E2 ){0,t0 }*(F(E1 ){t0,t1 }) (7) 
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Given that, Pr(X{t0,t1 })=Pr(X{0,t1 })-Pr(X{0,t0 })  
Pr(E1 &d E2 ){ t0,t1 }=F(E1 ){0,t0 }*(F(E2 ){0,t1 }-F(E2 ){0,t0 })+                                

 F(E2 ){0,t0 }*(F(E1){0,t1 }-F(E1 ){0,t0 }) (8) 

It follows that for any n independent events E1, E2, …, En-1 ,En the pSAND  
probability is 

݀&1ܧሺݎܲ ݀&2ܧ … &݀ ݀&1−݊ܧ ݊ܧ ሻሼ0, ,0ݐ 1ሽݐ = ෍ ۈۈۉ
,ሻሼ0݅ܧሺܨۇ 0ሽݐ ∗ ۈۉ

ෑۇ ,0ݐሻሼ݅ܧሺܨ 1ሽ݊ݐ
݆ =1݆ ≠݅ ۋی

ۊ
ۋۋی
݊ۊ

݅=1
 

(9)

Monte Carlo (MC) simulation is used to understand and control complex stochas-
tic real world systems. It has been employed in weather forecasting, insurance, 
engineering, financial market, chemical processes, telecommunication networks 
and the like. Its popularity in reliability engineering has increased over the past 
decade. It has been employed in qualitative [22–23] and quantitative [10] analysis.  

A typical MC implementation commences by mathematically modelling known 
and unknown variables of the system under study. This model is run a large num-
ber of times – called trials – based on the outputs expected from the model with 
randomised values of appropriate input variables. This simulated random beha-
viour of the system model allows the estimation of complex real world probabili-
ties provided it has been well modelled and randomised an appreciable number of 
times. 

An algorithm to estimate the pSAND probability for n independent events us-
ing Monte Carlo simulation is: 

1. Generate random numbers for the failure rates of all events. 
2. If, for all events, the first event occurs between {0,t0} while all other events 

occur between {t0,t1} then keep count 
3. Repeat steps 1 and 2 for a large number of trials. 
4. Evaluate the pSAND probability by dividing the number of counts by the trials. 

4 Case Study 

The pSAND is useful in differentiating the effects of failures that occur within a 
small interval from effects of more widely spaced failures. To demonstrate the 
relevance of pSAND and prove the proposed techniques, in Fig. 4 we present an 
automotive brake-by-wire (BBW) system, which is adapted from [8]. 

The BBW system contains individual brake actuators with rotation sensors 
connected at each of its four wheels. The central bus serves two major functions: it 
is a medium for controlling the actuators and also carries the signals from the sen-
sors. The signals from the sensors are inputs to a pair of Electronic Control Units 
(ECUs) that control the brakes. To prevent inadvertent braking caused by an  
error in one ECU, the comparator determines the output of both ECUs; if they 
agree, commands are sent to the actuators to activate braking. 'Vehicle dynamics' 
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is a virtual component representing the effect the brakes have on the handling of 
the vehicle and can be thought of as the output of the braking system. It should be 
emphasized that the vehicle dynamics is not a physical component of the system 
but rather a way of representing the success (or failure) of the braking effect on 
the vehicle. For the sake of demonstrating the pSAND concept, the case study 
presented in this work is simplified. The focus is solely on the vehicular dynamics 
based only on the front wheels braking. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 4 An automotive brake-by-wire system 

The failure behaviour of the actuators coupled with its failure data are modelled 
below. ‘IF’ represents the Internal Failure of a component, 'V' represents a value 
deviation (i.e., an error in a signal), and ‘C’ represents inadvertent commission of 
the component. {X} means that a failure can refer to any of FR (front-right), FL 
(front-left), RL (rear-left), or RR (rear-right), e.g. C_ActuatorFL is the front-left 
braking actuator. “+”, “.” and “|” are for logical OR, AND and POR respectively. 

 
C_Actuator{X} = IF_Actuator{X} + C_BusCommand{X} 
C_BusCommand{X}  = C_Comparator{X} + IF_Bus 
C_Comparator{X}  = C_ECU1{X} . C_ECU2{X} + IF_Comparator 
C_ECU{X}   = V_BusSignal{X} + IF_ECU 
V_BusSignal{X} = V_SensorData{X} 
V_SensorData{X}  = IF_Sensor{X} 
  

A thorough qualitative analysis on the entire BBW system produces approximate-
ly 75 MCSQs. A full quantification of the entire MCSQs is outside the scope of 
this paper.  However, to demonstrate the nearly simultaneous scenario explained 
in this work we focus on the effects of inadvertent commission of the front right 
and left actuators.  
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The vehicle dynamics section provides the overall failures of the system. In this 
work, we focus only on the front two wheels, in which case we have three possible 
scenarios: 

• The left wheel brakes either alone or before the right wheel, causing the vehicle 
to veer suddenly to the left. 

• The right wheel brakes either alone or before the left wheel, causing the vehicle 
to veer to the right. 

• Both wheels brake at approximately the same time. 

How critical these failures are depends on whether the vehicle is in a left-hand or 
right-hand drive country, but for the sake of the example let us assume it is left-
hand drive (i.e., vehicles drive on the left). In this case, veering to the right may 
cause the vehicle to veer into oncoming traffic, which is the most severe possible 
failure. Veering to the left may cause the vehicle to go off road, which is still dan-
gerous but less so than a head-on collision with another vehicle. Finally, if both 
wheels brake at the same time, the car is likely to brake in a roughly straight line, 
which is the least severe of the three types of failure. 

These failures can be represented using temporal gates like so: 
 
 VeerIntoOncomingTraffic = C_Actuator_FR | C_Actuator_FL 
 VeerOffRoad = C_Actuator_FL | C_Actuator_FR 
 StraightBraking = C_Actuator_FL &d C_Actuator_FR 
 

Note that here we use the pSAND for the straight-line braking; as long as the 
brakes fail within an interval of about 0.1 seconds, the result will be the less se-
vere straight braking rather than a dangerous veer to the side. The actuators need 
not fail at exactly the same moment. 

Table 1 Failure Probabilities 

Component Failure rate/hr 

C_Actuator_FL 1E-3 

C_Actuator_FR 1E-3 

Table 2 Results of StraightBraking (C_Actuator_FL &0.1 C_Actuator_FR) 

Time (hrs) Analytical Solution Monte Carlo Solution Percentage Error 

1E1 5.0194E-5 4.9000E-5 2.37 

1E2 4.3873E-4 4.2600E-4 2.90 

1E3 1.1849E-3 1.2110E-3 2.21 
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5 Discussion and Evaluation 

Table 2 contains results of the application of both analytical and Monte Carlo 
solution described in this work on the StraightBraking failure described in the case 
study. Results for both techniques were achieved by modelling them in Mathema-
tica 8; an application for performing many kinds of computations [24]. By using 
small realistic failure data with no dynamic stopping techniques or importance 
measures, we use a large number of trials (10^6) to increase the accuracy of re-
sults. MC simulation is also simplified in this work. It is used just for the purpose 
of demonstration. 

From Table 2, it is clear that both techniques produce results close to each other 
at least to the magnitude. The percentage error is less than 3% which can be con-
sidered to be good considering the fact that we have not used a dynamic stopping 
technique on the Monte Carlo approximation technique.  

In general, the results show that the probability of both C_Actuator_FR and 
C_Actuator_FL increases with time. Meaning the more time given, the more like-
ly it is for the two events to occur within d. 

From equation (9), it can be seen that if d (which is equal to t1 – t0) is zero, the 
pSAND probability is also zero which means it technically becomes a SAND. 

Although we have provided an analytical solution in this work, we have also 
provided a simulative alternative. This is not to necessarily evaluate the analytical 
solution but to provide a framework for estimating the pSAND probability of 
events with distributions other than an exponential distribution. 

For future work, one may consider the possibility of parameterising the PAND 
and POR gates to achieve some form of completion [5] [9]. 

6 Conclusion 

In modern dynamic systems, it is often necessary to be able to represent scenarios 
involving events which are "nearly simultaneous", i.e., they occur together within 
a short period of time. It is common for the effects of such failures to be different 
if they occur nearly simultaneously compared to occurring further apart, as in the 
braking system presented earlier. However, it is difficult to model this situation in 
current FTA approaches. Pandora, a modification to FTA, provides the SAND 
gate to represent simultaneous occurrence of events, but does not cater for any 
delay between occurrences. This paper extends Pandora’s definition of SAND 
gates to provide "parameterised SAND" gates or pSANDs, which can be used in 
modelling and evaluating nearly simultaneous scenarios. We have proposed new 
logical representations for pSAND and provided its exact and approximated calcu-
lations using analytical and Monte Carlo solutions respectively. The result is a 
more flexible analytical approach that enables Pandora-based FTA to be applied to 
a greater variety of situations in modern safety critical systems.  
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Abstract. We study non-interactive zero-knowledge (NIZK) arguments using 
oblivious transfer (OT) that correspond to interactive proof protocols but assuming 
that the prover is computationally bounded.  As opposed to the single theorem 
NIZK proof protocols using common random string, NIZK argument protocols 
using OT are «multilingual» that is language L or the one-way function can be 
chosen and declared by prover in non-interactive mode. These protocols use m-
out-of-n OT with public keys given by verifier to prover in the initialization phase 
and common element with unknown to prover and verifier pre-image. It is shown 
that due to usage of different verifier’s secret encryption keys the implementation 
of NIZK argument protocols can be simplified using a single randomizer for p 
successive elementary transactions. For systems using 1-out-of-2 OT, proposal 
allows increase the information rate approximately to 5p/(3p+1) times or reduce 
the soundness probability of NIZK arguments to the same degree. The above 
factor for single use NIZK is about two that corresponds to almost quadratic 
decreasing of soundness probability. For NIZK argument using t+1-out-of-2t OT 
(t>1), it is shown that its soundness probability for small t is essentially lower in 
comparison with soundness probability of NIZK arguments using 1-out-of-2 OT.  

1 Introduction 

The interactive and non-interactive zero-knowledge protocols are the most 
important cryptographic primitives of contemporary cryptosystems such as 
electronic payment systems, electronic voting systems, privacy preserving smart 
metering systems, etc. They provide the identification of cryptographic protocols 
participants. The zero-knowledge protocol (P,V)(x) is  performed by a prover P 
and a verifier V possessing a common information x that may be the value z=f(s) 
of one-way function f(x) which pre-image s is the secret of the prover. Involving 
the protocol, the prover P convinces the verifier that it possesses the secret s .  
These protocols have two probabilistic characteristics: completeness probability σ 
(the lower bound of a probability of successive proving for honest prover) and 
soundness probability δ (the upper bound of a probability of successive proving 

for dishonest prover P
~

 that does not possess the secret s). A lowering of this 
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threshold means improving of protocol soundness. In this chapter, we consider the 

protocol with completeness probability σ=1 and soundness probabilityδ≤
2

1
. If the 

elements with secret pre-images s can be considered as elements of language L 
corresponding to known witness w, the prover P can convince the verifier V that 
z ∈L with probability at least σ. In this case the soundness probability is the upper 
bound of the probability of successive proving by dishonest prover that an element 

∈/z L  belongs to L and protocol (P,V)(x) is a protocol for language L. The third 
characteristic is the perfectness that is complete hiding of secret during the 
protocol performance. The information rate depends on the length of transaction 
that prover sends to verifier,  it is the more the shorter transaction.  

There are two types of zero-knowledge protocols: interactive and non-
interactive protocols. An interactive protocol as usual possesses tree rounds: 

1) A message commit that is the value c of one-way function corresponding to 
current randomly chosen secret value committal of its argument is sent from 
prover to verifier. 

2) A message challenger that is randomly chosen binary string e of length t, t≥1, 
is sent from verifier to prover. 

3) The message response that is the value r depending on committal, challenger 
and the secret s (the latter is hided by random committal) is sent from prover to 
verifier. 

After these rounds the verifier verifies the response computing the value of 
predicate Verify(c,e,r,z). If it gets the value true it accepts otherwise rejects. 

These protocols with soundness probability δ can be executed p times. If each 
time the result of verification is true, the verifier accepts with soundness 
probability δ p, otherwise rejects.  

Interactivity is very inconvenient property of these protocols because it requires 
direct contact of prover and verifier and is associated with time spent in 
communication. 

In contrast to interactive protocols, the non-interactive protocols use pre-
obtained information and protocols are performed without verifier’s challengers. 
These are protocols with common random string. In addition there are two 
approaches to transformation of interactive protocols in non-interactive protocols: 

transformation using Fiat−Shamir heuristic; 
transformation using oblivious transfer. 

Non-interactive protocols with common random string as well as the 
transformations of the first type are investigated in many issues whereas protocols 
using oblivious transfer are considered less. In these protocols a non-interactive 
communication phase is preceded by an initialization phase oblivious transfer 
parameters initialization. Use of the oblivious transfer makes it necessary to 
constrain the prover computational capabilities. It follows that using oblivious 
transfer non-interactive analogue of an interactive zero-knowledge proof protocol 
has to be considered as an argument protocol. In spite of these shortcomings, 
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protocols of this type have no restrictions on the number of theorems proved 
(argumented) for given language and, moreover, are "multilingual" in the sense 
that in the communication phase based on the once initialized oblivious transfer 
parameters there are possible arguments for different languages, or one-way 
functions. 

In this chapter, we compare the soundness probabilities of protocols running 
approximately the same time i.e. possessing approximately equal information rates 
and we compare the information rates of protocols with approximately the same 
soundness probabilities.  

The rest of this chapter is organized as follows. Section 2 is devoted to related 
works and announces our proposals. In section 3 the traditional non-interactive 
analogues of interactive zero-knowledge protocols with binary challengers and 
proposed their improved variants are discussed, the soundness probabilities are 
compared and the effectiveness of novel protocols is estimated. In section 4 novel 
non-interactive analogues of interactive protocols with multibit challengers and 
their improved variants are introduced with comparison of their soundness and 
effectiveness w.r.t. protocols considered in previous section. In section 5 the 
particularity of zero-knowledge arguments for languages is discussed and one 
example of non-interactive zero-knowledge argument for language is given to 
illustrate it. Section 6 contains conclusion remarks and description of the open 
problem. 

2 Related Works and Our Proposals 

Interactive zero-knowledge protocols has been introduced and studied by S. 
Goldwasser, S. Micali, and C. Rakoff [1].The notion of a non-interactive zero-
knowledge (NIZK) proof system using common random string has been 
introduces by М. Blum et al. [2,3,4,5]. The problem with this NIZK was that one 
proof completely used up the common random string, and to produce more proofs 
one need to refresh it. Blum et al. [4] showed a single-prover multi-theorem NIZK 
proof system for 3SAT, and since 3SAT is NP-complete, the result followed for 
any language in NP [6]. M. Chase and A. Lysyanskaya [6] proposed a 
construction of a simulatable verifiable random function for achieving multi-
theorem NIZK for any language L without having to reduce instances of L to 
instances of any NP-complete languages as it is suggested [7,8].  

The security of Fiat-Shamir heuristic proposed in [9] is questionable [10].   
The idea of non-interactive zero-knowledge protocol using 1-out-of-2 oblivious 

transfer has been represented by N. Koblitz in [11]. It is shortly described in the 
next section. 

The notion of oblivious transfer (OT) has been introduced by M. Rabin [12] to 
help solve the problem of “exchanging secrets,” studied by M. Blum [13]. So the 
simplest case of OT is the transmission of one bit with the probability 1/2.  
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In [14] using ElGamal encryption [15], the 1-out-of-2 OT protocol (OT1
2  

protocol) is established. In this protocol one party A can transfer two messages to 
the other party B in such a way that:  

 − B receives only one message of your choice, 
 − A does not know which of two messages B received. 

The next most essential step was made by M. Bellare and R.L. Rivest [16]. They 
developed the theory of fractional oblivious transfer and proposed the interactive 
and non-interactive m/n fractional OT protocols in which one party A can transfer 
a message to the other party B in such a way that:  

− B receives the message with the probability m/n, 
− A is oblivious as to whether the transfer was successful or not, that is A does not 
know whether B received the message. 

In [17] the basic notion of OT1
2  protocol was extended to 1-out-of-n OT protocol 

(OT1
n  protocol).  

The Bellare−Rivest 1/n fractional OT and (n−1)/n fractional OT protocols 
generalize the 1/2 fractional OT protocols, but their other m/n OT protocols 
(1<m<n−1) are based on the original polynomial scheme. All these  
protocols involve n ElGamal encryptions. In [18] this scheme is applied to 

calculate the public keys of m-out-of-n oblivious transfer protocol (OT m
n  

protocol) with repeated use of ElGamal. In such protocols, one party A can 
transfer n messages to the other party B in such a way that:  

− B receives combination of m messages of your choice, 
− A does not know which of possible messages combinations B received. 

In [19] on the basis of other matrix scheme, the interactive and non-interactive 

OT m
n protocols which repeatedly use the Nyberg−Rueppel digital signature with 

message recovery [20] have been described. 
The OT protocols considered in [21] start with the Global set-up phase when the 

group G of large prime order q with intractable the discrete logarithm and the 
Diffie─Hellman problems, its generator b, its element U with unknown for both 
parties discrete logarithm logbU are declared. 

The non-interactive OT protocols [21] implemented in this chapter involve the 
Receiver’s public key set-up and certification phase when receiver’s public key is 
set-upped and sent to trusted center for verifying and publishing for the prover.  

During the communication phase of non-interactive m-out-of-n oblivious 

transfer protocol (NIOT m
n  protocol), n ElGamal encryptions are involved 

repeatedly. In each case the encryption or signature use a new randomizer. Within 
a single session of OT protocol, encryptions or signatures carried out repeatedly 
using principally different secret keys. Therefore, as is proved in [21], the re-use  
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of randomizer is safe. As a consequence, the complexity of sender’s calculation of 
randomizers is reduced by n times, the amount of transmitted information as well 
as the number of exponentiation is reduced which makes the protocol more 

efficient. This effective version of NIOT m
n  protocol is denoted NIEOT m

n  [21]. 

Implementing of NIEOT m
n  allows increasing the information rate of zero-

knowledge arguments preserving the soundness or decreasing the soundness 
probability at the same information rate. Moreover we show that the randomizer 
reusing in distinct p runs of non-interactive analogues of zero-knowledge proofs 

with binary challengers (NIZKOT1
2 (p)) is safe. This allows us to introduce the 

effective variants NIZKEOT1
2 (p) of these analogues and estimate their soundness 

probability and effectiveness. We prove that NIZKEOT1
2  are secure in standard 

model. 

We introduce 1

2
NIZKOT t

t+ argument as non-interactive analogue of interactive 

zero-knowledge proofs or arguments with multibit challengers (for example 

Schnorr interactive protocol). Implementing of 1

2
NIEOT t

t+ and reusing of 

randomizer in distinct runs of protocol allows us propose and estimate the 

effective version 1

2
NIZKEOT t

t+ of that protocol. We estimate the effectiveness of 

NIZKEOTm
n  by the fraction 

NIZKOT

NIZKEOT
NIZKEOT

m
n

m
n m

n

e

e
ρ = expressed the increase in 

the information rate of NIZKEOTm
n  w.r.t. NIZKOTm

n . The nominator and 

denominator of this fraction represent the length of NIZKOTm
n  ( NIZKEOTm

n ) 

transactions.  

3 Comparison of NIZKOT 1
2  and NIZKEOT 1

2  Arguments 

In this section we represent NIZKOT1
2  arguments corresponding to interactive 

zero-knowledge arguments with binary challengers.  
Accordingly to Koblitz idea [11], it is supposed that the prover P at the 

initialization phase received the long sequence of verifier’s public keys ( ii 21 , ββ ), 

i=1,…, p for p runs of 1-out-of-2 oblivious transfer. This sequence can be used by 
prover in many distinct zero-knowledge arguments.  The prover P imitating the 
logic of interactive protocol with binary challengers, in each of p iterations sends 
the verifier in non-interactive mode the commit cj and then sends obliviously two  
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responses  ( 0 1,
j j

r r ) to both possible binary challengers 0 and 1 correspondingly. 

The prover reads of your choice one of them. The prover does not learn what to 
choose verifier. Then verifier calculates the value of predicate as it does this in 
interactive protocol. The soundness probability of this protocol is equal to 2-p. As 
a result, an effect of the interactive protocols is reached in a non-interactive mode. 
To implement this idea, one uses the probabilistic encryption, for example 
ElGamal encryption [15]. In [11] it is proposed to implement additive hiding 

instead of multiplicative: the second message C2=m β y  of ElGamal cryptogram 

where m is the message, β is ElGamal public key and y is a randomizer is replaced 

by C2=m ( )ψ β⊕ y . Here ψ:G→{0,1}n is an invertible mapping (G is the basic 

group of ElGamal cryptosystem). Using the generator α, the secret key x, and the 
first message C1=αy of the ElGamal cryptogram, the decryption is involved as  

C2⊕ψ(C1
y) =C2 ( )ψ α⊕ x y =C2 ( )ψ β⊕ y =m. In [21], it is shown that due to using 

of different secret keys in two or more encryptions the reusing of randomizer is 
safe. In this case, the information rate of communication phase of OT protocols 
increases. In this chapter the idea of randomizer reusing is extended to 
sequentially executed runs of non-interactive zero-knowledge arguments. As a 
result, the soundness probability essentially decreases. In this section the 
decreasing degree will be estimated. 

Let us NIZKOT1
2  argument protocol runs p times with different commits and 

different ElGamal encryption keys. The protocol uses NIOT1
2  organized using the 

large multiplicative group G with generatorα, the element U which discrete 
logarithm is unknown both prover and verifier. Suppose that these parameters are 
installed on the initialization phase. Additionally, on that phase the verifier V 
choses the sequence of secret keys: ( , ),j ji x  j=1,…,t, where ji =ej+1∈{1,2} 

correspond to binary challengers ej∈(0,1), ∈jx {2,…, ord α−1} are the secret 

keys of ElGamal cryptograms, calculates and sends to trusted center the sequence 
of public keys: 

11 21 1 2 1 2(( , ) , , ( , ) , , ( , )),β β β β β β β… … =j j t t ij
jxα , 3β α −

− = j
j

x
i U ,          (1) 

j=1,…,p. 

The trusted center publishes it after verification that for all j the equalities 
Ujj =21 ββ  are valid. The prover gets this sequence from trusted center. 

Description of initialization phase above is given in multiplicative notion. It can 
be rewritten in an additive mode implementing the group of an elliptic curve 
points. 

Moreover, using of the Koblitz additive hiding mode allows separate the 
algebraic structures using for OT transfer and zero-knowledge arguments on the 
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merits. For example, OT based on the multiplicative group can be used in the 
implementation of zero-knowledge argument of discrete logarithm of the elliptic 
curve point. 

Now we can consider the general scheme of communication, non-interactive  
phase in two variants: traditional and accelerated supposing that we would like to 
get a non-interactive version of known interactive protocol which runs consist of 
the commit cj= f(lj) of randomly chosen committal lj (cj is sent from prover to 
verifier), randomly chosen binary challengers ej∈{0,1} (from verifier to prover), 
the response rj∈{r0j,r1j}, rj=r

je = ( )•j jl s e (from prover to verifier) and the 

verification steps Verify(cj,ej,rj,z) executed by the verifier. Above   is a 
multiplication or an addition, •  is a rising to power or multiplication depending 
on type of function f. (In this section we consider NIZK arguments of knowledge a 
pre-image of one-way function, the NIZK arguments peculiarities for languages 
we left to fifth section). 

Consider a traditional variant: protocol NIZKOT1
2 (p). 

The prover randomly chooses p committals lj and calculates the sequence c of p 
commits cj=f(lj), j=1,…,p. Then it calculates the current parameters for OT 
transactions. This is the sequence  

y= ( ) ( ) ( )( )11 21 1 2 1 2, , ,  , , ,  ,… …j j p py y y y y y  

of randomly chosen pairs of distinct secret randomizers. Using those randomizers 
and verifier’s public keys (1), the prover calculates the pairs of possible responses 

1 2( , )j jm m , 1, , 1, 2, 1,...,−= = =ij i jm r i j p and the sequence of OT transactions 

11 21 1 2 1 2OT( , ), ,OT( , ), ,OT( , )j j p pm m m m m m… …  

where 

( )1 2OT ,j jm m =  ( 1 1
1 1( , ( ))j jy y

j jmα ψ β⊕ , 2 2
2 2( , ( ))j jy y

j jmα ψ β⊕ ).     (2) 

Finally, the prover sends to the verifier the sequence c of commits and the 
sequence (2) of OT transactions. 

From the triplets (cj, ( )1 2,j jy yα α , ( 1
1 1( ( ))jy

j jm ψ β⊕ , 2
2 2( ( ))jy

j jm ψ β⊕ )), 

the prover gets accordingly to its secret keys ( , )j ji x the set of messages 

1
( ,..., ,..., )

j ti i im m m
 

obtaining 
jim as following: 

( )( ) ( ) ( ) ( )ψ β ψ α ψ β ψ β⊕ ⊕ = ⊕ ⊕ =ij ij j ij ijy y x y y
ij ij ij ij ij ijm m m =ri−1,j 

jer= =rj.
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The verifier verifies these p messages calculating the values of predicates Verify 
(cj,ej ,rj ,z). If at least one of them is false, the verifier rejects, otherwise it accepts 
the argument.  

Example 3.1. The zero-knowledge argument of knowledge discrete logarithm of 
the element z=bs to the base b. Here f(x)=bx ; 

.:),,,Verify(;;; 10
jjj e

j
r

jjjjjjj
l

j zcbzrecslrlrbс =+===
 

Example 3.2. The zero-knowledge argument of knowledge of the square root 
modulo composite n. Here f(x)=x2 mod n; 

.:),,,Verify(;;; 21
1

0
0

2 je
jjjjjjjjjjj zcrzrecslrslrlс ====

 

Remark that both examples could be implemented on the same oblivious transfer 
parameters initialized only ones. 

The accelerated variant of zero-knowledge argument protocol NIZKEOT1
2 (p) 

differs from just considered traditional NIZKOT1
2 (p) protocol such that instead of 

the sequence y there is randomly chosen a unique randomizer y. Instead of OT 

transactions (2) there are calculated and transposed the element yα and OT 
transactions 

( )1 2OT ,j jm m =  ( 1 1( )y
j jm ψ β⊕ , 2 2( )y

j jm ψ β⊕ ), j=1,…,p. 

Using the element yα  these transactions can be represented as а sequence of 
cryptogram pairs 

( )1 2OT ,j jm m =  ( 1 1( , ( ))y y
j jmα ψ β⊕ , 2 2( , ( ))y y

j jmα ψ β⊕ ), j=1,…,p. 

Finally, the prover sends to the verifier both the sequences c of commits and the 
sequence of OT transactions. 

The set of messages  

1
( ,..., ,..., )

j ti i im m m  

is getting by verifier accordingly to its secret keys from the triplets (cj,
yα , 

( 1 1( )y
j jm ψ β⊕ , 2 2( )y

j jm ψ β⊕ ), obtaining 
jim  as following: 

.)())(()())(( ,1 jejiij
y

ij
y

ijij
yxy

ijij rermmm
j

j ====⊕⊕=⊕⊕ −βψβψαψβψ

Let us compare the soundness probabilities that can be guaranteed by these 
protocols running approximately the same time. During p runs of traditional 
protocol on the communication non-interactive phase there are transferred 5p 
elements of group G. To calculate them the prover executed the same number of 
exponentiations. In the accelerated protocol this number is decreased up to 3p+1. 
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So the protocols NIZKOT1
2 (3) and NIZKEOT1

2 (5) run approximately the 

same time with equal information rate providing the soundness probabilities 

( )1 1
2 2

3

NIZKOT (3) NIZKOT
δ δ= and ( )1 1

2 2

5

NIZKEOT (5) NIZKEOT
δ δ= . 

Taking into account that 1 1
2 2NIZKOT NIZKE OT

1

2
δ δ= = , one can see 

that ( ) ( ) ( ) ( )1 1 1 1
2 2 2 2

5 15 3 15

NIZKOT (3 ) NIZKOT NIZKEO T (5 ) NIZKEOT

p p

p p
δ δ δ δ= ≈ =  

It follows that  

( )1 1
2 2

5

3
NIZKEOT (5 ) NIZKOT (3 )

.
p p

δ δ≈
 

(3)
 

So, with equal information rate, implementing of  NIZKEOT1
2  instead of 

NIZKOT1
2  entails essential improving of soundness. On the other hand, 

1
2NIZKEOT (15 )

45
p

e p≈ and 1
2NIZKOT (15 )

75
p

e p≈ . 

Hence providing the same soundness implementing  of NIZKEOT1
2  instead of 

NIZKOT1
2  entails essential increasing of information rate: 

1
2NIZKEOT (5 )

5
.

3p
ρ ≈

 
(4)

 

Let us denote SUNIZKOT1
2 and SUNIZKEOT1

2  the single use protocols 

NIZKOT1
2 (p) and NIZKEOT1

2 (p). In these protocols the sequence c of commits 

is generated and transferred to verifier in the initialization phase and in the 
communication phase there are sent 2p+1 elements. As a result, during of 2p 

transactions SUNIZKOT1
2 , 4p+1 transactions SUNIZKEOT1

2  can be performed. 

Hence the protocols SUNIZKOT1
2 (2) and SUNIZKEOT1

2 (4) run approximately 

the same time. It follows that 

( )1 1
2 2

2

SUIZKEOT (4 ) SU IZKOT (2 )
,

p p
δ δ≈ 1

2SUNIZKEOT ( )
2.

p
ρ ≈

 
(5) 

So, the reusing of randomizers entails essential decreasing of soundness 
probability (almost squaring for single use protocols). 

Now let us recall the proof of randomizer reusing safety in NIOT1
2  [21] 

implemented in NIZKOT1
2  taking into account additive hiding mode. 
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Claim 1. The problem of the second message extraction reusing the randomizer of 

NIOT1
2  transactions and the Diffie─Hellman problem are polynomially 

equivalent.  

Proof. Let us from the triplet (cj, α
y , ( 1 1( )ψ β⊕ y

j jm , 2 2( )y
j jm ψ β⊕ )= 

=( cj, αy, (C1j, C2j)) and the secret key (ij,xj) of the verifier the message 

1 ( )ψ β= ⊕
j j

y
i im C  is calculated. For calculation  of the second message  

(3 ) 2 (3 )( )
j j

y
i im C ψ β− −= ⊕ ,  one have to find 3 j

y
iβ −  that is it is necessary to solve 

the Diffie─Hellman problem: from known values  α, yα , '
3β α− =

j
x

i one must 

find 3 j

y
iβ − = ’.yxα  The value 

j

y
iβ that allows computing the value 

jim is useless for 

computing of the value 3β − j

y
i , required for computing of the second message 

3− jim : 

1
3 ( ) ,

j j

y yy
i iUβ β −

− =   (6) 

because the prover have to know the secret randomizer y known only to verifier. 

Let us under known α and yα the message 3 jim − and then the message  

1
3 2 3( )β ψ −
− −= ⊕

j ji iC m  have been computed using an effective algorithm. Let 

us put U= zα . Then from equation (6) we compute 1
3( )( )

j j

y y y
i iU β β −

−= . Hence if 

we can compute 3 jim − , we can solve the Diffie─Hellman problem: using known 

z y, ,α α α  one can computer zyα . So the following claim has been proved.  

Corollary 1. The reusing of randomizer within one iteration NIZKEOT1
2  argument 

is safe. 
One can remark that the reusing of randomizer y in the distinct runs of 

NIZKEOT1
2 (p) arguments the more safely because in contrast to the keys used 

within one iteration verifiers secret keys used in various iterations are 
algebraically disconnected.  

Corollary 2. NIZKEOT1
2  argument is secure in standard model. 

Corollary 3. The reusing of randomizer y in all runs of NIZKEOT1
2 (p) is safe.  

Corollary 4. The approximations and estimations (3-5 ) are valid. 
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4 NIZKOT t
t+1
2

 and NIZKEOT t
t+1
2

Arguments (t>1)  

In this section we consider non-interactive analogue of interactive zero- 
knowledge proofs with t-bit challengers (such as for example the Schnorr protocol 
[22] with challengers from {0,1}t), t>1. The problem is that the set of possible 

responses consists of n=2t elements. Implementing of NIZKOT1
n protocol is less 

effective: in this case the soundness probability equals 2–t that can be provided by 

NIZKEOT1
2 (t) possessing much greater information rate.  

On the initialization phase of NIZKOT m
n and NIZKEOT m

n , a verifier V and a 

prover P generate the system parameters of NIOT m
n  (the group G of large prime 

order q, its generator g and an element U with unknown to both the users discrete 
logarithm loggU), the verifier V randomly chooses the secret keys, calculates and 
publishes corresponding public keys allowing it to receive obliviously to prover m 
out of n messages. Details of the initialization phase we put to the end of  section.  

Consider the non-interactive communication phase. Let us n = 2t, m=t+1 and P 
has to argument the verifier V in possessing the pre-image s of the declared value 

z=f(s) of one-way function f(x) using NIZKOT m
n . The argument consists of the 

following steps. 
Generation and commit: the prover randomly chooses committals l, l1,…,lt , 

calculates the commits c=f(l), c1= f(l1),…,ci=f(li),…, f(lt), and sends c, c1,…, ci,…, 
…, ct to the verifier.  

NIOT m
n : the prover calculates the cortege of n=2t messages 

r
1( ,..., )te e =l+ 1

1

( ) , {0,1}
t

i i t i
i

e l e e s e
=

+ ∨ ∨ ∈  , preserving the lexicographic 

order of indices (we suppose, that the function f(x) is the function of additive 
type). Here the   values 0 and 1   are interpreted as integer numbers. The prover 

sends to the verifier obliviously to prover m-out-of-n messages using NIOT m
n . 

Verification: the verifier gets m out of n messages m ),...,( 1 tii ee , i=1,…, t+1, 

corresponding to t+1 arbitrary chosen binary t-tuples ),...,( 1 tee  unknown to 

prover and verifies m=t+1  predicate values  

Verify(c,c1,…,ci,…, ct, r ),,( 1 tii ee … ,z):    

1 1
1

( )
1( ( , , )

∨ ∨
… =

 ii i it t
t

ee e e
i i tf r e e cc c z , i=1,…, t+1.                   (7) 

If all of them are true, the argument can be accepted in opposite case it have to be 
rejected.  

The completeness of this NIZK argument is equal to 1 because if messages 
were calculated by honest prover, the values of all predicates are true. 
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To estimate the soundness probability, let us remark that dishonest prover P  
that knows z but oblivious w.r.t. s could calculate at most t+1 messages ),,( 1 teer   

satisfying predicate (7). It cannot choose the committal l and calculate the 
committals l1,…,lt  such that t+2 responses ),,( 1 teer   would be satisfied. If this 

would be in case, then from t+2 equations 

l+ei1l1+…+ eitlt +s, i=1,…,t+2 

the value s =f –1(z) that is the pre-image of one way-function would be found. 

On the other hand the dishonest prover P can compute t+1 messages 
possessing indices (e1,…,et) of weight 0 or 1 and corresponding commits 
c,c1,…,ci,…, ct, satisfying the predicates  as following: choose the committal 
l=r(0,…,0)randomly and define the commit c=f(l). Then choose randomly t distinct 
messages ),,( 1 teer  with indices of weight 1 and calculate the commits ci=f(ri–r)z−1 

were ri= ),,( 1 teer   with ei=1,i=q,…,t, r=l. Now to calculate the missing message  

),,( 1 teer  , one need to know the secret s. Computationally bounded dishonest 

prover has to choose them randomly. The probability that they will satisfy the 
predicate is negligible.  It follows, that the probability of wrong excepting of t+1 

out of 2t messages is at most
1

2

1
+
t

tC
. 

To prove the perfectness, remark that the verifier receives t+1 messages that 
allow getting the system of t+1 equations in t+2 variables, that has a solution for 
any fixed value of secret s. That is the security is unconditional. 

Now one can estimate the soundness probability in comparison with 

NIZKOT1
2 . The transaction of NIZKOT 1

2t
t+  argument is the following: 

c,c1,…,ct z OT(m1, …, 
2tm ) 

were OT transaction consists of 2t  ElGamal cryptograms, i.e. it consists of 12t+  
group G elements and t+1 elements of algebraic structure corresponding to the 

function f. The soundness probability is estimated as 
1

2

1

t
tC + . 

If effective (i.e. reusing randomizer) NIEOT 1

2t
t+  is implemented, then the OT 

transaction consists of one element that is an exponent of reused randomizer and 
2t  second elements of ElGamal cryptograms, i.e. transaction consists of 2t  +1 
group G elements and t+1 elements of algebraic structure corresponding to 
function f. The soundness probability does not change. 

NIZKEOT1
2 (2 )t  transposes 3x2t+1 elements possesses the soundness 

probability
21

2

t−
 
 
 

.  
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Comparing the soundness probabilities, the summands t+1 and 1 can be 
neglected.  

It follows that 

1 1 1

2 2 2

2

NIZK E OT NIZK OT (2) NIZK OTt t t
t t t

δ δ δ+ + +
 

≈ =   
 

. (8)

During 3 runs of the first protocol with soundness probability 

1

2

3

1NIZKOT (3)

2

1
t
t t

tC
δ + +

 
 =   
 

one can perform 2 runs of NIZKEOT1
2 (2t) with 

soundness probability 

1

1
2

2

NIZKEOT (2 2 )

1

2

t

tδ
+−

×
 =  
 

.  

During 3 runs of the second protocol with the same soundness probability 

1
NIZKEOT2

(3)t
tδ +

3

1

2

1
+

 
 =   
 t

tC
 only 1 run of NIZKEOT1

2 (2 )t   with soundness 

probability 1
2

2

NIZKEOT (2 )

1

2
δ

−
 =  
 

t

t  could be executed. In table 1 there are 

represented the comparisons of these soundness probabilities. 

Table 1 Comparison of soundness probabilities 

t 3 4 5 6 7 

1
2

1

2

NIZKOT (2 5)

NIZKOT (3)

t

t
t

δ

δ +

×
 ≈100 ≈5649 <1 

 

<<1 

 

<<1 

1
2

1

2

NIZKEOT (2 2)

NIZKOT (3)

t

t
t

δ

δ +

×
 ≈5,5 ≈19,5 <1 

 

<<1 

 

<<1 

1
2

1

2

NIZKEOT (2 )

NIZKEOT (3)

t

t
t

δ

δ +
 ≈1339 ≈655×103 ≈733×105 

 

≈130×105 <<1 

1

2

1
NIZKEOT (3)t

t
δ +

−  ≈343×103 ≈833×108 ≈744×1015 ≈240×1024 ≈292×1035 

1
2

1
NIZKEOT (2 )tδ −  256 65536 ≈429×107 ≈184×1015 ≈340×1036 
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From approximation (8) and table 1 one can see that the reusing of randomizer 
cryptograms entails essential decreasing of soundness probability that made 

NIZKEOT 1

2t
t+ more effective than NIZKOT 1

2t
t+  and (for t≤ 6, providing small 

soundness probability) much more attractive than NIZKEOT1
2 (2 )t .  

The effectiveness of NIZKEOT 1

2t
t+  argument is estimated as follows:  

1

2

1

NIZKEOT

1 2
2

2 2
t
t

t

t

t

t
ρ +

++ += ≈
+ +

.  (9)

Terminating this section, we recall from [21] the description and analysis of 

NIOT m
n and NIEOT m

n  adapted for Koblitz’s hiding mode. 

The NIOT m
n  protocol can be obtained using key-information of the m/n 

fractional OT protocol [16]. 
The Global set-up phase of this protocol is completed by letting α0=1∈Zq, and 

fixing of n distinct elements α1,…, αn of Zq\{α0}. All these elements are public. 
The verifier’s key set-up procedure is the following. 
The verifier’s public key is a vector (β1, β2, …, βn,W0, W1, …, Wm)∈Gn+m+1. 
To compute it, the verifier V chooses at random  a size m subset of [n]={1,2,…,n} 

specifying an injective map π:[m]→[n], where π(1),…, π(m) are the m chosen 
indices. Later he chooses elements xπ{1),…, xπ(m)∈Zn at random and sets 

βπ(i)= Gb ix ∈)(π for i=1,…,m. This specifies m elements of β1, β2,…,βn, in such a 
way that the verifier V knows their discrete logarithms. The other n−m elements 
have to be specified in such a way that V doesn’t know and cannot compute their 
discrete logarithms. To compute these n−m elements, V first compute elements W0, 
W1,…,Wm  as follows.  

The verifier V defines m+1 by m+1 matrix 

( )( )A , , 0,..., .j
i i j mπα= =  

This is Vandermonde matrix over the field Zq. It is invertible. V computes its inverse 

( )1B A , , 0,..., .ij i j mβ−= = =  

V now sets 
,1,0

( ) , 0,..., .jj m
j i iW U j m

ββ
πβ= ⋅Π =  

Finally, V specifies the remaining elements of the public key: 
j

i
j

m
ji W αβ 0=Π=

 
for all i∈[m] that are not in the range of π. 

The verification procedure performed by the prover P or the trusted center T is the 
following: 
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1) check that the public key consists of n elements of G followed by another m+1 
elements of G; 

2) check the predicates 

;0 j
m
j WU =Π=

j
i

j
m
ji W αβ 0=Π= for all i=1,…,n. 

The communication phase of the NIOT m
n  protocol is the following: 

The prover P chooses at random n distinct numbers 0<y1, y2,…,yn<q, and sends to 
the verifier V two n-tuples of group G elements 

(c1,c2,…,cn) = ( nyyy bbb ,...,, 21 ) 

and 

 (σ1, σ2,…, σn)=( 1 2
1 1 2 2( ), ( ),..., ( )nyy y

n nm m mψ β ψ β ψ β⊕ ⊕ ⊕ ). 

This information corresponds to n ElGamal cryptograms 

( , ( )i iy y
i ib m ψ β⊕ ), i=1,…,n. 

For i =1,…,m, the verifier V calculates  

( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( )( ) ( )( )π π π π π π

π π ππ πσ σ ψ β− − −
= = ⊕ =i i i i i ix y x y y x

i i ii iс b m b  

( ) ( )
( ) ( )( ) ( )( ( )) ( ) .π π

π ππ πψ β ψ β= ⊕ ⊕ =i iy y
i ii im m    

Note that the numbers y1, y2 , …, yn could be the same and equal to the randomly 
chosen number y: y1 =y2 =…=yn =y. 

Claim 4.1. The multiple reuse of randomizer in the NIEOT m
n  protocols is safe. 

Proof. Let the randomizers be the same: y1 =y2 =…=yn =y. Note that knowing of 
yb  and ,i

xib β=  i is not in the range of π,  is not sufficient to calculate yxy
i

ib=β   

since in this case solving of the Diffie─Hellman or the discrete logarithm 
problems is required. Moreover, the additional knowledge of all messages mπ(i) 
does not allow to calculate mi, since different secret keys xπ(i) and xi of ElGamal 
cryptosystem have been used for the calculation of βπ(i) and βi. So, the randomizer 

reuse in separate performances of the NIOT m
n  protocols is safe for the prover: P 

can be sure that only m messages have been received. At the same time the verifier 
V, keeping (x1, x2, …, xm−1, xm) and π secret, still convinced that the prover P 
cannot distinguish which of n elements are the elements βπ(i). i=1, …, m. This 
completes the proof. 

It follows that the communication phase of the NIOT m
n  protocol can be 

simplified as follows (obtained effective version of NIOT m
n  is denoted 

NIEOT m
n ): 
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P chooses at random the number 0<y<q, calculates and sends to V an element c= 
by and n-tuple of group G elements 

(σ1, σ2,…, σn)=( 1 1 2 2( ), ( ),..., ( )y y y
n nm m mψ β ψ β ψ β⊕ ⊕ ⊕ ). 

This information corresponds to n ElGamal cryptograms 

( , ( )y y
i ib m ψ β⊕ ), i=1,…,n. 

For i =1,…, m, V calculates  
( ) ( ) ( )

( ) ( ) ( ) ( )

( )

( ) ( ) ( ( )) ( )

.

π π π
π π π π

π

σ ψ σ ψ ψ β ψ ψ⊕ = ⊕ = ⊕ ⊕ ⊕ =

=

i i ix yx yxy
i i i i

i

c b m b

m  

Corollary 1. The reusing of randomizer within one iteration NIZKEOT m
n  

argument is safe. 

Reusing of randomizer y in the distinct runs of NIZKEOT m
n (p) arguments is the 

more safely because in contrast to the keys used within one iteration verifier’s 
secret keys used in various iterations are algebraically disconnected.  

Corollary 2. The reusing of randomizer y in all runs of NIZKEOT m
n (p) is safe. 

The following question remains open: is it possible to solve the Diffie─Hellman 
problem using an algorithm for computing of mi, i is not in the range of π, under 

the conditions when V knows elements xπ(i), )( )()(
y

iim ππ βψ⊕ , βπ(i)=
)(ix

b π  for 

i=1,..., m, c= yb , and U?   

5 Particularity of Arguments for Languages 

As it was emphasized in Introduction, implementing oblivious transfer is only 
possible for computationally bounded prover. It follows that interactive zero-
knowledge proof protocols for languages are transformed into non-interactive 
zero-knowledge argument protocols for languages. These protocols can be 
implemented using the proposals of previous sections concerning arguments of 
knowledge the pre-image of one-way functions. Let us consider some examples. 

Example 5.1. For language L=Qn that consists of all quadratic residues (QR) 
modulo composite n with witness w that is the factorization of the number n,  the 
interactive zero-knowledge proof protocol is the following [23]. The prover 
arguments the verifier that element z is QR modulo n. 

1. The prover P choses committal l and computes and sends to the verifier V the 
commit c=l2. 

2. The verifier randomly choses binary challenger e∈{0,1} and sends it to prover. 
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3. The prover computes the response r=lse, where s is a square root of z modulo n 
and sends it to verifier. 

4. The verifier computes the predicate r2=cze. If it is true, the verifier accepts 
otherwise it rejects. 

From the table 2, one can see that the dishonest prover has successive result in 
argument the verifier that the quadratic non residue z is QR only if it guesses the 
challenger even it knows the witness. That is the dishonest prover can be 
computationally unbounded. 

Table 2 Situations for dishonest prover 

Expected  

challenger 
Commit 

Respons
e 

Unexpected

challenger 
Not realizable 
response 

e=1 c=l
2
/ z  mod 
n 

r=l e=0 r= 2 / modl z n  

e=0 c=l
2
 mod n r=l e=1 r= 2 modl z n  

 
Now consider the non-interactive version of this protocol. 

1. The prover P choses committal l and computes the commit c=l2. 
2. The prover computes the responses r0=l and r1=le where s is a square root of z 

modulo n. 
3. The prover sends the transaction (c, OT(r0,r1))  to the verifier. 
4. Verifier computes the predicate r2=c if accordingly its secret key the first 

message is chosen and predicate r2=cz otherwise. If the computed value is true, 
the verifier accepts otherwise it rejects. 

From verifier oblivious transfer public keys, the computationally unbounded 

dishonest prover P can compute corresponding secret keys and discover the 
verifier chose. If it corresponds to the first message, the dishonest prover sends the 
transaction with commit c=l2 mod n, r0=l and arbitrary r1, otherwise it sends  
the transaction with c=l2 z mod n, r1=l and arbitrary r0. It follows that the 
dishonest prover has to be computationally bounded. Such a prover will be 
successive only if it guesses the verifier chose even it knows the witness.  

6 Conclusion Remarks 

In this chapter, some novel non-interactive zero-knowledge (NIZK) arguments 
protocols using non-interactive oblivious transfer (NIOT) have been presented. 
They are the non-interactive analogues of interactive zero-knowledge proofs with 
binary and multibit challengers. The key information of used NIOT protocols is 
adapted from corresponding Bellare − Rivest fractional OT protocols and the 



170 A. Frolov 

encryption is carried out on ElGamal. They can be realized both in a multiplicative 
and in an additive group of prime order. It has been shown that through the use of 
different encryption keys, this implementation can be simplified using a single 
randomizer for all encryptions in separate session. The proposal allows essentially 
decrease the soundness probability of NIZK arguments at the same information 
rate or to increase the information rate at the same soundness probability. The 

following question remains open: are the security of NIZKOT 1

2t
t+  argument and 

the Diffie─Hellman problem polynomially equivalent? 
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Abstract. In this paper the concept of virtual environment for implementation and 
testing private Wide Area Network (WAN) solutions is presented. The VMware 
vSphere virtualization platform is used.  The paper presents the ability to reflect 
the structure of any given WAN topology using Vyatta software routers and 
VMware virtualization platform and verifies its reliability regarding data transfer. 
The paper includes a number of performance tests to verify the dependability of 
the proposed solution and provide a proof-of-concept for the network topology 
during the Design phase of the PPDIOO methodology, right before the 
Implementation phase. 

1 Introduction  

The Wide Area Networks are very important layer 2 and layer 3 technological 
solutions used for all kinds of business, marketing and general communication 
applications. In most industries the decision is made to design and implement their 
own Wide Area Networks to ensure a reliable, secure and fast data exchange 
between the Enterprise Edge1 and remote locations. The process of designing from 
scratch or improving the WANs on one hand requires dedicated optimization 
algorithms and on the other a reliable testing and simulation environment to 
ensure, that the design is both theoretically efficient and will serve its purpose in 
practice.  

Topology design of the WAN is one of the most important responsibilities that 
a network engineer or project manager takes. The PPDIOO methodology [1] is the 
usually applied method. Proper topology design of WAN saves time, money and 
company resources. Poorly designed networks result in excessive downtime, 
unsecured data and inefficient internal and external communication.  

Several different formulations of topology design problem can be found in the 
literature, generally these correspond to [2,4,6,9]: 

                                                           
1 Enterprise Edge – A framework for designing remote connectivity, a module of the 

Enterprise Architecture [1]. 
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• Various performance measures according to a given set of criteria; 
• Various design variables and imposed constraints. 

Typically, the following performance measures are used [6]: average delay and 
throughput, network reliability and quality of services, cost. 

Most of the available research is focused on the modeling stage, the results are 
presented, sometimes proposed solutions are simulated, but it is rare that the 
solutions were implemented and tested in practice, i.e. a viable proof-of-concept is 
not implemented.  One reason for that is the lack of adequate laboratory equipped 
with the required NIC cards for L2 WAN interfaces. The required amount of 
hardware is also tremendous. To build a medium-size experimental WAN network 
about a dozen of routers is required. In addition, the installation phase and 
implementation of solutions for WANs, due to the distance between the individual 
network locations is time-consuming and impractical in the Design phase. One of 
possible solutions is to project the proposed solution onto a virtual platform using 
software routers.  

Basic aspects of virtualization like virtual networks, software routers and 
topology design in virtual environment will be presented in the second section. 
Performance tests are in the third section. We conclude in the fourth section.  

2 Virtualization  

Virtualization is a very effective way to reduce IT expenses while boosting 
efficiency and agility - not just for large enterprises, but for small and midsize 
businesses as well. Virtualization allows to [5,7-8]:  

• Run multiple operating systems and applications on a single computer; 
• Consolidate hardware to get vastly higher productivity from fewer servers; 
• Save 50% or more on overall IT costs; 
• Speed up and simplify IT management, maintenance, and the deployment of 

new applications. 

Virtualization works by enabling multiple operating systems and their applications 
to run concurrently on a single physical machine or a cloud. These operating 
systems and applications are isolated from each other within their own secure 
virtual machines that coexist on a single piece of hardware or a cloud. The 
virtualization layer maps the physical hardware resources to the virtual machine's 
resources, so each virtual machine has its own CPU, memory, drives, I/O devices, 
etc. Virtual machines are a complete equivalent of a standard PC or a server 
machine. An important feature of virtualization is the ability to easily and 
intuitively create testing environments. Using virtualization, we can create a test 
environment in a fairly short time without generating additional costs for hardware 
and other network equipment. The ease with which we can launch a test 
environment before considering its deployment in a corporate network makes it a 
very promising and relatively low cost technology.  
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With virtualization we can build complex networks, develop, test, and deploy 
new network ideas - all on a single computer. Other reason, why it is an extremely 
useful concept is the fact, that the designed WAN is in 'one place', easily available 
for additional configuration, modifications or version change.  

2.1 Virtualization Architecture  

A Hypervisor also called Virtual Machine Monitor (VMM) is a piece of software 
which carries out the process of virtualization. We are dealing with two different 
kinds of hypervisors. Hypervisor type 1 is called bare-metal hypervisor. In this 
very case the software is running directly on the hardware, controls all its aspects 
and monitors the virtual machines. As a result, the client operating system is a 
virtual machine running on a higher abstract level than the hypervisor. The most 
commonly used contemporary solutions are VMware vSphere2, Citrix XenServer3 
and Microsoft Hyper-V4. An example of this type of architecture is shown in 
Figure 1. 

Hypervisor Type 1, for example: vSphere, XEN, Hyper-V

Hardware

Windows 
Server 2012

Linux Vyatta Router Windows 8 Other  OS

 

Fig. 1 Hypervisor Type 1 architecture 

The second type of hypervisors acts as a conventional application run within 
the operating system. In this case, installed directly on the hardware and the 
hosting operating system, the hypervisor is just an application which allows for 
running virtual machines. So in this case the system running the virtual machine is 
on the third level of the hardware as shown in Figure 2. Available solutions 
include VMware Workstation5 or Oracle VirtualBox6. 

In this article we use the VMware vSphere first type hypervisor. First class 
supervisor is the most efficient since it operates directly on hardware level without 
an intermediate operating system. VMware vSphere is also the industry-leading 
virtualization platform for building cloud infrastructures at the moment so this 
platform was chosen for further investigation.   

 
 

                                                           
2 For more information please visit: http:// www.vmware.com 
3 For more information please visit: http:// www.citrix.com/xenserver 
4 For more information please visit: http:// http://www.microsoft.com 
5 For more information please visit: http:// www.vmware.com 
6 For more information please visit: https://www.virtualbox.org/ 
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Hypervisor Type 2 (virtualization application)
VMware Worstation, Virtual Box

Windows 
Server 2012

Linux 
RedHat

Vyatta Router Windows 8

Operating system for example: Linux, Windows

Other  OS

Hardware
 

Fig. 2 Hypervisor type 2 architecture  

2.2 Virtual Networks 

On a logical, structural level, virtual networks available in VMware aren’t that 
different from physical networks. vSphere is designed to provide and mimic the 
functions of a physical network. A virtual network consists of one or more virtual 
machines connected, so that these are able to send data across the link. A virtual 
machine can be configured with one or more virtual NICs. Virtual adapters are 
presented to the guest OS by the virtual machine hardware. These virtual adapters 
are treated by the guest OS as common network interface cards and will use 
standard drivers available by default within the guest OS.  

Virtual switches allow virtual machines on the vSphere host to communicate 
with each other using the same protocols used in physical 802.3 Ethernet layer 2 
switches. The virtual switch emulates a traditional physical network switch to the 
extent that it forwards frames within the data link layer and supports basic QoS. A 
vSphere host may contain multiple virtual switches, each providing more than 
1,000 internal virtual ports for virtual machine use. To connect to a vSwitch, a 
virtual machine must have a virtual NIC (vNIC) mapped to it — just like physical 
machines can’t connect to a network without a network adapter and a switch port. 
Like real NICs, vNICs have both a MAC address and an IP address. vSwitches 
can consist of one or more port groups, which describe how the virtual switch 
should propagate traffic between the virtual network and the virtual machines 
connected to the specific ports. Network engineers may also use port groups to 
configure QoS settings like: traffic shaping and bandwidth limitations, NIC 
failover and many other.  Port groups are a very convenient way to achieve WAN 
links in a virtual environment. The article [3] investigates the state of the art in 
network virtualization along with the future challenges that must be addressed to 
realize a viable network virtualization environment useful for commercial and not 
only academic purposes. Designing and embedding reliable virtual infrastructures 
is presented in [10]. 

2.3 Vyatta Software Router 

Vyatta is a specialized Linux distribution based on Debian, designed to act as a 
router. It supports all major routing protocols such as RIP, RIPv2 OSPF, OSPFv3, 
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BGP, MP-BGP. It is a mature solution with tools for traffic inspection, filtering 
and intrusion detection. In addition, it can be configured as a VPN gateway with 
support for PPTP, L2TP and IPSec and cooperation with RADIUS AAA servers.  
There are also other functionalities available like: DHCP server, NAT and PAT, 
QoS, SNMP and many other. The way that Vyatta routers are configured is similar 
to the syntax implemented in JUNOS on Juniper equipment.  

When we install Vyatta onto a standard x86 hardware system, we can create an 
enterprise grade network appliance that easily scales from DSL to 10Gbps uplinks. 
Vyatta is also optimized to run in VMware, Citrix XenServer and Hyper-V, 
providing networking and security services to virtual machines and cloud 
computing environments.  So Vyatta routers are easily implemented in virtual 
environments and may be duplicated using available clone tools. 

2.4 Reflecting the Topology of WAN Networks in a Virtual 
Environment Using VMware vSphere Platform 

As mentioned in the previous section, most of the available research regarding the 
process of designing WAN networks is focused on the modeling stage, the results 
are presented, sometimes proposed solutions are simulated, but it seldom that a 
viable proof-of-concept is implemented, yielding mostly theoretical results in the 
form of flow tables and a data flow schema. In order to verify the analyzed 
topology it is best to implement it with a corporate routing configuration and 
generate excessive data flow in order to measure chosen characteristics of this 
very topology. 

Testing on a virtual platform is economical because it can be carried out 
without additional hardware costs.  It is flexible regarding reconfiguration, since 
we can easily change bandwidth of any link at any time and practically any other 
parameter of network at any given moment. Testing results collected from a 
virtual environment are easier to analyze than results from real-life production 
network because important information at critical points can be easily logged 
using industry-standard software to help both the researcher and the network 
engineer to diagnose the issue. For the experiments a typical network structure 
topology consisting of 10 nodes and 14 channels connecting the nodes was 
chosen. For the practical implementation of the topology VMware vSphere virtual 
environment 5.0 is used. The vSphere is installed on the Fujitsu Primergy RX200 
S6 server, equipped with two Quad-Core Intel Xeon E5620. The basic parameters 
of the virtualization platform are presented in Table 1. 

Table 1 Basic parameters of the virtualization platform Fujitsu Primergy RX200 S6 

Processor Type Intel® Xeon® CPU E5620 @ 2.40GHz 

Number of  sockets 2 

Cores per Socket 4 

Logical Processor 16 
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In each of the performed experiments the resources assigned to individual 
virtual machines were quantified in a way, that their lack would not influence the 
results. Nevertheless, during the experiments the available resources were 
monitored as well, since their lack could blur or even corrupt the obtained results. 

In Figure 3 the implementation of the network structure is presented. One 
virtual machine R1 was created and the Vyatta OS installed. Next the required 
Gigabit Ethernet NICs were assigned to it. This VM was then duplicated to create 
routers R2 to R9 and the copies accordingly reconfigured. The links WAN01-
WAN14 were prepared using virtual switches and port groups available in 
vSphere. The whole topology was then initiated and tested for connectivity 
correctness in order to achieve “the golden moment”.  

WAN02
172.16.0.4/30

WAN12
172.16.0.44/30

WAN01
172.16.0.0/30

R2

WAN10
172.16.0.36/30

WAN08
172.16.0.28/30

WAN11
172.16.0.40/30 

WAN13
172.16.0.48/30

WAN04
172.16.0.12/30

WAN03
172.16.0.8/30

WAN06
172.16.0.20/30

WAN05
172.16.0.16/30

WAN14
172.16.0.52/30

WAN09
172.16.0.32/30

R3

R4

R1

R7

R6

R9R8

WAN07
172.16.0.24/30

R5

 

Fig. 3 The implementation of the network topology in VMware vSphere 

In order to verify whether the virtual solution is capable of performing real-life 
functions, the topology was implemented with the following functionalities: 

- SAMBA servers were successfully deployed and connected to nodes R1 and 
R9, in node R1 SAMBA serves as a NT4 domain controller, in location 9 
basic folder sharing was activated. Transfer of files sized between 5 and 
700MB was successful; 

- QoS configuration involving DSCP manipulation in Layer 3 on the border 
routers R1,R2,R3,R7,R8,R9 and Fair Queue implemented on the output 
interfaces on routers R4,R5 and R6. Additionally a default WRED mechanism 
was activated. The congestion was generated by the SAMBA servers. 

- OSPF, a dynamic routing protocol was implemented with the default 
configuration in a single area scenario, default the link costs have not been 
manipulated. 

It must be noted, that the above configuration is only a partial real network setup 
and it is not clear what kind of issues may arise if other mechanisms, like NAT, 
PAT, stateful firewall or VRFs were to be implemented. 
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The topology in Figure 3 allowed for the verification whether the above 
mentioned network services function in a virtual environment. Since the flows in 
this configuration are not symmetrical, a different, 1D-topology was created, 
described in Section 3, for the purpose of experiments. 

3 Performance Experiments 

The main goal of the experiments was to check the stability and efficiency of 
virtual network working on a single host computer. While performing the test data 
was transferred between the server and the client PC through the virtual network, 
running on one host server.  The virtual network consists of Vyatta routers which 
are connected one by one in a straight line achieving a 1D-topology. In our tests 
the number of routers varied from 1 to 9. In Figure 4 the test virtual network 
which consists of five routers is presented. Other virtual networks were built in the 
same way.  

RV-1

CL-1 SRV-1

RV-2 RV-3 RV-4 RV-5

 

Fig. 4 Schema of a virtual network consisting of five routers 

Let  N_routers be the number of routers in the virtual network; 

max_flow is the maximum transfer achieved between the nodes CL-1 and SRV-1 
singe_proc is the average processor load in a single virtual router in MHz 

total_proc is the total load generated by all the routers running in the virtual 
network (MHz).  The results are shown in Table 2. 

Table 2 Experimental results 

N_routers max_flow single_proc total_proc 

1 999 1502 1502 

2 916 1407 2814 

3 803 1324 3972 

4 724 1222 4888 

5 645 1134 5670 

6 525 1004 6024 

7 443 895 6265 

8 374 821 6568 

9 312 743 6687 
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In the Figure 5 dependence between max_flow and N_routers is presented. This 
dependence is clearly linear in nature.  

 

 

Fig. 5  Dependence of max_flow on N_routers 

The parameters of this linear function  

max_flow= a *N_routers + b 

were designated, yielding accordingly: a=-88.2 and  b=1079.  
Another experiment was performed, which was to determine the number of 

routers when the transfer drops below the accepted 100Mbit/s throughput. This 
amount equals to 9 routers. 

In Figure 6 the relationship between single_proc  and max_flow is presented.  

 

Fig. 6 Dependence of single_proc on max_flow 
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This dependence we approximate by linear function. The parameters of this 
function 

single_proc= a *max_flow + b 

were estimated as follows: a = 1.1, b=411.  
The results allow for the assessment of the resources used by the virtual routers 

regarding the amount of traversing traffic. 

 

Fig. 7 Dependence of total_proc on N_routers 

In Figure 7 the dependence of total_proc on N_routers is presented. This 
dependence we approximate by a third degree polynomial:  

total_proc= a *N_routers^3 + b* N_routers^2+c* N_routers+d 

With the coefficients:  a=5.2854, b=-172.2, c=1891.7 d=- 263.33. 
During our experiments we noticed that we can easily and comfortably use up 

to nine virtual routers located on single host computers with channel bandwidth up 
to 200 Mbps. Transfer rate which is close to 100 Mbps is sufficient for most 
private Wide Area Networks. Further addition of virtual routers resulted in 
decrease in network performance according to the trend depicted in Figure 5.  

4 Conclusions 

The results presented in this paper confirm the assumption, that a virtual 
environment is suitable for performing proof-of-concept design tasks of private 
WAN networks. The performed experiments show, that with the increasing 
number of WAN routers the overall throughput drops linearly. The server used for 
performed experiments allowed for running a limited number of virtual routers but 
the available bandwidth drops accordingly.  
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With the link capacities determined it is easy to predict up to how many virtual 
routers a virtual environment will be able to run. 

The experiments also confirmed the sheer ease of use of the virtual 
environment for testing purposes.  
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Abstract. This work presents a new Apriori-like algorithm called CPMPP (Conti-
nuous Pattern Mining with Privacy Preservation) for exploring long continuous 
sequences in a distributed environment with privacy preservation. Given the fact 
that a cryptography-based technique may consume a considerable amount of time 
when enciphering data using a commutative cipher, a short form of locally  
frequent sequences has been applied to improve the system performance. In this 
approach, the length of locally frequent sequences does not exceed two items.  
In consequence, the proposed algorithm reduces the number of expensive crypto-
graphic operations required to obtain the result. The conducted experiments  
show a significant performance increase with the increase of the length of  
generated patterns. 

1 Introduction 

Data mining on data extracted from several independent systems gives a more 
complete view of important relationships in the data. The knowledge gained in 
this way may bring benefits to all participants involved in the analysis. However, 
due to privacy reasons, an exploration cannot always be performed on one data 
store located at a trusted site. When the privacy of parties involved in the analysis 
is a priority, we can use semi-honest model. In this model, a trusted site is re-
placed with the secure multi-party protocol [1-4, 15]. The goal of this protocol is 
to hide the identity of the owner of a particular item. Moreover, due to the exis-
tence of many large sequence databases with huge amounts of data (e.g., Moving 
Objects Databases and Trajectory Data Warehouses [12]) and the growing need 
for highly scalable distributed systems, it is crucial to investigate efficient methods 
for distributed mining of sequences with privacy preservation. 

The solution presented in this work is based on the CDKSU (Secure Union with 
Common Decrypting Key) algorithm described in [5]. This algorithm is extended 
in order to handle problems which have not been investigated in the original  
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concept. Our new approach provides a variant of the CDKSU algorithm designed 
to explore continuous patterns [6, 13-14] in an efficient way. A significant per-
formance gain is achieved by using a new distributed Apriori-like algorithm called 
CPMPP (Continuous Pattern Mining with Privacy Preservation) and a dedicated 
data structure. A key feature of the algorithm is that it uses a compact form of 
continuous sequences. Furthermore, a dedicated data structure aggregates se-
quences in an index tree. This index improves the performance of the support 
computation. 

The rest of the chapter is structured as follows. Section 2 presents an overview 
of the CDKSU algorithm. Section 3 gives a general overview of the new ap-
proach. In Section 4, we discuss the impact of different parameters on the runtime 
of the CPMPP algorithm. Section 5 summarizes our work. 

2 CDKSU Algorithm 

In this work we assume that the different sites (data owners) do not want to expose 
all their data (which might be sensitive or valuable), but they still want to mine the 
union of their databases. Generally speaking, data owners combine their efforts to 
mine sequential patterns but by analyzing the union of data – stored at one site – 
one could deduce something about data sources. Hence, all patterns are encrypted 
by all parties and since only the full encryption allows for decryption using  
the common key, it is not possible to deduce which data source gave rise to which 
patterns. 

2.1 Overview of CDKSU Algorithm 

The CDKSU algorithm is a distributed association rules mining algorithm for 
horizontally partitioned data, which preserves data privacy in semi-honest model. 
In this model it is assumed that each site follows honestly the protocol but may try 
to deduce information about the other site's private data by analyzing information 
received as a result of performing the protocol. In this model a commutative en-
cryption is commonly used. 

Notice that our commutative ciphers work on fixed-length units called blocks. 
It means that if we want to encrypt a long plaintext then it has to be split up into 
blocks and then these blocks should be encrypted separately. Obviously, the long-
er a message is, the more time is needed to encrypt the whole message. The simi-
lar situation occurs when a ciphertext is decrypted. 

In order to reduce the number of expensive decryption operations, the  
CDK (Common Decryption Key) can be calculated for a commutative cipher to 
decrypt every ciphertext only once. This approach has been applied in the CDKSU 
algorithm. 

Let us assume that a transaction database DB is partitioned horizontally over n 
sites S1, S2, … , Sn in such a way that DBi resides at site Si. Every transaction  
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in DBi is a set of items. An itemset that contains k items is called k-itemset. The 
support of a k-itemset is defined as the ratio of the number of transactions contain-
ing it to the total number of transactions in DB. An itemset is considered to be 
frequent if its support is no less than a user defined support threshold. Moreover, 
the locally frequent itemset at site Si is an itemset that is frequent with respect to 
DBi. Notice that a locally frequent itemset may not be globally frequent, i.e., it 
may not be frequent with respect to DB. 

Furthermore, each site Si has its own secret key which is not shared with  
any other site and one site is selected as site D which is responsible for decrypting 
data.  

The main steps of the CDKSU algorithm are: 

1. Each party computes the intersection of the set of locally frequent itemsets and 
the set of globally frequent itemsets, and then generates candidate itemsets ac-
cording to the Apriori property [7]. Next, the support for each candidate is 
counted and finally locally frequent itemsets are found. 

2. After all locally frequent itemsets are discovered by a party, they are encrypted 
using the secret key and sent to a next party. 
When a party receives itemsets from other party, these itemsets are encrypted 
again and sent to a next party. This process is repeated until all itemset are en-
crypted by all parties. 

3. A site, which is not site D, determines the union of all locally frequent itemsets. 
4. CDK is calculated in order to decrypt itemsets found in step 3. 
5. Using the itemsets from the previous step, globally frequent itemsets are found 

and sent to all parties. The algorithm terminates when there are no globally fre-
quent itemsets. 

As we can see, CDK decreases the number of expensive decryption operations 
required to obtain the result, since every itemset is decrypted only once. 

Notice that the description of CDKSU has been simplified to improve readabili-
ty. For more details please refer to [5]. 

2.2 Contribution and Security Issues 

In our work, we focus on data privacy preservation in sequence databases. In this 
view, the main difference between the original proposition (i.e., CDKSU) and 
CPMPP is that the latter works on continuous sequences. Moreover, CPMPP uses 
a compact form of continuous sequences. To the best of our knowledge, there has 
not been any work addressing these issues. It is important to notice that frequent 
pattern mining is essentially different from continuous pattern mining, and what is 
more, these mining processes produce patterns that have different properties (e.g., 
order and continuous). 

CPMPP described in the rest of the work does not violate the CDKSU  
cryptography-based scheme. Our approach can be seen as a variant of the  
CDKSU scheme with a new version of the Apriori algorithm. Furthermore,  
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privacy-preserving properties of our new proposal do not need to be evaluated, 
since no new information is disclosed to any party. 

3 CPMPP Algorithm 

As mentioned in the previous section, our cryptosystem is based on the CDKSU 
algorithm which uses a commutative encryption. In this cryptosystem, each site 
involved in the collaboration encrypts data blocks using a private key. Moreover, 
only one site decrypts fully encrypted data to obtain the final result. In order to 
speed up CDKSU, a novel approach has been introduced. 

The main idea is based on the observation that the more sites are involved in 
secure pattern mining (assuming the same support threshold), the more time is 
needed to complete the task (recall Subsection 2.1). A similar situation occurs 
when the average length of frequent patterns increases. In this view, we present an 
approach that limits the length of locally frequent sequences broadcasted to partic-
ipating sites. By reducing the length of sequences, the number of data blocks that 
are enciphered and deciphered decreases. According to the CPMPP algorithm, the 
length of a candidate will never exceed 2. That also means that every locally fre-
quent sequence will be contained in a single data block. 

3.1 Definitions 

In this subsection we define the terminology used in the rest of the chapter: 

Definition 1: Continuous sequence 

Given a distinct set of items E={e1,e2,…,en}, a continuous sequence is a sequence 
of items <a1a2…am> where )    (1 miEai ≤≤∈  and for any two items ai and aj 

(i ≠ j) we have ai ≠ aj. 

A continuous k-sequence is a sequence with length k, where the length of a conti-
nuous sequence is the number of items in it. 

Where it is clear from the context we will omit the word continuous. 

Definition 2: Containing cs⊆  one continuous sequence in other continuous  

sequence: 

A continuous sequence s1=<b1b2…bm> is a continuous subsequence of a conti-
nuous sequence s2=<a1a2…an> (n ≥ m), denoted as 21  ss cs⊆ , if for a certain integer 

i b1=ai, b2=ai+1,…, bm=ai+m-1. On the other hand, the sequence s2 is a superse-
quence of s1. 

Definition 3: Support of a continuous sequence 

The relative support suppcs of a continuous sequence s is calculated as: 
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Similarly, the number of sequences that contain s is called the absolute support 
asuppcs of s. 

For instance, let a sequence database contain two continuous sequences 
<A F G Z> and <A B F G>. The relative support suppcs of the continuous sequence 
<A F G> is 50%, since only <A F G Z> matches <A F G>. 

Definition 4: Frequency of a continuous sequence 

A continuous sequence s is called frequent if its support suppcs (asuppcs) is no less 
than a threshold minSup given by a user, i.e.: 

)  )((or       )( cscs minSupsasuppminSupssupp ≥≥  

Definition 5: Locally frequent continuous sequence: 

A continuous sequence s is called locally frequent at site iS  if its support is no 

less than a threshold minSup with respect to iDB . 

Definition 6: Globally frequent continuous sequence: 

A continuous sequence s is called globally frequent if its support is no less than a 

threshold minSup with respect to DB, where n

1
=

=i iDBDB  and n is the number 

of parties. 

Definition 7: Extension 

The extension ext is a 2-sequence defined as ext=<a1a2> where 1a and 2a belong 

to the set of items E={e1,e2,…,en} and a1≠a2. 

For instance, the extension <B Y> means that it starts with the item B and B is 
followed by Y. 

Definition 8: Placeholder 

The placeholder x for a continuous sequence is a unique identifier which is de-
fined as x=<a1a2> (i.e., <a1a2> can be replaced by x and vice versa). 

For instance, using the placeholder x=<a1a2> the continuous sequence s=<a1a2a3> 
can be written as s=<xa3>. 

3.2 CPMPP 

CPMPP assumes that one auxiliary item (i.e., placeholder) is added to every glo-
bally frequent sequence (step 5 in Subsection 2.1) when the length of a globally 
frequent sequence equals 2. The placeholder is a unique identifier of the globally 
frequent sequence and, which is extremely important, it does not reveal any new 
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information to the attacker. Additionally, during generation of candidate se-
quences (step 1 in Subsection 2.1), each site replaces the first two items of candi-
dates with corresponding placeholders. 

Furthermore, CPMPP is a version of the Apriori algorithm [7] and works on 
three main sets. The first set GFS contains globally frequent sequences found in 
the previous iteration of the algorithm, the second set LFS holds locally frequent 
sequences, while the last set LFE contains locally frequent extensions. The set of 
locally frequent sequences LFS is sent to a next party (step 2 in Subsection 2.1). 
However, the set of extensions LFE is stored locally and is never sent to any party 
(i.e., is not shared with the parties and remains private). 

As other distributed versions of the Apriori algorithm (e.g., FDM [8]), the 
CPMPP iteration consists of a sequence of steps, including generation of candi-
dates, support computation, local pruning and result forwarding. A main differ-
ence is that the generation of candidates in CPMPP is based on globally frequent 
sequences, locally frequent sequences and extensions. More precisely, at the be-
ginning of each iteration, the intersection of the first two sets is found. If the inter-
section set GLS is not empty, candidates are generated by taking into account both 
GLS and LFE. 

The extensions are in some sense a history of the previous iteration and them-
selves cannot generate candidates. Nevertheless, in order to generate all possible 
candidates they have to be analyzed. 

Figures 1-3 show successive iterations of the CPMPP algorithm at site 0. Please 
assume that site 0 has three sequences s1=<A B C>, s2=<B C D Y J> and 
s3=<I C D Y J> in DB0, and the (absolute) minimum support minSup equals 2. In 
order to simplify our description, we also assume, without any loss of generality, 
that locally frequent sequences are also frequent globally. Because the determina-
tion of globally frequent 1-sequences is similar to that in [5], it will be omitted 
here. The subscript of a set denotes an iteration number. 

 <C J> * 
 <C Y>* 
 <D J> * 

 <B> 
 <C> 
 <D> 
 <J> 
 <Y> 

 GFS 

 <B C>+ 

 <B D>− 

 <B J> − 
 <B Y>− 

 <C B>− 
 <C D>+ 
 <C J> * 
 <C Y>* 

 <D B>−

 <D C>−

 <D J> *
 <D Y>+

 <J B>−

 <J C>−

 <J D>−

 <J Y>−

 <Y B>−

 <Y C>−

 <Y D>−

 <Y J>+

 <B C>+

 <C D>+

 <D Y>+

* <Y J> +

Candidates  LFS1  LFE1 

 

Fig. 1 First iteration of CPMPP 

Based on globally frequent 1-sequences (Fig. 1), 2-candidates are generated. 
This is done as in the AprioriAll algorithm (details can be found in [9]). The next 
step is to count the support by scanning the index (index stores all sequences and 
is used to compute the support of a given sequence in an efficient way). 

A local candidate may be in one of 3 states (+, *, -). A plus (+) means that a  
sequence is a frequent continuous sequence. An asterisk (*) indicates that a  
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sequence is an extension. A minus (-) is used to denote an infrequent sequence. 
For example, the candidate <B C> is considered to be a frequent continuous se-
quence since C occurs directly after B and there are two sequences s1 and s2 con-
taining this pattern. The candidate <C Y> is an extension because Y is located after 
C in two sequences. The candidate <C B> is considered to be infrequent, since the 
candidate order is not preserved in the sequences in DB0. 

After examining all the candidates, locally frequent sequences are sent to other 
parties, while the set of extensions is locally stored. 

It should be noted that a globally frequent sequence can also be an extension. 

 <X2 J> *
 <X2 Y>+

 <X3 J>+  <X2 Y>+

 <X3 J> +
 <X2 J> * 

 LFE1 

 <C J> * 
 <C Y>* 
 <D J> * 

 <Y J X4> 
 <D Y X3> 
 <C D X2> 
 <B C X1> 

 GFS1  LFS2 Candidates  LFE2 

 

Fig. 2 Second iteration of CPMPP 

Fig. 2 depicts the next iteration. All globally frequent 2-sequences found ac-
cording to the minimum support threshold are presented on the left side of the 
figure. According to previous assumptions, every globally frequent sequence has 
an additional item (placeholder) that uniquely identifies it. In Fig. 2, placeholders 
are X1, X2, X3 and X4. A placeholder will replace the first two items of a  
new candidate sequence (more detailed descriptions can be found in the next  
subsection). 

The generation of candidates in Fig. 2 is different from that presented in the 
previous iteration. First, every candidate should start with a 2-prefix that is present 
in the set of globally frequent sequences. Second, a candidate can be generated by 
joining a globally frequent sequence with another one or an extension. Third, two 
sequences can be joined if they have the same first item. Furthermore, 2-prefix of 
a candidate is replaced with a corresponding placeholder. 

For example, consider the globally frequent sequence <C D X2>. The item X2 
is a placeholder to denote the first two items C and D. We may not join <C D X2> 
with any other globally frequent sequence as they do not start with C. However, 
we can join <C D X2> with the extensions: <C J> and <C Y>. As a result, two  
sequences are generated <C D J> and <C D Y>. Finally, we have to replace  
all occurrences of 2-prefix <C D> with X2. The other globally frequent sequences 
are processed in a similar way. The remaining steps are the same as in the first  
iteration. 

The last iteration is pictured in Fig. 3. 
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 <X5 J>+ <X2 Y X5> 
 <X3 J X6> 

 <X2 J>* 

GFS2 LFE2 LFS3 Candidates 

 <X5 J>+

 

Fig. 3 Third iteration of CPMPP 

To clarify the uncertainty, the derivation of <X5 J> is as follows. Assuming 
that X2=<C D> and X5=<X2 Y> (see Figures 2 and 3), we have <X2 Y J> and 
finally <C D Y J>. Information about the transformations of extensions are stored 
by every party. 

3.3 Pseudocode 

In this subsection, a generic pseudocode of the CPMPP algorithm is presented. 
The descriptions of variables are listed below: 

• GFSi,k – set of globally frequent continuous sequences supported by all sites at 
the kth iteration. The member m of GFSi,k can be seen as a triple <s1s2x3>, 
where <s1s2> is a globally frequent sequence and x3 is its placeholder. GFSi,k is 
fully decrypted. 

• GLSi,k – set of globally frequent continuous sequences locally supported at site 
Si. 

Algorithm 1. CPMPP 
1) RS = RS ∪  deriveResults(GFSi,k-1, TSi,k-1) 
2) TSi,k = retrieveTransformations(GFSi,k-1, TSi,k-1) 
3) GLSi,k = GFSi,k-1

 ∩  LFSi,k-1 
4) if GLSi,k contains 1-sequences then 
        CSi,k = retrieve2SeqFromIndex(GLSi,k) 
        goto step 7 
5) for each <s1s2x3> ∈  GLSi,k  do 
        for each <s4s5x6> ∈  GLSi,k do 
            if s1 = s4 and s2 ≠ s5 then 
                CSi,k = CSi,k ∪  <x3s5> 
6) for each <s1s2x3> ∈  GLSi,k do 
        for each <s4s5> ∈  LFEi,k-1 do 
            if s1 = s4 and s2 ≠ s5 then 
                CSi,k = CSi,k ∪ <x3s5> 
7) for each c ∈  CSi,k do 
        if c is frequent continuous sequence then 
            LFSi,k = LFSi,k ∪  c 
        else if c is frequent extension then 
            LFEi,k = LFEi,k ∪  c 

Fig. 4 CPMPP algorithm 
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• LFSi,k – set of locally frequent continuous sequences supported at site Si at the 
kth iteration. 

• CSi,k – set of candidates at site Si at the kth iteration. 
• LFEi,k – set of locally frequent extensions supported at site Si at the kth itera-

tion. 
• TSi,k – set of extension transformations at the kth iteration. 
• RS – result set. 

The description of Algorithm 1 is as follows. In step 1, the set of globally frequent 
sequences is added to the result set RS. Since in later iterations patterns contain 
placeholders, it is needed to derive the final forms of those patterns by replacing 
placeholders with appropriate items. For this purpose, the deriveResults function is 
implemented. In step 2, the retrieveTransformations function prepares the set of 
placeholders for use in the next iteration. In step 3, globally frequent sequences 
are narrowed to only those locally supported. Steps 5-6 show how candidate  
sequences are generated, and step 7 how frequent sequences and extensions are 
obtained. In the case when the length of a globally frequent sequence is 1, candi-
dates are generated directly from the index (see step 4). This narrows down the 
number of possible candidates and thus greatly speeds up the local processing 
time. The index is also used to count the frequency of candidates. If LFSi,k is not 
empty, the party encrypts its locally frequent sequences and sends them to other 
party. 

4 Experiments 

In the experiments, we compared two algorithms CPMPP and GSP [10]. The GSP 
algorithm is equivalent to the CPMPP algorithm, in the sense that it allows one to 
generate the same result set. Both algorithms are embedded into CDKSU, but the 
new approach is only applied in CPMPP. A commutative encryption scheme used 
in the experiments was based on the Elliptic Curve Pohlig-Hellman cipher with 
prime239v1 parameters [11]. 

The experiments were carried out for three nodes located on three separate 
computers connected by a local area network. Each of those nodes had a sequence 
database consisting of 10k sequences with 629 distinct items. The average length 
of sequences was 14.2 and the average deviation was 0.5. All the computers were 
equipped with Intel Core 2 Quad Q9450, 2GB of RAM and Samsung HD252HJ 
hard drive. 

Since the generation of 2-candidates is a time-consuming process, both algo-
rithms fetch locally frequent 2-sequences directly from the index. The support for 
every sequence is also determined using the index. It should be emphasized that 
the index of a party is never sent to the other parties. 
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The measurements of runtime began after a node received globally frequent 1-
sequences. Our testing suite concerned measurements of the runtime under differ-
ent minimum support values. 

The runtime of the algorithms for different values of the minimum support and 
patterns is shown in Fig. 5. The suffix en means that encryption is on, and no that 
no encryption is present. The results show that CPMPP is slightly better when the 
encoding is turned off. However, when the encoding is enabled, performance in-
creases significantly. 

 
Fig. 5 Runtime vs. minimum support (on the left) and runtime vs. patterns (on the right) 

Fig. 6 shows the number of data blocks that are enciphered using the commuta-
tive ciphers. The number of blocks increases with decreasing the minimum  
support, as the algorithms generate more patterns. Moreover, the length of patterns 
also increases. 

 

Fig. 6 The number of encrypted blocks vs. minimum support 

The performance gain is shown in Fig. 7. This figure shows that CPMPP per-
forms extremely well in comparison with GSP. 
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Fig. 7 Performance gain vs. patterns 

5 Conclusion and Future Work 

Many companies and organizations collaborate to get the benefits of mining their 
data using privacy-preserving techniques [16, 17]. The cryptography-based 
schemes found in those techniques are often characterized by low efficiency. In 
order to improve the efficiency of systems that are based on those schemes we 
present the CPMPP algorithm for mining continuous sequences in a distributed 
environment with privacy preservation. 

The CPMPP algorithm allows reducing the number of data blocks that are en-
crypted and decrypted using a commutative cipher. The experiments show that 
reduction of operations improves performance significantly. 

The future research will include further optimization of the CPMPP algorithm. 
We expect it can be improved by using a novel index-based approach that will 
find locally frequent sequences in only one step. 

References 

[1] Goldreich, O., Micali, S., Wigderson, A.: How to play any mental game. In: Proc. of 
the 19th Annual ACM Symposium on Theory of Computing, STOC 1987, pp. 218–
229. ACM, New York (1987) 

[2] Vaidya, J., Clifton, C.: Privacy preserving association rule mining in vertically parti-
tioned data. In: Proceedings of the 8th ACM SIGKDD International Conference on 
Knowledge Discovery and Data Mining, pp. 639–644 (2002) 

[3] Clifton, C., Kantarcioglu, M., Vaidya, J., Lin, X., Zhu, M.Y.: Tools for privacy pre-
serving distributed data mining. SIGKDD Explor. Newsl. 4(2), 28–34 (2002) 

[4] Kantarcioglu, M., Clifton, C.: Privacy-preserving distributed mining of association 
rules on horizontally partitioned data. Trans. Knowl. Data Engs. 16(9), 1026–1037 
(2004) 



194 M. Gorawski and P. Jureczek 

[5] Gorawski, M., Siedlecki, Z.: Optimization of Privacy Preserving Mechanisms in Ho-
mogeneous Collaborative Association Rules Mining. In: 6th International Conference 
on Availability, Reliability and Security, pp. 347–352 (2011) 

[6] Gorawski, M., Jureczek, P.: Extensions for Continuous Pattern Mining. In: Yin, H., 
Wang, W., Rayward-Smith, V. (eds.) IDEAL 2011. LNCS, vol. 6936, pp. 194–203. 
Springer, Heidelberg (2011) 

[7] Agrawal, R., Srikant, R.: Fast algorithm for mining association rules. In: The Interna-
tional Conference on Very Large Data Bases, pp. 487–499 (1994) 

[8] Cheung, D.W., Han, J., Ng, V.T., Fu, A.W., Fu, Y.: A fast distributed algorithm for 
mining association rules. In: PDIS: Int. Conf. on Parallel and Distributed Information 
Systems (1996) 

[9] Agrawal, R., Srikant, R.: Mining sequential patterns. In: Proceedings of the 8th IEEE 
International Conference on Data Engineering, pp. 3–14 (1995) 

[10] Srikant, R., Agrawal, R.: Mining sequential patterns: generalizations and performance 
improvements. In: Apers, P., Bouzeghoub, M., Gardarin, G. (eds.) EDBT 1996. 
LNCS, vol. 1057, pp. 1–17. Springer, Heidelberg (1996) 

[11] Qu, M.: Standards for efficient cryptography sec 2: Recommended elliptic curve do-
main parameters (2010) 

[12] Kozielski, S., Wrembel, R. (eds.): New Trends in Data Warehousing and Data Analy-
sis. Annals of Information Systems, vol. 3. Springer (2009) 

[13] Gorawski, M., Jureczek, P., Gorawski, M.: Exploration of continuous sequential pat-
terns using the CPGrowth algorithm. In: Nguyen, N.T., Zgrzywa, A., Czyżewski, A. 
(eds.) Advances in Multimedia and Network Information System Technologies. 
AISC, vol. 80, pp. 165–172. Springer, Heidelberg (2010) 

[14] Gorawski, M., Jureczek, P.: Continuous Pattern Mining Using the FCPGrowth Algo-
rithm in Trajectory Data Warehouses. In: Graña Romay, M., Corchado, E., Garcia Se-
bastian, M.T. (eds.) HAIS 2010, Part I. LNCS (LNAI), vol. 6076, pp. 187–195. 
Springer, Heidelberg (2010) 

[15] Gorawski, M., Stachurski, K.: On efficiency and data privacy level of association 
rules mining algorithms within parallel spatial data warehouse. In: Proceedings of the 
the First International Conference on Availability, Reliability and Security, pp. 936–
943 (2006) 

[16] Gorawski, M., Bularz, J.: Protecting private information by data separation in distri-
buted spatial data warehouse. In: ARES 2007, pp. 837–844. IEEE CS (2007) 

[17] Gorawski, M., Morzy, T., Wrembel, R.: Special Issue on: Techniques of Advanced 
Data Processing and Analysis Introduction. Control and Cybernetics 38(1) (2009) 

 



 

W. Zamojski et al. (Eds.): New Results in Dependability & Comput. Syst., AISC 224, pp. 195–204. 
DOI: 10.1007/978-3-319-00945-2_17 © Springer International Publishing Switzerland 2013  

Technical and Program Aspects on Monitoring 
of Highway Flows (Case Study of Moscow City) 

M.G. Gorodnichev1 and A.N. Nigmatulin2 

1 Moscow Technical University of Communications and Informatics,  
111024  Moscow Aviamotornaya 8-a 
gorodnichev@hotmail.com 

2 Moscow State Automobile and Road Technical University, 
125319, Moscow, Leningradskiy Avenue 64 
a.n.nigmatulin@yandex.ru 

Abstract. The article describes validation and testing of traffic monitoring tech-
nology for models creation and forecast of traffic characteristics on traffic city 
network (based on case study of Moscow). We discuss one of collect data method 
based on network of microwave radar SSHD, installed in Moscow last year. Ac-
quiring data allow to analyze of  traffic jam causes and to evaluate approximately 
economic losses for typical junctions of road network.    

1 Introduction 

Nowadays the state of transport network in Moscow (Russia) is caused by the 
following factors: (1) not well established street & road network, including low 
quantity of road junctions; (2) very rapidly increasing number of vehicles on the 
roads; (3) distinctive features of driving – drivers’ mentality of citizens and guests. 
Significant scientific and engineering resources are deployed to research all the 
possible application of leading existing traffic models [5],[7],[10],[11] in order to 
predict and manage the traffic flows in Moscow.  

Without any exceptions all the approaches in modeling of complex socio-
technical systems imply intellectual monitoring, in other words the system of mea-
surement and primary automatic processing of main traffic features based on the 
example of Moscow road network. 

In 2010-2012 DTC1 of Moscow Government purchased, set up and tested nu-
merous (>2000) microwave radars SmartSensor HD (Legacy) (SS-125). Thus, 
there is a need to define the optimal quantity of radars and recommend the place-
ments for  installation of the device. Moscow State Automobile and Road Tech-
nical University (MADI), situated on the roadside of one of the main highways in 
Moscow road network (Fig. 1), had an opportunity to study the operating quality 
of the typical device and automatically got the access to all the visual information 
about traffic on 10 lanes with the processing rights. Profound experimental and 
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analytical studies were conducted to define the possible application of such moni-
toring system – on the example of typical device (radar) of the system – to the 
modeling and forecasting of traffic in Moscow.  

The objective of the article is to reveal the pros and cons of data collection about 
traffic flows with the help of microwave radars SSHD. It is necessary to define the 
limitations of this method and propose alternative methods of automated monitor-
ing for the operating modes, in which SSHD shows the highest deviations. Based 
on that it will be possible to define the dynamics of traffic features and analyze the 
causes of intensive traffic, taking into account the distinctive features of drivers’ 
behavior in Moscow. It is important to show practical value – define economic 
losses of traffic in order to actualize the problem even better. The outcomes of the 
study and the conclusions on the traffic state are described in this article.  

 

Fig. 1 a) Moscow map; b) MADI; c) SSHD location; d) Corresponding lanes 

a

b 

c d 
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2 Evaluation of accuracy for Smart Sensor HD 

Let’s review the technical features given by the radar’s producer Wavetronix  
(www.wavetronix.com).  

The device SSHD has the working frequency of 24-24.25 GCPS and allows to 
measure the qunatity of passing vehicles, top fractile velocity, velocity, distance 
between the cars, direction of the flow, traffic density, intensity by lanes, defines 
the presence of cars and classifies them. The working zone of SSHD (coverage) is 
up to 80 meters and it allows managing and monitoring up to 10 lanes simulta-
neously. Numeration is set from the lane which is the closest to the installed radar 
(Fig. 1) 

The producer states the following accuracy for the device and its measure-
ments: deviation for intensity equals ±10%, minimum distance to detect between 2 
sequentially moving cars equals 1.67 m, deviation for velocity:  ±5 km/h.  

Evaluation of SSHD accuracy was conducted via simultaneous video 
processing in order to define the limitations of this method for statistical data col-
lection. The video was processed in laboratory conditions and with the help of the 
software which uses the automated processing of virtual detectors’ field [2]. The 
following values were found: 

Table 1 Radar deviation 

Number of lane Deviation of intensity, % 

1 * 

2 57,5 

3 60 

4 42,5 

5 30,6 

6 30,3 

7 35,8 

8 33,1 

9 37,4 

10 24,3 

Sum 39,1 
* While defining deviation of  intensity on the 1st lane we observed that the radar detected 
the intensity equal to 49 cars per 5 minutes even though there was a truck parked on this 
lane right at that time. The same mistake repeated several times.  

In Table 1 the data is presented in the mode of wide moving jams (as per Kern-
er [8] definition). The deviation stated by the producer  differs a lot from the devi-
ation collected in the mode of wide moving jams. Therefore, the measurements 
with the SSHD radar are incorrect in the mode of wide moving jams and  
“stop-and-go”. 
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The main causes of registered deviations: 

• Changing lanes by vehicles 
• Overlapping of one car by another (shadow) 
• Breaking the rules of radar’s installation 
• The distance between detected cars is lower than critical (1.7 m) 

3 Modes of Data Collection via SSHD 

SSHD supports 2 modes of data collection:  

• Interval (average for set time interval) 

 

Fig. 2 Generic view of collected data in interval mode  

• Individual (for each car) 

 

Fig. 3 Generic view of collected date in individual mode 

In interval mode the radar is recording the features of the flow into text file on 
the set up averaging (For research accuracy the interval for data averaging is equal 
to 1 minute.) 

In individual mode the radar is recording the features of cars  passing the high-
way on-line into text file. 

The significant drawback of the collected data is that it forms the tremendous 
array of information without graphical or table summary on the requested interval 
of time.  

Also the “noises” (gaps) were detected in collected data, which happen because 
of the imperfect program support that is installed on SSHD. Thus, there is  
the missing or incorrectly registered data (empty lines, 100% intensity, negative 
velocity etc.).  

In order to process the collected data (interval and individual), clean out the 
gaps and receive the features of the flow required by the scientists for the certain 
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periods of time, and also for the purpose of visualization, sorting and convenience 
to work with such massive information, the special software was found - «Soft-
ware of data processing with SSM HD»  

4 Description of the Software «The Program of Data 
Processing with SSM HD»  

In order to process the collected data special software for SSM HD data was 
found. The software is written in the space Borland Delphi on the language Object 
Pascal. It serves the following functions: 

- processes the collected data cleaning all the gaps and program mistakes;  
- extracts density, velocity, intensity with set up averaging and building up graphs 
(dependence of values on time) and tables. 

In the tables (Fig. 2-3) the columns describe time, the rows are number of the 
observed lane. The cells contain the values of hourly distribution for the required 
feature (intensity, velocity or density) of the traffic flow. The last columns and 
rows contain sums and percentage values. While building up graphs it is possible 
to choose any lane or/and summary value for the requested feature of traffic flow. 
Example of the table below shows the hourly distribution of intensity where the 
phases of the traffic flow can be revealed [10]: 

 

Fig. 4 Graph for hourly intensity on lanes -1,9 & 10 in the last 24 hours 
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Below there are the main features of traffic flow – density, velocity and intensity.  

 

Fig. 5 Dynamic of density within 10 days  

Analyzing the typical density graph it can be stated that the most intensive flow 
is on Wednesdays and Thursdays as there are peaks in these days. In other days 
we observe the even distribution of velocity.  

It was noted, that average density within a year increased from 35,4 ve-
hicles/km to 47,3 vehicles/km, in other words the average density increased 11,9 
vehicles/km (33,6%) 

 

Fig. 6 Dynamic of average velocity within 10 days 

As per Fig. 6 it is obvious that velocity has the areas of sharp decline on 
Wednesdays and Thursdays.  

Average velocity within a year decreased from 64 km/h to 51 km/h, in other 
words the average velocity decreased 13 km/h. (20,3%) 
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Fig. 7 Dynamic of intensity within 10 days 

Analyzing the graphs the regularity of intensity’s sharp decline was revealed in 
midweek on Wednesdays and Thursdays.  

Average intensity has decreased within a year from 45601 vehicles/h to 38851 
vehicles/h, so it decreased on 6750 vehicles/h (14,8%). 

It was noted that time in pre-traffic and traffic modes increased up to 4 hours 
which is on 50% more than the previous year. Based on the data it is obvious that 
the time period when the distance between cars is below 1.67m is not lower than 4 
hours and is constantly going up. This means that the time for which SSHD gives 
the highest deviation (Table 1) is constantly increasing. At an instant within at 
least 4 hours a day (approximately 15%) the collected data is incorrect.  

The periodic dependence of the form and area, evolved by traffic curves, from 
day of the week was found. 

5 Problems of Traffic Flows in Moscow  

Based on the data presented above it can be stated that the observed  area by Le-
ningradskoe highway 64 is capable to hold even higher intensity not leading to 
congestion but other road areas do not have that capacity and therefore it leads to 
congestion.  
Let us review the main causes of traffic in Moscow: 

I. Underdeveloped road networks 

Based on Moscow Committee of Statistics the total length of Moscow streets, 
highways and driveways is equal to approximately 4500 km, in other words the 
quantity of roads per square km equals about 4,4 km. of roads/km2 . 

II. Low junction 

Lack of junctions in knots 
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III. Organization of road traffic 

In Moscow 151 km of public transport lanes  were allocated (around 5% from 
total length). This program was held in 2011-12, which led to capacity decrease of 
the road areas where there are no proper junctions.  

IV. Violation of driving rules 

This problem can be accredited to the distinctive features of national mentality 
(jagged movement, reckless driving). 

Let’s review the typical example of traffic development – area on Fig. 8. 

 

Fig. 8 Typical road network with 3 types presented 

In Fig.8 there is an example of “bottleneck” caused by the reasons mentioned 
above. At such places intensive flows of cars come together. In the junction area 
the road has lower number of lanes and the total capacity is decreased due to allo-
cated public transport lane (on Fig.8 the quantity of lanes decreased to 2), viola-
tion of driving rules (drivers turn not from one but 2 lanes as indicated in Fig.8) 
and etc. Such areas are obviously narrowed and this leads to density increase and 
velocity decrease. 

Such areas, typical for Moscow, combining several junction problems, are the 
main reasons for traffic development. Traffic leads to high economic losses and 
their estimation is presented below.  

6 Estimation of Economic Losses on the Most Typical Road 
of Moscow Traffic Network 

Let us estimate economic losses on the typical tract of Moscow. 
The drivers following to Volokolamskoe direction (Drivers VD) have to over-

come approximately 2,3 km. The drivers following to Leningradskoe direction 

Public transport lane 
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(Drivers LD) have to overcome approximately 2,5 km. Average velocity of ve-
hicles in free traffic is 75km/h. Quantity of vehicles passing to Volokolamskoe 
direction (VH) in stop-and-go mode is  4 380 vehicles. Quantity of vehicles pass-
ing to Leningradskoe direction (LН) is 20 380 vehicles. Time losses: VН & LН is 
17 min per day (24h). Let us assume that average number of people in single ve-
hicle is 1,3 people. Average salary per person is 290 RUB/h.  

Thus, economic losses per day (24h) on road intervals №1,2,3,4 in direction to 
suburban areas each week day in high density equal: 3 000 000 RUB/24h. Thus 
the driver who is passing the researched area is losing around 100 rub. 

7 Summary 

It has been shown that the method of data collection to measure traffic via micro-
wave radar SSHD has satisfactory quality for 20-21 hours per day. Therefore,  it 
requires alternative methods of automated monitoring. 

The cause analysis of jam appearance was showed. Typical problems of road 
networks were revealed and estimation of economic losses for Moscow citizens is 
conducted. 
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Abstract. The possibility of calculating the reliability characteristics and  
parameters  on the basis of on stochastic process models of  an object degradation 
is considered in the paper. Integral functionals of semi-Markov processes,  
called cumulative processes, have been used for construction stochastic models of 
degradation. 

1 Introduction 

The technical object wear  is  the effect of various damaging factors which have a 
random character. In many cases, the wear is the result of the cumulative effects of 
extortion. Damage of the object occurs when the cumulative effects of extortion 
exceed a certain level of degradation. Mathematical modelling of various forms of 
real objects wearing  processes is a complex problem. Here we consider only 
cases, which lead to relatively simple models. Possibility of calculating the relia-
bility characteristics and parameters   on the basis of stochastic process models of  
an object degradation is considered in the paper. Integral functional of the semi-
Markov processes have been used for construction  the stochastic models of  
degradation. 

2 Definition and Basic Properties of Integral Functional  
of the semi-Markov Process  

Integral functional of  the semi-Markov processes were presented by D. Silvestrov 
(1980),  N. Limnios  &  G. Oprisan  (2001).  We present some  concepts  and 
theorems concerning such kind of the stochastic process that were discussed in  
[1], [2], [3].  We have to begin with a basic definition of the discrete  states space 
semi-Markov processes theory. 

Let  ,   and    denotes a discrete set.   
be a probability space. Suppose that  is the sequence of ran-
dom variables  such that     and  Two-dimensional se-
quence of the random variables  is called a Markov renewal 
process (MRP) if 
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• for all         

         (1) 

• for all    

.  (2) 

A function 

  (3)

is a transition probability of the  two-dimensional  Markov 
chain. We can see that the transition probability does not depend on a second 
(continuous) coordinate. A square  matrix  

  (4) 

is called a renewal kernel.  A one row matrix 

  (5) 

is  an initial distribution of the MRP. The renewal kernel is said to be continuous 
if at least its one row has an element containing an absolutely continuous  compo-
nent in  Lebesque decomposition. 

Let 

 

A stochastic process  defined as  

  (6)

is called a counting  process  of the MRP  . 
A stochastic process  given by a formula  

  (7) 

is said to be a  semi-Markov process generated  by the MRP   
with the initial  distribution      and the kernel     From (6) and (7) 
we obtain 

  (8) 

It follows from the above formula that the trajectories of SM process are the func-
tions piecewise constant and right-continuous. SM process is called regular if for 
all  ,  .  
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Suppose that  is  SM Markov regular process with continuous 
kernel.  Assume the    is any   function taking values on a subset    

. Stochastic process 

 (9)

is called an integral   functional of the  SM  process   or a  cumulative process of  
the SM process . If   is the MRP defining the 
process  then  

 (10) 

This formula allows to generate  the trajectories  of the process . 
Using the definition of the counting process we obtain an equivalent form of the 
formula (10)  

 
 (11) 

Example 1 
Let   be a semi-Markov process  with a state space   
which is generated by MRP . Assume      

  and  

.   (12)

From (10) we obtain  a piece of trajectory of the stochastic process  
: 

 

(13)

Figure 1 shows  a trajectory  of a semi-Markov process  corresponding to a MRP 
realization (12) and figure 2 illustrates the corresponding trajectory of  the integral 
functional. 

       t1
t2 t3 t4

t0 t

X(t)

 

Fig. 1 Trajectory of a semi-Markov process 
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Fig. 2 A trajectory of  the integral functional of semi-Markov process 

Consider a joint distribution of processes  and    
[3], [4]. Let 

. (14)

The functions     satisfy  a system of  integral equations  
 

 

 (15)

For  we obtain  

    (16) 

The conditional cumulative distribution functions (CDF) of the process 

  satisfy  a system of the integral equations   

  (17)  

From (12) we get 

  

Let             

 

The conditional probability   verifies a system of integral  
equations   

    (18)



Integral Functionals of semi-Markov Processes in Reliability Problems 209 

If  denotes subset of „up” states of the object , then   denotes  it’s avail-
ability  under condition  that an initial state is    

A cumulative process   allows defining  a random process 
 by  

     (19) 

A random variable    denotes  an instant of a level   x exceeding  by the cu-
mulative process. If   x  is the critical level of the process describing degradation 
of an object then  

  (20) 

is a reliability function.     
A stochastic process    defined by             

, (21)

where 

 ,  (22) 

is an example of an integral  functional of a SM  process. A value of the random 
variable  denotes a cumulated sojourn time of the SM process 

 in a state j, during the interval . The process  

is connected with  the process   defined by  

 (23) 

A random process    denotes  an instant  of time of exceeding a 
level x by the   cumulated  sojourn time of the SM process.  Those processes have 
asymptotically normal distribution with parameters depending on a kernel of the 
process   . In renewal theory there is well known concept of an  
alternating process. We can treat it as the SM process   with a state 
space , a kernel 

   (24) 

and an initial distribution  

  ,   (25)

where   are CDF of  the nonnegative, independent random variables 
 . From definition  of the process    it follows  that the 

process is connected  with the cumulated sojourn time in a state  1 of the alternat-
ing  process [1], [2 ], [3].  If    ,  denoting consecutive waiting 
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times of the state   are supposed  to be the random variables with an identical 
probability  

 (26) 

while    denote the  lengths  of the time intervals, that pass from 
the instants of n-th going out from the state      to  next going in   this state, then 
the definition of the  process  which start with the state  is al-
most identical  with definition of the simple alternating process. The only differ-
ence lies in that for general SM process, the random variables 

   can be dependent. But we can distinguish  a class of the 
SM processes, that   the mentioned  above random variables are independent.  

If  is SM process with a kernel      
such that  ,  then the  random 
variables      are independent and  

     (27)

where    is  n-th return time to the  j  state [3]. 

The equations  which allow  to calculating the one dimensional distribution of 
the process  are presented in books [2], [3]. But they are very 
complicated  and difficult for applying.  Then,  in this case we can use an approx-
imate formula which implies from the following theorem [2 ], [3]: 

Let   be a SM  process defined  by  a continuous type kernel   
 such that  

 
 

 
If moreover the random variables        have positive finite second mo-
ments, then    

   (28) 

where 

          (29) 

           (30)     

From  the above theorem it follows that the process   has an ap-
proximately normal distribution with an expectation given by an equality (22) and 
a standard deviation taking the form of (30). 
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Under the same assumptions  the process    denoting   the mo-
ment   of exceeding a level x by the a  cumulated  sojourn time of the SM process 
has an approximately normal distribution   

    (31)

where  

,  (32)

.   (33) 

For the alternating  process      with the  kernel  (24)  the formulas   
(29), (30), (32), (33) are of the form   

 ,                                                     (34) 

,                                    (35) 

,                                                     (36) 

 .                                  (37)           

3 Example 

 After   of  working  a plane engine is treated as broken-down .  We 
suppose that a  sojourn time of  one fly  is  random variable   with an expectation   

 and a variance    A time of the each plane stop-
page is a positive random variable  with the expectation      and 
the variance   Under those assumption the alternating process 

 defined by  the kernel  (24)  and the initial distribution (25) is a 
reliability model of the plane engine operation process. A random variable  

,  where    denotes an instant of 
exceeding a level  by  a  summary sojourn time of the alternating  process 

 .       From above presented  theorem it follows that a random 
variable   has an approximately normal distribution  where  
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and  

. 

The estimated  reliability function   takes the form: 

 

where   is CDF of the standard normal distribution.  For  above assumed pa-
rameters we obtain the expectation and the standard deviation for a time to failure 
of the plane engine. 

  

The estimated  reliability function   is  

 

The function is shown in figure 3. The value of the function for  c=50000  is  
0.99865.   
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Fig. 3 The approximate reliability function of the plain engine 

4 Conclusions 

Cumulative processes can be used as a probability models of the object degrada-
tion. Theoretical results give possibility to obtain approximate reliability parame-
ters and characteristics.  
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Abstract. Repair system has two essential components, which are much related to 
each other. When the update operation is executed, the first component is the 
detection of the erroneous state if any and the second component is to repair this 
state by finding the changes to the update operation that would repair it. Failing to 
have the second component, which is the repair action, will enforce the user to 
manually correcting and reentering an erroneous update operation.  Our approach 
will take advantage of the integrity before the update operation, which will result 
on limiting the detection only to the database state after the update operation. Also 
the repair component will take advantage of the integrity before the update 
operation and integrity violation after the update operation but before the repair. 
The focus of this paper is to generate repairs for all first order constraints, and by 
using only substitution with no resolution search. Multiple constraints can be 
satisfied in parallel without a sequential process with no possibility of cyclic 
violation. 

1 Introduction 

The reliability of information systems is a major concern for today’s society and 
enterprises. The correctness or maintaining database integrity of databases is one 
of the main reliability issues. Consequently procedures asserting correct databases 
are a chief focus of research. Today the prime obstacles applying these procedures 
are their high computational costs. Integrity maintenance is considered one of the 
major application fields of rule triggering systems. In the case of a given integrity 
constraint being violated by a database transition these systems trigger update 
operation (action) to maintain database integrity. 

A relational database is a collection of relations; each relation corresponds to a 
database predicate. Each relation R is a collection of tuples. Any attempt to update 
the database should be controlled by integrity constraints. When any of these 
constraints is violated by an update operation then the system should either abort 
or take action to repair the erroneous update operation. Such system is called 
integrity maintenance subsystem. When detecting any erroneous update operation, 
repairing become essential since detection without repairing the erroneous state 
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will never accommodate users need to guarantee consistency, accuracy and the 
integrity of their systems. The integrity maintenance subsystem separate the 
database state into two states, the first is before the update operation. The second 
state is after the update operation, so the integrity maintenance subsystem has to 
detect any new errors introduced by the update operation and if there is any  
error to be repaired. Our approach involves algebraically modifying the constraint 
definitions into derivative expressions that return the condition for a new  
violation to occur. The derived predicate is a predicate defined in terms of the 
database predicates. The derived predicate, which denotes a violation of database 
constraint, is considered as a negation of the constraint. 

2 Related Work 

Relational Databases usually contain massive collections of data that rapidly 
evolve over time; this makes perfect checking at each update too time consuming 
a task to be feasible. In this regard, DBMS needs to be extended with the ability to 
automatically verify that database updates do not introduce any violation of 
integrity [3; 11]. 

The primary tool of integrity maintenance subsystem is the database integrity 
rules. The aim of integrity rules is to capture the semantics of data. Integrity rules 
provide a much more general capability to maintain integrity than the data models 
since they can utilize the full power of logic based language. The high cost results 
from using integrity rules may become as a restriction since they often involve the 
execution of complex queries against a large database.  

Automation of the various repairable systems was the main aim for the 
researchers in the last decade. Partial automation was the aim of some researchers 
like [1, 4, 5, 16 and 18]. They adopted the notion of entrust the final repair to be 
manually designed by the users provided that the guidelines which they have to 
follow for the repair operation is clearly generated. Other approaches [14, 17 and 
19] generated sufficient conditions for repair by the user entrusting to him the 
final repair to be manually designed by pruned the necessary repair, a suitable 
decision making framework based on encompassing all the actions requested to 
repair the erroneous state formulated, since there is not minimal repair actions. 
Some approaches resort to impose severe restrictions on the quantifier structure  
of the constraints like no existential quantifiers followed by universal quantifiers 
[1, 3 and 4]. 

Expensive rollback is the repair action adopted by many approaches [1, 4, 5, 
14, 16 and 19] since executing of the update operation first was the condition for 
checking any possible integrity violations.  

Soumya et al [15] proposed a technique to achieve optimization of constraint 
checking process in distributed databases by exploiting technique of parallelism, 
compile time constraint checking, localized constraint checking, and history of 
constraint violations. The architecture mainly consists of two modules: Constraint 
Analyzer and Constraint Ranker for analyzing the constraints and for ranking the  
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constraints, respectively for systems with relational databases. They achieved 
optimization in terms of time by executing the constraints in parallel with mobile 
agents. 

3 Preliminaries 

Our approach has been developed in the context of relational databases. A 
relational database is a collection of relations, each corresponding to a database 
predicate. Each relation P is a collection of tuples Ti satisfying the corresponding 
predicate P, i.e., P (Ti) is True. An intentional (derived) predicate is a predicate 
defined in terms of the database predicates. Let V be an intentional predicate that 
denotes a violation of the database integrity constraint C, (i.e., V is the negation of 
C), where an integrity constraint is the primary tool of integrity maintenance 
system specifying a condition that should be satisfied by the database. Efficient 
computation of V is critical in detecting semantic violations caused by erroneous 
database update operations. A database update transaction is defined as a 
collection of insertions into and deletions from the database.   

Throughout this paper the same example Job Agency database is used, as given 
below. This example is taken from [19]: 

 
Person (pid, pname, placed) 
Company (cid, cname, totsal) 
Job (jid, jdescr) 
Placement (pid, cid, jid, sal) 
Application (pid, jid) 
Offering (cid, jid, no_of_places) 

 
Definition 1. Given an update operation, for each database relation P, the 
incessant of the relation P, ΓP means that the tuples exists in relation P and not 
being deleted from relation P, such that: 

∀x (ΓP(x) ← P(x) ∧ ¬δP(x)) 

where δ is a deletion operator. 
 

Definition 2. For every database relation P there are three different database states 
of the same relation, where P is the state of the relation before an update operation 
is performed, P’ is the state of P after the update operation is performed and P'' is 
the state of P after the repair operation is executed. 

 
Definition 3. Given an update operation, for each database relation P, the new 
database state of the relation P’ means that the tuples incessant in the database 
relation P, i.e. ΓP and the tuples to be inserted by the update operation, such that:  

∀x (P’(x) ← ΓP(x) ∨ ιP(x))  

Assumption 1. Given an update operation, for each database relation P, it is 
assumed that: 
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• ¬ιP means that a tuple(s) were deleted from P, i.e. δP. 
• ¬δP means that a tuple(s) were inserted into P, i.e. ιP. 

where ι is an insertion operator. 
Given the fact that a pre-transaction state of a database is correct, a reduction of 

the amount of data to be checked in constraint enforcement can be obtained by 
inspecting only those parts of relations that have been changed in a relevant way 
by a transaction. This is usually accomplished by the use of differential relations 
[6, 8, 9,12 and 13]. In this approach, two auxiliary relations are associated with 
each base relation P. 

New differential relation. The new differential relation contains the set of tuples 
to be inserted into the relation P or the new modified tuples by the current update 
operation. The new differential relation associated with relation P is denoted as ιP 
and can be defined as: 

∀x (ιP(x) ← ¬P(x) ∧ P’(x)), i.e. ιP means that the tuples that is not in the 
relation P , but in P’.  

Old Differential Relation. The old differential relation contains the set of tuples 
to be deleted from the relation P or the old tuples that have been modified by the 
current update operation. The old differential relation associated with relation P is 
denoted as δP and can be defined as: 

∀x (δP(x) ← P(x) ∧ ¬P ′(x)), i.e. δP means that the tuples that is in the relation 
P, but not in P’.  

Using this auxiliary relations, constraint conditions can be reformulated. 

Example. Given the domain integrity constraint C that states the placed attribute 
in relation Person must be either T or F 

(∀v, ∀ w, ∀x) Person (v, w, x)  x = T ∨ x = F 

Given the fact that the constraint holds on the pre-transaction state of relation 
Person, only the new tuples to be inserted into Person have to be checked. 
Therefore, the constraint can be optimized as follows: 

 (∀v, ∀ w, ∀x) ιPerson (v, w, x)  x = T ∨ x =F 

4 Generating Integrity Tests 

The main aim of this research is to contribute to the solution of constraint 
checking in a parallel database by deriving integrity tests from a given constraint 
and a given update operation. Using integrity tests to detect violations instead of 
integrity constraints is more fruitful because the later is costly since they often 
involve the execution of complex queries against a large database. These integrity 
tests may be necessary, sufficient or complete. 

This section presents the algorithm which can be employed to derive more 
integrity tests than the previous approaches discussed in the related work section. 
The algorithm should be as general as possible, i.e. independent of any specific 
application domain. We take out the quantifiers Q for simplicity. 
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Lemma 1. Given a predicate P(X) in the form: P(X) ← Q(Y) ∧ R(Z), δP(X) will 
be computed as follows: δP(X) ← (δQ(Y) ∧ R(Z)) ∨ (δR(Z) ∧Q(Y)) i.e. either 
deleting a tuple(s) from the relation R or a tuple(s) from the relation Q will result 
in deleting a tuple(s) from the relation P. Deleting a tuples from both relations Q  
and R can be realized from the formula.  

Proof 

δP(X) ← P(X) ∧ ¬P’(X) 
δP(X) ←Q(Y) ∧ R(Z) ∧ ¬(Q’(Y) ∧ R’(Z)) 
δP(X) ←Q(Y) ∧ R(Z) ∧ (¬Q’(Y) ∨ ¬R’(Z)) 
δP(X) ← (δQ(Y) ∧ R(Z)) ∨ (δR(Z) ∧ Q(Y)) 

 
Lemma 2. Given a predicate P(X) in the form: P(X) ← Q(Y) ∨ R(Z), δP(X) will 
be computed as follows: δP(X) ← (¬ΓQ(Y) ∧ δR(Z)) ∨ (¬ΓR(Z) ∧ δQ(Y)) i.e. not 
existence a tuple(s) of both relations R and Q will result in deleting a tuple(s) from 
the relation P. 

Proof 

δP(X) ← P(X) ∧ ¬P’(X) 
P(X) ← (Q(Y) ∨ R(Z)) ∧ ¬(Q’(Y) ∨ R’(Z)) 
         ← (Q(Y) ∨ R(Z)) ∧ (¬Q’(Y) ∧ ¬R’(Z)) 
         ← (Q(Y) ∧ ¬Q’(Y) ∧ ¬R’(Z)) ∨ (R(Z) ∧ ¬Q’(Y) ∧ ¬R’(Z)) 
         ← (δQ(Y) ∧ ¬(R(Z) ∧ ¬δR(Z) ∨ ιR(Z))) ∨ (δR(Z) ∧ ¬(Q(Y) ∧ ¬δQ(Y) ∨ 

ιQ(Y))) 
← (δQ(Y) ∧ (¬R(Z) ∨ δR(Z)) ∧ ¬ιR(Z))) ∨ (δR(Z) ∧ (¬Q(Y) ∨ δQ(Y) ∧ 

¬ιQ(Y))) 
← (δQ(Y) ∧ (¬R(Z) ∧ ¬ιR(Z) ∨ δR(Z) ∧ ¬ιR(Z))) ∨ (δR(Z) ∧ (¬Q(Y) ∧ 

¬ιQ(Y) ∨ δQ(Y)) ∧ ¬ιQ(Y))) 
         ← (¬R(Z) ∧ ¬ιR(Z) ∧ δQ(Y)) ∨ (δR(Z) ∧ ¬ιR(Z) ∧ δQ(Y)) ∨ (¬Q(Y) ∧ 

¬ιQ(Y) ∧ δR(Z)) ∨ (δQ(Y) ∧ ¬ιQ(Y) ∧ δR(Z)) 
         ← (¬R(Z) ∧ ¬ιR(Z) ∧ δQ(Y)) ∨ (δR(Z) ∧ δR(Z) ∧ δQ(Y)) ∨ (¬Q(Y) ∧ 

¬ιQ(Y) ∧ δR(Z)) ∨ (δQ(Y) ∧ δQ(Y) ∧ δR(Z)) 
         ← (¬R(Z) ∧ ¬ιR(Z) ∧ δQ(Y)) ∨  (δR(Z) ∧ δQ(Y)) ∨ (¬Q(Y) ∧ ¬ιQ(Y) ∧ 

δR(Z)) ∨ (δQ(Y) ∧ δR(Z)) 
         ← (¬R(Z) ∧ ¬ιR(Z) ∧ δQ(Y)) ∨ (¬Q(Y) ∧ ¬ιQ(Y) ∧ δR(Z)) ∨ δQ(Y) 

∧δR(Z))) 
               ← ¬(R(Z) ∨ ¬δR(Z)) ∧ δQ(Y)) ∨ (¬Q(Y) ∧ ¬ιQ(Y) ∧ δR(Z)) ∨ 

δQ(Y) ∧δR(Z))) 

The process of generate integrity tests starts by accepting an integrity constraint 
from the constraint base and a given update operation by the user. Figures 1 and 2 
present the algorithms to generate integrity tests for constraints in conjunctive and 
disjunctive normal form respectively. Every generated integrity test is distributed 
to all dynamic virtual partitions [7] through generate distributed integrity test 
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algorithm. This algorithm not presented in this paper because of space constraint. 
A clarified example to illustrate our technique followed the algorithms. 

Checking the validity of the integrity tests against the database is activated at 
run-time once these tests are generated (computed) by logical rules at compile-
time. These logical rules are specified using logical specification language.  Each 
generation rule (conjunctive or disjunctive) has three input expressions. The 
output of the generation rule is sufficient, necessary or complete test(s). 

 
Algorithm (Generate Texp for a constraint in a conjunctive normal form) 
Inputs:   Constraint C in conjunctive normal form    /*V ← P(X) ∧ Q(Y)*/ 
       Update Operation (UO)  
Output: Texp   /*Integrity Test Expression*/ 
Method: 
Begin 
Step 1:  
Exp1 ←ΓP(X) ∧ ιQ(Y)    /*incessant of P(X) and insert a tuple into base relation Q */ 
where: ΓP ← P ∧ ¬δP 
Exp2 ← ΓQ(Y) ∧ ιP(X)   /*incessant of Q(Y) and insert a tuple into base relation P */ 
where: ΓQ ← Q ∧ ¬δQ 
Exp3 ← ιP(X) ∧ ιQ(Y)    /*insert two tuples into both base relations P and Q */ 
Step 2: 
Texp ← Exp1 ∨ Exp2 ∨ Exp3  
Step 3:  
Negate Texp 
End.  

Fig. 1 Generate Texp algorithm for a constraint in a conjunctive normal form 

Algorithm (Generate Texp for a constraint in a disjunctive normal form) 
Inputs: Constraint IC in disjunctive normal form    /*V ← P(X) ∨ Q(Y)*/ 
 Update Operation (UO)  
Output: Texp   /*Integrity Test Expression*/ 
Method: 
Begin 
Step 1:  
Exp1 ← ιP(X) ∧ ¬Q(Y)      /*insert a tuple into the base relation P and Q(Y) is false*/ 
Exp2 ← ¬P(X) ∧ ιQ(Y)     /* P(X) is false and insert a tuple into the base relation Q */ 
Exp3 ← ιP(X) ∧ ιQ(Y)        /*insert two tuples into both base relations P and Q */ 
Step 2: 
Texp ← Exp1 ∨ Exp2 ∨ Exp3 
Step 3:  
Negate Texp 
End.  

Fig. 2 Generate Texp algorithm for a constraint in a disjunctive normal form 

We now present detailed example to generate Texp algorithm which will clarify 
the steps presented above. 

Example: when a company offers a Director job it must offer a Senior Secretary 
job first. 
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C1 ← (∀x∀y∀z)(Offering(x, y, z) ∧ Job(y, ‘Director’) ∧ ¬S(x)) 

where S(x) ← Offering(x, p, q) ∧ Job (p, ‘Senior Secretary’) 

Update: Insert(Offering(x, y, z)) = {x/C, y/J, z/N} 

C1 ← (∀x∀y∀z)(Offering(x, y, z) ∧ M(x, y)) 

where M(x, y) ← Job(y, Director) ∧ ¬S(x) 

Step1 

Exp1 (Texp) ← ΓOffering(x, y, z) ∧ ιM(x, y) 
Exp2 (Texp) ← ΓM(x, y) ∧ ιOffering(x, y, z) 
Exp3 (Texp) ← ιOffering(x, y, z) ∧ ιM(x, y) 

Computing δS(x) using Lemma1 

S(x) ← Offering(x, p, q) ∧ Job (p, ‘Senior Secretary’) 
Exp1 ← δOffering(x, p, q) ∧ Job(p, ‘Senior Secretary’) 
         ← False ∧ Job(p, ‘Senior Secretary’) 
         ← False 
Exp2 ← Offering(x, p, q) ∧ δJob(p, ‘Senior Secretary’) 
         ← Offering(x, p, q) ∧ False 
         ← False 
δS(x) ← Exp1 ∨ Exp2 
δS(x) ← False ∨ False 
δS(x) ← False 

Computing δM(x, y) using Lemma1 

M(x, y) ← Job(y, ‘Director’) ∧ ¬S(x) 
Exp1 ← Job(y, ‘Director’) ∧ ιS(x) 
Exp2 ← ¬S(x) ∧ δJob(y, ‘Director’) 
δM(x, y) ← Exp1 ∨ Exp2 
δM(x, y) ← Job(y, ‘Director’) ∧ ιS(x) ∨ False 
δM(x, y) ← Job(y, ‘Director’) ∧ ιS(x) 

Computing ιM(x, y) 

M(x, y) ← Job(y, ‘Director’) ∧ ¬S(x) 
Exp1 ← ΓJob(y, Director) ∧ ¬ιS(x) 
         ← ΓJob(y, Director) ∧ δS(x)  
         ← ΓJob(y, Director) ∧ False  
         ← False 
Exp2 ← ¬ΓS(x) ∧ ιJob(y, ‘Director’) 
         ← ¬(S(x) ∧ ¬δS(x)) ∧ ιJob(y, ‘Director’) 
         ← (¬S(x) ∨ δS(x)) ∧ ιJob(y, ‘Director’) 
         ← (¬S(x) ∨ δS(x)) ∧ False 
         ← False 
Exp3← ιJob(y, ‘Director’) ∧ δS(x) 
        ← False ∧ δS(x) 
        ← False 
ιM(x, y) ← Exp1 ∨ Exp2 ∨ Exp3 
ιM(x, y) ← False ∨ False ∨ False 
ιM(x, y) ← False 
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Computing ιS(x) 

S(x) ← Offering(x, p, q) ∧ Job(p, ‘Senior Secretary’) 

Exp1 ← ΓOffering(x, p, q) ∧ ιJob(p, ‘Senior Secretary’) 

Exp2 ← ΓJob(p, ‘Senior Secretary’) ∧ ιOffering(x, p, q) 

Exp3 ← ιOffering(x, p, q) ∧ ιJob(p, ‘Senior Secretary’) 

ιS(x) ← Exp1 ∨ Exp2 ∨ Exp3 

ιS(x) ← False ∨ Job(J, ‘Senior Secretary’) ∧ x = C ∨ False 

ιS(x) ← Job(J, ‘Senior Secretary’) ∧ x = C  

 
Substituting the result of ιS(x) into δM(x, y): 

δM(x, y) ← Job(y, ‘Directory’) ∧ Job(J, ‘Senior Secretary’) ∧ x = C 

Substituting the results of ιM(x, y) into Exp1 (Texp) and Exp3 (Texp): 

Exp1 (Texp) ←False 
Exp3 (Texp) ←False 
Exp2 (Texp) ← ΓM(x, y) ∧ ιOffering(x, y, z) 

      ← M(x, y) ∧ ¬δM(x, y) ∧ ιOffering(x, y, z) 
               ← Job(y, ‘Director’) ∧ ¬S(x) ∧ ¬(Job(y, ‘Director’) ∧ Job(J, ‘Senior  

                              Secretary’) ∧ x = C) ∧ (x, y, z) = (C, J, N) 

Step2 

Texp← Job (J, ‘Director’) ∧ ¬S(C) ∧ (¬Job(J, ‘Director’) ∨ ¬Job(J, ‘Senior 
Secretary’) ∨ ¬(C = C)) 
By substitution and negation rule 
Texp ← Job(J, ‘Director’) ∧ ¬S(C) ∧ ¬ Job(J, ‘Senior Secretary’) 

Step3 

¬Texp ← ¬Job(J, ‘Director’) ∨ S(C) ∨ Job(J, ‘Senior Secretary’) 
where 
S(C) ← Offering(C, p, q) ∧ Job(p, ‘Senior Secretary’) 

A number of sufficient tests can be computed by applying the substitution and 
resolution rules[2] to the sufficient and complete integrity tests  in ¬Texp and the 
original constraint C1. These sufficient tests are often easier to test than the 
complete tests, and only one of them needs to be tested to prove that there are no 
violations. Given integrity constraint C, let negation of its violation be  ¬Texp ← 
SCT, where SCT is the sufficient and complete tests for integrity checking.  
¬Texp ← SCT ∨ C1 from identity rules[2], since C is not violated from the 
assumption of integrity before the transaction. A strengthen of our method is the 
more generated number of useful integrity tests than the previous methods like in 
[McC95].  The following sufficient tests are generated for the previous example. 

¬Texp ← ¬Job(J, ‘Director’) ∨ S(C) ∨ Job(J, ‘Senior Secretary’)  
∨ Offering(x, y, z) ∧ Job(y, ‘Director’) ∧ ¬S(x)   /*assuming C1 is not 

    violated before the transaction*/  
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∨ Offering(C, y, z) ∧ Job(y, ‘Director’) ∨ Offering(x, J, z) ∧ ¬S(x) ∨ 
Offering(C, J, z) 

Since all the tests distributed over OR, the satisfaction of any disjunct alone is 
sufficient for integrity.  ¬Job(J, ‘Director’) ∨ S(C) ∨ Job(J, ‘Senior Secretary’)  
is the complete and sufficient tests, Offering(x, y, z) ∧ Job(y, ‘Director’) ∧ ¬S(x) 
is the original constraint,   Offering(C, y, z) ∧ Job(y, ‘Director’) and Offering(x, J, 
z) ∧ ¬S(x) are subsumed tests. Hence, Offering(C, J, z) is the only new sufficient 
test. 

5 Conclusion 

Increasing the semantic content of the database model and a separate integrity 
maintenance subsystem are two approaches to maintaining integrity in database 
systems. The former leads to additional complexity for the users. The later creates 
additional overheads for the system. Separating integrity maintenance subsystem 
is more useful in minimizing the complexity faced by the users, since the overhead 
on the system can be managed and carefully optimized. It detects errors caused by 
database update operations and computes the repairs for these errors. The 
computed repairs are attached to the original erroneous update operation to create 
a correct and complete update operation. Our approach generates all minimal 
repairs to be presented to the user or the system administrator to select one of 
them to correct the update operation. 
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Abstract. Sensor networks that collect traffic information for supervision and 
immediate intervention are largely used. The domain of real time coverage algo-
rithms is still an issue of debate. In order to achieve good coverage, the simulation 
phase is of major importance. Simulation can partially validate the performance of 
the algorithms and their dependability. This chapter presents a novel algorithm for 
coverage maintenance using driving prediction and the simulated results that vali-
date its performance. Also, issues such as driving behavior have been considered. 

1 Introduction 

Several attempts regarding traffic models have been done, but there are still plenty 
of improvements that can be added. In general, for modeling highway traffic, 
Gaussian densities [1] are used. Another approach is the conditional autoregres-
sive model. This model uses the Markov property [2]. In general, the concept of 
adjacently is considered to be represented by the situations from a certain segment 
defined as s. According to [3], the model assumes that the volume y observed at a 
location s obeys the formula: 

ሻݏሺݕ   = ߳௦ ൅ ∑ ேሺ௦ሻאሻ௥ݎሺݕ௥௦ߠ                                                    ሺ1ሻ 

where N(s) represents the neighborhood of s,  ߳௦ is considered additive noise and ߠ is a parameter calculated with ridge regression procedure [4]. The authors of [3] 
try to overcome the Gaussian densities drawback using Bayesian networks [5] that 
allow a certain degree of dependences. Their results show the improvement com-
pared to the Gaussian initial model, but still, the proposed method addresses only 
to the car following models. 

In this work we present a mathematical model for traffic prediction and cover-
age tested by Monte Carlo simulation. In this model we consider cars as events. 
An event can be formed by more than one car. If two or more cars are on the same 
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lane, have the same speed and the distances between them are less or equal to the 
minimum safe distance between two cars, those vehicles are considered part of the 
same event.  

In our previous work [12,13] we presented an algorithm for coverage preserva-
tion in the presence of dynamic obstacles, in our case, vehicles. Sensors decided 
for themselves if they are obstructed in such a proportion that they became unuse-
ful and turned their camera off. Before turning off, they searched in their redun-
dancy group the most redundant camera to turn on in order to maintain a certain 
degree of coverage. The sensor that was initially turned off due to the obstruction 
was immediately turned on after the vehicle (dynamic obstacle) has passed.  

The algorithm we propose in this work is an optimization of our previous work 
due to two important factors: sensors consider events as being the dynamic ob-
stacles and sensors stay off all the predicted obstruction period. These facts have 
as a result an optimization in power consumption. The sensors that turn off due to 
obstruction will turn on again only after the whole event has passed. Furthermore 
a comparison between the algorithm presented in this chapter and the algorithms 
from previous work is shown. 

The authors of [6] propose a car following model based also on the fluid dy-
namics accordingly defining a relation between speed and density. This model is 
called the car following model and was first introduced in [7]. The model was 
improved by adding the safe distance concept that directly influences the velocity 
of the vehicles was introduced in [8]. The mesoscopic models compare the inte-
ractions between particles of a gas to the interactions of vehicles on a road. Based 
on this idea the authors of [9] mathematically model the concept of acceleration 
and overtaking behaviors and obtain the critical density of the phase transition 
from free flow congestion. References [10, 11, 15] propose models for estimating 
the travel traffic delays also considering the congestion probability. Based on 
these studies, the effects of introducing traffic lights in different intersections were 
analyzed from the decongestion and waiting time perspective.  

2 Problem Description 

Coverage preservation realized by a good sensor management is tight to their re-
sponse to the traffic flow that represents the dynamic obstacles. As shown in chap-
ter 2, there are several approaches to solve this problem. It still remains an issue 
especially if the purpose of the model is maintaining a certain degree of coverage. 
According to [14] there is still a gap between microprogramming and macro pro-
gramming a Wireless Sensor Network (WSN). We try to overcome this gap by 
introducing the concept of event combined with traffic prediction. The need of 
introducing this concept came exactly from the need to create a bridge between 
micro and macro level in a WSN.  The micro perspective means that the behavior 
of each car is observed. The other approach is to have a global view from the  
beginning.  

The algorithm presented in our previous work [12] is optimized. There were 
some drawbacks that were resolved by the use of introducing new concepts  
and also by combining the micro and the macro traffic. A better performance is 
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obtained if a sensor stays off until the whole event passes, even though an event 
can be formed by several vehicles. It is obvious that turning the sensor on and 
immediately turning it off again would be a waste of energy with very little gain. 
The gain would be the visibility of the area between cars, but that area might al-
ready be covered by another sensor. Furthermore, the speed of the event can be 
high, so the area that might have been seen if the sensor would have been turned 
on would have been a short glimpse. Gathering the data in such a short time and 
process it, it is also difficult to accomplish. For these reasons we considered that 
this approach is an improvement.  

Another significant advantage is the prediction aspect. Sensors still turn off 
when they are obstructed and they become unuseful, but they are now able to 
compute when the event would have passed and turn themselves on again. Pro-
ceeding this way, more energy is saved without significant loss in coverage. 

The model we propose in order to have a good prediction is a mix between the 
micro and macro perspective. The idea behind this is that when sensors are turned 
on, they see cars and they register their speed, lane and orientation. We will ex-
plain how this is realized later in the work. The characteristics of cars mentioned 
above are registered in a global database together with their offsets. If the condi-
tions are fulfilled, events are formed. If a sensor is turned off due to obstruction, it 
looks in the database to see the characteristics of the event and it turns itself off on 
the period it predicts the event will by still obstructing for itself. After the pre-
dicted period passes, it will automatically turn itself on, again.  

This method has both a distributed and a centralized component. The distri-
buted component is the part in which the sensors decide if they are obstructed and 
become unuseful so they turn themselves off, the sensors compute the duration of 
the obstruction, and the sensors turn themselves on again after the event has 
passed. The centralized component is necessary because all the information that 
sensors compute, are registered on a server and all the sensors have access to that 
global database.   

Sensor Capabilities – The method proposed has only been tested by different 
types of simulation (see Section 4), but the target is to implement and test this 
algorithm in practice. In order to do this the sensors must have some capabilities: 
they must have a video camera that has an optical focus capacity, an internal clock 
and wireless transmission capacity. 

Initially, after deployment, on the lanes of interest a special car will be driven 
that will help sensors’ calibration. This car will have a known constant speed that 
will emit the code corresponding to the lane it drives on. This car will also have a 
pattern drawn on it (for example two big spots - one color in front and another 
color at the back) in order to distinguish the direction of the lane. Furthermore, 
computing the data offered by the calibration car such as the lane, its direction, 
and also considering the velocity of the car, relationships regarding the relative 
positions between sensors can be determined.  

The simplest methods that sensors could use in order to detect the calibration 
car and to recognize its pattern are phase detection and contrast measurement. 
Phase detection is similar with the way eyes form their image. Two points are 
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needed and the image is than formed. Contrast measurement is based o computing 
the blur of the image. When the contrast between pixels is maxim, the blur is mi-
nim, so the image has the best quality. T his method is easy to realize and the 
sensor can compute its blur when the calibration car drives in front of it. After the 
sensors have been calibrated, they will be able to distinguish the lane and event 
differences. 

3 Algorithm Description 

Event concept – Vehicles that drive on the same lane and have the distance be-
tween them less or equal to the minimum allowed distance between two vehicles 
form an event. The event is not restricted by its length. An event can be formed by 
coupling two or more events or can be split in the conditions mentioned below. A 
single vehicle is also seen as an event. 

Model Description – When a sensor is on, it registers in a database all the cars that 
appear in its visual area. More specific, each sensor sends to the database the lane, 
the speed of the event and the starting and ending points of the segments defining 
the car. The server then computes the properties of each vehicle and if the condi-
tions are fulfilled, from separate segments defining particular cars, events are 
formed. If a car is driving at a certain distance from the other cars, that car will 
form an event by itself and the car that the sensor had registered will remain a 
singular event until the conditions will be accomplished and will be coupled with 
another event.  

If two events are on the same lane and the distance between the events is less 
then dmin (safe distance between cars), the events will be concatenated and the 
result will be one single concatenated event. The extremities of the composed 
event are given by the minim and the maxim values on the OX axes from all the 
unique segments that are contained in the composed event.  

We note f (front) the margin of a segment that has the greatest offset on the lane 
and we note b (back) the margin of the same segment that has the minim offset on 
lane. We consider that the offset is computed on the direction of event propaga-
tion. In this case we have:                 ࡱࢌ = ሻ࢏ࢌሺܠ܉ܕ , ࢏ࢌ א ࡱ࢈  , ࡱࡲ  = ሻ࢏࢈ሺܖܑܕ , ࢏࢈       א       ࡱ࡮ 

Where ா݂  is the front of the event, ܾா is the back of the event, ܨா is the set of all 
front segments frontiers, ܤா  is the set of all back segments frontiers. 

Considering these notations, two events E1 and E2 will be concatenated in one 
of the following situations: 

૚ࡱࢌ • ൏ ૛൯ࡱ࢈,૚ࡱࢌ൫ࢊ ,૛ࡱ࢈ ൑ ૚ࡱ࢜               ,minࢊ ൏  ૛ሽࡱ࢜,૛ࡱࢌ,૚ࡱ࢈ሼࡱ <=    ૛ࡱ࢜
૛ࡱࢌ • ൏ ૚൯ࡱ࢈,૛ࡱࢌ൫ࢊ ,૚ࡱ࢈ ൑ ૛ࡱ࢜                ,minࢊ ൒     ૚ሽࡱ࢜,૚ࡱࢌ,૛ࡱ࢈ሼࡱ <=   ૚ࡱ࢜

There is one more concatenation situation when a car is on a separate lane and it 
changes the lane, coming into a colon of cars that form an event. In this situation 
the vehicle is just inserted into the event. Nothing else changes due to the fact that 
the extremities of the event remain unchanged. The speed v also remains the same 
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because if the vehicle that was inserted into the event had to have the same speed 
as the event in order to be integrated in it, where E is the new event resulted by the 
concatenation of the two, d(a,b) is the distance from point a to point b, dmin is the 
minimum distance between cars. 

The events are concatenated if they are on the same lane and are kept in a 
common database that is available to all sensors (s). The events registered in the 
common database are constantly normalized to the current time tcrt by the propaga-
tion of the event in time. The propagation is computed on a certain segment with 
respect to the speed v of the event and to the difference in time from the last prop-
agation of the same event. We note tDB the current time of the event in the data-
base, tC the current time, vDB the speed of the event in the database and oDB the 
offset of a segment that is part of the event from a lase. This offset is useful at tDB 

By normalization we will update the offsets of all segments and in the same 
time the time of the last propagation of the event in the database in order to simu-
late the movement of the event in the database according to its speed v. The result 
will be: 

ᇱ࡮ࡰ࢚  = ᇱ࢏࡮ࡰ࢕           , ࡯࢚ = ൅ ࢏࡮ࡰ࢕ ሺ࡯࢚ − ሻ࡮ࡰ࢚ ∗ א ࢏࡮ࡰ࢕ ׊ ,࡮ࡰ࢜   ,ࡱ࢕ 

o ݋ா  is the set of all segments’ offsets from the event, ݐ஽஻ᇱ  is the new current time 
from the database, ݋஽஻೔ᇱ  is the new offset of the segment from the event. 

Once an event is registered in the database, for a simulation step, its lane or 
speed will not be modified. If a vehicle that was previously registered in an event is 
noticed outside an event, the situation is updated in the database with respect to the 
new real situation. From this update a modification of the segments’ position in the 
event can appear or it is also possible that the segment is completely removed from 
the event, if the conditions are not fulfilled anymore. In this case a separation of a 
vehicle from an event can take place in one of the following situations:  

࢘ࢇࢉࢋ࢔ࢇ࢒ .1 ≠  ࡱࢋ࢔ࢇ࢒
 

 
 
 
 
                                       lanecar 

                                                            
                                   laneevet    

 

࢘ࢇࢉࢌ .2 = ࢘ࢇࢉ࢜ ࡱࢌ ൐ ૚൯ି࢘ࢇࢉࢌ,࢘ࢇࢉ࢈൫ࢊ ࡱ࢜ ൒  ࢔࢏࢓ࢊ
 

 
       bcar-1       fcar-1    bcar       fcar       
 
 

   bcar-1      fcar-1  ൒ bcar          fcar  ࢔࢏࢓ࢊ

࢘ࢇࢉ࢈ .3      = ࢘ࢇࢉ࢜ ࡱ࢈ ൏  ࡱ࢜
ା૚ሻ࢘ࢇࢉ࢈,࢘ࢇࢉࢌሺࢊ          ൒  where  ࢔࢏࢓ࢊ

 
                car-1             fcar-1      bcar          fcar       

 
 

                  bcar             fcar           ൒  bcar+1             fcar+1   ࢔࢏࢓ࢊ
 



230 C.-M. Istin, H. Ciocarlie, and R. Aciu 

o ܾ௖௔௥ାଵ and ܾ௖௔௥ିଵ have been noted the cars that are in front and after the con-
sidered car 

We can distinguish the next possible situations: 
 
 
                                    bcar       fcar 

 
                  bcar-1        fcar-1        ࢔࢏࢓ࢊ     bcar+1       fcar+1 
                                             bcar       fcar  

 
             bcar-1  fc               bcar+1       fcar+1 
                               ൒  ࢔࢏࢓ࢊ
 
 

 
 
 
 

              bcar-fcar-1  ൏  bcar+1    car+1࢔࢏࢓ࢊ
 

                                           bcar      fcar 

 
 bcar-1   fcar-1    ൏  bcar+1        fcar+1  ࢔࢏࢓ࢊ

 d(ି࢘ࢇࢉࢌ૚, ࢘ࢇࢉ࢈ା૚) < ࢔࢏࢓ࢊ 
the event remains the same with the exception that the segment corresponding to 
the considered car is removed from the event 

 Corresponding to 1. if  d(ି࢘ࢇࢉࢌ૚,࢘ࢇࢉ࢈ା૚) > ࢔࢏࢓ࢊ  

 E1{bE, ି࢘ࢇࢉࢌ૚,ࡱ࢜} and E2{࢘ࢇࢉ࢈ା૚,  {ࡱ࢜,ࡱࢌ
b) Corresponing to 2.  

 E{bE, ି࢘ࢇࢉࢌ૚,ࡱ࢜} 
c) Corresponing to 3.  

 E{࢘ࢇࢉ࢈ା૚, ,࢘ࢇࢉ࢈ᇱሼࡱ and {ࡱ࢜,ࡱࢌ ,࢘ࢇࢉࢌ  ሽ࢘ࢇࢉ࢜
 

To this event, a new event will be added corresponding to the considered car. If a 
turned on sensor realizes that it is obstructed in a proportion greater than the max-
imum given obstruction, it is considered that the sensor becomes useless and it 
will turn off. 

For all the turned on sensors, a coverage analysis is performed and if two sen-
sors that are turned on and those sensors are in the same redundancy group, the 
sensor that covers the less, will be turned off. The sensors that are off will be 
turned on again if two conditions are fulfilled: there is no sensor that has a better 
coverage that itself that is on and is part of its redundancy group and the fact that 
it is not obstructed in a greater proportion greater than the limit obstruction level 
by any events registered in the common database 

Due to the fact that the sensors that are turned off, they cannot compute their 
real obstruction with respect to the vehicles that are in front of it. In this case, the 
obstruction will be computed taking into consideration the speed, the position and 
the length of the event. A composed event is considered to be obstructing on all its 
length on the road because the spaces between the segments are too small at those 
speeds and the processing capacity of the sensors is too small in order to be able to 
register possible events that are not on the closest lane to the sensor. 

An important concept that is used in managing sensors in the current algorithm 
is redundancy. As we mentioned earlier, two sensors that are redundant cannot  
be on in the same time. A sensor is considered to be redundant with another sensor 
if they cover the same are in a proportion greater than an established limit. This 
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concept is more detailed in our previous work [12]. In the current work we defined 
the model that describes traffic also from a global view. This way a more accurate 
simulation based on events and on the idea of event propagation is realized. 

4 Test Results 

The experiment section shows the efficiency of this algorithm in comparison with 
other developed algorithms. The current method was implemented as a Java pro-
gram and run on a desktop PC. This section presents a comparison between the 
described algorithms and the algorithms from [13] where first are no algorithms 
were applied to the WSN and where the algorithm where the traffic is analyzed at 
micro level. This means that no composed events are considered. Data sets used 
for testing are real. 

The traffic cases were generated with a generator also implemented as a Java 
program. Traffic was generated according to real situations. The method used in 
simulating traffic is called Monte Carlo simulation. A more detailed description of 
the Monte Carlo simulation that was used can be found in [13]. Still it is important 
to emphasize the fact that each Monte Carlo simulation lasted for 1 day in order to 
analyze all traffic situations [17,18]. The graphics presented below are snapshots 
of the worst situations found. In addition to this, we simulated how the current 
algorithm would work if we considered that sensors have limited battery. We did 
this by allowing the sensors a limited time in which each sensor could be turned 
on and perform traffic surveillance. 

 

 

Fig. 1 Comparison between coverage 
levels with concatenated and no concate-
nated events 

 

Fig. 2 Coverage variance considering 
limited energy 

It can be observed in Figure 1 that the difference between the case when the 
cars are concatenated forming composed events and when the cars are not conca-
tenated and each car is a single event is really small. As expected, when events are 
not composed, the coverage is better due to the fact that sensors turn on and off 
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It is obvious that the present algorithm performs much better than the older one. 
This comes from the fact that in the current algorithm, the maximum number of 
sensors that have no redundancy between them at the level of the network is less. 
This means that in the current algorithm, the number of sensors that are on at a 
time is higher and the coverage obtained is better.  

Both algorithms have to constantly communicate with the central unit in order 
to provide real time data and also to request information about the status of the 
whole network, more in the current algorithm regarding the event prediction and 
in proportion also regarding the sensor management.  

Figure 4 and Figure 5 presents the influences of the driving manner upon cov-
erage determined by both algorithms. In traffic drivers have behave differently. In 
our work we divided the behavior into normal behavior and speedy behavior. Stu-
dies of reckless driving behavior have been made in [16]. The simulator acts dif-
ferent if the vehicles’ behavior is speedy. The differences are first of all the speed 
that is significantly higher than the normal average speed. Also besides the speed, 
if the simulator determines that a vehicle is speedy, it allows that vehicle to over-
take on the right side, if a minimum safe distance between cars allows it. Moreo-
ver, for speedy vehicles, the simulator also adjusts the minimum distance between 
cars by reducing it with 20% from the normal distance between cars applied at 
normal behavior.  

The results show a maximum variation of about 2% for both algorithms. There 
is no noticeable difference between the performances of the algorithms.  

The variation is more dependent of the parentage of speedy cars than of the 
minimum distance between cars. The cause is related to the acquisition and 
processing time of the sensors, so as the car speed increases, the senor analysis 
quality decreases. When tested on different traffic behavior situations, both  
algorithms (with and without prediction) show very good stability. The test cases 
included variations of percentage of speedy cars, between 20–60% and of the 
minimum distance between cars 7-13 m. For testing we used the case with limited 
amount of energy for the sensors. The metric used was total coverage (TC):   TC  = ׬ Cሺtሻ୲౜୲ୀ୲బ  lwhere TC – total coverage, C(t) – coverage at moment t, t0 – 

simulation starting time, tf – simulation ending time, when no energy is left at any 
sensor. 

 

Fig. 4 Coverage variance for algorithm 
without prediction 

Fig. 5 Coverage variation with prediction 
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5 Conclusion 

The presented algorithms were developed as solutions to traffic surveillance using 
wireless sensors. Both solutions work and are perform well. Between the two al-
gorithms there is a tradeoff between coverage and energy consumption. The level 
of energy consumption was not simulated but the remark comes from the fact that 
more requests to the central unit mean more energy consumption. We intend to 
test the two algorithms with respect to their energy consumption to see how big 
the tradeoff between coverage and energy is, but the object of the current work 
was to show the coverage performance of the new algorithm and we can conclude 
that the performance is high. 
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Abstract. The article describes the theoretical and practical methods for detecting 
and analyzing hidden volumes created with the use of cryptographic tools. The 
presented method is based on an analysis of the differences that result from the use 
of a hidden volume in FAT32 file systems. The method is effective both when the 
password is known to the host container and in the situations when password is 
not known. Potential computer forensic application of this methodology varies 
from standard investigations to advanced analysis of network and in the cloud data 
storages. 

1 Introduction 

One of the most common technique used to defeat computer forensic investigation 
process is using data encryption[1]. Using encryption has sufficient effect in fo-
rensic investigations and it is formally named as one of anti-forensic techniques 
[2]. Furthermore it becomes security standard in the network applications and 
cloud storage. No plaintext essential data should be sent to network due to possi-
bility of interception using network sniffers. Also to achieve higher level of secu-
rity in a cloud storage, data can be encrypted before placing it into the cloud. Also 
it is good security practice and it is recommended to encrypt all storage disks to 
achieve security in the case of physical access to device. It is recommendation not 
only for laptops but also for every storage. On the one hand using encryption is 
leading to higher data security against information leakage, but on the other hand 
causes series of issues during computer forensic investigations [3].  

Standard cryptography is supposed to keep data secure for parties which pos-
sess encryption key (e.g. password) [9]. In fact computer forensic investigators has 
several options to easily and successfully recover a encryption key [4]. The en-
cryption can be found in plaintext in the computer documents, configuration files 
or paper documents. Passwords most often can be easily brute forced if users do  
not follow security policies. Research indicates that most users use the same 
password to protect more than one asset [16]. This mean that it can happen that 
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e.g. password from mail box or web page which is easy to recover, will be the 
same as password to encrypted container. The practice shows that, the password is 
often revealed by user when law enforcement officer asks. Furthermore in some 
countries (e.g. United Kingdom) not reveling password to authorities is treated as 
a crime and can lead to a sentence of 5 years in prison for failing to comply with 
police. In the United Kingdom 5 years imprisonment is reserved for terrorism 
cases, and 2 years sentence in any other cases [8]. All this issues involving poten-
tial danger of reviling password leaded to developing deniable cryptography. 

A deniable cryptography is method described by Rafail Ostrovsky in the paper 
called “Deniable Encryption” [12]. Deniable encryption allows cipher text mes-
sage to be decrypted to different plaintexts, using different encryption keys. This 
allows user to hide his secret message even if he is force to revile the password. In 
the basic case for pre-shared key encryption a protocol π with sender S and receiv-
ers R and with security parameter n, is a shared key δ(n) deniable encryption pro-
tocol if the probability that R output is different than S is negligible. There is an 
algorithm φ having property that for any, let k, rs, rR be uniformly chosen shared 
key and random input S and R. Also let c=comπ(m1,k,rS,rR), and let 
(k’,r’s)=φ(m1,k,rS,c,m2). Then the random variables are: 

(m2,k’,r’S,C)  and  (m2,k,rS, comπ(m1,k,rS,rR))   (1) 

Resuming, when dealing with cryptography in the computer forensics applica-
tions, most demanding issue is not to find encryption key, but to detect potential 
use of deniable encryption. 

2 Threat Model 

Bruce Schneier in paper "Defeating Encrypted and Deniable File Systems: True-
Crypt v5.1a and the Case of the Tattling OS and Applications” defined three po-
tential threat models against which encrypted container with hidden volume 
should be secure [11]. 

First model is named as “one-time access”. One time access is a model in 
which attacker has only one binary copy of the disk image containing encrypted 
container or just a container themselves. This situation is common in computer 
forensic investigations when hard drive is seized by forensic experts and then 
investigated. This is also most demanding and hard situation when trying to detect 
hidden volume. There are ways to detect hidden volumes when dealing with this 
model using artifact analysis, hash analysis or metadata analysis. But in our work 
we will focus on other model that includes intermittent and regular access to sus-
pect’s data. 

Intermittent and regular access is a model that describes the situation when the 
attacker has several copies of encrypted container, taken at different times. This 
situation is best described by this model is seizing backups which contain en-
crypted container snapshot from different dates. Two research problems we have 
to deal in this model detect potential encrypted containers and detect possible use 
of Deniable File System inside encrypted container. 
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3 Entropy Based Container Detection 

Most of the encryption detection algorithms are depended on calculating entropy. 
Originally entropy definition comes from thermodynamics and is a measure of the 
disorder or randomness of the constituents of a thermodynamic system. Entropy 
was adopted into computer science and represents measure of the uncertainty as-
sociated with a random variable [10]. Entropy H of a discrete random variable X 
with possible values {x1,…,xn} is equal: 

( ) ( ( ))H X E I X=   (2)

Where I is the information content of X. I(X) is a random variable and E is the  
expected value. If p denotes the probability mass function of X then entropy is 
equal to:  

( ) ( ) ( ) ( ) ( )
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n n
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= =

= =− 
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where b is the base of the logarithm. Entropy value will be close to max value 
when the input will be random data. Any signs of data order will lower entropy 
value. In practical applications forensic tools use Chi square based detection algo-
rithm which is much more accurate [15]. 

Chi Square test is a statistical hypothesis test in that the distribution of the test 
is a chi-square distribution and  the null hypothesis is true. There are several tests 
build on that assumption, but main use is to confirm randomness of data. From the 
definition chi-square test with k probable outcomes, performed n times, in which 
Y1, Y2, Y3… Yk is the number of experiments which resulted in outcome, where 
the probabilities of each outcome are p1, p2,… pk is:  
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We should expect the lower chi square sum for more random data [14]. From a 
chi-square, the probability Q that the X² sum for the test with d degrees of free-
dom is regular with null hypothesis and can be compute as: 
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Where Γ is a factorial function to complex and real arguments: 
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This algorithm can be used by computer forensic investigators to point encrypted 
containers. Next step is to detect is there any hidden volume in use inside en-
crypted container.   

4 Hidden Volume Detection and Analysis 

Standard block ciphers are using two inputs. First input used in block ciphers is a 

key kK }1,0{∈  and a massage nM }1,0{∈  and produce output ciphertext 
nC }1,0{∈ , Description of block cipher can be written as: 

.}1,0{}1,0{}1,0{: nnkE →×  
(7)

Since 2010 major cryptographic tools are using XTS (XEX-based tweaked-
codebook mode with ciphertext stealing) to create encrypted containers (e.g. 
DiskCryptor, BestCrypt, dm-crypt, FreeOTFE, TrueCrypt..). XEX-based tweaked-
codebook mode with ciphertext stealing is encryption type based on tweakable 
encryption mode XEX invented by Phillip Rogaway[5]. Tweakable block cipher 
can be described formally as: 

E :{0,1}k ×{0,1}t ×{0,1}n → {0,1}n.   (8) 

Tweakable block cipher takes three inputs: besides a Key kK }1,0{∈ and Massage 
nM }1,0{∈ , also takes a tweak 

tT }1,0{∈ to produce cipher text nC }1,0{∈ . It is 
shown on figure 1(b). The tweak T in XEX-based tweaked-codebook mode with 
ciphertext stealing is represented as a combination of the sector address and index 
of the block inside the sector [7]. This implementation limits the maximum size of 
each encrypted data units to 220 blocks (according to XTS-AES standard). 

 

 

Fig. 1 (a) block cipher encrypts massage M with key K into ciphertext C. (b) Tweakable 
block cipher encrypts massage M with key K and tweak K into Ciphertext C. 
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Using XTS-AES assures that two ciphertexts of the same plaintext will look 
differently [6]. More secure way to achieve this is to use other cipher modes like 
Cipher-block chaining (CBC) where each plaintext block is XORed with the pre-
vious cipher text output before being encrypted. But it would be inefficient when 
encrypting large containers.  

  

Fig. 2 Sample screen of containers differential binary comparison 

Changing one bit on the beginning of container would cause need of re-
encryption of whole container which is unacceptable.  There are four types of 
encryption in use. TrueCrypt use code book type encryption [8]. Characteristic is 
that only changed parts of encrypted container are being re-encrypted. It is time 
efficient because only small part of the file must be changed. But it creates a po-
tential vulnerability because attacker can see what part of cryptogram is being 
changed [13]. We had concentrate on two issues involving detecting hidden  
volumes. The first issue is detecting that hidden container was created inside  
encrypted volume without possessing a key.  

We prepared series of experiments involving differential analysis of encrypted 
containers with and without hidden volumes. Our first goal was to detect that hid-
den volume was created inside encrypted volume. We have created three en-
crypted containers in different sizes Fs with 511999 Bytes, Fm with 1048575 Bytes 
and Fb with 2097151 Bytes length. We have chosen files with different size to 
make sure that observations are not dependent from encrypted container size. In 
first experiment we compare original Fs, Fm, Fb encrypted containers with contain-
ers in which a hidden volume was created. We decided to use True Crypt “Direct 
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Method” to create hidden volume inside encrypted containers. We decided to this 
solution because this method of creating hidden volumes is we believe most com-
mon used in practice. After compering original encrypted containers without hid-
den volume with those containing hidden volume we discovered differences in 
certain part of containers. Example of that comparison is presented on Figure 2. 
Different binary values are marked darker color. We analyze occurrence of blocks 
with different values and place it into table 1.  In first column are marked different 
characteristic points and areas of encrypted containers. 

Table 1 Characteristic points of hidden volume creation process 

Container area Fs Fm  Fb  

Xdiff1 start 10000 10000 10000 

Xdiff1 end 101FF 101FF 101FF 

Xdiff1 length (511)10 (511)10 (511)10 

Xdiff2 start 44000 5FFFD E0000 

Xdiff2 end 487FF 64FFF E5BFF 

Xdiff2 length (18431)10 (20482)10 (23551)10 

Xdiff3 start 6D000 F0000 1F0000 

Xdiff3 end 6D1FF F01FF 1F01FF 

Xdiff3 length (511)10 (511)10 (511)10 

XEOF 7CFFF FFFFF 1FFFFF 

XEOF – (Xdiff3 end) (65024)10 (65024)10 (65024)10 

 
In columns two to four are lengths and values for each of encrypted container. 

As we can see, despite of different sizes of encrypted containers we can observe 
some regularity. First observation is that independently from container size, when 
hidden volume is created an area with different values is created with the same 
starting point (offset 10000 equals 65536), same length of 511 Bytes. Second area 
with different values was observed but it had different size and starting points. 
Third area has length of 511 Bytes and ends 65024 bytes before the end of the file. 
Reassuming process of creating hidden volume using direct method in True Crypt 
can be easily detected by observing changes in area between Xdiff1 start and 
XEOF – (Xdiff3 end) according to: 

 
(Xd1s … Xd1e ) and (XEOF – (Xdiff3(end)) – Xd3l XEOF – (Xdiff3(end)) 
(10000 … 101FF) and (FC01 … FE00) 
 

Performed experiments confirmed that the only process of creating direct hidden 
volume creates that change to encrypted container. We performed experiments to 
confirm that any other operation on encrypted container produces changes in 
marked areas. The visualization of this we presented on fig. 3.  
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a          b                  c          d 

Outer Volume Hidden Volume 

 

Fig. 3 Visualization of differential analysis of the container with both outer and hidden 
volume content change 

For FAT32 file system copying files both to the outer volume or to the hidden 
volume creates similar footprint in encrypted container which consist of three 
small different areas on the beginning of the volume, and one big area which has 
size of file copied. On the figure 3 we present visualization of the encrypted con-
tainer what is build from outer volume and potential hidden volume. During the 
testing we have copied file into both outer (b) and hidden volume (d). It turned out 
that thanks to FAT32 file system characteristics we can easily detect that file was 
copied into outer volume or hidden volume. Creating file in FAT32 file system 
creates new entry into File Allocation Table, this process after encryption looks 
like three small areas appeared on the start of the volume. This information is 
sufficient to determine existence of hidden volume from forensic point of view. 

5 Summary 

In the paper we presented methods of analyzing and detecting hidden FAT32 vo-
lume inside encrypted containers. After performing a series of tests it was succeed 
to point four areas of encrypted containers that are changed during process of 
creating hidden volume, and characteristic areas which are changing while hidden 
volume is used. Furthermore the areas appear at the same places despite various 
length of tested containers. The presented methods can be used in practice by fo-
rensic investigators to detect hidden volumes. This may increase quality and quan-
tity of evidence found. The method described in the work is effective both when 
the password to the outer volume is known to the forensic investigator and in situ-
ations where password is not known. The further research will focus on analyzing 
hidden file systems with different file systems (especially NTFS), and we will 
focus for applying solution into the cloud storage forensic analysis. 
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Abstract. The complexity of critical infrastructures (CI) and systems safety as-
sessment calls for the need for integration of different methods that use input data 
of different qualimetric nature (deterministic, stochastic, linguistic). Application 
of one specified group of risk methods might lead to loss and/or disregard of a part 
of safety-related information. Bayesian Belief Network (BBN) and fuzzy logic 
(FL) represent a basis for development of the hybrid approach to capture all in-
formation required for safety assessment of complex dynamic system under uncer-
tainties. Integration of FL-based methods and BBNs allows decreasing the amount 
of input information (measurements) required for safety assessment when these 
methods are used independently outside from the proposed integration framework. 
The processes of CI parameters’ measurement might technically difficult and ex-
pensive. Instrumentation layer’s operation might be compromised in emergency 
situations due to its dependence on power supply. The hybrid methods might be 
considered as basis for the expert system to help the operator make the decisions. 
The application of hybrid methods makes operator less dependent on information 
from instrumentation and control system (I&C). The illustrative example for Nuc-
lear Power Plant (NPP) reactor safety assessment is considered in this chapter. 

1 Introduction 

The problem of CI and systems (as an example, NPP I&C systems) safety assess-
ment is topical due to importance of current tasks. Thus, for example, CI safe 
operation is critical for the strategy of country industrial development and the 
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growth of welfare of its citizens. Fukushima-1 NPP accident showed that the CI 
reliability and safety level contributes to the public confidence in them, which in 
turn has a direct impact on the length of their life cycle, their modernization and 
reconstruction projects financing level. 

The set of input data used in CI safety analysis includes: deterministic data 
(Dd). An information set giving a credible description of CI (specifications, oper-
ating parameters and modes, systems structure, etc.); statistical (historical) data 
(Ds), accumulated by observation of CI systems parameters throughout their life 
cycle. Into this category fit reliability and safety characteristics, operating envi-
ronment conditions, external systems; linguistic data (DL), represented as natural 
language expressions, obtained from professional experts in this field. A part  
of information about CI behavior may be represented in the form of expert  
knowledge, which should also be taken into account in CI safety assessment. 

The problem of CI safety assessment can’t be solved within the scope of one 
disciplinary approach. Consequently, in order to obtain a reliable safety values it is 
reasonable to use all the above groups of input data.  

Analysis of literature shows lack of attention given to the issues of develop-
ment of approaches to integration of different safety assessment methods Thus, the 
work [1,2] suggests an idea to combine qualitative and quantitative methods. The 
main premise is that qualitative methods should prepare base data for quantitative 
methods.  

The work [3] offers the idea of “methodological triangulation” – an extended 
model of methods integration. The integration discussed allows receiving informa-
tion as to the extent the results obtained using different methods agree or disagree. 
A common limitation in known works is lack of methods compatibility analysis, 
analysis of integration techniques, scaling of input and output parameters, choice 
of results aggregation rules, etc. 

Consequently, CI safety assessment methods integration must ensure both va-
lidity check for results obtained and enhanced assessment validity as a result of 
maximum coverage of the whole set of input data by a minimum set of methods 
and information technologies used.  

Fuzzy technologies are actively used for CI safety assessment. Thus, for exam-
ple, in nuclear industry Fuzzy Logic and Intelligent Technologies intensively are 
applied for solving fuzzy control problems, which can’t be solved using existing 
methods and approaches.  

BBNs are also widely used in system safety assessment tasks characterized by 
uncertainty, imperfect knowledge, influence of a variety of random factors. Thus, 
e.g., BBNs are used as a basis for creation of the expert diagnostics system for 
NPP operators [4], for modeling complex industrial facilities [5], as well for eval-
uation of reliability and safety assessment in complex systems [6]. 

The aim of this chapter is to introduce an approach to series integration of  
CI safety assessment methods using integration of FL methods and BBNs under 
uncertainty. 
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2 Joint FL-BBN Assessment of CI Safety  

2.1 General Approach 

The suggested approach is based on the following assumptions: 

- any CI may be represented as a collection of hierarchical layers of objects, and 
namely, systems components and elements; 

- any object in CI may be represented as a BBN.  

CI hierarchy is a basic premise for representation of its safety assessment integra-
tion methods architecture as hierarchy as well. This means that parameters of con-
ditions of, e.g., elements are used as input data for components safety assessment. 
Further these assessments serve as input data for determining subsystems safety. 
In this way safety assessment runs from the bottom to the top, from systems of the 
lowest hierarchy layer to systems of higher layer. The safety of a system is a func-
tion of safety of its subsystems, components and elements. 

On the other hand, subsystem safety assessments may be unitized in prediction 
(diagnostics) of their components condition. In this case safety assessment runs 
from the top to the bottom from systems of the highest hierarchy layer to lower 
layer systems. 

Consequently, both upward and downward integration of methods is possible. 
Such integration of different methods results in compensation of insufficiency of 
data for models of higher level due to "excessive” data in another, lower hierarchy 
layer. 

The hybrid safety assessment method suggested by this approach is given in 
Figure 1. 

 

Fig. 1 Hybrid CI safety assessment method 
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2.2 System Criticality as a Safety Value 

A high criticality ( )iCrt S of a system corresponds to its marginal (pre-emergency) 

state, in which its further use is prohibited or inexpedient or its recovery to opera-
ble condition is not possible or expedient. The main distinction between the mar-
gin state in reliability theory and high criticality in safety theory is consideration 
of system failure consequences in pre-emergency condition. 

Criticality assessments may be represented on qualitative and quantitative 
scales. This paper considers linguistic criticality assessments. Thus, for example, 
criticality can be represented as linguistic variable with terms {High (H), Medium 
(M), Low (L)}. 

An illustration of semantic interpretation of linguistic terms of criticality of 
condition of, e.g., NPP reactor, is presented in Table 1.  

Table 1 Semantic interpretation of linguistic terms of criticality of systems (reactor case 
study)  

Reactor safety le-
vels 

Physical State Description 

Criticality state – 
HIGH (reactor emergen-
cy state) 

 

Uncontrolled power increase in the reactor core (heat gener-
ation), decreased coolant consumption (heat removal) and 
increased pressure in the primary coolant circuit. Reactor  
parameters are close to the rated values. For fuel elements these 
are fuel temperature, cladding temperature, burnout ratio, tem-
perature of physical and chemical processes, heat flow. For the 
circuit these are pressure, temperature, brittle fracture ratio, 
pressure differentials 

Criticality state – 
MEDIUM (Reactor pre-
emergency state) 

The state of unstable equilibrium of the reactor. The reactor 
is in a state of physical and thermohydraulic stability, which 
can be upset even by slight disturbances  

Criticality state – 
LOW  

Normal routine mode of reactor operation  

2.3 Procedure 

In order to apply the suggested approach one will need: to chose a test object (sys-
tem), for which safety rating will be established, the result is determination of the 
child system for using BBN block;  specify which systems define safe state of the 
test object; the result is determination of the parent system for using BBN block; 
determine components of the parent system and parameters of their states;  
the result is logic and linguistic model of the parent system for determining their 
safety rating in terms of parameters of components for FLI block. 

1. Fuzzy logic inference (FLI) block (bottom-up analysis) for CI safety systems 
assessment on the basis of parameters of its components. In order for the block to 
solve problems it should have solved the subtask of selecting the most important 
system components, which condition defines system safety. The task of forming 
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of a set of informative (essential) parameters, the values of which allow distin-
guishing system conditions, must be solved. The basic data are deterministic input 
data – parameters of components operation. Output data are criticality condition of 
the system. 

2. BBN block for CI safety assessment. The set of CI systems is divided into two 
sets: parent and child systems. When using BBN parent systems criticality condi-
tions are used for determining criticality of the child systems. The basic data are 
parameters of criticality conditions of the parent systems obtained in the FLI block 
and conditional probability table (CPT). CPT determines the relation between 
system conditions. Probabilities can be represented on absolute and fuzzy scale. 
Input data are criticality condition of the child system. 

3. Fuzzy backward chaining block to obtain predictive estimates of condition 
parameters of child system components. Probability distribution of estimates of 
child system criticality obtained using BBN is used as input data to derive logic 
equations. Additional information is expert knowledge matrix R. The block's out-
put data is predictive estimates of component conditions.  

3 Application of FL-BBN Method for NPP Reactor Safety 
Assessment  

3.1 FLI Block Application  

NPP reactor safe condition is a function of a number of systems. Let us focus on 
the Reactor Core Isolation Cooling (RCIC) System and the Emergency Gas Re-
moval System (EGRS) as an illustrative example. Importance of these systems for 
safe reactor condition was clearly demonstrated by NPP accidents. Their condition 
and reliable operation are critical for reactor safety.  

RCIC is the first parent system for the reactor in terms of BBN (child system). 
It is designed for core emergency cooling. It is comprised of three interrelated 
systems: primary, back-up and continued cooldown subsystems. 

EGRS is the second parent system which performs the function of noncondens-
able gases removal from the first circuit, protects fuel elements, prevents natural 
circulation failure in the first circuit.  

Consider the use of the FLI block to assess the criticality state of the RCIC.  
The RCIC safety assessment task is represented as the task to find a representa-

tion in the following form: 

* * * * *
1 2 3 1 2 3( , , ,..., ) ( , , ,..., ),= → ∈ =n j mX x x x x d D d d d d   (1) 

where *X – a set of parameters describing the state of RCIC components; D – a 

set of probable jd , j 1,m,=   RCIC safety values.  
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The first subtask of the block is to choose the set of components that are most 
important in terms of RCIC core cooling performance. For example, pumps, the 
condenser can be treated as such components. Reliable operation of any one of the 
pumps is the critical aspect from the viewpoint of RCIC safety functions. 

The second subtask of the block is to select functional parameters 1 nx x÷  that 

evaluate the states of important RCIC components. Among critical parameters that 
evaluate pump stare are feed (F), pressure (P), rate of revolution (RR), water re-
serve in the condenser (C), etc. Increase (decrease) in these parameters with re-
spect to certain values may be an indication of malfunctions or failures resulting in 
RCIC safety function degradation.  

In this way, in order to assess RCIC safety it is necessary: 

- to determine values of parameters describing RCIC components functioning 

* * * * *
1 2 3( , , ,..., )nX x x x x= ; (2) 

- to plot a diagrams of RCIC safety linguistic terms membership function 
jp
ia *

i(x )μ ;  

- to determine values of the membership function 
jp
ia *

i(x )μ at fixed values of para-

meters * * * * *
1 2 3( , , , ..., )= nX x x x x ; 

- using logic equations in the following form:  

11 1 2
1 2 1

22
2 1 2

1 2 1 2 1

2 1 2
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∧ ∧ ∨ ∨ ∧ ∧ ∧
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m n

mk mk mkmm m m m
n n

d aa a a
n n

a aa aa
n n

x x x x x x x

x x x x x

ical OR ical AND

μ μ μ μ μ

μ μ μ μ μ  

 

(3) 

to determine values of membership functions for all possible RCIC safety values.  
A knowledge base used to derive logic equations for RCIC is presented in  

Table 2.  

Table 2 RCIC knowledge base  

Feed Pressure Rate of  
revolution

Condenser 
water reserve

RCIC criticality 
values

L L L L H
L M L L H 
L M M L H
L M M M M

………………………………… 
H H M H L
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Within the scope of the example the logic equations are of the form:  

= =
1Y ( Crt High )μ  [0.12 ∧ 0.55 ∧  0.7 ∧  0.66] ∨  

[0.12 ∧ 1.0 ∧ 0.7 ∧ 0.66] ∨ [0.12 ∧ 1,0 ∧  0.87 ∧  0.66]=0.12; 
μ = =

1Y ( Crt Medium ) [0.12 ∧ 1.0 ∧ 0.87 ∧ 0.91] ∨ [0.87 ∧ 0.55 ∧ 0.87 

∧ 0.66] ∨ [0.94 ∧ 0.55 ∧  0.87 ∧  0.91]=0.55; 
= =

1Y ( Crt Low )μ  [0.87 ∧ 1.0 ∧  0.87 ∧  0.91] ∨ [0.94 ∧ 0.66 ∧ 0.53 ∧ 0.55] 

∨ [0.94 ∧ 0.66 ∧  0.53 ∧  0.91]=0.87. 

Select *
jd as a solution, for which, 

*
jt

dd
1 2 n 1 2 n(x ,x ,..., x ) max[ (x ,x ,...,x )], j 1,m, t 1,m.μ = μ = =  

(4) 

Criticality state of EGRS is determined in a similar manner. EGRS safety esti-
mates are determined in the FLI block in terms of parameters of its components 
(excess steam-gas mixture removal bypass conduit, bypass conduit steam-gas 
mixture signal indicator, steam-gas pressure chamber). 

3.2 BBN Block Application  

The complex of systems including the reactor (child system) and RCIC and EGRS 
(parent systems) can be represented in the form of BBN.  

This approach uses BBN for:  

- reactor criticality condition prediction according to the state of parent systems 
(RCIC and EGRS). This involves recalculation of probability of the reactor child 
system being in each of its possible criticality conditions depending on incoming 
BBN parent systems condition change evidence using the CPT; 
- determination of conditions of the parent systems (RCIC and EGRS) according 
to evidences (facts) of their possible condition (diagnostics task). 

In BBN probabilities of the reactor being (S3)  in different conditions of set S3 de-
pending on conditions of the parent systems (RCIC-S1, EGRS- S2) can be deter-
mined by the relation of the following form:  

(k) (k) (i) ( j) (i) ( j)
3 3 1 2 1 2

i j

P(S ) P(S / S ,S ) P(S ) P(S )= ∗ ∗          (5) 

where (k)
3P(S )  - probability of S3 being in k-th condition; 

(k) (i) ( j)
3 1 2P(S /S ,S )  - conditional probability of S3 system in k-th condition given that 

1S  system is in i – th condition and 2S  system in j – th condition. Conditional 

probabilities for BBN are set by professional expert; 
(i) ( j)
1 2P(S )(P(S ))  - probability of S1(S2) system being in i-th (j-th)condition. 
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This approach predicts reactor safety state without additional measurements of 
reactor parameters (pressure, temperature, etc.).  

The block’s output data are reactor safety predictive estimate represented in the 
form of the following probability distribution:  

P(Crt(R) High)) 0, 6; P(Crt(R) Medium)) 0,3; P(Crt(R) Low)) 0,1.= = = = = =  

The choice of reactor safety assessment is made according to the maximum proba-
bility criterion. Reactor condition assessment is a complex and costly task.  
Fukushima-1 accident proved the importance of the need for reliable operation of 
monitoring systems (detectors). These risks can lead to a situation, when the oper-
ator can completely loose all the sense of what is happening to the reactor. For 
support and decision making in case of station black-out it is necessary to use all 
the information (including indirect information) for reactor state assessment. Con-
sequently, it is important to solve the problem of predicting reactor components 
condition without any measurement and using additional information. This task is 
solved in the fuzzy backward chaining block. Primary importance of fuzzy back-
ward chaining is that it considers parameters, which are essential for safety 
thought physical measurement of which is substantially limited. 

3.3 Fuzzy Backward Chaining Block for Prediction of Reactor 
Components Condition Parameters 

The problem of fuzzy backward chaining lies in evaluation of input parameters 
describing reactor components condition provided that the matrix of knowledge 
and reactor safety and output estimations are known. 

In terms of input A and output B sets link between them can be represented in 
the following form B A R,=  where А(В) - a fuzzy set of input (output) parame-
ters specified in space X(Y).  

Matrix of knowledge R can be represented as 

11 12 1n

21 22 2n
P

ij

m1 m2 mn

r r ... r
r r ... r

M ... ... r ...
r r ... r

= , 

where ijr – an element of matrix expressing the level of confidence of the expert in 

existence of cause-and-effect relations between component input parameter and 
corresponding output parameter describing safety of the system.  

Considering BBN block the following distribution was obtained:  

P(Crt(R) High)) 0, 7; P(Crt(R) Medium)) 0,1; P(Crt(R) Low)) 0, 2.= = = = = =  

Introduce parameters conditions vector y1, y2, y3. These parameters are values of 
the vector of criticality probability distribution (BBN output parameters). 
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State this vector in the following form:  

1 2 2B 0, 7 y 0,1 y 0, 2 y= + +  

In the fuzzy backward chaining block the expression, for example, 20,1 y means 

that the level of the expert’s confidence that the system is in a certain condition 

1Crt(S ) Medium=  is equal to 0.1.  

It is necessary to find such a fizzy set 1 1 2 2 n nA { (x ) x , (x ) x , ..., (x ) x },= μ μ μ  
that would correspond to fuzzy set B. Fuzzy set A can be represented as a vector 

1 2 na (a ,a ,...., a )= , where аn – corresponding value of membership degree 

n(x )μ of the reactor components condition parameter. 

In this example reactor components are fuel elements S11 and circuit S12.. Con-
sidered are two parameters a1 – fuel element temperature and a2 - pressure in the 
circuit. 

Examination results are presented as knowledge matrix in the following form: 

0,9 0,1 0,2
R

0,6 0,5 0,5
=  

Considering the knowledge matrix and probability distribution in view of BBN the 
following logic equation was produced:  

[ ] [ ]1 2

0,9 0,1 0, 2
0,7 0,1 0,2 a a

0,6 0,7 0,5
=  . 

When using max-min compositions the latter relation rearranges to the following 
form:  

1 2

1 2

1 2

0,7 (0,9 a ) (0,6 a )

0,1 (0,1 a ) (0,7 a )

0, 2 (0, 2 a ) (0,5 a )

= ∧ ∨ ∧
= ∧ ∨ ∧
= ∧ ∨ ∧

 

Solution of this equation produces the following values: 1 2a 0,7;0 a 0,1.= ≤ ≤  

In this way, reactor condition obtained using BBN is influenced by high tem-
perature of fuel elements since it is this premise that corresponds to the highest 
value of membership function.  

4 Conclusions 

The chapter considers an approach to series integration of safety assessment  
methods. Two integration architecture types are introduced: series integration  
and parallel. The series integration might be useful to increase the safety values’ 
validity. The parallel integration allows reduce the amount the safety – related 
information. Integration of BBN and FL allows capturing all information available 
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information required for safety assessment of complex dynamic system under 
uncertainties. Application of FL methods when all parameters describing the sys-
tem operation are known allows determining the criticalities of all systems under 
interests. But for complex dynamical systems the processes of parameters’ mea-
surement might technically difficult. Application of BBN allows decreasing the 
amount information. Thus, for example, for FL-based safety assessment of reactor, 
RCIC and EGRS it is required to measure all parameters of all systems.  Integra-
tion of FL-based methods and BBNs allows decreasing the amount of input infor-
mation (measurements) and not measure reactor parameters. RCIC and EGRS 
parameters are only required. Thus in the scope of example this integration de-
crease on tierce of required information. This approach might be considered as a 
basis for the expert system to help the operator make the decisions when I&C 
ability to measure the critical parameters is compromised due to NPP blackout.  
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Abstract. Modern organisations are forced to evolve their IT systems to keep up 
with ever-changing business requirements. Service-Oriented Architecture ad-
dresses the challenge of boosting a system’s modifiability by composing a new 
functionality out of existing, independent, loosely-coupled services. This makes 
SOA a promising design paradigm for rapidly evolving systems. However, exist-
ing development methodologies for SOA, such as IBM’s SOMA, focus more on 
the transition from legacy non-SOA to SOA systems, and less on their subsequent 
evolution. This makes the development of an evolution methodology suitable for 
service-oriented systems an open research problem. The presented evolution me-
thodology comprises an evolution process and an evolution documentation model. 
The process is compliant with a popular ISO 20000 norm. Its artefacts have been 
defined in terms of the evolution documentation model. The business-driven 
changes are documented with architectural decisions that capture changes made to 
the system at various levels of scope, together with their motivation. In order to 
facilitate the change-making process, a set of typical change scenarios has been 
defined. It comprises typical sequences of architectural decisions for cases of  
the most important changes. The entire approach is illustrated with a real-world 
example of an internet payment system. 

1 Introduction 

A system’s modifiability is a primary concern for many modern organisations, 
which are striving to evolve their system’s to meet frequently changing or emerg-
ing business requirements. Service-oriented architectures support a system’s  
modifiability by enabling the development of a new functionality by a loose, easy-
to-modify composition of existing services into new ones and by the extensive 
reuse of already existing services. This makes service-oriented architectures a 
design paradigm, which is particularly suitable for intensively evolving systems.  

However, neither SOA development methodologies such as SOMA [6], SOMF 
[7], nor existing traceability methods [20], provide efficient and complete support 
for the evolution of SOA systems. This reveals a gap between the real needs of 
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SOA adopters and existing SOA development methodologies. This motivates our 
research on a methodology for evolving service-oriented systems presented and 
discussed in this paper. 

The rest of the paper has been organised as follows: related work is briefly dis-
cussed in section 2, the evolution methodology is presented in section 3, its appli-
cation has been illustrated on a real-world example in section 3, the contribution 
of this paper is discussed against the related work in section 4, and finally the 
outcomes and further research outlook is presented in section 5. 

2 Related Work 

The evolution of service-oriented systems is quite a new area of research, with 
rather a sparse publication record as the envisaged service-oriented world, in 
which services composition is the primary means of developing new functionality, 
is a world to come rather than the world we actually live in. In practice, service-
oriented systems are currently built on top of already existing non-service-oriented 
ones for integration purposes [1]. Therefore, a lot of research effort has been  
devoted to addressing the issue of migrating legacy systems to SOA. Suitable 
methods can be found in, for example [6], [7], [8], [9], [10], [13]. So far, the iden-
tification and development of services to “wrap” existing functionality into  
services and enable interaction between systems has been the main research focus. 
The evolution was understood as making changes to the services, i.e. their inter-
faces, functionality, etc. (compare, for example [6]). The emergence of a market 
for third-party services and the deployment of more systems crossing organisa-
tional boundaries, possibly making their services publicly available, will change 
the above condition and make the evolution of business processes and service 
compositions a primary focus.   

The research record on the maintenance and evolution of service-oriented sys-
tems is rather sparse. An idea of a transformation-driven method for evolving 
service-oriented systems has been sketched in [22], which seems to be, so far, the 
only development of this kind. Most of the research carried out so far only con-
cerned selected evolution issues, such as changes traceability [14] (a framework 
for tracing changes between models of service-oriented systems), change propaga-
tion [16], [19], versioning [15], impact analysis [17], model-driven approaches to 
service composition, for example [18]. The research challenges in this field have 
been investigated in papers [1], [2], [3]. Paper [1] indicates that the development 
of maintenance processes is still an open research issue. Nevertheless, mainte-
nance has been included in a post-deployment phase in [11], and has been provi-
sioned for in the methodology presented in [12]. The evolution of services has 
been accounted for in the fractal process of SOMA methodology with the concept 
of successive iterations. In [18], the authors propose to use change management 
mechanisms to control the evolution of service compositions. An extensive 
framework for capturing architectural decisions comprising a SOA system design 
has been presented in [21].  
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Finally, let us observe that ISO 20000/ITIL [4], [5] is a set of practices  
for change management that has been widely accepted and adopted in industrial 
practice.  

3 Evolution Methodology for Service-Oriented Systems 

Software development methodologies, such as object-oriented or structured ones, 
have traditionally comprised two basic components: the development process, 
being a kind of a design recipe, and the supporting tools, which are used within 
the development process (models, notations, modelling and model analysis tech-
niques). Our evolution methodology for service-oriented systems follows this 
scheme and comprises: 

• Evolution process – defines a workflow, which defines how the modifications 
requested by business should be done in a disciplined, repeatable way,  
which is compliant with established industrial standards (ISO 20000/ITIL) – 
section 3.1; 

• Evolution supporting tools – includes models used to capture the evolution  
of the SOA system, i.e., the model of the SOA system together with  
evolution documentation model, as well as techniques supporting the devel-
opment of changes. The latter include: change scenarios, enriched traceability  
mechanism, impact analysis technique – see section 3.2. 

3.1 Evolution Process 

The evolution process defines a disciplined and controllable way of making nu-
merous changes to the system. The evolution process comprises a set of instances 
of the modification process (fig. 1), which are initiated for every submitted Re-
quest for Change document (RFC). The modification process consists of four ba-
sic phases, which are compliant with the change management process defined in 
the ISO 20000:2005 standard: 

− Change assessment – requested changes, described in the RFC, are assessed 
in terms of their impact (on quality attributes, SLAs, other processes, services, 
etc.), urgency, cost, benefits and risks; 

− Change approval – decision makers accept or reject the submitted change. 
This decision is based mainly on business factors. Subsequently, the develop-
ment of the approved changes is scheduled. 

− Change development and deployment is a configurable part of the Modifica-
tion process; various development processes can be applied here, e.g., agile 
Feature Driven Development, Scrum, XP or non-agile: waterfall, RUP. The 
choice should depend on the established development practices and experience 
of the development team. 

 
 



258 S. Kijas and A. Zalewski 

 

Fig. 1 Overall Structure of the Evolution Process 

 

Fig. 2 Detailed workflow of the evolution process for service-oriented systems 

− Change review is an optional phase, as required by ISO 20000. However, it 
should be defined whether organisation wants to include the reviews of dep-
loyed changes in its change management practices. 

The detailed workflow of the modification process has been shown in fig. 2. The 
“Change Assessment” phase starts from a “Preliminary Assessment”, in which 
changes described in the RFC are assessed on the basis of expert knowledge of 
business and system analysts in terms of their impact on functionality, quality 
(including Service Level Agreements), the effort needed to complete the changes 
and risks connected with implementing and deploying the change. The results of 
such an assessment are examined in a “Preliminary Assessment Approval” task, in 
order to verify whether they are sufficiently credible and complete in order to 
decide about the acceptance or rejection of the change.  

“Change Prototyping” is performed if more detailed information on the impact 
of a change is needed in order to assess the requested change. A change prototype 
is a partially developed model of changes (compare section 3.2) that is supposed 
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to facilitate an in-depth impact analysis and will become a basis for further devel-
opment if the change is approved. The final decision about the approval or  
rejection of changes takes place in “Change Approval and Scheduling” phase. 
Approved changes have to be appropriately scheduled (“Change Scheduling”)  to 
avoid conflicting changes being developed at the same time. This may also result 
in combining two or more changes to be developed as a single chunk. The rest of 
the modification process workflow seems to be self-explanatory. The artefacts of 
the evolution process have been defined in section 3.3. 

3.2 Evolution Documentation Model 

The Evolution Documentation Model consists of two basic components: 

• SOA System Model (section 3.2.1) – a set of models representing the com-
ponents of service-oriented systems (business processes, services, service 
operations and their internal logic, service compositions) at various levels of 
detail; 

• Evolution Capturing Model (section 3.2.2) – documenting the changes intro-
duced by the evolution steps. Such changes may concern every artefact of the 
SOA System Model. The evolution model provides a traceability mechanism 
for SOA System Models, and also facilitates impact analysis and capturing 
the architectural knowledge emerging during the development of changes. 

3.2.1 SOA System Model 

Service-oriented systems, such as presented in section III, implement one or more 
business processes, whose activities are supported by suitable business services. 
These services, in turn, comprise a number of service operations. These may be 
associated with the composition of a service (composed of other service opera-
tions) or developed source code. These dependencies have been reflected in the 
SOA System Model (fig. 3), which comprises the three layers described beneath. 

 

Business Process Layer consists of a set of “Business Processes” supported by a 
service-oriented system. These BPMN models abstract from the implementation 
details such as service compositions, services definitions, interfaces, operations, 
operations’ arguments, etc. Each business process is associated with a set of tasks 
(class “Task”), which are also included in the workflow represented in BPMN. 
“Task” is described using: name and description, and optionally: input and output 
documents (denoted by an associations with “Document” class). “Document” is 
described by its name and optionally: description and/or state. 

 

Service Layer comprises a set of models that represent services used to support 
business processes. These models form a cascading, recursive structure as a model 
of a service is connected with a number of service operations, each of which can 
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be either an invocation of a basic (non-composed) service operation, or of a ser-
vice composition, etc. The Service Layer comprises the following classes: 

• “Service” consists of: name, set of service operations (represented as associ-
ations with “Service Operation”). Therefore, service is rather a kind of a con-
tainer, or just a label for the set of its operations.  

• “Service Operation” is an entity in which computation actually takes place. 
This class contains: operation name and input document – the document fed 
into the operation or/and output document that is the outcome of the compu-
tations (expressed as an association to “SOA Document” class).  

• “Service Composition”: model in BPMN that expresses the workflow com-
posed of the invocations of service operations (service operations belonging 
to various services – internal and provided by the external providers). Ser-
vice composition should be assigned to the service operation that actually 
provides its input and output interface. 

• “SOA Document” contains: the name of the document and the structure of 
its content (i.e. XML, text or binary data). Such a document should corres-
pond to a single “Document” from the business process layer.  

 

Low Level Models Layer – low level, detailed models (typically in UML) and 
executable code. Note that these models may concern only basic services devel-
oped in-house, or being in the possession of the system’s owner. 

It is worth emphasising that the SOA System Model reflects the structure of 
real world service-oriented systems, which is particularly noticeable in the relation 
between services and their operations. We also assume that the tasks can be one-
to-one associated with service-operations, which implement them in a service-
oriented system. The same applies to the Documents and SOA Documents. This 
imposes certain rigour both on business analysts and SOA system designers, 
which is needed to make business even closer to IT. 

 

Fig. 3 Detailed architecture model of SOA system 
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Example. Evolution of an Internet payment system 

 

Fig. 4 SOA System Model for the “Payment System” 

All the components of the Evolution Documentation Model have been illu-
strated on a real-world example of a portal supporting internet payments (named 
“Payment System”). The system comprised among others: web portal for individ-
ual customers’ payments, web module for system administration and service  
dedicated for mass payment customers – named as “Payment service”. The initial 
version of the system supported only two payment methods: credit or debit card 
payments and wire transfer payments. 

 

Fig. 5 Business process “Payment System” 

The SOA System Model of the Payment System has been presented in fig. 4 
(documents have been omitted for the clarity of the picture). It contains: 

− Business Processes “Payment system” (BP.1, fig. 4): the model of a payment 
process implemented by the portal (fig. 5). 

− Services: “Payment service” (SR.1), external services: “Provider 1 service” 
(SR.e1) and “Provider 1 service” (SR.e2).  

− Service operations:  

o “Process payment” (SO.1), which accepts “Payment request” document 
and after processing the “Payment status” document is returned);  
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o Internal and external (“Make payment by provider 1” (SO.e1) and “Make 
payment by provider 2” (SO.e2) ) services’ operations invoked inside 
service composition described below. 

− Service compositions: BPMN model of service composition “Payment re-
quest processing” (SC.1), which is assigned to “Process payment” service 
operation. It has been composed out of several service operations provided 
internally or externally (compare fig. 6). 

 

Fig. 6 Service composition “Process payment request” 

The business process in fig. 5 is the “macro-flow” of the Payment system, while 
service composition “Payment Request Processing” defines (fig. 6) the “micro-
flow” of payment processing. 

3.2.2 Evolution Capturing Model 

The Evolution Capturing Model (fig. 7) documents evolution as a set of “Evolu-
tion Steps”. Each Evolution Step is triggered by RFC document (Request For 
Change), which specifies the requested change, describes its motivation, business, 
and if needed, technical context. The step itself comprises a cascade of architec-
tural decisions, which capture the changes made to the models of different levels 
of SOA System Model. The changes made to a service-oriented system are of a 
cascading structure, i.e., change to a business process may force changes to ser-
vices, these in turn may force changes to service compositions, which in turn may 
require changes to services etc. Such a cascading effect is reflected by “forces” 
associations. 

A set of typical modification scenarios has been developed in order to facilitate 
the development of changes (table 1). Let us note that the change scenarios can be 
applied recursively. 
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Architectural decisions connect previous (is_input association), modified ver-
sions resulting from change’s implementation (is_outcome association) as well as 
models’ alternatives considered during change’s development (is_alternative asso-
ciation). At the same time they provide rationale for the changes made, e.g., by 
justifying the choice between the connected alternatives. This concerns the follow-
ing components of SOA System Model: Business Process Models, Service Mod-
els, Service Composition Models, Detailed Models. 

 

Fig. 7 Evolution Capturing Model 

Example. Evolution of Internet Payment System (cont.) 
Let us look back at the example to see how changes are captured using the Evolu-
tion Documentation Model presented in fig. 7. 

 
Evolution Step No 1 
Summary of RFC Document: The business expects that instant wire transfers 
(normally transfers are made during several communication sessions a day) will 
also be available. 

The cascading changes necessary to implement the modifications described in 
RFC have been illustrated in fig. 8. The sequence of modification scenarios ap-
plied in order to develop the changes depicted in fig. 8 has been shown in fig. 9. 
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Table 1 The set of most popular SOA decision-making scenarios 
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Fig. 8 The first evolution step of the payment system 

 

Fig. 9 Sequence of change scenarios applied to modify the system in order to support in-
stant wire transfers 

The following artefacts had to be modified: 

− Business process “Payment System” – its control flow (fig. 5) remained un-
changed, though, the content of the “payment order” document has been ex-
tended to include data necessary to issue an instant wire transfer.  

− Service operations: 
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o Service operation “Process Payment” has been modified in order to sup-
port instant wire transfers – the XML scheme of the “Payment request” 
SOA document (corresponding to the workflow’s “Payment request” 
document) has been extended with the information necessary for the in-
stant wire transfers. 

o Service operation “Make payment by provider 3” (SO.e3) has been added 
and invoked in the service composition “Process payment request”. 

− Services – service “Provider 3 service” (SR.e3) was added, which contains 
operation supporting instant transfers; 

− Service composition “Process payment request” has been extended with the 
invocation of the service operation “Make payment by provider 3” supporting 
instant wire transfers (fig. 10). The composition’s workflow was appropriately 
adjusted. 

Evolution Step No. 2 
Summary of RFC Document: The business expects that international instant 
wire transfers will also be available. 

Implementation of the above changes required that a cascade of architectural 
decisions had to be made. These decisions capture the changes made to the models 
of “Internet Payment System” and their rationale. This decision making process 
has been illustrated in fig. 11, which extends the model developed in order to cap-
ture changes made in step No. 1. Modified versions of business process “Payment 
System” and service compositions “International payment request processing” can 
be found in fig. 12 and 13, respectively. 

 

Fig. 10 Service composition “Process payment request” service operation after the first 
evolution step 
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3.3 Evolution Supporting Techniques 

The above example illustrates how Evolution Capturing Model can be employed 
so as to document the changes made to the system. Let us note that every architec-
tural decision can not only define a traceability link between two consecutive  
versions of a certain model but can also be connected with the considered model’s 
alternatives. Architectural decision includes also modification’s rationale,  
which explains why certain changes have been made to the system. This makes it 
possible to understand how system has reached its current shape. 

The structure of SOA System Model enables top-down impact analysis as the 
models potentially affected by the changes can be discovered by following the 
associations between higher- and lower-level (more detailed) models. The set of 
potentially affected models tightens as more detailed decisions are made. In such 
case the top-down traceability, goes from already affected models down to the 
possible affected subcomponents. This way the scope of changes necessary to 
implement a given change can be established, which should facilitate time and 
cost estimation. Obviously, there is a lot of space for further research in this area, 
which was discussed in section 4. 

 

Fig. 12 Business process model “Payment system” after the second evolution step 

 

Fig. 13 Service composition “International payment request processing” 
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3.4 Artefacts of the Evolution Process 

A detailed description of all the artefacts produced during the evolution process 
for service-oriented systems has been summarised in table 2. 

Table 2 List of artefacts produced during the evolution process 

Artefact Description How the Evolution Cap-
turing Model (ECM) and 
supports the artefacts of 
the evolution process 
artefacts  

RFC The change is described in business or techni-
cal terms. The document also contains an 
explanation of the change and indications 
concerning its importance/priority.  

RFC is included in ECM 
(class RFC).  

Assessment 
report [Pre-
liminary] or 
[Full] 

The document includes: 
• scope of change:  
o list of business processes / service op-

erations / service compositions modi-
fied/added/removed; 

• impact analysis – description of a change’s 
impact on: 
o quality (including SLAs), e.g. reliabil-

ity, performance, business continuity, 
etc.,;  

o list of business processes affected by 
the changes (e.g. requiring revision); 

o overlapping changes; 
• cost estimates, 
• identified risks, 
• attachments (other documents used for or 

created during the assessment process), in 
the case of the [Full] version of the docu-
ment – change prototypes are included here. 

The scope of a change can 
be expressed as a set of the 
instances of classes (Busi-
ness Process, Service, 
Service Operation , etc.) of 
an SOA System Model that 
are subject to changes. 

The associations in an 
SOA System Model enable 
the impact of changes to be 
assessed (section 3.2.1) by 
identifying  the artefacts 
that may require changes.  

  
 

Change 
prototype 

Set of business process and service composi-
tion models containing:  
• modified versions of existing business 

processes, services and service operations 
with the associated service compositions, 

• models of new processes introduced, 
• list of removed business processes, service 

compositions, service operations and ser-
vices 

• list of detailed models subjected to change / 
modification / removal 
The above models are drafts of the as-

sessed changes. They have not been fully 
developed, verified or tested. 

The association 
is_alternative of ECM 
indicate the variants of 
models considered as a 
possible solution needed to 
develop a certain change. 
Chosen (on trial) alterna-
tives of every modified 
artefact of the model com-
prise change prototype.  
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Table 2 (continued) 

Change 
acceptance 
report 

The document contains: 
• notes explaining the need and rationale for 

the approved change,  
• effort / cost estimated, 
• allocation of the cost within budget (the 

source of change financing); 
• time schedule for change development and 

deployment; 
• attachments including: RFC, Assessment 

reports and Change prototype. 

ECM enables an analysis of 
the rationale of changes 
made to accomplish every 
evolution step.  

Changes 
development 
schedule 

A document with a schedule of all changes 
that have to be implemented. 

The components of ECM 
identified as being subject 
to change can be used as a 
basis for developing a 
change’s schedule. 

Development 
plan 

The document contains all of the informa-
tion directly connected to the modification of 
the system: about business process models, 
service composition models and service mod-
els. The development plan contains the system 
prototype (if one exists). Additionally, this 
document contains all the information about 
detailed models and, of course, a complete set 
of the architectural decisions that have been 
made.  

--- 

Deployment 
plan 

The deployment plan contains installa-
tion/deployment instructions for a new re-
lease.   

--- 

Release notes Report on the deployment containing a list 
of bugs that have been corrected or are not in 
the developed version. 

--- 

Change 
review report 

Defined individually by the organisation. 
--- 

4 Discussion 

The overarching goal of our research was to develop an approach to the evolution 
of a service-oriented system that could be easily adopted by industry. This ex-
plains our devotion to the compliance of ISO 20000/ITIL. This is naturally an 
advantage of the proposed solution over the one presented in [22]. This also ap-
plies to the approaches for maintenance suggested in [6], [11], [12].  

The Evolution Documentation Model provides a three dimensional traceability: 

1. The history of changes made to the components of an SOA System Model 
(business processes, services, services’ operation etc.) is captured with archi-
tectural decisions linking previous and modified versions of certain models; 
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2. Architectural decisions enable the motivation of changes made to the system to 
be captured at various levels of detail;  

3. Logic of a change’s development is captured with “forces” association linking 
changes made at various levels of detail.  

 

The above traceability mechanism is compliant with a reference model proposed 
in [20], i.e. comprising satisfaction links (association between RFC and evolution 
step classes), evolution links (is_input and is_outcome associations between con-
secutive model versions and architectural decisions), rationale links (provided by 
architectural decisions) and dependency links (associations between the classes of 
the SOA System Model). In [14], the authors present a method for automatic trac-
ing changes between models of SOA systems, both vertically (between more and 
less detailed models) and horizontally (between models at the same level of de-
tail). We perceive evolution as a process of making intentional changes to the 
system. Admittedly, it can be facilitated with automated tools, though they cannot 
eliminate a conscious decision-maker – architect.  

The idea of exploiting the advantages of architectural decisions for SOA sys-
tems and their evolution is becoming more and more popular. A comprehensive 
framework for architectural-decision making was presented in [21]. However, it 
does not account for the evolution of SOA systems and focuses on architectural 
decisions only, ignoring typical models used for SOA systems and their interrela-
tions. Its intrinsic complexity makes it difficult to comprehend by practitioners, 
who have rather little time for learning elaborate methodologies. This observation 
became a foundation for our earlier work [23]. The proposed structure of the Evo-
lution Capturing Model allows MAD to be employed, as a number of alternatives 
are associated with the architectural decisions documenting the internal logic of a 
single evolution step. 

5 Summary and Outlook 

A methodology for evolving service-oriented systems has been proposed. It com-
prises a disciplined evolution process and a set of models and other tools support-
ing the development of changes. The models have been validated on a real world 
example. The process’s compliance with industrial standard ISO 20000 should 
facilitate the application of the presented approach in practice. There are obviously 
some missing parts of the methodology, which should become the subject of fur-
ther research. Therefore, the research outlook includes: 

• The development of a quality model and methods for analysing how changes 
impact the quality attributes; 

• Supporting the development of changes with predefined model transformations 
applied in order to ensure that service compositions meet the quality  
requirements;  

• The development of a software tool supporting the methodology; 
• Carrying out further and more extensive validation.  
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Abstract. In this work we describe the application of the LVA-Index in the NBC 
algorithm and discuss the results of the relevant experiments. LVA-Index is based 
on the idea of approximation vectors and the layer approach. NBC is considered as 
an efficient density-based clustering algorithm. The efficiency of NBC is strictly 
dependent on the efficiency of determining nearest neighbors. For this reason, the 
authors of NBC used the simplified implementation of the VA-File and the idea of 
layers for indexing points and determining nearest neighbors. We noticed that is 
possible to speed up the clustering by applying the LVA-Index which provides the 
means for determining nearest neighbors faster. The results of the experiments 
prove that incorporating the LVA-Index into the NBC improves the efficiency of 
clustering. 

1 Introduction 

Clustering is considered one of most important methods in knowledge discovery. 
It is used in many different areas including data mining, document retrieval, image 
segmentation and pattern classification [1]. The goal of clustering is to group ob-
jects into different sets of similar points according to certain criteria. There are 
different types of clustering algorithms: hierarchical, partitioning, density-based 
and grid-based. 

Some examples of hierarchical clustering algorithms are: BIRCH [2] and CURE 
[3]. The former uses clustering features and a clustering feature tree (CF-tree) to 
represent clusters. It is quite efficient but can only find spherical clusters. The 
latter achieves better clustering quality. To model a cluster and compute distances 
between clusters, CURE uses so called representative points. By using these points 
CURE is able to discover clusters of any shape. The family of partitioning cluster-
ing algorithms can be divided into k-means algorithms and k-medoids algorithms 
[1]. In k-means algorithms, clusters are represented by the gravity center of the 
cluster; in k-medoid algorithm, clusters are represented by the center objects of the 
cluster. One of the partitioning clustering algorithms is CLARANS [4], which is an 
improved k-medoid algorithm. The computational complexity of CLARANS is 
O(kN2), which makes it inefficient. 

In order to locate clusters, the density-based algorithms use a density function. 
For example, in the density-based algorithm DBSCAN [5], an object must fulfill 
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the following basic criterion in order to be a member of a cluster : the minimum 
number of objects k must be located within the neighborhood of this object. 
DBSCAN has several disadvantages: since the neighborhood radius and the mini-
mum number of object within the neighborhood are predetermined, DBSCAN 
cannot distinguish small, close and dense clusters from large and sparse clusters. 
In other words, the parameters are of a global sense; DBSCAN has a low efficien-
cy when working with high-dimensional databases. Nevertheless, the quality of 
clustering when using DBSCAN is quite good. There also exists an extension to 
DBSCAN - OPTICS [6], which computes an augmented cluster ordering for auto-
matic and interactive cluster analysis. 

Grid-based algorithms (like STING [7]) divide the data space into rectangular 
cells using a hierarchical structure. The computational complexity of STING is 
O(N). However the quality of clustering is low as the relationship between neigh-
boring cells is not considered. 

The NBC [8] algorithm belongs to the density-based clustering algorithms and 
its authors claim that it fulfills, so called, 3-E criteria, namely: 

1) effectiveness - it can discover clusters of any shape and discern clusters of dif-
ferent local-densities and multi-granularities in one dataset 

2) scalability - it can handle large and high-dimensional databases 
3) ease of use - it needs only one input parameter - the k value 

The authors of NBC used a cell-based structure and VA-File [9] to organize the 
data, which they say makes it efficient and scalable. However, having analyzed 
the source code of the NBC algorithm [10], we have discovered that the imple-
mentation of the internal index allows us to determine neighbors belonging only to 
the first layer of a given cell. Such a simplification may seem to lead to faster 
clustering but there may exist datasets (for example with different local densities) 
where searching for the nearest neighbors in layers with numbers greater that 1 
can be needed. However, we can demonstrate such examples (see Section 3) in 
which the results are better even when using layers farther away from the first 
layer. 

This work is divided into the 5 sections. In Section 2 the LVA-Index [11] and 
the NBC algorithm are recalled. Then, in Section 3, a description of how the LVA-
Index was incorporated into NBC is presented. The experiments are described and 
discussed In Section 4. In Section 5, conclusions are drawn and further works are 
presented. 

2 Application of LVA-Index in NBC 

In this section we shortly recall both LVA-Index and the NBC algorithm. Then, we 
give an overview of what changes were needed in order to incorporate our LVA-
Index into NBC. 
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2.1 The  NBC Algorithm 

The LVA-Index is designed so that each non-empty cell representation contains the 
list of the references to the points P belonging to it and the list of structures 
representing its l nearest layers (Li, i = 1,2,…n). Simultaneously, each point p 
representation stores the reference to a cell, to which p belongs. Such a structure is 
presented in Figure 1. 

In what follows, depending on the context, we use the terms such as cell, layer, 
point, etc., interchangeably with the representation of a cell, representations of a 
layer, representations point, etc. 

The number n of the nearest layers, for each non-empty cell, is determined ex-
perimentally and depends on the number of dimensions d and the density of the 
dataset, so that the number of points in l neighbor layers is equal to or greater than 
k, where k is the number of the nearest neighbors to be found.  

In our implementation of LVA-Index, only non-empty cells are stored in the 
structure. 

 

Fig. 1 The structure of LVA-Index for the two-dimensional data space (n = 2, d = 2) 

2.2 The NBC Algorithm 

The NBC belongs to a group of the density-based clustering algorithms and was 
proposed by Zhou, Zhao, Guan and Huang in [8]. NBC begins with calculating the 
kNB (k-Neighborhood), R-kNB (Reverse k-Neighborhood) and NDF (Neighbor-
hood-based Density Factor) factors for each point from the input dataset (Figure 
2). In order to calculate each of those factors the nearest neighbors must be deter-
mined. For the sake of efficiency, the authors applied the layer approach, so that 
the dataset is represented as a set of cells. Each of these cells has neighbor layers 
according to Definition 2 from [11]. 
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NBC(Dataset, k) 
for each object p in Dataset p.clst no = NULL; 
CalcNDF(Dataset, k); // calculate NDF 
NoiseSet.empty(); // initialize the set for storing noise 
cluster_count = 0; // set the first cluster number to 0 
for each object p in Dataset 
{ // scan dataset 
   if (p.clst no != NULL or p.ndf < 1) continue; 
   p.clst no = cluster_count; // label a new cluster 
   DPSet.empty(); // initialize DPSet 
   for each object q in kNB(p) 
   { 
      q.clst no = cluster_count; 
      if (q.ndf >= 1) DPset.add(q) 
   } 
   while (DPset != empty) 
   { // expanding the cluster 
      p = DPset.getFirstObject(); 
      for each object q in kNB(p) { 
         if (q.clst no != NULL) continue; 
         q.clst no = cluster_count; 
         if (q.ndf >= 1) DPset.add(q); 
      } 
      DPset.remove(p); 
   } 
   cluster_count++; 
} 
for each object p in Dataset 
{ // label noise 
   if (p.clst no is NULL) NoiseSet.add(p); 
} 

Fig. 2 The NBC algorithm (after [1]) 

The second part of the algorithm is based on the results of calculating NDF fac-
tors (Figure 3). In this part the entire dataset must be scanned and according to the 
values of the NDF factors, objects are assigned to appropriate clusters. NBC is 
capable of determining clusters of different densities which distinguishes this al-
gorithm from the others. It is also effective and scalable because as the size of  
the dataset grows, the time-cost of NBC increases at a slower rate than in case of 
e.g. DBSCAN [5]. 
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CalcNDF(Dataset, k) 
partition(Dataset) 
for each object p in Dataset 
{ 
   Map p into an appropriate cell c; 
   p.cell = c; 
   c.ObjectSet.add(p.id); 
} 
for each object p in Dataset 
{ // evaluate kNB(p) 
   CandidateSet.empty(); 
   layer_no = 0; 
    
   while(CandidateSet.size() < k) 
   { 
      Add the objects in cells of Layer(p, layer_no) to CandidateSet; 
      layer_no++; 
       
      while(CadidateSet != empty) 
      { 
         Update kNB(p) from CandidateSet; 
         CandidateSet.empty(); 
      } 
      for each new object q in kNB(p) 
         for each cell c in Layer(q, 1) 
            if (objects in c have not been added to CandidateSet before) 
               Add the objects in c to CandidateSet; 
   } 
   for each object q in kNB(p) 
      q.SizeOfRkNB++; // update the size of R-kNB(q) } 
} 
for each object p in Dataset 
   NDF(p)=p.SizeOfRkNB / p.SizeOfkNB; // calculate NDF 

Fig. 3 The CalcNDF method of the NBC algorithm (after [1]) 

2.3 Implementation Details 

As already mentioned above, following our analysis of the source code and private 
communication with the authors of NBC, the authors' implementation of the NBC 
algorithm used only one layer when searching for the nearest neighbors. For this 
reason, comparing the original implementation with ours could give wrong results, 
thus we decided to implement the NBC by algorithm by ourselves. We imple-
mented the algorithm as it was presented in Figure 1, and simultaneously, not 
changing its structure, we identified the sections of the algorithm responsible for 
determining nearest neighbors and used the LVA-Index In those cases. 
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In Figures 2-3, the places where the LVA-Index was used both for searching the 
nearest neighbors and determining the layers have been underlined. It can be no-
ticed that the influence of the index for the whole clustering algorithm may be very 
crucial since index methods are invoked from different sections of the algorithm. 

Moreover, the calls to the index appear in many nested loops. It is also impor-
tant to mention that when using the LVA-Index with parameter n (the maximum 
number of layers to be scanned when searching the nearest neighbors) equal to 1, 
it will be equivalent to the original implementation of NBC. In other words, when 
referring to the reference (original) implementation of NBC, we will assume that 
the LVA-Index with parameter n equal to 1 will be used. 

3 Experiments 

In this section we present the results of experiments that we carried out. Due to the 
fact that the LVA-Index takes several parameters such as: k – the minimum number 
of objects in a cluster, b - the number of bytes per dimension, and n - the number 
of nearest neighbors to be found, we have performed a large number of experi-
ments. For this reason, only the most interesting results are presented in this sec-
tion. Additional results are presented in Appendix A in [10]. 

We have also performed experiments for other indices, e.g. VA-File and R-
Tree. These experiments were run on the same dataset containing 2658 objects. 
The times measured and presented in Figure 5 correspond to the clustering results 
presented in Figure 4. It can be seen that the shortest clustering time was achieved 
using the LVA-Index-based implementation. 

In each of the experiments performed which tested the original implementation 
of NBC and its versions (LVA-Index, VA-File, R-Tree), four clusters were found. 
There were minor differences between clusters concerning specific features and 
parameters of the indices, such as: the number of bits per dimension (b), the max-
imum number of layers stored in the index (n), the different index structures (R-
Tree). Table 1 presents the parameters and runtimes measured. We ran two series 
of experiments using two-dimensional dataset: in the first series we varied the 
value of n from 3 to 1; in the second, we varied the value of b from 5 to 7. 

 

Fig. 4 The times of the clustering for the test dataset for different indices, k = 20; for LVA-
Index l=3 
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a) original index, b = 5, t = 3328 ms 

 

b) LVA-Index, b = 7, n = 3, t = 813 ms 

 

c) VA-File, b = 6, t = 15578 ms 

 

d) R-Tree, t = 2422 ms 

Fig. 5 The times of the clustering for the test dataset for different indices (k = 20) 

In Figure 6 it can be seen that the good clusters' separation for two dimensional 
dataset was achieved when the value of b was equal to 7 and the value of n was 
equal to 3. Such a quality of clustering was not reached when using the reference 
implementation of NBC (6c-6f) with n equal to 1. 

In conclusion, we can state that changing the value of n slightly increases the 
time-cost of the clustering. However, as we have shown, when changing the num-
ber of bits per dimension (b), the clustering quality can be improved even without 
adversely affecting the clustering time-cost. 

Table 1 The times of clustering and values of parameters used (k - number of nearest 
neighbors to be found, b - number of bits per dimension, n – maximum number of layers, t - 
clustering time given in milliseconds, * - the original NBC) 

Figure k b n t 

3a 20 7 3 812 

3b 20 7 2 515 

3c 20 7 1* 235 

3d 20 5 1* 2953 

3e 20 6 1* 875 

3f 20 7 1* 203 
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a) b = 7, n = 3, t = 813 ms 

 

b) b = 7, n = 2, t = 484 ms 

 

c) b = 7, n = 1, t = 187 ms 

 

d) b = 5, n = 1, t = 3328 ms 

 

e) b = 6, n = 1, t = 828 ms 

 

f) b = 7, n = 1, t = 187 ms 

Fig. 6 The results of the clustering for the test dataset (k=20) 

4 Conclusions and Further Works 

Our experiments show that applying LVA-Index to NBC with appropriate values of 
parameters, improves the quality and effectiveness of clustering even up to 100 
times for low dimensional datasets. This result was achieved by using our iterative 
approach for enumeration of cells belonging to a given layer in LVA-Index.  

Our future research will involve focusing more on the influence of the value of 
n parameter on the quality and effectiveness of clustering. Cases, where the value 
of n is too small and there is a need for determining layers "on the fly" during 
clustering could be also examined. Such a case could employ the idea of Triangle 
Inequality property in a way as described in [12]. Regardless of clustering, LVA-
Index due to its ability to efficiently determine cells belonging to a given layer, 
could be applied in the domain of the online analytical processing. 
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Abstract. In this work different approaches to crowd dynamics modeling are 
compared in terms of efficiency and accuracy. The authors analyze and test appli-
cability of some characteristic microscopic models including: Generalized Centri-
fugal Force Model, Social Distances, as well as macroscopic model represented by 
hydrodynamic approach. Models were compared on a real life test case, for which 
precise empirical results were obtained, to find sufficient balance between depen-
dability of results and computational effort. 

1 Introduction 

As the global population grows, capacity of buildings, size of public events and 
gatherings grows as well. Furthermore rapid development of means of interper-
sonal communication in the last century [1], especially boom of so-called social 
networks in the last decade such as most known Facebook, dramatically changed 
dynamics of public gatherings life cycle. Because of that reaction time available to 
public services in case of emergency is decreasing. Such situation brings necessity 
of developing models for crowd safety analysis that are both fast and accurate.  

Despite rapid development in this field of knowledge, predictive capability is 
still too low. On the one hand low fidelity models are fast to compute, but fail to 
capture small scale events which can be critical to predict in time emergency sit-
uations. On the other hand, more complex, high fidelity models manage to capture 
such phenomena, but are very time-consuming to compute. Hence, choice of most 
appropriate model is crucial to obtain dependable results in reasonable time. 

We can ask the following question: is it possible to create an fast simulation 
with sufficient fidelity and accuracy? 

Three various models characterized by different level of fidelity were chosen 
for further analysis. 

One macroscopic model: 
 

Hydrodynamic Approach – continuous model based on observation that crowd 
in high densities behaves like a fluid [2], 
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Two microscopic models: 

Generalized Centrifugal Force Model – continuous self-driven multi particle 
system based on psychological field theory [3]. 

Social Distances Model – based on non-homogeneous cellular automata approach 
to pedestrian dynamics making use of proxemics rules [4, 5]. 

For a test case free evacuation of lecture hall was chosen. During experiment 
average outflow and evacuation time was measured. Geometry and initial number 
of people in room were shared as parameters between models, as well as mean 
free velocity of pedestrians. 

2 Proposed Models of Pedestrian Dynamics 

2.1 Macroscopic Approach 

Macroscopic models of pedestrian movement take inspiration from hydrodynam-
ics or gas-kinetic theory. The state is described by locally averaged quantities -
density ρ =ρ (t, x, y), and mean velocity v = v (t, x, y) - regarded as dependent 
variables of time and space. The density has to satisfy a hyperbolic partial diffe-
rential equation invoking the mass conservation law. Interactions between pede-
strians are represented either by a system of partial differential equations (e.g. 
Helbing [6] or Bellomo and Dogbé [7]) or by closure relations for the average 
velocity of individuals in terms of the density and its gradient (e.g. Hughes [8] or 
Coscia and Canavesio [2]). 

The model described in this work is similar to the one presented by Coscia and 
Canavesio [2]. It is a macroscopic, first-order model of crowd dynamics in bounded 
domain for two-dimensional flow-problem. It takes into account two fundamental 
aspects of pedestrian movement. On the one hand, pedestrians aim toward specific 
target, which determines the main direction of motion v0 but on the other, they tend 
to avoid crowding (this deviation is represented by a vector v1). The primary direc-
tion of motion is determined by the shortest way to the target.  A pedestrian tends 
to maintain a preferential direction of motion toward target he wants to reach, but at 
the same time he is disposed to slightly deviate from it in order to avoid crowding. 
Coscia and Canavesio [4] take this into account including a minimum directional 
derivative in the visual range of the pedestrian. In contrast to this approach we sug-
gest representing a circumvent of crowding by a vector 

 ρρ ∇−= )1(1v , (1) 

where ρ  is a nondimensionalized ρ  with respect to maxρ . To sum up, the pre-

ferred direction of motion of the individuals u is specified by the weighted sum  

 10 vvu α+= , (2) 

where α is a parameter of the model (we assume α  = 0.8 [m2/s]). 
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A magnitude of the pedestrians' velocity is a scalar function of density. To de-
scribe this dependency we assume the Kladek function [9]  
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where vdes is the free (desired) speed of a pedestrian and γ denotes a parameter of 
the model. Like in [9] we assume γ =1.913 [m-2]. 

Finally the motion of pedestrians in presented model is described by two equa-
tions 

 ( ) 0=⋅∇+
∂
∂

v
t

ρρ
, (4) 

which expresses the principle of conservation of mass (pedestrian), and 

 
( )

u
u

v
ρϕ= , (5) 

which links the velocity to the local density conditions. 
Partial differential equation (4) is supplemented by boundary conditions of Di-

richlet type for exit gate and Neumann type in case of walls or another obstacles 
(in presence of obstacles, they are understood as internal boundaries to the walk-
ing area). 

2.2 Centrifugal Force Model 

Social Force Models. Social Force models of pedestrian movement, first intro-
duced by Helbing et al [10] are based on simple analogy to Newton's laws of mo-
tion. First law states that when an object experiences no net force, then it is either 
at rest or it moves in a straight line with constant speed. By this analogy, if pede-
strian changes his velocity in the presence of other pedestrians, one can model this 
interaction as a social interaction force. In mathematical terms, the change of ve-
locity vi in time t is given by the acceleration equation:  
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where mi denotes mass of a pedestrian, 
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0

 is a driving term respon-

sible for keeping desired velocity vi
0 with some time constant τi. F

I
ij is an interac-

tion term induced by other pedestrian and finally FI
iW describing interaction  

between pedestrian and surrounding walls W. 
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Centrifugal Force Model. Original Social Force model [10] assumed exponential 
with regard to relative distance interaction term. Yu, Chen, Dong and Dai [11] 
proposed different interaction term based on the fact that with dimension analysis 
only one dimensionless quantity can be constructed for acceleration, speed and 
relative distance:  

 

ij

ij
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I
ij

R

V
KmF

2

−= , (7) 

where Vij
2 is relative velocity of pedestrians, ||Rij|| is distance between pedestrians 

and Kij is a coefficient which takes into account field of vision of pedestrians:  
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where eij is a versor pointing from one pedestrian to another:  
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Name of the model comes from familiarity of this interaction term to centrifugal 
force known from classical physics. This approach was adopted and developed by 
Chraibi et al. [3] in Generalized Centrifugal Force Model which is used in this 
work, where in addition pedestrian shape depends on their velocity. 

2.3 Social Distances Model 

In the models based on cellular automata, space is divided into square cells and 
one cell can be occupied by only one pedestrian [12]. Pedestrian movement is 
mainly determined by the current configuration of the neighborhood. Thanks to 
that, this model is extremely efficient. Most of cellular automata models are based 
on square lattice based on 40 cm cells. Fidelity of the classical model is higher 
than in macroscopic models, but space representation is relatively coarse. 

To improve fidelity of classical CA models, Social Distances model was pro-
posed [4]. In the model each pedestrian is represented as ellipse placed in square 
lattice. The model was then adapted for modeling the evacuation of large objects 
[12, 13]. 

In the presented model pedestrians are represented as a part of multi-agent sys-
tems using some rules of asynchronous and non-homogeneous cellular automaton. 
Each pedestrian (agent) has its own independent attributes: speed, direction, desti-
nation, distance traveled, and evacuation time. The model described in this section 
is: discrete, microscopic, numerical and stochastic. 
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Due to the fact that the model uses the theory of cellular automata is unavoida-
ble discretization of space. It is impossible to accurately represent real world on a 
two-dimensional discrete square grid of size 25 cm. 

Because of potential gradient layer, is possible to choose the next cell and pe-
destrian can make a move. Each cell, on which the pedestrian can move, has a 
value increasing proportionally to the distance from the exit. 

In the model agent is represented by an ellipse, whose center is situated in the 
middle of a single cell. Pedestrian may move to another cell in the Moore neigh-
borhood of radius 1, taking into account the field of vision, which is wide at 180°, 
and is defined for different positions 0°, 45°, 90°, 135°, 180°, 225°, 270°, 315°. 

The crucial issue is to establish the set of forbidden and allowed positions for 
all cells in Moore neighborhood of radius 1, each cell being occupied by one per-
son [4]. The calculation of the allowed/forbidden positions is based upon simple 
geometrical dependencies [13]. It takes into account the following: the orienta-
tions of two ellipses occupying two adjacent cells and the size of their cross-
section. It is assumed that the position is allowed if the ratio of the calculated 
cross-section (for this position) to the size of the ellipse is smaller than imposed 

tolerance [ ]1,0∈Nε . 

3 Experimental Data and Simulation Results 

Models mentioned above were compared with a real life test case. In 240 seats 
lecture hall an experimental evacuation of approximately 210 students was con-
ducted. Experiment was carried out under normal conditions as announced drill 
(according to [15]). 

Fig. 1 shows simplified plan of the lecture hall used for the experiment. There 
are 15 rows, with 16 seats each. Grey areas indicate place unavailable for pede-
strians. During the experiment only one half of the lower exit was opened, while 
upper doors were closed. 

  

Fig. 1 Lecture hall plan with dimensions 
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Total evacuation time was 162 seconds. Fig. 2 represents observed outflow1. 
The highest observed peek slightly exceed 2.5 persons per second. However, on 
average it is approximately 1.35 persons. Trend line shows that at the beginning 
outflow reach average level of 1.7, but then as the crowd density increases, out-
flow decreased to approximately 1.2. 

Another important observed feature are significant oscillations of outflow with 
average amplitude of ~1.3 and period of 8-10 sec. This phenomenon is caused by 
forming waves of denser and sparser crowd. 

The outflow data from experiment was compared with analogical outflow data 
obtained from simulations of: macroscopic model Fig. 3, Centrifugal Model Fig. 4 
and Social Distances Model Fig. 5. Highest similarity of the flow function to real 
data was observed in Social Distances Model and slightly lower similarity in Cen-
trifugal Model. In macroscopic model similarity of flow function was lowest. 

 

 

Fig. 2 Real data - statistics of pedestrians 
outflow measured in experiment 

 

Fig. 3 Macroscopic model - statistics of 
pedestrians outflow 

 

 

Fig. 4 Centrifugal model - statistics of pede-
strians outflow 

 

Fig. 5 Social Distance Model - statistics 
of pedestrians outflow 

 

                                                           
1 To reduce high frequency noises, value for given second N is calculated as an average of 

data for seconds N-1, N and N+1. 
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Analysis of trend lines2 shows overall tendencies of outflow changes. For expe-
rimental data it varies from 1.7 to 1.2 decreasing as crowd density increase. Simi-
lar phenomenon could be observed in Social Distance Model. Although in this 
method outflow is in range 2.05 - 1.6, one can observe outflow decreasing in time. 
Other methods, Centrifugal Force Model and macroscopic approach, don't show 
this phenomena. 

Table 1 Total and partial evacuation times for all simulated models and real life 
experiment. Total evacuation time is measured from beginning of the experiment to the 
moment when there is nobody in the room. Partial evacuation times for stairs are defined 
similarly - it is time after which there is no one on the stairs. Model parameter Vdes 
describes pedestrians desired velocity. 

Model 
Vdes[m/s] 

Total evacuation time Left stars time Right stairs time 

Macroscopic Model 

0.98 230 87 199 

1.11 198 73 172 

1.34 171 61 149 

Social Distances 

0.9 172 80 160 

1.11 131 66 120 

1.34 105 58 103 

Centrifugal 

0.9 173 108 164 

1.11 160 94 154 

1.34 158 98 146 

Experimental  163 83 129 

Total evacuation time for every used model is close to empirical data. Compari-
son of evacuation times in particular models with experimental data are presented 
in Table 1. Parameter Vdes describes value of pedestrians desired velocity, total 
evacuation time is time measured from start of evacuation to the last person pass-
ing through the exit, and respectively left and right stairs time - flow time on stairs 
measured from the first person who appears on the stairs, to the last person who 
leaves the stairs. 

One can notice that the different methods have different sensitivity to the 
change of the parameter of desired velocity Vdes. Macroscopic model and Centri-
fugal model are less sensitive than Social Distances model. 

Fig. 6 illustrates evacuation times gained from different models. Centrifugal 
and Social Distances Model have similar statistics, while macroscopic model has 
slightly different results. 

                                                           
2 Trend line was calculated as 5th order polynomial approximation. 
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Fig. 6 Evacuation times - comparison of all models for Vdes = 0.9 m/s and real data (expe-
rimental results) 

Considering the performance of each method, it should be noted that the most 
effective is macroscopic model and its demand for computational power is con-
stant during an executed simulation (Fig. 7).  

 

Fig. 7 Performance tests for all models. Plot shows execution time for every consecutive 
second of simulation. For macroscopic and Social Distances models axis of performance is 
placed on the left side of chart, while for Centrifugal model axis of performance is placed 
on the right side of the graph. 

Although demand for computing power for Social Distances and Centrifugal 
differs significantly in scale, both of them have similar characteristic points Fig. 7. 
The maximum is associated with the highest number of interactions and collisions 
among pedestrians in both microscopic models, as the largest contribution to the 
computational complexity. 
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Centrifugal Force Model has lowest computational efficiency from all models 
as can be seen on Fig. 7 Social Distances and macroscopic models have similar 
efficiencies - two orders of magnitude lower. 

4 Concluding Remarks 

Three completely different approaches in modeling of evacuation are presented in 
the article. The first one; macroscopic approach based on hydrodynamics -  crowd 
is represented as a fluid with its motion characterized by using differential  
equations. The second approach is Generalized Centrifugal Model based on  
microscopic Social Force Model, when all pedestrians are represented as moving, 
interacting particles. The third approach is Social Distances model based on non-
homogeneous cellular automata where pedestrians are represented as ellipses 
placed on a square lattice. 

The most accurate representation of space is achieved in Generalized Centri-
fugal Model, next in Social Distances model and the least accurate is macroscopic 
model. This means that fidelity of the models is changing from highest level in 
Molecular Dynamics based Centrifugal Model, through middle level - Cellular 
Automata model, to macroscopic level. It should be stressed, that presented case 
study it is not optimal size of the simulation environment because macroscopic 
model is more often used for vast environments. 

In terms of performance, the most efficient method is macroscopic model - 
based on the principles of hydrodynamics, whilst somewhat lower performance 
presents Social Distances model (but it is the same order of magnitude as macros-
copic model). Among the models tested, the least efficient model is Centrifugal 
Force Model and it is a cost of the most precise representation of pedestrians posi-
tions and velocities. 

Thus, it should be noted, that the accuracy/fidelity of a model is closely related 
to its performance. The more accurate is the model; the lower is its performance. 
Comparisons of models plays important role in choosing best one that guarantee 
highest dependability of produced crowds simulation systems both in terms of 
efficiency and fidelity. 

Important issue is to clarify the difference in the results of evacuation times re-
ceived using various methods, as well as potential sources of errors. An important 
role is played by parameterization of each model, obtained as a result of the cali-
bration process. Each model obviously requires further, more precise calibration to 
adapt to the specific conditions. 
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Abstract. In modern advanced monitoring solutions, video data are shared across 
IP networks. Such systems are used for connection with remote offices or other 
locations and provide information from multiple video sensors. However, a 
transmission of data from multiple cameras may lead to the degradation of video 
quality and even to lack of transmission abilities especially in heterogeneous 
networks. This paper proposes a concept of application with end-to-end rate 
adaptation for video monitoring systems ensuring accessibility and retainability of 
video service even in the limited capacity of transmission system. 

1 Introduction 

Video surveillance belongs to the realm of security and relies on the process of 
monitoring the behavior of people, objects and processes in the selected area. A 
characteristic feature of the video monitoring systems is their performance on an 
ongoing basis. A relatively brief interruption of the surveillance system may 
determine the overall effectiveness of the solution. Requirements for video 
surveillance systems are defined in the area of functional and quality constraints. 
Quality assurance at the network level (QoS – Quality of Service) is extremely 
important because it allows prediction of the size of the available bandwidth and 
the level of losses at the application layer. However, this information will only 
allow a fair distribution of bandwidth between the cameras and does not reflect the 
user's requirements on service severability. Thus in the case of video surveillance 
systems it is important to consider also the quality at the application layer. The 
QoS at the application layer is defined in ITU-T Recommendation G.1010 and 
includes parameters related to the establishing, disconnecting and call-blocking of 
connection. Within this group of parameters, service accessibility and service 
retainability are particularly relevant. They determine the possibility of obtaining 
on demand services in the specified range and under certain conditions, and to 
continue it for the required period. This approach allows optimization of the 
quality from the end user perspective (QoE – Quality of Experience). From the 
perspective of QoE, there are three ways of ensuring the quality. 
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The first method assumes the alignment of the video data rate on the basis of 
scaling rate. The second method assumes the stream protection against losses by 
addition of redundant information. And the last method involves the monitoring of 
packet loss at the application level and selective retransmission of selected parts of 
the video stream. This article is limited only to the problem of bandwidth 
scalability because of the presented issues complexity. 

Scaling the video bit rate can be implemented in three domains: 1) compression 
– by increasing the quantization parameter QP, 2) time – changing the number  
of frames per second, 3) spatial – by reducing the resolution. The use of 
compression was the subject of the following publications [2], [6], [8]. An 
example of application of H.264/AVC video codec implementation and the impact 
of compression on the video quality is shown in [12]. The effect of change of 
resolution on the QoE quality is presented in [7]. The change of the frame rate was 
analyzed in many works, because it is one of the most important parameters to the 
faithful reproduction of the movement. In [14], a model is presented in which the 
number of frames per second and the amount of information transmitted for each 
frame are changed. 

These methods involve optimization of the quality of a single video stream 
under the assumption that it is provided a link of a specified quality. 
Unfortunately, the channel capacity of video surveillance systems may vary during 
transmission. Thus, the channel capacity should be taken into account in the 
process of scaling the video bit rate for quality optimization. It can be solved by 
using cross-layer design to update application layer with channel capacity 
information. The use of cross-layer design for optimization of video streaming is 
broadly discussed in many papers concerning especially wireless networks. In [1] 
CLO (Cross Layer Optimizer) is proposed that collects information concerning 
resources available at MAC layer and optimizes video parameters according to 
them. Another solution called QoS-Enebled Controller is given in [3]. The video 
quality is optimized according to the parameters taken from LINK (MAC) and 
PHY (radio) layers. In our proposal we decided to use our own cross-layer 
mechanism discussed in [11]. It uses a Cross-Layer Data Base (CLDB) and cross-
layer signaling (CLS) to share information’s between LINK and APP layers. 

In this paper, a End-to-end RatE Adaptation (EREA) application is presented 
which is characterized by using cross-layer cooperation between network and 
application layers for preserving service accessibility and retainability. 

2 The Concept of Application for Rate Adaptation 

As it was already mentioned, the concept of application is based on cross-layer 
signaling between layers and implements a series of procedures that result in the 
adaptation of video bit rate to the available throughput of the transmission 
channel. The EREA application consists of two main modules called server and 
client, respectively. The server module retrieves the image from the supplied IP 
camera. Based on information provided by the procedure of channel utilization, it 
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performs the adaptation of the video stream and then sends a video to the client 
module. The client module supports a connection to the server module in order to 
obtain real-time video from the supported IP cameras. The client module performs 
also a link testing procedure. The effect of its actions is the information about the 
accessible bandwidth, which is then available to the server. Communication 
between server and client as well as between the server and IP cameras is 
implemented using the RTSP protocol. The general functional diagram of EREA 
application is shown in Fig. 1. 

 

Fig. 1 Functional diagram of EREA application 

Server module realizes procedures of video adaptation and channel estimation. 
These procedures are performed in a block of video adaptation and the block of 
link capacity estimation, respectively. The video adaptation block accepts an 
invitation to a session from the client side. Bandwidth estimation procedure is 
started automatically just after the call with the client is being established. It 
involves sending a series of test packets of known size and duration toward the 
client module. 

The client module consists of a video sequences presentation block and 
bandwidth estimation block. The video sequences presentation block displays the 
stream of data obtained from the server module. The link capacity estimation 
block receives a series of probe packets (PP) from the server module in the 
predefined period of time. These packets are sent using TCP connection and 
determined by the size of the package and its duration. It should be noted that 
connection is identified by the source and destination IP address and number of 
used ports. The time of arrival of the first and last packet in the series are written 
on the client module. 

Based on the time difference and the amount of data transmitted in the series, it 
is possible to calculate the accessible bandwidth. The calculated bandwidth is then 
sent by TCP connection to the server module. There, this value is passed over 
cross-layer signaling to the adaptation block which performs resampling of video 
frames on the base of bilinear interpolation. 
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3 Link Capacity Estimation Procedure 

In this paragraph, the focus is set on end-to-end capacity estimation between 
server and client modules. This estimation is supported by the server with the aid 
of additional signaling between the entities. Measurements are performed only if a 
new real-time video stream should be started and they are initiated on demand of 
the client and evaluated using probe packets. 

The motivation for this approach is the assumption of guaranteeing the 
continuity of data transmission from video monitoring. The capacity estimation 
may support clients in situations when there will be a temporary lack of available 
bandwidth or the transmission will be realized by so-called bottle-neck links. The 
techniques for evaluation of bandwidth capacity are well known and widely 
discussed. Good examples can be found in [13] where VPS (Variable Packet Size) 
probing, PPTD (Packet Pair/ Train Dispersion) probing and TOPP (Trains of 
Packet Probing) are presented. Packet Pair Probing technique is also used for the 
estimation of bandwidth experiment described in [10]. A particular modification 
of its was given in [9]. We use simplified version of this technique in our EREA 
application. As mentioned before, testing procedure uses a series of probe packets 
to evaluate a link capacity toward a client. Diagram of the throughput estimation 
evaluation is shown in Fig. 2. 

 

Fig. 2 Diagram of throughput estimation 

The procedure of throughput estimation is triggered as a new client starts a 
RTSP session with server (1 – DESCRIBE). This results in sending a signal to 
start a testing procedure which is performed in the transport layer (2). Next, a 
series of 10 PP is sent toward a client module (3). Each packet has the size of 1KB 
and is sent every 500ms. The average available throughput T is evaluated in the 
client module based on the information on the number of received data and the 
time difference between the received packets. The resulting throughput is sent 
back in the TCP connection to the server module (4) and passed to a block of 
video rate adaptation (5). The procedure for throughput testing is started every 0.5 
seconds, so the server module has always the actual knowledge about the available 
bandwidth. The total size of the transmitted test data reduces the bandwidth for 
video transmission by about 20kb/s.  
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4 Video Rate Adaptation Procedure 

The procedure of video rate adaptation to the available throughput is one of the 
most important and most complicated procedures implemented in the EREA 
application. It utilizes a bilinear interpolation mechanism. Each pixel of the 
resulting image has a value calculated as the averaged value of the four 
neighboring points of the input image. In fact, this mechanism performs a vertical 
and horizontal linear interpolation. As a result, the video frame is modified in the 
area of resolution. Due to lossy compression, the speed of video stream is adjusted 
to the actual throughput. This mechanism allows a satisfactory quality with 
relatively small computational complexity. 

 

Fig. 3 Block diagram of video rate adaptation procedure 

The block diagram of the video rate adaptation procedure is presented in Fig. 3. 
At the beginning, the procedure checks if the IP camera, server and client are 
connected. After that, an actual video rate is calculated as well as an available 
throughput is taken from the procedure of link capacity estimation. In the next 
step, a calculation of compression ratio is carried out. The calculated value is 
subsequently used in the compression of the video frames. At the end of this 
process, the actual video rate is stored and frame is send toward a client module. 
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The modules of server and client mentioned above were implemented in the 
form of executable programs written in C++ and configured to operate under 
Windows. Running the application requires the installation of additional C/C++ 
libraries included in the “libjpeg-turbo-1.2.0-vc” application. This application 
accelerates the video encoding and decoding as well as floating point operations, so 
it is possible to use the full power of x86 computing.  

5 Validation and Verification of EREA Application 

All components of the EREA application were implemented in the demonstrator 
established in the MUT (Military University of Technology) laboratory within the 
INSIGMA project. The main goal of the project is the development and 
implementation of a complex information system for comprehensive detection and 
identification of risks and the monitoring and identification of moving objects. 
The demonstrator consists of three access domains, which are connected by a 
backbone network. The overall architecture of demonstrator is presented in Fig. 4. 

 

Fig. 4 The overall architecture of demonstrator 

Two domains are a source of information from video monitoring and one of 
them represents a monitoring centre. The domains are connected over backbone 
network where tunnels of predefined bandwidth are established. Only under this 
condition we can use our mechanism for available bandwidth evaluation. 

Fig. 5 shows the simplified structure of a measuring stand. It contains two PCs 
that are representing the server and client as well as an IP camera representing the 
source of video information. The camera continuously monitors the selected area 
and provides the image in the form of real-time video to the server. 

A set of experiments and scenarios proposed for verification and validation of 
the developed EREA application were conducted. The tests were divided into two 
groups: 1) subjective assessment of the image quality, 2) objective estimation of 
the end-to-end QoS and QoE. Detailed description of each group of tests is given 
in Table 1. 
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Fig. 5 Simplified structure of a measuring stand 

Table 1 Practical experiment scenarios 

# Experiment Description 

1) 
Subjective assessment of 
the image quality 

Evaluation of image quality with MoS 

(Mean Opinion Score) 

2) 
Objective assessment of the 
end-to-end QoS and QoE 

Measurement of end-to-end delay between 

client and server 

Assessment of image quality with PSNR 

(Peak Signal-to-Noise Ratio)  

The image is derived from an Axis Q1755 IP camera. The initial resolution is 
set to 1280x720. The server performs additional video compression using bilinear 
interpolation based on the designated bandwidth. Throughput restriction is 
performed by the client application. It reduces the bandwidth of the client interface 
to the value declared in the application window. The measurement results are 
related to quality indicators defined in the following recommendations [4], [5].  

The first experiment selected for qualitative discussion in this paper is based on 
a video stream transmitted to client application with different quality. It represents 
the image quality changes caused by adaptation of video stream bit rate according 
to throughput measured in the transmission channel. The quality of reference 
image is presented in Fig. 6. The bit rate of video stream is equal to 1200 kb/s.  

 

Fig. 6 Reference image shown in the server application window  
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Fig. 7 presents the image shown by the client application with 50% and 90% 
reduction of quality, respectively. It can be seen that in the case of 50% quality 
reduction there is no significant degradation of image quality. A deterioration of 
the image is invisible, we can observe a high focus and good contrast. Therefore, 
from the MOS perspective, this means score 5. In this case, the measured bit rate 
is about 500 kb/s. However, for 90% reduction, visible artifacts can be observed 
with respect to the reference image (the fields marked with a red border). The bit 
rate of the video stream is reduced to 120 kb/s. This time the rating is equal to 3. 

a)  b)  

Fig. 7 Image quality shown in client application window (a – 50% quality reduction, b – 
90% quality reduction) 

Qualitative tests of EREA application incorporate also the measurement of end-
to-end delay of a video packet. The next figure shows the delay as a function of 
throughput changes (Fig. 8). As expected, the delay value increases with the 
decrease in throughput. It can be seen that rapid growth of delay occurs at the 
throughput below 400 kb/s. This results from the increase in waiting time for 
probe packet transmission and the need of video frames buffering. A picks of 
delay observed at this graph are also caused by the disruption in the transmission 
of PP packets. The measured values of delay remain in the acceptable range. 

 

Fig. 8 End-to-end delay of video packets 
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The next figures show the result of the assessment of image quality with PSNR. 
This parameter is used to determine the level of similarity between the reference 
image and the compressed one, and is expressed in decibels (dB). In practice, the 
smaller value of coefficient means lower similarity. For the measurements of 
PSNR, a MSU Video Quality Measurement Tool 3.0 application was used. Fig. 9 
shows the value of PSNR for the 90% and 50% image quality. Increasingly bright 
colors can be noticed at 50% image quality, which means a greater difference of 
images. 

An even greater lack of fit can be seen at 2% of image quality. However, the 
value of PSNR is still high, indicating a high probability of correct identification 
of the information contained within the image. 

a)  b)  

Fig. 9 Result of the comparison of the images with MSU application (a – PSNR = 31.21, b 
– PSNR = 30,06) 

 

Fig. 10 Image representing PSNR in the quality of 2% (PSNR = 24.26) 

6 References 

Testing results presented here confirm that the elaborated EREA application work 
correctly in conditions of changing the throughput of the transmission channel. 
From these results we can see that video monitoring can be ensured using 
proposed video frame adaptation and throughput measurements.  

The results obtained show also that the additional compression of video stream 
preserves the continuity of service without significant deterioration of image 
quality. This enables the support of end-to-end QoS in terms of service 
accessibility and retainability. The proposed application is part of QoS supporting 
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architecture for INSIGMA network which in connection with resource manager 
and admission control modules will protect the quality of video monitoring 
transfers. The application will be further developed in the direction of handling 
multiple video streams and recording them. It is worth mentioning that the 
application will also enable the adaptation of video bit rate on demand of the 
client. 
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Abstract. The paper presents the analysis of discrete transportation systems (DTS) 
performance. The formal model of the transportation system is presented. It takes 
into consideration functional and reliability aspects. Monte Carlo simulation is 
used for estimating the system quality metric. The quality of the system is as-
sessed in three levels, as: operational, critical and failed. The proposed solution 
allows to predict the system quality within the short time horizon. The paper  
includes numerical results for real mail distribution system. 

1 Introduction 

The paper analysis discrete transportation systems, i.e. a transportation system in 
which goods are transported by vehicles of limited capacity. The vehicles carry 
commodities between destinations according to some management rules [9]. 

The commodities are fixed in size (the volume of commodities is always a dis-
crete number) and they appear in the system in random time moments. The main 
aim of the system is to deliver goods within given time limit. [9][11][12] 

We focus here on the problem how to predict the system quality within the 
short time horizon. The quality of the system is measured by its performance, i.e. a 
ratio of on-time deliveries [11]. The quality performance (for example defined by 
a service level agreement) is achieved when the ratio of on-time delivers is not 
smaller than a given threshold. Therefore, we could define two states of the sys-
tem: operational (the system is fulfilling the quality requirements) and failed (re-
quirements are not fulfilled). Since we are predicting the future, we could only 
measure the probability of being in a given state. 

Therefore, we propose to extend this two state approach by the third (critical) 
state which corresponds to the situation when the system is “being at a turning 
point, or a sudden change” [8]. In other word critical state is connected with the 
transition between qualitatively different states [3] (operational and failed). 

The critical states could be used as an indicator for the system management that 
the system urgently needs maintenance action [1]. 
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The paper is organized as follows. The section two presents the DTS model and 
the brief description of the each part of the system. Next we focused on the quality 
analysis – done by computer simulation which calculates the performance metric. 
Then, we present the discussion about the critical states of the operation based on 
actual conditions pointed for the state. The theory is verified by the practical case 
study – the real transportation system dedicated to post services located at Lower 
Silesia region in Poland. 

2 DTS Model 

A realization of the transportation system service needs a defined set of technical 
resources. Moreover, the operating of vehicles transporting commodities between 
system nodes is done according to some rules – some management system. There-
fore, we can model discrete transportation system as a 4-tuple [7]: 

MSTIDriverClientDTS ,,,=  (1) 

where: Client – client model, Driver – driver model, TI – technical infrastructure, 
MS – management system. 

Technical infrastructure includes set of nodes with defined distances between 
them and a set of vehicles. Each vehicle is described by its load (number of con-
tainers) and random parameters which model vehicle breakdowns (requiring repair 
by one of the maintenance teams) and traffic congestion (which result in random 
delays in the transportation time). The service realized by the clients of the trans-
port system is mail sending from some source node to some destination one. 
Client model consists of a set of clients. Each client is allocated in the one of 
nodes creating the transportation system [10]. The client allocated in an ordinary 
node generates containers (a given amount of commodities, measured in discrete 
numbers) according to the Poisson process with destination address set to ordinary 
nodes. In the central node, there is a set of clients, one for each ordinary node. 
Each client generates containers by a separate Poisson process and is described by 
intensity of container generation. 

The human infrastructure is composed by the set of drivers. So the description 
of this part of system infrastructure requires the analysis of the drivers’ state and 
the algorithms, which model the rules of their work. Each driver could be in one 
of following states (sd): rest (not at work), unavailable (illness, vacation, etc.), 
available (at work – ready to start driving), break (during driving), driving. The 
number of driver working hours is limited by the labour law. The daily limit for 
each driver equals to 8 hours and a single driver operates with one truck. Drivers 
work in two shifts, morning or afternoon one. 

Moreover we propose to categorise the driver’s illnesses as follows: short sick: 
1 to 3 days, typical illness: 7 to 10 days, long-term illness: 10 to 300 days [6]. We 
prepare the daily record of the driver. The decisions (send a truck to a given desti-
nation node) are taken in moments when a container arrives to the central node. 
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The truck is send to a trip if: the number of containers waiting in for delivery in 
the central node of the same destination address as that just arrived is larger than a 
given number, there is at least one available vehicle, the simulated time is between 
6 am and 22 pm minus the average time of going to and returning from the  
destination node. 

The truck is send to a node defined by destination address of just arrived con-
tainer. If there is more than one vehicle available in the central node, the vehicle 
with size that a fits the best to the number of available containers is selected, i.e. 
the largest vehicle that could be fully loaded. If there are several trucks with the 
same capacity available the selection is done randomly. The restriction for the 
time of truck scheduling (the last point in the above algorithm) are set to model 
the fact that drivers are working on two 8 hours shifts. 

3 DTS Quality Analysis 

The analysis of DTS is done by computer simulation. It allows to observe different 
parameters of the analyzed system and calculate metrics which could be used to 
assess the system quality. 

3.1 DTS Simulation 

The simulation algorithm is based on tracking of all system elements. The state of 
each vehicle could be one of the following: waiting for a task to be realized, ap-
proaching the ordinary or the central node, waiting to be unloaded and loaded at 
the ordinary or at the central node, waiting for a repair crew, being repaired. The 
state of each node is a queue of containers waiting to be delivered. The state is a 
base for a definition of an event, which is understood as a triple: time of being 
happened, object identifier and state. Based on each event and states of all system 
elements rules for making a new event has been encoded in the simulation pro-
gram. The random number generator was used to deal with random events, i.e. 
failures or vehicle journey time. 

It is worth to notice that the current analyzed event not only generates a new 
event but also could change time of some future events (i.e. time of approaching 
the node is changed when failure happens before). The event-simulation program 
could be written in general purpose programming language (like C++), in fast 
prototyping environment (like Matlab) or special purpose discrete-event simula-
tion kernels. 

One of such kernels, is the Scalable Simulation Framework (SSF) which is a 
used for SSFNet [11] computer network simulator. SSF is an object-oriented API - 
a collection of class interfaces with prototype implementations. It is available in 
C++ and Java. For the purpose of simulating DTS we have used Parallel Real-time 
Immersive modeling Environment (PRIME) [11] implementation of SSF due to 
much better documentation then available for original SSF. 
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Due to a presence of randomness in the DTS model the analysis of it has to be 
done based on Monte-Carlo approach [5]. What requires a large number of re-
peated simulation. The SSF is not a Monte-Carlo framework but by simple re-
execution of the same code (of course we have to start from different values of 
random number seed) the statistical analysis of system behavior could be realized. 

3.2 Quality Performance Metric 

The quality of the system is assessed by its ability to transport commodities on 
time. Due to assumed grain of model system we observe the containers (a given 
amount of commodities) during simulation. The container is assumed to be trans-
ported on time when a time measured from the moment when the container was 
introduced to the system to the moment when the container was transferred to the 
destination is smaller than a guaranteed time of delivery. 

To measure the quality of the whole system we propose to use ratio of on-time 
deliveries in 24 hour time slots. Let Nd(t) denotes the number of containers deli-
vered in the period the day t, and Npd(t) denotes the number of delivered containers 
on time within the same 24 hours. Therefore, the system quality could be meas-
ured by a ratio of on-time deliveries, defined as: 

1)(

)(

+
=

tN

tN
a

d

pd
t  (2)

The denominator includes +1 modification to prevent the ratio go to infinity in 
case of a full stoppage of the system (i.e. no containers delivered in the analyzed 
period). 

4 Critical States of Operation 

The word “critical” is linked to the term of “crisis” which refers to a “change of 
state”, “a turning point” [2] or “being at a turning point, or a sudden change” [8]. 
It seems the universal definition of the term is not easy and maybe is not possible. 
The most proper and as close as possible approach to the description of the system 
situation is based on the systems attributes and weighted combination of reliability 
and functional features of it. For the discrete transport systems (DTS) discussed in 
the paper the three quality states of the system are defined: operational, failed or 
critical. This is our new approach to the problem of the critical state description – 
completely different to our previous works [6]. 

The aim of this paper is to show a method that will allow to predict the system 
behavior within a short time (few days) horizon knowing the actual condition 
described by the results of multi-criteria analysis focused on the owner point of 
view. It means the goal is to foresee the most sensible direction of the system 
management or maintenance decisions or operations. 
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4.1 System Functional State 

The functional state of the system St at the end of each day t is given by a 3-
dimensional vector that includes: the number of drivers ndt, that are not sick, the 
number of vehicles nvt that are operational and number of stored containers in the 
warehouses nct. 

St = [nvt, ndt, nct]. (3)

4.2 Quality States 

As it was mentioned in the introduction we propose to analyze the system its func-
tional state to one of three quality states: operational, critical and failed. It is done 
based on assessing the performance metric defined in (2). Moreover, we planned 
to use this assessment to predict the system behavior within a short time horizon 
Δt (few days). Therefore, we propose to assess a functional state as operational 
one when the probability that a system will fulfill the performance requirements 
(i.e. the acceptance ratio will be larger than required level α on t+Δt day) is larger 
or equal to a given threshold level θ. 

In a similar way, the system state is assumed to be failed if the probability that 
a system will not fulfill the performance requirements within a given time horizon 
is larger or equal to a threshold θ. All other states are assumed to be critical one. 
Let’s introduce a more formal definition. For two thresholds α, θ ∈ (0.5, 1), a 
given functional state St of system at day t  is named as: 
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In other words, after noticing that P(αt+Δt ≤ α) = 1 - P(αt+Δt > α), we can define the 
critical state as a state for which: 
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. (5) 

5 Test Case Analysis 

We propose for the case study analysis an exemplar DTS based on the Polish Post 
regional centre in Wroclaw. We have modeled a system consisting of one central 
node (Wroclaw regional centre) and twenty two other nodes - cities where there 
are local post distribution points in Dolny Slask Province. 

The length of roads were set according to real road distances between cities 
used in the analyzed case study. The intensity of generation of containers for all 
destinations were set to 4.16 per hour in each direction giving in average  
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4400 containers to be transported each day. The vehicles speed was modeled by 
Gaussian distribution with 50 km/h of mean value and 5 km/h of standard devia-
tion. The average loading time was equal to 5 minutes. There were two types of 
vehicles: with capacity of 10 and 15 containers. The MTF of each vehicle was set 
to 20000. The average repair time was set to 5h (Gaussian distribution). We also 
have tried to model the drivers availability parameters. We have fulfilled this chal-
lenge by using the following probability of a given type of sickness - short sick: 
0.003, typical illness: 0.001, long-term illness: 0.00025. The tests were realized 
for the acceptance ratio level α = 0.95, Δt = 2 days and threshold level θ = 0.8. 
Moreover the number of drivers that are not sick are taken from the set ndt ∈ (85, 
120), the number of vehicles that are operational is spanned nvt ∈ (45, 60) and 
number of stored containers in the warehouses nct ∈ (4000, 7000) (Fig. 1). 

5.1 Results 

The results presented in Fig. 1 could be used as an indicator for management deci-
sion. If at the end of given day the system is in a state (defined by a number of 
operational trucks, working drivers and number containers stored in central and 
ordinary points) that is assigned in Fig. 1 to a critical group (marked as dot) it 
should raise an alarm for the management. 

Occurrence of such state indicates that the probability that within a few days 
the performance quality will drops below thresholds raises. The system manager 
could react by increasing the system resources (drivers and/or trucks). The quan-
titative analysis of such reaction was presented by authors in [6]. 

85 90 95 100 105 110 115 120

40
45

50
55

60
4000

4500

5000

5500

6000

6500

7000

 

 

N
um

be
r 

of
 s

to
re

d 
co

nt
ai

ne
rs

Number of driversNumber of trucks  

Fig. 1 Assignment of states (triple: number of trucks, drivers and stored containers) to 
operational (circles), critical (dots) and failed (asterisks) group 
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6 Conclusions 

We have presented a formal model of discrete transportation system (DTS) includ-
ing reliability, functional parameters as well as the human factor component. The 
DTS model is based on Polish Post regional transportation system and reflects all 
key elements of it with the set of the most important functional and reliability 
features of them. The critical situation is pointed and described at the necessary 
level of details by the quality performance parameter. The proposed metric is the 
source to point the critical states of the system. 

The realized analysis based on the real data, i.e. the Polish Post transportation 
system at Wroclaw area, allowed to predict the system quality within the short 
time horizon. 

The proposed approach allows to perform more deeper reliability and function-
al analysis of the DTS, for example: 

• to determine what will cause a ”local” change in the system, 
• to make experiments in case of increasing volume of goods per day incoming 

to system, 
• to identify weak point of the system by comparing few its configuration, 
• to better understand how the system behaves in ordinary and critical situations. 

The solution presented can be used as practical tool for defining an organiza-
tion of vehicle maintenance and transportation system logistics. 
 
Acknowledgement. The presented work was funded by the Polish National Science Centre 
under grant no. N N509 496238. 
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Abstract. In this work it is investigated how the proper choice of the underlying 
grid for computer simulations in complex systems can increase its observed iso-
tropy; thus increasing dependability of the obtained results. The square lattice with 
both the von Neumann and the Moore neighborhood as well as the hexagonal 
lattice are being considered. The average speed isotropy is examined with regard 
to different length scales. The concept of the borrowed time is reintroduced and 
expanded for the square lattice with the Moore neighborhood. It is shown  
that such treatment can decrease the anisotropy of the average speed without  
increasing complexity of the calculations. 

1 Introduction 

Discrete representation of space and time in computer simulations holds strong 
advantage, namely simplicity. It allows faster and larger-scale simulations as 
compared to the continuous approach [1]. The more complex is the system,  
the higher is the gain. However, this procedure also introduces errors due to  
discretization. 

When space is discretized, there are three causes of such errors: loss of repre-
sentation precision when moving from continuous to discrete variables, finite 
number of directions and arbitrary choice of grid orientation. For this reasons 
usually a regular lattice is used as it preserves the highest rotational and transla-
tional invariance [2]. Still a choice of a proper grid in simulation is not trivial as 
because of the last two error causes it can induce highly unwanted macroscopic 
phenomena. This is especially true when the studied system is purely deterministic 
[3, 4]. Introducing randomness of any kind - be it random distribution of active 
grid cells [5], a randomized space discretization [6], introducing random walk [7], 
using inherent randomness such as in lattice-gas automata [8] or asynchronous 
dynamics [4] can highly increase isotropy. Apart from stochastic solutions de-
creasing grid cell size can increase both angular and spatial resolution; thus reduc-
ing impact of discretization [9]. However, it also significantly increases simulation 
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time. In this work impact of grid type choice on isotropy of the system will be 
investigated and modification of the update rules that increase isotropy without 
increasing computational complexity of the calculations will be proposed. 

It should be noted that in this work only square and hexagonal grids are consi-
dered, because of their ease of implementation in practical applications. However, 
triangular lattice is valid for following considerations and will be addressed in 
future research. 

2 The Average Speed Isotropy 

2.1 Assumptions and Definitions 

It will be assumed that movement on the lattice is restricted to one cell per one 
time step. For simplicity all used quantities will be unitless. In addition, shortest 
distance between centers of two adjacent cells and length of one time step are 
taken to be one. While the reasoning behind this article is universal for any kind of 
objects moving on the grid - be it gas particles, cars or pedestrians - throughout the 
text word "agents" will be used as a universal term for such entities. 

For movement of agents between two grid cells we can define an optimal 
path: 

Definition 1. For a path PAB between two given cells A and B, if there does not 
exist path connecting those two cells with a shorter time then PAB, it is called an 

optimal path and denoted by op
ABP  with its time labeled op

ABt . 

 

Fig. 1 For cells A and B on hexagonal grid there are three optimal paths (see Def. 1) of 
length 3. One of them is marked on the figure (light grey) as well as one non-optimal path 
(dark grey) with length 4.  

This is illustrated in Fig. 1. Now average speed ABV  for two cells can be defined 
as:  
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Definition 2  

 
op
AB

AB
t

ABdist
V

)(= , (1) 

Where dist(AB) means the Euclidean distance between centers of cells A and B. In 
the limit of infinitesimally small grid cells the average speed between any two 
cells would be 1. With this fact in mind, relative quantity - the average speed 
deviation DAB can be defined: 
 
Definition 3  

 
1

1−= AB

AB

V
D , (2) 

As not the value of this quantity is of our interest, but its isotropy, some set over 
which it can be measured have to be defined: 
 
Definition 4. For a given cell A and distance h, a set of all cells having at least 
one common point with a circle with radius h and center in the middle of the cell 
A is called horizon and denoted by HA(h). 
 

 
Fig. 2 Horizon H(4) for hexagonal lattice. 
Only part of the set is shown. 

Fig. 3 Horizon H(4) for square lattice. Only 
part of the set is shown. 

 
The horizon for hexagonal and square lattice is shown in Fig. 2 and Fig. 3 respec-
tively. Then the measure of the average speed isotropy - IA(h) can be finally 
introduced:  
 
Definition 5  
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It is worth noting that such measure is not continuous as it depends on cardinality 
of the horizon H, which is discrete by definition. If the lattice is large enough, i.e. 
boundaries have no impact, the measure of the average speed isotropy and the 
average speed isotropy is independent of the central grid cell choice. Therefore, in 
the rest of the article it will be assumed that all values are calculated for such grids 
and cell index will be omitted.   

2.2 Hexagonal Grid 

A regular lattice with largest natural neighborhood (see Fig. 4) is hexagonal one. 
For such grid horizon for any given radius is straightforward to calculate. An an-
gular dependence of the average speed deviation can be then determined. Such 
relation for horizon radii 6.5 and 25 is shown in Fig. 6. and Fig. 7. As can be seen 
the shape of this relation does not depend on the horizon radius. It is intuitive; as if 
we take a cell from any horizon multiple of path leading to that cell gives same 
average speed deviation while belonging to other horizons with larger radius. With 
this in mind the measure of the average speed isotropy can be calculated for dif-
ferent horizons. Results for horizon radii can be seen in Fig. 8. First of all for hori-
zon radius 1 isotropy is 0 as a horizon contains only natural neighbors of the cell. 
While an isotropy is decreasing, I quickly obtains a value of about 0.01 for radius 
5 and oscillates around it, having almost constant value for larger radii. 
 

 

  
Fig. 4 An example cell on a hexagonal grid 
and its natural neighborhood 

Fig. 5 An example cell on a square grid 
with natural (von Neumann) neighborhood 
(light grey) and the extended (Moore) 
neighborhood (light and dark grey) 

2.3 Square Grid 

Next two considered grid types are square grids with the natural (von Neumann) 
and extended (Moore) neighborhoods (see Fig. 5). Repeating a procedure from the 
last paragraph, one can calculate the angular isotropy for both types of grids (see 
Fig. 9 and Fig. 10 respectively). For angles close to 45o square grid with the natu-
ral neighborhood shows smaller average speed deviation. However, for values of 
angle lower then 39 o it is square grid with the extended neighborhood that shows 
smaller average speed deviation in terms of an absolute value. Once again a  
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relation between the measure of average speed isotropy and horizon radius can be 
calculated. Results for both types of square grids are shown in Fig. 8. As expected 
from angular relation, the square grid with extended neighborhood shows higher 
isotropy for non-small horizon radii where a contribution to an isotropy from cells 
around 45 o direction is less dominant. It should be noted that in both cases isotro-
py is still at least three times lower then for the hexagonal grid for all values of a 
horizon radius. 
 

   

Fig. 6 A relation between the average speed 
deviation and angle on the hexagonal grid 
for a horizon H(6.5), where 0o is taken to be 
a direction straight up 

Fig. 7 A relation between the average speed 
deviation and angle on the hexagonal grid 
for a horizon H(25), where 0o is taken to be 
a direction straight up 

 

 
Fig. 8 A relation between the measure of average speed isotropy and a horizon radius for all 
three grid types - hexagonal, square with the von Neumann neighborhood and square with 
the Moore neighborhood 



320 M. Mycek 

 

Fig. 9 A relation between the average speed 
deviation and angle on square grid with the 
von Neumann neighborhood for a horizon 
H(15), where 0o is taken to be a direction 
straight up 

Fig. 10 A relation between the average 
speed deviation and angle on square grid 
with the Moore neighborhood for a horizon 
H(15), where 0o is taken to be a direction 
straight up 

3 Ways to Improve Isotropy 

3.1 Concept of the Borrowed Time 

To increase isotropy for a square lattice with the extended neighborhood a concept 
of the "borrowed time" can be introduced [10]. The reasoning is following - it is 
assumed that speed with which agents move the on lattice is constant. Under this 
assumption time needed for an agent to move diagonally is longer then one time 
step. Such move can be allowed if agent is let to "borrow" time to finish the di-
agonal move. How much time an agent has already borrowed is kept track of. If at 
some moment this amount exceeds whole time step, an agent is omitted from the 
next update and his debt is reduced by one time step. Such procedure approx-
imates usage of non-integer time steps. To maintain constant speed the borrowed 
time parameter b (amount of time an agent has to borrow for a diagonal step) has 
to satisfy the following condition:  

 1
1

2 =
+ b

. (4) 

12 −=b satisfy this relation. After such update rules modification angular 
dependency of the average speed deviation for the square lattice can be recalcu-
lated taking into account corrected path times. This relation can be seen in Fig. 11. 
In Fig. 12 the measure of the average speed isotropy with regard to the horizon 
radius is shown. Isotropy is clearly higher compared to the square lattice with 
Moore neighborhood without modification and it’s even lower then for the hex-
agonal grid. However, the deviation of the average speed deviation has always 
negative sign meaning that we get systematical error during calculations. 
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Fig. 11 A relation between the average speed deviation and angle for three different bor-
rowed time parameter values. b=0 corresponds to the square lattice with Moore neighbor-
hood without any update rules modification, 12 −=b  is value for the classical borrowed 
time concept, third value of the borrowed time parameter is one maximizing the average 
speed isotropy at infinite horizon. 0o is taken to be direction straight up.  

 

 

Fig. 12 A relation between the measure of the average speed isotropy and the horizon  
radius for the square grid with modified update rules for the same three borrowed time 
parameter values as for Fig. 11 



322 M. Mycek 

3.2 Dependence of the Optimal Borrowed Time Parameter  
on Horizon 

In considered modification of update rules the borrowed time parameter - b was 
chosen to maintain uniform speed during one time step. However, if agents during 
whole simulation move more then once, average quantities are of our interest not 
temporary ones. One can ask what should be the borrowed time parameter to 
achieve maximal average speed isotropy. Since there are constraints on parameter 
b (it should be larger then zero and smaller then one) value minimizing the meas-
ure of the average speed isotropy can always be found for any given horizon. On 
Fig. 13 relation between the optimal value of b and the horizon radius is shown. 
As can be seen the optimal borrowed time parameter rapidly decreases and is 
more or less constant for horizon radii larger then 5. However, some trend can still 
be observed in this relation.  
 

 

Fig. 13 A relation between the optimal borrowed time parameter mineralizing the measure 
of the average speed isotropy and the horizon radius 

3.3 A limit of the of the Optimal Borrowed Time Parameter  
at Infinite Horizon 

Unanswered lies the question what would be the optimal value of the borrowed 
time parameter if the horizon is located in infinity. For a large enough horizon 
radius size of a single cell can be neglected and it can be treated as a point. If we 
consider a horizon satisfying above assumptions with radius R for angles 

)4/,0[ πα ∈  a time t needed to reach a cell through a optimal path Pop would 

be:  
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 αα sincos bRRt += , (5) 

as an agent needs to make αcosR  steps and borrow time for αsinbR diagonal 
moves. The average speed can be then parameterized with angle:  

 
αααα
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and used to calculate the angular dependence of the average speed deviation:  
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Sum in Eq. 3 becomes an integral for R approaching infinity, which using the 
symmetry property can be rewritten as:  
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An integral in Eq. 8 can easily be calculated and minimized with regard to the 
borrowed time parameter resulting in b ≈ 0.309404. For this value the angular 
isotropy and the measure of average speed isotropy is presented in Fig. 11 and  
Fig. 13. Such choice of the borrowed time parameter not only improved the aver-
age speed isotropy, but also caused the sign of the average speed deviation to be 
equally probable.   

4 Concluding Remarks 

This work presented approach to the grid type choice evaluation using the average 
speed isotropy. For the considered grid types the hexagonal grid showed highest 
isotropy. When geometry of the system does not posses any characteristic shape, 
usage of such grid should be considered. However, most of the human-made 
buildings and objects are by large percent square shaped. In such cases, usage of 
hexagonal grid is avoided as it does not represent such shapes well enough and 
square grid is used instead. As it was shown introducing the borrowed time con-
cept the square lattice with Moore neighborhood can achieve high average speed 
isotropy and possibly reduce unwanted phenomena related to lower rotational 
symmetry of square grid. Thus, it is possible using this approach to have both 
accurate representation of square-like shapes and lower average speed anisotropy. 
This is especially important for applications such as pedestrian dynamics or trans-
port simulations, where usually square lattice are used and transport characteristics 
of the system are of main interest. 
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It also should be noted that average speed isotropy is calculated under the as-
sumption that agents always move by optimal paths, which can not always be true 
for non-sparse systems. In future works the triangular lattice will be investigated 
with the normal and extended neighborhoods, as well as how the characteristic of 
the considered system namely empirical angle distribution can be used for the grid 
type choice evaluation.  

References 

[1] Chopard, B., Droz, M.: Cellular Automata Modeling of Physical Systems. Cambridge 
University Press, Alea-Saclay (2005) 

[2] Wolfram, S.: Cellular automaton fluids 1: Basic theory. J. Stat. Phys. 45(3/4) (1986) 
[3] Schonfisch, B.: Propagation of fronts in cellular automata. Physica D: Nonlinear Phe-

nomena 80(4), 433–450 (1995) 
[4] Schonfisch, B.: Anisotropy in cellular automata. BioSystems (41), 29–41 (1997) 
[5] Kurrer, C., Schulten, K.: Propagation of chemical waves in discrete excitable media: 

anisotropic and isotropic wave fronts. In: Holden, M.M., Othmer, A.V., Othmer, H.G. 
(eds.) Nonlinear Wave Processes in Excitable Media. Plenum Press (1991) 

[6] Markus, M.: Dynamics of a cellular automaton with randomly distributed elements. 
In: Arino, A.D.E., Kimmel, O., Kimmel, M. (eds.) Mathematical Population Dynam-
ics. Marcel Dekker (1991) 

[7] Nishiyama, A., Tokihiro, T.: Construction of an isotropic cellular automaton for a 
reaction-diffusion equation by means of a random walk. J. Phys. Soc. Jpn. 80, 054003 
(2010) 

[8] Frish, U., Hasslacher, B., Pomeau, Y.: Lattice-gas automata for the navier-stokes equ-
ation. Physical Review Letters 56(14), 1505–1508 (1986) 

[9] Kirchner, A., Klupfel, H., Nishinari, K., Schadschneider, A., Schreckenberg, M.: Dis-
cretization effects and the influence of walking speed in cellular automata models for 
pedestrian dynamics. J. Stat. Mech. (2004) 

[10] Klupfel, H.: A Cellular Automaton Model for Crowd Movement and Egress Simula-
tion. Dissertation, University Duisburg-Essen (2003) 

 



W. Zamojski et al. (Eds.): New Results in Dependability & Comput. Syst., AISC 224, pp. 325–334. 
DOI: 10.1007/978-3-319-00945-2_29 © Springer International Publishing Switzerland 2013  

Freshness Constraints in the RT Framework 

Wojciech Pikulski and Krzysztof Sacha 

Institute of Control and Computation Engineering,  
Warsaw University of Technology, Warsaw, Poland 
w.pikulski@elka.pw.edu.pl, k.sacha@ia.pw.edu.pl 

Abstract. The work is focused on "time-domain" nonmonotonicity in the RT 
Framework, which is a Trust Management model. The freshness constraints 
propagation model that allows for credential revocation is presented. The solution 
introduces a freshness constraints that turn nonmonotonicity to be temporally 
monotonic. The freshness graph and propagation rules of freshness constraints are 
defined. The proposed solution allows policy authors to flexibly define constraints 
on policy level. Finally, the given model is evaluated against the real-life sample 
scenario. 

1 Introduction 

The RT Framework is a trust management model, which offers access control 
mechanisms dedicated for distributed systems. The decentralized design brings 
new problems, previously now known in the centralized one. The main character-
istic of distributed systems is that the number of resources and users can be virtu-
ally unlimited. Additionally they can be located in different security domains, 
each controlling access to owned resources and issuing credentials to its users. 
Companies operating different security domains may set partnerships that require 
seamless collaboration of users and access to resources owned by each other. The 
RT framework addresses this problem by enabling delegation of authority between 
various domains. 

Policy statements in the RT Framework are represented in form of credentials, 
which are digitally signed documents conveying security information. The frame-
work utilizes them to represent roles needed to access a resource and roles that 
users belong to. 

In a dynamic, distributed environment, it is normal to use credentials issued by 
different parties. In real-life scenarios it is common that some security statement 
has to be revoked, e.g. student id card may be cancelled when student is expelled 
from the university. The RT Framework originally does not address this problem. 
We adopted the notion of freshness presented in [1] and introduced freshness con-
straints propagation model that addresses credential revocation in the framework. 
An early version of the model is described in [2]. This chapter presents results of 
our further research in this area. 
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2 Related Work 

The research is based on the RT Framework described in [3]. In [4] Chapin et. al. 
define requirements for trust management models and perform survey of proposed 
systems against them. One of the requirements is a monotonicity of the model, 
however, Li et. al. in [1] showed how certificate revocation can be implemented in 
a temporally monotonic manner. 

Changyu et. al. in [5] propose a nonmonotonic trust management model called 
Shinren. Its concept differs from the RT Framework as it uses multi-value logic to 
allow for express negative statements in the policy whereas RT Framework is 
based on classical logic and permits to specify only positive expressions. 

Another work that has similar aim that our research is the RTR language pre-
sented in [6]. It allows to associate risk with each credential and performs risk ag-
gregation along credential graph. When aggregated value exceeds defined threshold, 
further credentials are rejected. This model would be used to treat credential age as a 
risk and ignore all credentials for which aggregated risk exceeds threshold. How-
ever, it does not allow for credential status validation during processing an access 
request and making dynamic decisions based on verification result. 

3 Business Problem 

To illustrate the problem of credential revocation presented in the chapter, we 
introduce a sample real-life scenario. For this purpose, let imagine that there is an 
eStore selling mountaineering equipment that offers a discount for variety of peo-
ple. Firstly, it is granted to long standing customers. Secondly, it is admitted to 
members of mountaineering clubs federated in National Mountaineering Associa-
tion (NMA). Lastly, students who are members of Students Mountaineering Club 
(SMC) are also eligible for reduced price. 

The eStore decided to identify long standing customers itself and delegate  
authority over other roles. Namely, SMC membership is delegated to the club, the 
student role is delegated to Accrediting Board of Universities (ABU), and moun-
taineering clubs memberships are delegated to NMA. 

In the example scenario, we assume that there are two people: John and Adam. 
The former is a long standing customer. The latter is a student at the IT faculty of 
StateU University, which is accredited by the ABU. Adam is also member of 
SMC and Himalaya Club (HC). The latter is federated in NMA. The overall  
information can be expressed using the following credentials: 

 eStore.discount ← eStore.longStandingCustomer 
 eStore.discount ← eStore.student ∩ SMC.member 
 eStore.discount ← NMA.club.member 
 eStore.longStandingCustomer ← John 
 eStore.student ← ABU.university.student 
 ABU.university ← StateU 
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 StateU.student ← StateU.faculty.student 
 StateU.faculty ← IT 
 IT.student ← Adam 
 SMC.member ← Adam 
 NMA.club ← HC 
 HC.member ← Adam 

It is easy to see that both John and Adam are eligible for discount. Situation for 
John is straightforward. Adam case is more complicated, mainly because his eligi-
bility to discount can be proved in two different ways. On the one hand, he is a 
student and a SMC member. On the other hand, a  membership of NMA club does 
not require him to have student credential. 

In the real-life scenario, the model should allow issuers to revoke credentials. 
For instance, when Adam fails to pay SMC membership fees or is expelled from 
university some credentials may be cancelled. Under such conditions, the eStore 
should not grant him a reduced price, but detect revocation and act appropriately. 

4 Nonmonotonicity and Trust Management 

Monotonicity of a security model means that if an access decision evaluates to 
true at some point in time, it should still be true if time lapses or additional creden-
tials are introduced into the policy. There are two types of nonmonotonicity [2]. If 
time lapse makes access decision false, system is nonmonotonic in “time domain”. 
When addition of new credentials causes access decision false, system is non-
monotonic in “system size domain”. The former type is caused by credential revo-
cation as cancelling a credential can cause that user will o longer be a member of 
specific role. However, an unaware acceptor may think that he still is. In this 
chapter we focus on "time domain" nonmonotonicity. 

Li and Feigenbaum in [1] described how credential revocation can be imple-
mented to be temporarily monotonic. They suggested to modify credential inter-
pretation to the following: “at the time of tf, certificate is valid from t1 to t2”. This 
is always true any time after tf, even when credential was revoked. The t1 parame-
ter is not necessary, but it improves expressivity of the policy as issuers can create 
credentials before they become valid. Apart from new certificate interpretation, a 
notion of fresh time (tf) of a certificate is introduced. Initially its value is set to 
certificate issue time (tf=to). When acceptor ensures that certificate is still valid at 
a later time tx, its fresh time is changed to it (tf=tx). Each acceptor defines a pa-
rameter ∆t which states how old a certificate can be to be still accepted during 
authorisation evaluation, i.e. if tf≥tnow-∆t, certificate is regarded as valid. If the 
condition does not hold, authoriser needs to reject certificate or obtain proof that it 
has not been revoked. This chapter does not define how the certificate status is 
obtained as it is unimportant for the discussed topic. Authoriser may use different 
strategies to solve this problem, e.g. by checking Certificate Revocation List or 
using Online Certificate Status Protocol. 
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We call the ∆t parameter a freshness constraint or requirement. If there is no 
ambiguity, we use term constraint. Setting ∆t to small value implies frequent  
certificates validity checks. Defining big values limits validity verification but 
introduces risk of accepting revoked credential. The exact value of ∆t depends on 
application and the level of risk it can accept. 

After closer look at the idea of fresh time, one can find that ∆t parameter should 
be specified not globally, but on more grained plane such as policy level. For ex-
ample, some certificates can be treated as more vulnerable to revocation than oth-
ers or some issuers can be treated as more trustworthy than others. When an user 
accesses a shared resource, the system checks available credentials and tries to 
decide whether an access should be granted. During this process, system should 
take into consideration freshness constraints defined for all credentials that make 
access decision evaluate to true. We call this problem a freshness constraint 
propagation and propose its formal model. 

5 Freshness Constraints in the RT Framework 

The RT Framework provides access control mechanisms for distributed systems, 
based on users and roles. The former are represented as set of entities which is 
denoted by Entities. A role is composed of an issuer, who is a member of Entities 
and a name of the role, which belongs to the set denoted by RoleNames. 

There are four types of credentials in the RT Framework. Each credential has 
the following form head ← body. Both, head and body contain a RoleExpression. 

1. Simple membership: A.r ← D. With this statement A asserts that D is a member 
of role A.r. 

2. Simple inclusion: A.r ← B.s. Issuer A asserts that all members of B.s are also 
members of A.r. This is a simple role delegation, since B can add new entities 
to A.r role by adding them to B.s role. 

3. Linking inclusion: A.r ← A.s.t. Issuer A asserts that A.r includes all members of 
B.t role for each B that is member of A.s. This type of credential allows for au-
thority delegation over A.r to members of A.s, because each member B can 
permit access to the A.r to other entity by granting it a B.t role. 

4. Intersection: A.r ← C.s ∩ D.t. This credential allows A to assert that a member 
of A.r is any entity that simultaneously is member of C.s and D.t.  

Authorisation procedure is based on a credential graph [7]. Its nodes are RoleEx-
pressions that are parts of the credentials. Each credential corresponds to one 
normal edge in a graph. Additionally, there are derived edges that are consequence 
of linked roles and intersections. The notation e1 ⇐ e2 denotes an edge and e1 « e2 
represents a path in the graph. 

Definition 1. Credential Graph 
Let C be a set of RT credentials. The basic credential graph GC relative to C is 
defined as follows: the set of nodes NC=RoleExpressions and the set of edges EC is 
the least set of edges over NC that satisfies the following three closure properties: 
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1. If A.r ← e ∈ C then A.r ⇐ e ∈ EC. A.r ⇐ e is called a credential edge. 
2. If there exists a path A.r1 « B ∈ GC, then A.r1.r2 ⇐ B.r2 ∈ EC. A A.r1.r2 ⇐ B.r2 

is called a derived link edge, and the path A.r1 « B is a support set for this edge. 
3. If D ∈ NC and B1.r1 ∩ B2.r2 ∈ NC, and there exist paths B1.r1 « D, and B2.r2 « D 

in GC, then B1.r1 ∩ B2.r2 ⇐ D ∈ EC. This is called a derived intersection edge, 
and { B1.r1 ⇐ D, B2.r2 ⇐ D } is a support set for this edge. 

If an user should have access to a shared resource, there should exist a path linking 
a nodes representing resource and user. Such path with all support sets for derived 
edges is called a credential chain. It can be regarded as a proof that the user has 
access to the resource. 
 

 

Fig. 1 Credential graph for sample scenario 

Figure 1 presents the credential graph for the sample business scenario. It can 
be easily observed that both John and Adam have access to eStore.discount role. 
However, for John there exists only one credential chain whereas there exist two 
different credential chains for Adam. Normal edges are drew with solid arrays. 
Derived link edges and intersection edges are dashed and dotted respectively. 

Assume that Adam orders some climbing equipment from eStore and he pro-
ceeds to the checkout. Also assume that policy in eStore does not has credential 
eStore.discount ← NMA.club.member. In such situation Adam has to be student 
and member of SMC. Let analyse what would happen if he get expelled from the 
university. In such circumstances he still owns his student credential that proves 
his untrue studying status. The credential probably would be issued for the whole 
semester so Adam would be able to act like a student for a couple of months  
before the credential expires. 

The model presented in the chapter resolves this issue. The solution is to assign 
a parameter stating the maximum age to eStore.discount credential. Such parame-
ter is called a freshness constraint or requirement. 

To enhance expressiveness, policy authors should be able to define freshness 
constraints not only for roles representing accessed resources (i.e. eStore.discount) 
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but also for other roles (such as SMC.member). This may be desirable as policy 
authors may assume that some issuers might revoke credentials more frequently 
than others. When credential chain is being build, freshness requirements are 
propagated from resource role towards the user. This will ensure that all creden-
tials in the chain will be fresh enough. The proposed model allows for defining 
freshness constraints on two levels of granularity. 

1. Role definition level – used to define requirements per role basis, e.g. for 
eStore.discount role. 

2. Entity level – defines constraints for all roles specified by given entity. 

To allow for creating requirements depending on contextual information, a set of 
predicates P={p1, …, p2} is introduced. For example if eStore would like to define 
stricter constraint when order amount is over $100, then set of predicates would be 
defines as follows: P={order.amount>$100}. 

Definition 2. Freshness constraints 
The freshness constraints are defined by fc function: fc: D×P → <0,∞), where 
D=Entities ∪ Roles ∪ LinkedRoles and P=[p1,…,pn] is a predicate vector where pi 
is a logical value of one predicate. 

Table 1 Freshness constraints for the sample scenario (fc function) 

D Predicates Δt 

eStore  100 

eStore.discount order.amount > $100 20 

eStore.discount -(order.amount > $100) 70 

ABU.university.student  180 

SMC.member  30 

NMA.club.member  60 

The fc function can be presented in a tabular form that contains only D mem-
bers that have specified freshness constraint values. For all other members, an  
infinity is assumed. 

To propagate freshness constraints along credential chain, a freshness graph is 
created. Figure 2 presents a freshness graph for sample scenario. 

Definition 3. Freshness Graph 
A freshness graph FGC corresponds to credential graph GC. The set of nodes are 
equal, i.e. FNC=NC and set of edges FEC is constructed as follows: 

1. If  A.r ⇐ e ∈ EC, then A.r  e ∈ FEC, and it is called a freshness edge. 
2. If  A.r1.r2 ⇐ B.r2 ∈ EC, then A.r1.r2  A.r1 ∈ FEC, and B  B.r2 ∈ FEC, and 

they are called linked freshness edges. 
3. If  B1.r1  ∩ B2.r2 ⇐ D ∈ EC, then B1.r1 ∩ B2.r2  B1.r1 ∈ FEC and B1.r1  ∩ B2.r2 

 B2.r2 ∈ FEC, and they are called intersection freshness edges. 
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Fig. 2 Freshness graph for sample business solution 

For each credential chain in the credential graph, there exists a corresponding 
path in the freshness graph. We call it a freshness chain. A freshness constraints 
propagation is performed for each such chain independently. This approach is 
different from mechanism described in [2]. In that work, constraints propagation 
was performed for all freshness graph in one step. However, this approach does 
not suit general cases where many credential chains can exist for a single access 
request. In such situation for each credential chain, the propagation process must 
be carried out individually. Because authorisation procedure in distributed systems 
can build many chains in parallel, the freshness requirements propagation process 
has to occur also in parallel. This topic exceeds the scope of this chapter and is not 
discussed in this work. 

Policy authors define freshness constraints in form of fc function. Those num-
bers are combined together to be used in the propagation process by using propa-
gation operator ∇ defined as follows: 

 x ∇ y = min(x, y) 

A calc function is used to calculate for each RoleExpression a combined freshness 
constraints defined by policy author. 

 calc: RoleExpression → <0,∞) 

 calc(A) = fc(A) 
 calc(A.r) = fc(A.r) ∇ calc(A) 
 calc(A.r.s) = fc(A.r.s) ∇ calc(A.r) 
 calc(A.r ∩ B.s) = ∞ 

During access decision evaluation a credential chain is constructed. To enforce 
that all credentials forming a chain do not exceed the requirements for the role 
representing shared resource (e.g. eStore.discount) should propagate toward the 
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node corresponding to the user. To achieve that, for each constructed credential 
chain a prop function is applied to each vertex of corresponding freshness chain. 

 prop(n)=calc(n) ∇ (∇ε∈pre(n) prop(ε)), 

 where n ∈ FNC, and pre(n) is a set of predecessors of n 

Please note that when node is an intersection, the calc function returns infinity and 
prop aggregates freshness constraints from the predecessors of the intersection. 
The intersection node has a number of successors equal to number of its elements. 
This strategy ensures that freshness requirements for one element will not  
propagate to other successors. 

6 Case Study 

In the sample scenario an eStore offers discount for students who are members of 
SMC or to people who belong to clubs federated in NMA. 

Adam is eager climber who are studying and also belong to SMC and HC 
mountaineering clubs. Thus, he can obtain discount in eStore in multiple ways. 
Figure 3 presents various credential chains that prove that he is eligible for a  
reduced price. For each credential chain, a corresponding freshness chain with  
 

 

Fig. 3 Credential chains and corresponding freshness paths for sample scenario 
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propagated freshness constraints has been presented. For the purpose of the exam-
ple, it was assumed that Adam order amount was below $100. Therefore, the  
constraint for eStore.discount role is calc(eStore.discount)=70. 

In Case 1, the constraint defined for eStore.discount is propagated along "left" 
side of the chain without modification. This is a consequence of the fact that for 
other roles in this part of the chain there have not been defined stricter constraints 
then for eStore.discount. However, this ensures that all this credentials must be at 
most 70 days old, so their age do not exceed the constraints of the eStore.discount 
role. 

After constructing credential chain and carrying out the propagation process, 
each node of freshness chain has associated freshness constraint value calculated 
by prop function. This value is used to decide if credential is fresh enough to be 
valid or its validity should be checked. Because credential head contains its issuer, 
a prop value associated with node corresponding to the head should be used  
during verification.  

Another place where verification should occur is authentication. When user 
wants to access a resource, he is authenticated by using public key certificate.  
A freshness of such document also must be checked. For this purpose a value  
assigned to the node representing user entity should be used. 

This interpretation allows to make the following conclusions about the sample 
scenario. Each RT credential is represented by normal edge marked on graphs by 
solid line. For each such credential, a freshness constraint for its head should be 
used to verify its freshness. We must remember, that freshness requirements can 
depend on constructed credential chain. For example, in Case 1 credential 
IT.student ← Adam should be verified with value of prop(IT.student )=70, 
whereas for credential SMC.member ← Adam a value of prop(SMC.member)=30 
should be used. 

Similarly, an user public key certificate should be verified during user authenti-
cation. For Case 1 Adam's public key certificate must be at most prop(Adam)=30 
days old but in the second case the constraint is more tolerable with value of 
prop(Adam)=60. 

7 Summary and Conclusions 

The chapter introduces a model that allows for credential revocation in the RT 
Framework. Policy authors can define freshness requirements on different levels 
of granularity. Those constraints are then propagated along constructed credential 
chain. Each credential is checked whether it is fresh enough to be used in authori-
sation process. If it exceeds requirements, its validity proof is obtained. The pro-
posed model has been applied to a sample real-life scenario. 

The future work will focus on examining relationship between credential 
graphs and freshness graphs. A connections among credential chains and freshness 
chains will also be investigated. The proposed model will be formally verified and 
extended to suit RTT language and algorithms presented in [8].  
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Abstract. A transformational method for modeling business process is introduced 
in the following paper. Business process is described in Business Process Model-
ing Notation by using special constraints that embeds process in a SOA context. 
The transformational method supports a human designer by means of LOTOS 
language formalization.  

1 Introduction 

BPMN is standard de'facto in business process modeling. Even though BPMN is a 
general purpose modeling notation, it can be also applied as a SOA orchestration 
language. In the current paper transformational method for BPMN process model-
ing in the SOA context is presented. 

Having regard that business process modeling and modeling of orchestration of 
SOA services in practice usually is used to modify already existing processes and 
orchestration models. This is the motivation for concentrating on transformational 
modeling method rather on changing of existing processes than on modeling new 
processes from scratch. 

Presented method is the development of transformation design of BPEL 
process in the SOA context [3]. 

1.1 BPMN in SOA Context 

BPMN can be applied in two layers of SOA layered model [1]: business process 
layer and orchestration layer. BPMN diagrams in business process layer denote 
real-world processes that are executed by human actors or system actors. Dia-
grams in orchestration layer denote automatic processes executed in computer 
systems which control execution flows between SOA services. An example is 
shown in the fig. 1. 
                                                           
*  This work was sponsored by the Polish Ministry of Science and Higher Education under 

grant number 5321/B/T02/2010/39. 
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A pool tagged PB is a process in the business process layer which is conducted 
in the real world. Actions X,Y and Z are tasks carried on by human actors. A pool 
tagged PU is in the orchestration layer. Activities A to D are invocations of single 
(atomic or composed) SOA services. Flows m1 and m2 denote execution of SOA 
orchestration process from business process layer.  

 

 

Fig. 1 Example application of BPMN in a SOA context 

2 Transformational Method 

Transformational method comprises four steps that are looped in a circular flow – 
fig 1. Modeling flow starts with reference process – a BPMN process that is initial 
version of modeled process. The designer conducts the following steps of the  
method: 

1. TRANSFORMATIONS – reference process is subject of transformations. The 
method provides a set of standard transformations. As a result of this step we 
can identify a collection of reference process variants that are BPMN 
processes. 

2. BEHAVIOR VERIFICATION – behavior of each variant is verified in com-
parison with reference process behavior. Each variant that is behaviorally not 
equivalent to the reference process is eliminated from modeling process (unless 
the human designer decide otherwise, that means approval of differences in its 
behavior). 

3. QUALITY EVALUATION – quality of each approved variant is evaluated  
using quantified metrics. As a result of this step the best variant is obtained. 

4. VARIANT SELECTION - in this step human designer decides whether the 
modeled process quality is acceptable. If so, modeling flow comes to an end, 
otherwise the best variant becomes new reference process and transformational 
method flow restarts.  
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Fig. 2 Transformational method flow 

2.1 Transformations 

Transformational methods provides collection of atomic transformations that can 
be applied during modeling. Transformations are grouped in three categories: 

• internal process activities manipulations: e.g. parallelization, serialization, per-
mutation, acitivity removal etc. 

• communication modification: e.g. change of communication mode from syn-
chronous to asynchronous, 

• processes manipulation: e.g. division of single process to two processes, mov-
ing activities between processes, merging processes etc. 

Each transformation has premises/constraints and expected effect for modeled 
process. An example that shows description of parallelization transformation is in 
tab. 1. Human designer can also apply any transformation that is not in collection 
mentioned above , but in that situation that method does not support to anticipate 
an effect of transformation. 

Finally as a result  of transformations step of modeling method we can indicate 
a set of reference process variants. 

Table 1 Parrallelization transformation 

Paralleli-

zation 

Process before  
transformation 

Process after  
transformation 

 

premise/ 
constraint 

No dependence between activity X and Y – result of Y is 

not dependent on result of X 

effect Better overall performance, shorter execution time 
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2.2 Behavior Verification 

Behavior of each reference process variant is examined by using LOTOS formali-
zation. Both reference process and variant process are mapped to its specific 
LOTOS image. Mapping of BPMN process into its LOTOS image is named DL 
and is detailed introduced in section III.  

If a variant is equivalent then is unconditionally qualified to next step. Other-
wise, the verification method indicates differences in behavior and in that case the 
human designer decides that the variant can be modeled in the next step. 

2.3 Quality Evaluation 

Each variant that passed equivalence verification step is evaluated for quality me-
trics. Quality metrics are calculated according to properties of DL image of the 
variant. Metrics state quality in different criteria such as:  

• performance – average response time, overall throughput, etc. 
• process complexity and granularity – size, execution paths cardinality, average 

activities per process, etc. 
• SOA compliance – level of mutual dependence of processes, etc.  

Metrics for each variant and each criteria are calculated and constitute a quality 
vector, subsequently by using multicriteria optimization methods the best variant 
is selected. 

2.4 Variant Selection 

During the last step of modeling cycle a human designer decides whether the best 
variant is an acceptable solution. If so,  modeling method ends and the best variant 
is a process result.  

If the best variant is still not acceptable then best variant becomes new refer-
ence process and modeling cycle restarts.  

3 BPMN to LOTOS Mapping 

3.1 LOTOS Language 

LOTOS is an ISO standardized language [2] designated to model concurrent and 
distributed communicating systems. It provides mathematical tools that help to 
analyze properties like equivalence between systems, bisimulation or execution 
tracing. We invented a mapping of BPMN elements to LOTOS expressions. The 
mapping is helpful to examine behavior of modeled process in behavior equiva-
lence verification and can be used in calculating quantified properties of modeled 
processes. LOTOS language is briefly presented beneath: 
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• µ  - action, represents every activity that occurs in the modeled system (sending 
a message, throwing a signal,  and so on), action can be divided into  two types: 
external observable g and unobservable (hidden) i 

• B - behavior expression is a combination of actions, operators and other beha-
vior expressions 

• several operators that define rules of  behavior: 

–  ; - prefixing, a;B means that the action a precedes behavior expression B, 
– [] - choice, B1[]B2 – means that means that either B1 or B2 is executed 
– ||| - parallel execution, B1|||B2 means that, B1 and B2 are executed in pa-

rallel 
– |[x]| - parallel execution with synchronization on action x, B1|[x]|B2 

means that, B1 and B2 are executed in parallel until first behavior expres-
sion reaches action x, the former expression stops and waits until the latter 
reaches action x, 

– exit - operator that denotes successful execution of  behavior expression 
– >> - serial composition, B1>>B2 means that behavior expression B2 starts 

after successful execution of  B1 

• process id_of _process[a1,a2,…] := B1 endproc defines a process that 
represents some behavior expression B1. Arguments of a process a1,a2,…are 
gates. Gates are actions that are interfaced to the defined process. Process can 
be instantiated by using id_of_ process[a1,a2,…] 

In (1) is presented simple example of  LOTOS expression: 

process Q[ a , b , c , d ] := 
                           a ; ( b ; c ; exit [ ] b ; d ; exit )                                                                      (1) 
endproc                                                             

The expression (1) should be interpreted as follows: on instantiation of the process 
Q at first occurs action a, then two actions: b then c or alternatively b then d. 

The behavior of a LOTOS expression can be examined by analyzing labeled 
transition  system (LTS) generated by that expression. LTS is a directed graph with 
edges that represents actions generated by LOTOS expression Vertice of  LTS 
graph represents state that reaches LOTOS expression after occurring action on 
the edge that leads to the vertice. Rules of generating LTS for LOTOS expression 
is specified by LOTOS semantics[1]. 

3.2 Mapping Functions 

BPMN process is mapped to LOTOS expression according to following general 
recipe: 

• each BPMN element instance (activity, gate, flow etc.) corresponds to one 
LOTOS process definition; label of  such  process consists of label element  
instance and type of activity, 
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• if a BPMN element has outcomming flows then LOTOS definition contains  
instatiation of LOTOS processes corresponding to outcomming flows, 

• LOTOS process that corresponds to a flow contains instatiation of LOTOS 
process X. Process X corresponds to BPMN element that is target of the flow. 

Formally DL(P) and BL(P) functions are used to map BPMN to LOTOS. DL(P) 
function represents a LOTOS process definition corresponding to a fragment of 
BPMN process P. DL mapping uses another function denoted BL(P) that 
represents a LOTOS expression corresponding to a fragment of BPMN process. 

In DL(P) and BL(P) functions are used following symbols denoting BPMN 
elements:  

A – activities, each activity is a pair (id, type), where id is identifier and type ∈  
{activity,  eventStart, eventIntermediate, eventEnd} 
G – gates, each gate is a pair (id, type), where id is identifier, type ∈  {xor,  event-
based, parallel, …}     
T – sequence flow, each flow is a triple (from, to, id), where from ∈ A, to ∈ A, id 
is identifier  
C – message flow, each flow is a quadriple (from, to, id, visibility), where from ∈ 
A, to ∈ A, id is identifier, visibility ∈ {internal, external} 
P  –  processes, P is a subset of carthesian product (A x G x T x C) 
 
Mappings of basic elements of BPMN are presented in tables 2-5. 

Table 2 Activity mapping 

BPMN 
activity 

AID – identifier of activity 

LABEL - label 

DL(P) 

DL({a ∈ A: a.id=AID})->  

   /* without outcomming flows*/ 

process act_AID[null] := LABEL;BL({t ∈ T: t.from=AID}) endproc 

  /* alternatively  with outcomming flow*/ 

process act_AID[null] := 

  LABEL;BL({c ∈ C: c.from=AID});BL({t ∈ T:t.from=AID}) 

endproc 

  + 

DL({t ∈ T: t.from=AID})  

  +  

DL({c ∈ C: c.from=AID}); 

BL(P) BL({a ∈ A: a.id=AID})->act_AID[null] 
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Table 3 Flow mapping 

BPMN 
flow 

 TID – identifier of flow 

                    TOID – identifier of target element 

                   TID1..TIDn – identifiers of other outcomming flows   

                                         beside TID                              

DL(P) 

DL({t ∈ T: t.id=TID})-> 

process trans_TID[null] := BL({a ∈ A: a.id=TOID}) endproc 

+ 

DL({a ∈ A: a.id=TOID}) 

BL(P) 

/*one outcomming flow*/ 

BL({t ∈ T: t.id=TID}) -> trans_TID[null]  

  /*alternatively for more than one outcomming flows*/ 

BL({T1 ∈  T: T1.from/T1.to=AID}) ->  

      (trans_TID1[null]|[s_AID]| 

       ... 

       trans_TIDn[null]) 

 

Table 4 Gate mapping 

BPMN 
flow 

 GID – identifier of gate 

 

DL(P) 

DL({g ∈ G : g.id=GID})-> 

  /* XOR gate */ 

process gate_GID[null] :=  

   BL({t1 ∈ T: t1.from=GID})  []   ...   BL({tn ∈ T: tn.from=GID })  

endproc 

  /*alternatively parallel start gate*/ 

process gate_GID[null] := c 

   BL({t1 ∈ T: t1.from=GID}) |[s_GID]|  ... BL({tn ∈ T: tn.from=GID })  

endproc 

  /* alternatively  parallel end gate*/ 

process gate_GID[null] := BL({t ∈ T: t.from=GID}) endproc 

+ 

DL({t ∈ T: t.from=GID}) 

BL(P) BL({g ∈ G : g.id=GID})-> gate_GID[null] 
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Table 5 Process mapping 

BPMN 
process 

 PID – identifier of process 
 

DL(P) 

DL({p ∈ P: id=PID})-> 

process proc_PID[{Cext.id ⊆  C: visibilty=external}] := 

     hide [{Cint ⊆  C: visibilty=internal} in  BL({a ∈ A: type=eventStart}) 

endproc 

+ 

DL({a ∈ A: type=eventStart}) 

 

BL(P) BL({p ∈ P: id=PID})-> proc_PID[[{Cext ⊆  C: visibilty=external}] 
 

 
Result of mapping process PB in fig.1 is in listing 1, LTS for expression 

proc_PB[m1,m2] is in the fig. 3. 
 
  /*process*/ 
process proc_PB[m1,m2] := hide s_G3 in act_start2[null]                 endproc 

  /*activities*/ 

process act_start2[null]:=start2;trans_t10[null]                                  endproc 

process act_X[null]    :=X;m1;trans_t11[null]                                    endproc 

process act_Y[null]    :=Y;trans_t14[null]                                          endproc 

process act_Z[null]    :=Z;m2;trans_t15[null]                                     endproc 

process act_end2[null]:=end2;stop                                                      endproc 

process trans_t11[null]:=gate_G2[null]                                               endproc 

 

      /* gates */ 

process gate_G2[null]   := trans_t12[null] |[s_G3]| trans_t13[null]    endproc 

process gate_G3[null]  :=trans_t16[null]                                             endproc 

    /*flows*/ 

process trans_t10[null]:= act_X[null]                                                 endproc 

process trans_t12[null]:= act_Y[null]                                                  endproc 

process trans_t13[null]:= act_Z[null]                                                  endproc 

process trans_t14[null]:=s_G3;gate_G3[null]                                    endproc 

process trans_t15[null]:=s_G3;stop                                                    endproc 

process trans_t16[null]:=act_end2[null]                                             endproc 

Listing 1. MAPPING BL(PB) 

Labels on edges of LTS graph corresponds to labels of BPMN activities and 
message flows. Paths of LTS graph are execution paths. In case of LTS generated 
for BL(P) function, set of all execution paths represents all possible orders of  
activities and message flows that can occur in the BPMN process.  
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Behavior of a BPMN process is interaction of the process with its environment, 
than can be observed outside. BPMN process can interact with the environment by 
sending and receiving messages by flows. So, behavior can be understood as an 
order of message flows. These message flows carry data, which is determined by 
order of activities occurring during execution process.  

Above statements leads us to a conclusion that behavior of BPMN process is 
represented by LTS that is generated for expression, which in turn is a result of 
BL(P) function.  

 

 
Fig. 3 LTS of proc_PB[m1,m2] expression 

3.3 Behavior Verification 

BL(P) mapping of BPMN process can be utilized to verify behavior of BPMN 
processes during transformational modeling. Reference process and each reference 
process variant should be mapped to LOTOS by using BL(P) function. After-
wards, LTS of reference process and variant should be examined in order to find 
differences in execution paths. LOTOS provides us with special tools to do such 
examination - formally defined as observational bisimulation and may  relation-
ships[1]. These relationships indicate differences in execution paths of LTS and 
that differences can be interpreted as differences in behavior.  

If a reference process LTS and one examined variant are in observational bisi-
mulation relationship then the reference process is equivalent, in behavior, to the 
variant. Otherwise, when the reference process and the variant are inequivalent 
and execution paths, that that are missing or are in excess, represents behavior  
difference. 
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3.4 Quality Metrics of BPMN Process 

LOTOS expression generated by BL(P) function can also be utilized to quantify 
quality properties of modeled process. Examples of quality metrics calculated in 
such way are enumerated below.  

Performance of BPMN process can be estimated by transforming LOTOS ex-
pression to ET-LOTOS [1] – in order to enrich LOTOS action labels with time 
tags according to time characteristics of this actions (mean execution time, sto-
chastic distribution, etc). Such expression generates LTS that can be treated as 
stochastic Markov chain, that can estimate mean execution time of BPMN 
process. 

Complexity of BPMN process can be evaluated by size of LTS graph. Com-
plexity size is number of vertices or edges of LTS. 

SOA compliance of BPMN process can be estimated by number of LTS edges 
that correspond to message flows. Mutual dependence of processes increases  
together with number of message flows that connects processes. 

4 Conclusions and Further Work 

Transformational method presented in current paper is consistent and represents 
systematic approach to design BPMN processes in SOA environment. It provides 
human designer with formal tools to evaluate and infer behavior of modeled 
process.  

It is planned to develop an application that could support human designer in 
applying proposed method flow and to automatize presented transformations: 
BL(P) function, behavior verification and quality metrics calculation.  

Another planned features is integration of transformational method in process 
of SOA systems evolution presented in [4]. 
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Abstract. This work is about logistic science and transportation problem. In first 
chapter author describe modern logistic and about its place in any knowledge do-
mains. Second chapter is about common transportation problem and its modern 
particularity. Third chapter is about generalized transportation problem for two-
dimensional space. In forth chapter author describe his solution of generalized 
transportation problem for linear objects. Fifth part is about futures of the work 
and transportation logistic at all. 

1 Introduction 

Quality of interaction between entities in any difficult system is important crite-
rion of viability and development in it. The quantitative and qualitative characte-
ristics of interactions had grown up with society development to essentially other 
level, which require their description and regulation. So there was [1] modern 
logistics – basis science about interactions between any subjects in all knowledge 
domains (Fig.1). 

 

Fig. 1 Logistic in any system 
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The solution of the logistic task for one application scope can be used without 
excess conversions for other scope too. For example, the optimization problem of 
traffic flows, which described in this work, can be applied as to automobile trans-
port networks of different level (from local problems of an enterprise, to global 
needs of city, region, and, may be, a world), and to optimization of network traf-
fic, municipal support and so forth. 

2 Transportation Problem 

Transportation problem [2-3] is important part of supply chain problem [4-6]. 
Transportation problem was first formulated by Gaspard Monge [7], and major 
progress was obtained through the efforts of Leonid Kantorovich [8]. Volumes of 
transport flows increased much more significantly than capacity of space on which 
their relocation is carried out for the last 70-80 years. It is main difference 
between modern and historical transportation problem. Theoretically, it could be 
solved by evolution way in some domains like a communication networks, where 
new technologies and protocols could greatly expand network capacity. But in the 
case of road transport to provide the growing amount vehicles new roads in urban 
conditions seems impossible. 

In other words, appearance of shared space in which independent transport 
flows are forced to interact among themselves is the main historical event for the 
transport task. This event caused appearance formulation of the transport task 
which described in the following chapter. 

3 The Generalized Transport Task for Two-Dimensional 
Space 

3.1 Formulation of the Problem 

There is a limited two-dimensional area, partitioned by cells (measure units), that 
contains a group of suppliers (objects filling 1 cell of area at a single moment of 
time and have ability to move; single time moment is a time periods necessary for 
supplier to make 1 relocation for unit of area in one of basic directions), every of 
each should serve certain consumer (static final destination objects, that don’t fill 
any area), i.e. every supplier matches only one consumer. The problem of optimal 
serving consumers should be solved, considering conflicts (at same moment of 
time at the same cell pretends more than one supplier). 

The solution of such problem is set of some discrete functions, that represent 
paths of suppliers, i.e. set of sequential cells coordinates, that should pass the 
moving object to reach the destination point. For each of these functions operation 
and duration could be valued.  

Path - function of time, each of discrete values of is a trajectory point. 
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Under optimization in this problem minimizing of total solution cost is unders-
tood, which in its turn, depends on spent operation and duration. A special case of 
optimization are problems of minimizing of operation and minimizing of duration 
(as usual, one is minimized at the expense of other). 

3.2 Factors Affecting the Solution 

In general case the difficulty of this problem and results of optimizations would be 
affected by these characteristics of input: 

• Ratio of area filled by suppliers to area, available for moving. 
• Existence, count and form of obstacles. 
• Number of suppliers being able to move at the same moment (each period of 

time). Minimal value means alternate moves and maximal value is used for 
moving all producers at a time. Depending on used algorithm increasing of 
this parameter does not mean decreasing, and sometimes vice versa, leads to 
increasing required duration. 

Connectivity – density of composite parts with respect to each other. The more 
average number of neighbors the moving objects have, the more connectivity 
presents. 

Transposition – violation of direct geometry relevant of producer and consumer. 
An example of such transposition at Fig. 2. 

 

Fig. 2 Transposition of 1 and 2 of moving objects 

4 Generalized Transportation Problem for Linear Objects 

4.1 Formulation and Base Statements 

The problem of linear located objects transportation into their linear located desti-
nation points on two-dimensional space (Fig. 3) should be solved. Arbitrary trans-
position (Fig. 4) of transportable objects and their destination points could be 
there. The solution of this task can be used for sorting of in parallel arriving boxes 
on a two-dimensional moving lattice. 
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Fig. 3 Generalized view of problem 

This task could have form of conformities matrix (1) 
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Then solution F (2) 

 ),...,(),...,1(: 1 niinF →  (2) 

represents a set of discrete functions of relocation (3) 

 )()(:),...,()2(:),()1(: 221 nn infifif →→→  (3) 

which reflecting movement paths of objects to destination points. 
Value of the general operation and the general time for F can be received on the 

following formulas (4, 5) 

  =
= n

i iAA
1

 (4) 

 ),...,,max( 21 nTTTT =  (5) 

The minimum operation can be evaluated for a situation of sequential relocation of 
suppliers (6) 

  =
−+−= n

k k kinmA
1min ||)1(  (6) 
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The minimum time can be reached in case of such parallel movement in case of 
which the supplier from the maximum long path will have opportunity unob-
structed (without the conflicts) relocation on all way (7) 

 1|)||,...,2||,1max(| 21min −+−−−= mniiiT n  (7) 

4.2 Algorithmic Approaches 

In this section possible algorithmic approaches to be considered. 

Sequence motion. To realize relocation of all suppliers one by one, using any 
search algorithm of a path [9-10] (like a Dijkstra’s algorithm, A*, JPS [11]) for 
bypass possible emerging obstacles. Such approach is effective for solving of the 
operation optimization task, but difficult to apply in practice. For this algorithm 
fairly following statement: 

Statement: minimized operation from (6) could be achieved if  

 m’ > 2 or n’ < 3 (8) 

is true (m and n represented at Fig 3). The duration in that case is equal to 
operation (9) 

 minminmin AAT =′=′  (9) 

Parallel motion. Implement moving of all objects in parallel, giving priority 
whenever conflict occurs using random values. Such method could be effective 
solving duration minimization problems, but gives unpredictable result on set of 
different problems.  

Group motion. Divide figures to parts using conformity of moving units and 
destinations, than alternately relocate them. Such algorithm is quite effective for 
ordinary tasks. The more number of transpositions in input data the more 
operation and duration for moving would be spent.  Variants of group 
transposition is possible – case of several nearby standing objects have equal shift 
to their destination. Number of groups belongs to interval [1..n]. There is an 
example of group transposition on Fig 4. 

 

Fig. 4 Group transposition (subgroups [1,2,3] and [4,5]) 
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Parallel group motion. Implement parallel motion of groups. In case when 
conflicts occur, they should be solved in a random way. Such algorithm actually is 
an improved version of sequence motion algorithm considering spent time: 

 




≥′
=′

minmin

minmin

TT

AA
 (10) 

Parallel group motion using priorities. Implement parallel motion of all objects, 
previously rate them using priorities, using which build trajectories and solve 
conflicts. If formulation of problem matches condition (8), then such method 
would be most effective. Otherwise a duration optimization would be done in the 
prejudice of operation.  

If in concrete formulation of problem satisfied condition (11): 

 nm ′>′  (11) 

Then  
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TTT
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General structure of such algorithm is shown at Fig. 5. 

 

Fig. 5 General structure of parallel group motion using priorities algorithm 
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5 Problem for Dynamically Changing Systems 

Real systems relative to synthetic have one important distinction - they are not 
constant and could not be fully described in advance. In real system at any 
moment of time an event [12] could occur, unprovided by static algorithm. The 
only way to describe such events using machine language - to bring probabilistic 
events, estimating their probability using theoretic and static analysis. 

The final product that works with real systems should use maximum of 
foregone data, then apply corrections based on probabilistic expectations of 
different events. This product should be able to work in three modes: 

a) All states of system for all considering period of time are well known. 
b) Only some part of data is well known. 
c) No foregone data. 

It is means that obtained paths should be the most optimal for ideal conditions, 
probably optimal for real and final (using which moving from A to B is still 
possible) for worst/unexpected situations. 

In a city the area images could be used (from the satellite, for example) to 
determine static and dynamic parts to build a road map with probabilistic 
obstacles: buildings and other barriers would be considered as obstacles with 
probability 1, other places that are used for traffic would be considered roads and 
statistic analysis should be used to determine their capacity. This data would base 
the system work, i.e. then could be considered constant. 

Using modern technologies there is a possibility of determining current traffic 
using drivers gps-coordinates. This data should be used before actual start and 
during motion. If while moving appears unexpected situation, out of normal 
statistic data, and that prevents moving – a recalculation of trajectory should be 
done to match these statements: 

a) Entity reached its destination point. 
b) Groups of entities, that assumed similar trajectory, should not produce new 

traffic jam on a new road. 

Today, there are several solutions that help the driver to determine the best route, 
but there is not good general-purpose solution to optimize the group motion of 
enterprise or of the city. So it’s a good reason to promote solving of transportation 
problem that could help in many areas of live. 

6 Conclusion 

Results described in this work are only the first step in the solution of the tasks 
connected with real systems and actual for much of the main spheres of social life. 
Multiple-purpose solution of transportation problem can help with road traffic, 
data networks, pipeline flows, etc. The coherent mathematical theory in conjunc-
tion with the modern technologies can provide the solution of this problem and by 
that will give a powerful spur to world economy. 
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Abstract. The paper presents the issues related to satellite navigation systems 
which can be supported by the EGNOS system. It provides basic information on 
the structure and operation of these systems, especially the EGNOS system. This 
enabled an analysis in terms of reliability of both the satellite navigation systems, 
as well as EGNOS. The results of values of probabilities staying the system in the 
highlighted states were achieved. 

1 Introduction 

Satellite navigation can be defined as a type of radio navigation, in which by 
emitted radio signals from artificial satellites the position of user can be defined. 
The concept of global navigation satellite system (GNSS) refers to a constellation 
of satellites providing signals from space that transmit position and time data of 
theobject. By definition, GNSS has global range [1].  

According to the manual published by ICAO - GNSS (Global Navigation 
Satellite System) is a collection of various satellite systems (GPS Navstar, 
GLONASS, Galileo in the future) and three basic support systems (ABAS, SBAS, 
GBAS). The only differences between systems such as GPS and GLONASS are 
based on signal coding methods used, reference systems in which the position is 
given, and the patterns of time. Existing satellite constellations, however, do not 
provide the four basic functions of the signal, namely: accuracy, continuity, 
credibility and reliability. Therefore, the structure is built to support operation of 
satellite navigation systems (WAAS, EGNOS, MSAS, LAAS, GAGAN, GRAS) 
[2]. Europe is launching its own independent satellite system, Galileo. When it 
becomes operational, Galileo will provide positioning services through a network 
of 30 satellites and related ground infrastructure. Galileo will be compatible with 
GPS and GLONASS.  

2 Structure of Satellite Navigation Systems 

All satellite navigation systems, both supporting and basic have the same 
structure, which is divided into three main parts (segments) [3]: 
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•  space segment - a constellation of satellites orbiting the Earth in orbit, 
transmitting signals and navigation information; 

•  ground segment - service stations and supervision of the system; 
•  segment of users - information is provided to all users by the navigation 

system. 

In addition, there are the following methods of supportting satellite navigation 
systems: 

•  monitoring by the receivers: RAIM - Receiver Autonomous Integrity 
Monitoring; ABAS - Aircraft Augumentation Based System; AAIM - Aircraft 
Autonomous Integrity Monitoring; 

• GBAS ground support systems: DGPS; NDGPS (USA); SBAS satellite 
support systems: WAAS (USA); MSAS (Japan); EGNOS (Europe); 

• pseudolits - ground equipment operating like additional satellites, information 
systems. 

Satellite support systems (SBAS) such as EGNOS are regional solutions to 
improve the efficiency of GNSS. Satellite navigation system performance is 
evaluated according to four criteria: 
 
1. Accuracy - refers to the difference between the actual and the measured 

position of the object, the speed and time of the receiver. 
2. Integrity - refers to the capacity of the system in order to ensure, for example, 

alarms in case of irregularity in the position data. 
3. Continuity - refers to the operation of the navigation system without 

interruption. 
4. Availability - refers to a time unit in which the signal meets the criteria of 

accuracy, integrity and continuity. 
 
EGNOS can increase the accuracy and reliability of the information correcting 
GPS signal measurement errors and providing information about the integrity of 
the signal [4]. These criteria must be met in order to provide the required 
navigation performance (RNP Required Navigation Performance). 

3 Architecture of EGNOS System 

EGNOS (European Geostationary Navigation Overlay Service) is a European 
system that supports GPS and GLONASS in the field of air transport, sea and 
road. It was designed by a group of ETG (European Tripartite Group), which 
includes: the European Space Agency ESA, the European Commission EC and the 
European Organisation for the Safety of Air Navigation EUROCONTROL [3]. 
The aim of the EGNOS is to monitor the reliability of the GPS and GLONASS 
and increase their accuracy by introducing correction data. The principle of 
operation is to receive GPS signals by ground reference stations to calculate the 
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position of the measurement error. Then, the calculated error is sent to the main 
reference station, which generates a differential correction. The amendment is sent 
by broadcasters to geostationary satellites.  

The EGNOS system, like other satellite systems consists of three segments 
(space, ground, user). As an additional segment can be added assistive devices 
necessary for operation of the system, ie the PACF, the body responsible for the 
reliable operation of the system and ASQF - a unit whose mission is to provide the 
technical means necessary for the proper operation of EGNOS.  

A space segment consists of three geostationary satellites (Inmarsat III AOR-E 
Inmarsat III IOR-W and ARTEMIS). They transmit data to the ground segment 
users [3]. 

 

Fig. 1 Range of geostationary satellites of the EGNOS system 

The EGNOS ground segment consists of [5]: 

• 34 stations RIMS (Ranging and Integrity Monitoring Stations); 
• 4 control centers MCC (Mission Control Centers); 
• 6 stations NLES (Navigation Land Earth Stations); 
• EWAN network (EGNOS Wide Area Network). 

RIMS components are among others, receiving element (receiver and antenna), an 
atomic clock, the main computer and a network of FEE (Front End Equipment), 
which mediates the network connected to the EGNOS system. RIMS stations can 
also be considered from the point of their constituent channels. There are three 
channels A, B and C. The A channel data are used to calculate the data required to 
the EGNOS. The B channel data are used to verify the calculated messages via 
channel A. The C channel is designed to detect errors in the signal supplied by the 
GPS satellites. RIMS task is to collect data from the GPS satellites and their 
verification. EGNOS has 34 RIMS stations in channel A, 33 stations with channel 
B and 15 stations with channel C [5]. One of the stations with channels A and B is 
located in Warsaw, at the Center for Space Research. The appearance of the 
station antenna is shown in Fig. 2. 
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Fig. 2 Antenna of the RIMS station in CBK PAN in Warsaw 

The tasks of the control centers MCC (Fig. 3.) include managing the entire 
system, EGNOS, processing of data received from other components, verification 
and archiving of data, calculation of the necessary amendments to the measured 
signals. In addition, the MCC can be divided into components of the CCF (Central 
Control Facility) and CPF (Central Processing Facility). 

NLES stations, which are nevertheless an important component of the EGNOS 
ground segment, are responsible for carrying out the modulation, coding and 
signal transmission to the EGNOS geostationary satellites [3]. Both sending a 
signal created by EGNOS, as well as its subsequent reception makes NLES 
stations also involved in checking the credibility of the whole system [5].  

The tasks that are put on the EWAN network should connect geographically 
distant EGNOS ground components into one functional unit. EWAN uses UDP / 
IP, TCP / IP and SNMP. 

 

Fig. 3 The components of the EGNOS ground segment layout 

The user segment consists of all navigation GPS / GLONASS, which have 
built-in cooperation with EGNOS, as shown in Fig. 4. 
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Fig. 4 GNSS signal receiver with built in function of cooperation with EGNOS 

After concretizing EGNOS architecture and its components, the principle tasks 
of operation of the system can be specified. It is based on the fact that the 
measurements are made by the RIMS stations - the stations MCC are calculating 
amendments to the measured signals for all observed satellites and the signal delay 
of the path from the satellite to the RIMS. Then, these data are transmitted to 
geostationary satellites through NLES stations. This transmission is performed  
on the GPS L1 frequency (1575.42 MHz) prior to the signal modulation and 
coding [3]. 

Achieving operational activities of the EGNOS system will undoubtedly 
increase the range of use of the currently operated satellite navigation systems [5]. 
Before the EGNOS system, however, poses some additional requirements, such as 
increasing the number of geostationary satellites, the removal of restrictions on the 
range of EWAN, and verification plans to modernize GPS and GLONASS 
systems in the context of data integrity. 

4 Analysis of Satellite Navigation System in Terms  
of Reliability 

Analyzing any of the satellite navigation system, it can be said that it has a mixed 
reliability structure [6-11]. Damage of the ground segment of the system moves it 
from the state of full ability RO (t) to the state of unreliability QB (t). Damage of 
one artificial satellites in the space segment causes the transition from full ability 
RO (t) to a state of partial ability QZB (t) [12,13,14]. The more satellites are visible 
to the receiver located in the user segment, the more states of partial ability. Of 
course, it must be keep in mind that required minimal number of satellites to 
determine the location of the object is 3. Figure 5 shows the relationships in the 
present satellite navigation system in terms of reliability [15]. 

In consideration for electronic devices constant failure rate was adopted and, 
therefore, for further analysis - the exponential distribution. 
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Fig. 5 Relations in satellite navigation system 
RO(t) – function of probability of system staying in the state of full ability, 
QZB(t) – function of probability of system staying in the state of partial ability, 
QB(t) – function of  probability of system staying in the state of unreliability, 
λB – intensity of transition of the ground segment, 
λZBi  – intensity of transition of the satellites. 
 

It is possible to determine the probabilities of staying in the respective states: full 
ability RO, the partial ability QZB and unreliability QB by the considered system.  

The presented analysis allows to determine the probabilities of the proper 
functioning of the satellite navigation system. It does not cover the possibility of 
the use of EGNOS as a system to support the functioning of the satellite 
navigation system. This aspect (eg. due to the safety of passengers) is very 
important in relation to the location of vehicles and objects in the field of air 
transport, road and sea [16,17,18]. 

In carrying out the operation of the satellite navigation system assisted by the 
EGNOS system, the relationships can be illustrated in this system, in terms of 
reliability, as shown in Fig. 6. 
 

 

Fig. 6 Relations in the satellite navigation system supported by EGNOS 
RO_1(t) – function of probability of system staying in the state of full ability, 
QNZ_1 (t) – function of probability of system staying in the state of partial functionality, 
QN_1 (t) – function of  probability of system staying in the state of unreliability, 
λNZ – intensity of transition  from the state of full ability to partial functionality, 
μPZ – intensity of transition  from the state of partial functionality to full ability, 
λN – intensity of transition  from the state of partial functionality to unreliability, 
μNZ – intensity of transition  from the state of unreliability to partial functionality. 
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By turning off the EGNOS system in the receiver (Fig. 6.), the transition from the 
state of full ability to partial functionality. Turning on the EGNOS system in the 
receiver transit it back to the state of full ability. If there is a state SNZ (consisting 
of partial functionality of EGNOS) – satellite navigation system failure means that 
the system is back to the state of unreliability. Returning from state Sn to Snz is 
possible, but not taken into account in further considerations. 

When performing mathematical analysis (eg using the Kolmogorov-Chapman 
equation) there are some equations allowing to designate probabilities of system 
being in states of full ability RO_1_ (1), partial functionality QNZ_1 (2) and 
unreliability QN_1 (3).  
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5 Modeling the Reliability of Satellite Navigation System 
EGNOS 

Methods and computer-simulation studies make it possible to determine the 
impact of relatively rapid change of reliability and operational indicators of 
individual items on the reliability of the whole system. 
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Using computer support can be carried out, among others, analysis of the 
impact of recovery time of the satellite navigation system EGNOS to full ability 
RO_1, partial functionality QNZ_1 and unreliability QN_1. It is shown in the following 
example. 
 
Example 
Assume the following values for the system analyzed: 
- Time of research – 1 year: 

[ ]h8760t =  

- Unbreakability of EGNOS system: 

( ) 999,0R NZ =t  

- Reliability of the satellite navigation system: 

( ) 9999,0R N =t  

Knowing the unbreakability value ( )tNZR , it can be assumed the intensity of 

transition from the state of full ability to the state of partial functionality. 
Assuming the simplest model of an exponential distribution of ability time, we 
may use the following relationship: 

( ) tλ
NZ

NZetR −=  for 0≥t  

so 

( )
t

tlnR
λ NZ

NZ −=  

For [ ]h8760t =  and ( ) 999,0R NZ =t  we get: 

( )




⋅=−=−= −

h

1
10,1421241

8760

0,999ln

t

tRlnλ 7NZ
NZ  

Knowing the unbreakability value ( )tNR , it can be assumed the intensity of tran-

sition from the state of partial functionality to the state of unreliability. Assuming 
the simplest model of an exponential distribution, we may use the following 
relationship: 

( ) tλ
N

NetR −=  for 0≥t  

so 

( )
t

tlnR
λ N

N −=
 

 



Reliability Assessment of Supporting Satellite System EGNOS 361 

For [ ]h8760t =  and ( ) 9999,0R N =t  we get: 

( )




⋅=−=−= −

h

1
10,141611

8760

0,9999ln

t

tRlnλ 8N
N  

The intensity of transition from the state of partial functionality to the state of  
full ability PZμ  is, as well known, (in case of exponential distribution) – time 

reversal PZt : 

PZ
PZ t

1=μ  

If we assume that time of get back to the state of full ability PZt  can be between 

[ ]htPZ 168;12∈ , then probability of being by the the analized sytem in the 

different state can be shown like at the charts below 7, 8. 
 

 

Fig. 7 Relation between probability of system being in the state of full ability RO_1 , QNZ_1 

in function of time tPZ 

 

Fig. 8 Relation between probability of system being in the state of unreliability QN_1 in 
function of time tPZ 
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6 Summary 

The presented process of satellite navigation systems analysis allows us to 
determine the level of reliability of the proposed system. This is possible by using 
the required number of satellites that can ensure an adequate level of reliability 
indicators. 

The paper presents an analysis of satellite navigation system EGNOS with 
particular emphasis on the impact of full-time return to the values of probabilities 
being the system in states of full ability R O_1, partial functionality and 
unreliability Q N_1 Q NZ_1. Improving the reliability of the system utility can be 
done by reducing the recovery time of suitability. In a further study of this issue 
should be sought to determine the relationship between financial inputs, 
sometimes associated with the restoration of full ability, and the probability of 
system staying in the highlighted technical conditions. 
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Abstract. This work presents a BFT Atomic Multicast Protocol (Vbam) whose 
algorithm manages to implement a reliable consensus service with only 2f + 1 
servers using only common technologies, such as virtualization and data sharing 
abstractions. In order to achieve these goals, we chose to adopt a hybrid model, 
which means it has different assumptions between components regarding  
synchrony, and two different local area networks (LANs), a payload LAN and a 
separated LAN where message ordering happens.  

1 Introduction 

The difficulty to build distributed systems can be strongly reduced by relying on 
group communication primitives such as atomic (or totally ordered) multicast [1]. 
The atomic multicast ensures that messages sent to a set of processes are delivered 
by all these processes in the same order. Atomic multicast has many important 
applications such as clock synchronization, CSCW, distributed shared memory, 
database replication [2], [3], [4] and basis the state machine approach, the main 
component of many fault-tolerant systems [5], [6], [7], [8]. 

There exists a considerable amount of literature on total order multicast, and 
many algorithms, following various approaches, have been proposed to solve this 
problem. However, in most cases, these algorithms consider system models sub-
ject only to crash faults [1], [9]. Very few address also byzantine/arbitrary faults 
[10], [7]. In general, these relies on a consensus algorithm to agree on messages 
ordering and need 3f + 1 processes involved in the agreement. There are some 
works that separate the consensus from the agreement problem creating a consen-
sus service [11], [12]. 

We present Vbam, a byzantine fault tolerant consensus service for atomic mul-
ticast messages. The model and architecture that we propose needs only 2f + 1 
servers compounding the consensus service and is based on a hybrid model where 
there exist variation, from component to component, on the assumptions of syn-
chrony and presence/severity of failures [13], [14], [15]. In this model, there is a 
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payload LAN in which the clients communicate with the consensus service, and 
an inviolable LAN where the servers do the ordering. In our proposal we contri-
bute with an improvement to make the consensus service [11] byzantine fault  
tolerant with low resilience (only 2f + 1 servers). 

2 Related Work 

The atomic multicast problem has been widely addressed in the past decades [2], 
[10], [14], [3], [9], [7]. In the majority, the approaches consider that the processes 
can only crash, i.e., not acting in arbitrary/byzantine manner. 

In [10], it is presented Rampart for reliable and atomic multicast in systems 
with byzantine faults. The algorithm is based on a group membership service, 
which requires that at least one third of all processes in the current view reach an 
agreement on the exclusion of some process from the group. The atomic multicast 
is done by some member of the group, called sequencer, which determines the 
order for the messages in the current view. In the next view, another sequencer is 
chosen by some deterministic algorithm. Rampart assumes an asynchronous sys-
tem model with reliable FIFO channels, and a public key infrastructure known by 
every process. With the assumption of authenticated communication channels the 
integrity of messages between two non-Byzantine processes is always guaranteed. 

Guerraoui and Schiper proposed in 2001 the generic consensus service [11] for 
solving agreement problems, including the atomic multicast. This is the base for 
our proposal. Their model considers a crash-only environment with a consensus 
service that separates the consensus from the agreement problem to be solved. The 
system requires a perfect failure detector (that basis the consensus server) and the 
resilience is a tradeoff with performance, varying depending on the necessity. 

In 2006 Correia and Veríssimo showed a transformation from consensus to 
atomic broadcast [7]. The system model presented assumes a byzantine environ-
ment in which up to f = [(n - 1)/3] faults are tolerated. The authors implement a 
multi-valued consensus protocol on top of a randomized binary consensus and a 
reliable broadcast protocol. The atomic multicast protocol is designed as succes-
sive transformations from the consensus protocol. The atomic multicast is done by 
the use of a hash vector. Each process of the system proposes values to the con-
sensus vector (that is a vector with the hashes of the messages). The vector con-
sensus protocol decides on a vector Xi with at least 2f + 1 vectors H from different 
processes. In the sequence the messages are stored in a set to be atomically  
delivered in a pre-established order. 

In 2010 Pieri et al proposed an extension of the generic consensus service [11] 
for byzantine environments [12]. The system model proposed has nc = 3fc + 1 
clients and ns = 2fs + 1 servers, and they make use of virtual machines to provide 
the generic consensus service. The atomic consensus starts whenever one of the 
processes called initiator reliably multicast a message mi to the clients set. Upon 
receiving the message mi, each client sends a proposal to the generic consensus 
service for mi. When the servers receive nc - fc proposals from clients to the same 
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consensus instance, each server start a consensus protocol. Then, the result of this 
protocol is relayed to the clients. The importance of this work comes in means of 
making the generic consensus available for byzantine environments. However, it 
limits the size of the clients set. Furthermore the system has to deal with the faulty 
clients, lowering the system resilience. This is acceptable when dealing with ge-
neric agreement problems, but for solving the atomic multicast it is expensive. 

Table 1 Comparison on evaluated atomic multicast protocols properties 

Rampart[10] Guerraoui and 
Schiper [11] 

Correia and 
Veríssimo [7] 

Pieri et al [12] Vbam 
 

Resilience for atomic 
multicast 

3f + 1 - 3f + 1 3fc + 1 + 2fs + 
1 

2f + 1 

Communication steps 6 5 - 5 4 
Messages exchanged 6n - 6 3nc + 2nc - 3 18n

2 + 13n + 1 

+ 16n
2
f + 10nf 

2(ns
2
  + 3nc - 

ns - 1) 

3ns
2
 - 

ns + nc 
+ 1 

Tolerated faults Byzantine Crash Byzantine Byzantine Byzant 

3 System Model and Architecture 

The system model is hybrid [14], which is where assumptions of synchrony and 
presence/severity of failures vary from component to component [13], [14]. In our 
model, we consider different assumptions for the subsystems running in host, than 
for the ones running in the guest of the virtual machines that composes the system. 
In this model, C = {c1, c2, c3, …} is a set that contains a finite number of client 
processes and S = {s1, s2, s3, …, sn} representing a set of servers with n elements 
that compound the consensus service.  

The Figure 1, each consensus service server is hosted by a virtual machine. 
Each server physical machine has one, and only one, virtual machine as its guest 
(see Figure 1). The process failure model admits a finite number of clients and up 
to f ≤ [(n – 1)/2] servers incurring failure based on its specifications, presenting 
byzantine faults [17]: the faulty processes that arbitrary detour from its 
specification can stop, omit sending or receiving messages, send wrong messages 
or have any non-specified behavior. However, we assume independence of faults, 
in other words, the probability of a process having a fault is independent of anoth-
er fault in any other process. This is possible in practice by the extensive use of 
diversity (different hardware, operational systems, virtual machines, databases, 
programming languages, etc.) [18]. 

The system has two distinct networks, the payload and the controlled networks 
(see Figure 1), both are local area networks (LANs). The former is asynchronous 
and is used for application data transfers. There are no assumptions based on time 
on the payload LAN and it is used for client-server communication. The later, 
used for server-server communication, is a controlled LAN composed by physical 
machines, where is implemented a Distributed Shared Register (DSR) [16].  
The consensus service uses the DSR to execute the crucial parts of the consensus 
protocol. The DSR: 
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• has a finite and known number of members; 
• is assumed to be secure, i.e., resistant to any possible attacks; it can only fail 

by crashing; 
• is capable of executing certain operations with a bounded delay; 
• provides only two operations, read and write register, which cannot be possi-

bly affected by malicious faults. 

Each physical machine has its own space inside the DSR where its respective 
virtual machine registers PROPOSE messages, ACCEPT messages or CHANGE 
messages. All servers can read all register space, no matter who hold the rights to 
write into it. 

We assume that each client-server pair ci , sj and each pair of servers si , sj is 
connected by a reliable channel with two properties: if the sender and the recipient 
of a message are both correct then (1) the message is eventually received and (2) 
the message is not modified in the channel [15]. In practice, these properties have 
to be obtained with retransmissions and using cryptography. Message authentica-
tion codes (MACs) are cryptographic checksums that serve our purpose, and only 
use symmetric cryptography [19], [5]. The processes have to share symmetric 
keys in order to use MACs. We assume these keys are distributed before the pro-
tocol is executed. In practice, this can be solved using key distribution protocols 
available in the literature [19]. This issue is out of the scope of this paper. 

 

Fig. 1 Vbam Architecture Overview 

We assume that only the physical machine can, in fact, connect to the con-
trolled LAN used for the register. That is, the DSR is accessible only by the  
physical machines that host virtual machines (servers), which are participants of 
the system, not being possible to reach the DSR directly through accessing the 
virtual machine. Each process is encapsulated inside its own virtual machine, en-
suring isolation. All client-server communication happens inside a separate LAN 
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(payload) and, on the clients point of view, the virtual machine is transparent, 
meaning clients can not recognize the physical-virtual architecture. Each machine 
has only one network interface (NIC), a firewall and/or bridge mode are used in 
the host to ensure the division of the networks. 

We assume that host vulnerabilities cannot be explored by the virtual machine. 
The virtual machine monitor (VMM) ensures this isolation, meaning the attacker 
has no way to access the host through the virtual machine. This is a premise in the 
virtualization technologies, such as VirtualBox, LVM, XEN, VMWare, VirtualPC, 
etc. Our model assumes that the host system is not accessible externally, which is 
also granted by the use of bridge mode and/or firewalls on the host system. 

Distributed Shared Register (DSR): We created the DSR, an emulated shared 
memory [16] based on message passing over a controlled LAN and making use of 
local files. We assume the controlled LAN to be only accessed by components of 
the DSR. The DSR is implemented in the virtual machine host and we assume that 
the VMM ensures isolation between the host and the guest. 

The DSR performs just two operations: (1) read(), that reads the last message 
written in the DSR; and (2) write(m) that writes the message m in the DSR. We 
assume two properties about these operations: (i) liveness, meaning that the opera-
tion eventually ends; and (ii) safety, i.e., the read operation always returns the last 
value written. To ensure this properties, in each server we created a file where the 
guest has write-only access and another file where it has read-only access and the 
access is made by a single process [16]. The first file is the server space, and no 
other server can write on it. The second one is the other servers register, updated 
by the DSR. The VMM provides the support to make a file created in the host to 
be accessible to the guest, enforcing the write-only/read-only permissions. 

The DSR only accept typed messages, and there is only three types, (i) 
PROPOSE, (ii) ACCEPT and (iii) CHANGE. The untyped or mistyped messages 
are ignored. We assume that the communication is made by fair links with the 
following properties: if the client and the recipient of a message are both correct 
then (1) if a message is sent infinitely often to a correct receiver then it is received 
infinitely often by that receiver; (2) there exists some delay T such that if a mes-
sage is retransmitted infinitely often to a correct receiver according to some sche-
dule from time t0, then the receiver receives the message at least once before time 
t0 + T; and (3) the message is not modified in the channel [6] [20]. This assump-
tion appears reasonable in practice, since the DSR is running in a separated syn-
chronous LAN and can only fail by crash, based on the VMM isolation. 

3.1 Properties 

The problem of atomic multicast, or total order reliable multicast, is the problem 
of delivering the same messages in the same order to all processes of a system. 
The definition in byzantine context can be seen as the following properties [7]: 
 



370 M.R. Xavier Silva et al. 

 

Validity - If a correct process multicasts a message M, then some correct process 
eventually delivers M. 

Agreement - If a correct process delivers a message M, then all correct processes 
eventually deliver M. 

Integrity - For any message M, every correct process p delivers M at most once, 
and if sender(M) is correct then M was previously multicast by sender(M). 

Total Order - If two correct processes deliver two messages M1 and M2 then 
both processes deliver the two messages in the same order. 

 

Fig. 2 Atomic multicast flow 

4 Vbam Algorithm 

Discussion: The process needs only one server as sequencer. This server is re-
sponsible for proposing orders for client messages. Other servers are replicas of 
the service. Initially, the sequencer is the process which the id is zero. The se-
quencership change happens every time most servers (f + 1) agree to be necessary. 
As in others byzantine fault tolerant (BFT) system [5], [6], [15], to deal with the 
problem of a malicious server pj, that would discard a message. Therefore the 
client pi waits for receiving its own message with an order number for a Tresend 
time. After this Tresend the client send its message to all servers. A correct server 
when receives the client message, and it is not the sequencer, asks for a sequencer 
change. If f + 1 correct servers ask for a sequencer change, then it will be per-
formed and the protocol makes progress. However, the payload system is assumed 
to be asynchronous, so there are no bounds on communication delays, and it is not 
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possible to define an ”ideal” value for Tresend. Correia [15], shows that the value of 
Tresend involves a tradeoff: if too high, the client can take long to have the message 
ordered; if too low, the client can resend the message without necessity. The value 
should be selected taking this tradeoff into account. If the command is resent 
without need, the duplicates are discarded by the system. 

This section offers a deeper description of the algorithm. The sequence of oper-
ations of the algorithm is presented in the sequencer and destination nodes. It is 
first considered the normal case operation and, following, the execution where 
faults do exist. The flowchart of the normal case operation can be seen in the Fig-
ure 2. For clarity of presentation, we consider a single group multicast. 

4.1 Normal Operation 

step 1) The process starts when some client ci sends to the sequencer an ORDER 
message ORDER, m, t, vσ si

 with the message m included. The field t is the 

timestamp of the message content to ensure one-time order semantics, in 
other words, servers will not order the message if t is not bigger than t - 1 
for ci. This politics prevents multiple ordering of a single message. The 
field v is vector that takes a MAC per server, each obtained with the key 
shared between the client and that server. Therefore, each server can test 
the integrity of the message by checking if its MAC is valid, and discard 
the message otherwise. In case the message has already been ordered, the 
server resends it to the client.  

step 2) After verifying that MAC in v is correct and the timestamp is valid for the 
client’s message, the sequencer generates a PROPOSE message as 

PROPOSE, n,o, macσ p
, where o is the original message, n the ordering 

number for it and mac is the message authentication code for m. The DSR 
automatically input in the proposal message the ID of the sequencer. The 
server will expect for the acceptance of the message, i.e., f processes 
agreeing with the proposal. Then the server, accept this order and saves it 
in the atomic buffer. All messages sent in the DSR will be delivered if the 
sender and the receiver are not crashed, as we have discussed in 4. 

step 3) By receiving a proposal, the server sk validates it, meaning that (i) sk 
verifies, using the MAC in v, if the content of the message m is correct 
and (ii) verifies if there is no other proposal accepted before that with the 
same sequence number n. Then the proposal is accepted by sk that writes 
an ACCEPT message on it’s reserved space of the register. The message 
format is ACCEPT, n, hm, macσ p

and it contains the hash of the client’s 

message hm, the ordering number n to m and a message authentication 
code mac for m. After writing the accept message, the process waits for f  
- 1 acceptance messages to save it in the atomic buffer.  

step 4) The sequencer reliably multicast the message with the order and the mac 
vector from at least f + 1 different servers that accepted it. After receiving 
and validating the vector the clients finally accepts it and delivers in the 
proposed order. 
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4.2 Faulty Operation 

The faulty operation implies that a change will happen, therefore here is a brief 
explanation of how it develops. 

Sequencer Change: During the system configuration, all servers receive an 
identification number. This numbers are sequential and start at zero. All servers 
can recognize the identifier i of the sequencer and the total number n of servers in 
the system. When f + 1 correct servers suspect of the current sequencer they simp-
ly define i = i + 1 as the next sequencer if i < n, otherwise i = 0. 

When validating a proposal the server sk verifies if the message’s content is cor-
rect using its MAC in the vector v and if the proposal is correct based on the earli-
er accepted proposals. If the message, for some of the reasons above, is not valid, 
then sk will ask for a sequencer change.  

a) Correct servers can entry in the faulty operation by the two following ways: 

i) When the server sk receives a change message e, but does not suspects the 
server ss yet, the process just stores e in its local buffer. 

ii) When the process sk suspects of the server ss about a single message m, 
then sk writes in the DSR and in it’s own buffer a new message 
CHANGE, sid,hm, Ss σ p

that contains sid as it’s own identifier, the hash of 

the message hm and ss as the id of the server for which it suspects. 

b) The server sk starts a search in its buffer trying to find f + 1 change messages 
that relate to m and the server ss. In case sk finds f + 1 (including server sk) dif-
ferent sid to the same propose message, then the server changes the sequencer 
to ss + 1. If ss is its own id then, based on the last accepted messages, it restart 
the ordering. 

With the new sequencer the protocol make progress as in normal case operation. 

5 Implementation and Evaluation 

The algorithms were implemented using the programming language Java, JDK 
1.6.0, and executed using JVM Sun. The communication channels were imple-
mented using TCP sockets from API NIO. The operational systems of the virtual 
machine hosts used were MacOSX Lion and Ubuntu 12.04. On virtual machines 
themselves, we used Ubuntu 12.04, Ubuntu 12.10 and Debian 6 Stable, being 
VirtualBox the VMM of choice. The adopted evaluation metric is latency, since 
this is one of the metrics most widely used to evaluate computational systems and 
that it represents the efficiency of the system in a very simple way [5], [6], [7], [8]. 

The values were obtained through micro-benchmarks in different loads. The la-
tency was obtained measuring the round-trip time, that is, we measured the time 
between sending and receiving a group of messages. The reasoning behind the use 
of micro-benchmarks is to properly measure the algorithm without external 
influences. In order to gauge the protocol’s capacity, we ran it with different  
message sizes. 
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              (a) Latency - Normal Case                                             (b) Latency with faults 

Fig. 3 Performance Evaluation 

To evaluate the algorithm’s performance in the absence of faults, we ran it in 
normal conditions and sent 10.000 messages by a single client with three different 
loads: 0/0 kb, 0/4 kb and 4/4 kb. With those we have: an empty message and an 
empty ordered message, an empty message and a 4kb ordered message and a 4kb 
message with an 4kb ordered message. To evaluate the algorithm in a faulty envi-
ronment, we conducted the experiment with f = 1 faulty server. In 3(a) and 3(b) 
we demonstrate the latency to each different load. The latency was obtained by the 
average from all total order multicasts. As we can observe, the latency has minim-
al variations between different loads. 

We show the comparative data between our approach and the state of art for 
atomic multicast on the table 1. All the numbers consider non-faulty execution. 
Our approach benefits are visible as number of communication steps and resi-
lience since we consider systems subject to byzantine faults. 

6 Conclusion 

By exploring the use of the Distributed Shared Register and virtualization tech-
niques, we have managed to propose a simple inviolable LAN that supports our 
BFT atomic multicast. It was showed that it is possible to implement a reliable 
consensus service with only 2f + 1 servers using common technologies, as is vir-
tualization and data sharing abstractions. The virtualization technology is widely 
used and can provide a good isolation between the servers and the external world, 
and the use of the DSR makes it easy to maintain the protocol progress.  
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Abstract. In the paper the approach to the multi-level security (MLS) system mod-
els verification is presented. In the work the MlsML profile was developed with 
possibility of the confidentiality or integrity verification on the base of Bell-
LaPadula or Biba models. The Bell-LaPadula and Biba models are formalized to-
gether with scenarios that represent possible run-time instances.  Properties of the 
security policy model are expressed as constrains in OCL language. The feasibility 
of the proposed approach by applying it to a non-trivial example is demonstrated. 

1 Introduction 

The issue of building a reliable Specialized Computer Systems (SCS), that process 
data with different levels of sensitivity becomes particularly relevant to govern-
mental, military or financial institutions. The problem of processing information 
with different levels of sensitivity has been extensively studied since the early 70s 
of the twentieth century [1–3]. Various multilevel security models (MLS) have 
been created to enforce confidentiality and integrity of data. Some of the more 
popular models are Bell-LaPadula (BLP) Model [2–3], Biba Model [4], Lipner’s 
Integrity Matrix Model and Clark-Wilson Model [5].  

In a system development process, the security is usually considered as a  
nonfunctional requirement, but unlike other nonfunctional requirements, such as 
reliability and performance, security has not been fully integrated within the de-
velopment lifecycle and it is still mainly considered after the design of the system 
[6]. On the other side, in the MLS systems security requirements introduce not 
only quality characteristics but also constraints under which the system must oper-
ate (see §4.). Ignoring such constraints during the development process could lead 
to serious system vulnerabilities. 

The basic idea of integrating system design models (expressed in UML) with 
security considerations is not new [6-12]. Such integrated models with both 
a concrete notation and abstract syntax are called security-design models [8].  We 
have extended this notion on to the MLS security-design models. In [7] we have 
proposed a method of software design of MLS-type systems called MDmls, which 
is based on MDD (Model Driven Development) approach [13]. The essence of the 
MDmls method is the integration of MLS security models with system design 
models expressed in UML-based language. 
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The idea of formulating OCL queries on access control policies was introduced 
in [10-12], who first explored the use of OCL for querying RBAC policies. In the 
work [8] the security modeling language, called SecureUML, was presented, 
which is closely related to Role Based Access Control (RBAC). Subsequently, 
in [9] was shown that security properties of security-design models could be ex-
pressed as formulas in OCL and an expressive language for formalizing queries 
concerning RBAC policies was also proposed. However, RBAC has several limi-
tations and its use as a base for modeling security policy of MLS systems is  
impractical. 

We see our contributions as follows. Firstly, we have extended the approach 
proposed in [8-9] to the MLS security models, which are based on the Bell-
LaPadula and Biba models. Secondly, we demonstrate, how to develop special 
UML profile (meta-model) for MLS systems (called MlsML) and how to formu-
late OCL expressions to check properties of the MLS models.  Next,  we show the 
feasibility of this approach by applying it to a non-trivial example: MLS security 
policy and security-design models verification of the Secure Workstation for Spe-
cial Application (SWSA) Project1 with the use of IBM RSA tool. 

The rest of the work is organized as follows. In Section 2 we describe  our gen-
eral approach to security modeling in MLS systems. In Section 3 we propose 
MlsML profile for the confidentiality and integrity verification with BLP and Biba 
models accordingly. In Section 4 we describe an example of MLS security policy 
and MLS security-design models verification. In Section 5 we draw conclusions 
and discuss future work. 

2 General Approach to Security Modeling in MLS Systems 

In this section we explain our approach to analyze properties of security-design 
models of MLS systems on the base of the BLP or Biba models and the use of the 
evaluation and simulation of the models. 

2.1 Problem Statement 

Secure software design of the MLS systems employs dedicated tools to verify the 
confidentiality and the integrity of data using UML models. In general, the UML 
security models could be embedded in and simulated with the system architecture 
models, thus the security problems in MLS system can be detected early during 
the software design. 

As it was shown in [9], precise analysis of UML models (or their instances) de-
picted by some diagrams requires definition of the formal semantics of diagrams, 
that is, definition of an interpretation function ܫሺ·ሻ, which associates formal (ma-
thematical) structures ܫሺܯሻ to well-formed diagrams ܯ. In general, given 

                                                           
1 Project No. OR00014011 supported by The Polish National Center for Research and  
Development. 
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a security modeling language with a formal semantics, one can reason about mod-
els by reasoning about their semantics. In the case of a MLS security modeling 
language ࣦெ௅ௌ, a security model (or a security model instance) M has a property 
P (expressed as a formula in some logical language) if and only if ܯ ֜ ܲ.  

We formulate the problem as follows: because OCL is the natural choice for 
querying UML models, it can be used to constrain and query MLS security-design 
models. Our approach to analyze properties of MLS security-design models and 
their instances reduces deduction to evaluation and simulation.  

The way of formally analyzing MLS security policies concerning confidentiali-
ty and integrity of a designed system and modeled by model M we obtain by ex-
pressing desired properties as OCL queries and evaluate these queries on the UML 
models or model instances. 

2.2 MLS Models 

The Bell-LaPadula model focuses on data confidentiality and controlled access 
to classified information. In this formal MLS model, the entities in an information 
system are divided into subjects and objects, all subjects and objects are labeled 
with a security level. The levels represent the relative sensitivity of the data and 
the clearance of the user on whose behalf the subjects are operating. For semantic 
reasons of model building the security level of subjects and objects will be distin-
guished.  

Let  ܥ = ሼܿଵ, ܿଶ … , ܿ௅, ሽ denote the ordered set of clauses which represent  
sensitivity of data used in the MLS system, where ܿ௜ ൑ ܿ௜ାଵ for 1 ൑ ݅ ൏ ܥܫ Let .ܮ = ሼߠଵ, ଶߠ … , ,஼ߠ ሽ be the set of categories of information processed in the  
system.  

For each subject ݏ א ܵ we assign a security level ܵܮሺݏሻ as a pair  ൏ ܿ, ܣ ൐ and 
for each of object ݋ א ܱ we assign a security context ܵܥሺ݋ሻ as a pair ൏ ܿᇱ, ᇱܣ ൐, 
where ܿ, ܿᇱ א ,ܣ and ܥ ᇱܣ ك -Security levels and security contexts can be com .ܥܫ
pared. It could be noticed that not all pairs of levels are comparable. This leads to 
the use of the concept of lattice of security levels.  

A dominance relationship ݀݉݋ሺݏ, ݏ ሻ may be introduced between subject݋ א ܵ 
with ܵܮሺݏሻ =൏ ܿ, ܫ ൐ and object ݋ א ܱ with ܵܥሺ݋ሻ =൏ ܿᇱ, ᇱܫ ൐ , if ܵܮሺݏሻ ൒ܵܥሺ݋ሻ. It can be expressed as the formula: 

,ݏሺ݉݋݀  ሻ݋  ֞ ሺܿ ൒ ܿᇱሻ ר ሺܫᇱ ك  ሻ.  (1)ܫ

The BLP model is based around two main rules: the simple security property and 
the star property [3]. The simple security property (ss-property) states that 
a subject ݏ א ܵ can read an object ݋ א ܱ if the formula (1) is hold. The simple 
security property prevents subjects from reading more privileged data. The star 
property (*-property) states that a subject can write to an object, if subject is  
dominated by object. 

The Bell La-Padula model does not deal with the integrity of data. It is possible 
for a lower level subject to write to a higher classified object. The Biba model  
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addresses the problem with the star property of the Bell-LaPadula model, which 
does not restrict a subject from writing to a more trusted object. Similarly to BLP 
model integrity levels are defined by labels, consisting of two parts: a classifica-
tion and a set of categories. Each integrity level will be represented as ܮܫ =൏ߙ, ܣ ൐ where ܮܫ is the integrity level, ߙ is the classification and ܣ is the subset of 
categories. Then, similarly to BLP model, the integrity levels then form a domin-
ance relationship. The Biba model is actually a family of different policies that can 
be used depending on the specifics of MLS system [4]. 

2.3 Metamodel 

In our approach, in order to determine the system’s security of MLS type, we refer 
to the UML four-layer hierarchy [8,14]. In order to simplify the process of con-
structing a specialized MlsML language, the specification will be determined at 
the level of M2, which, in essence, is the same metamodel. In the metamodel the 
concepts will be described that are relevant to the domain, and which will be 
mapped to the UML profile stereotypes with developed MlsML language. In this 
sense, our proposal of MlsML is an extension of the UML language, not its  
complete specification. 

Level M1 would be a model of the field (description of the MLS system securi-
ty), in which we use elements developed from meta-model, for the construction of 
MlsML language expressions in the form of diagrams. Each diagram would be 
created according to the rules of the UML language, enhanced with a new profile 
property (which is why it is acceptable to refer to the developed diagrams of the 
field, both for the concepts of language specified in the profile, as well as in the 
UML language). 

2.4 Approach 

Due to the significant practical limitations of the use of RBAC policies for con-
structing specialized systems of MLS type, (inspired by the work [14] have pro-
posed our own language (meta)model MlsML and achieved formalization of re-
strictions for the specific BLP and Biba models). Our proposal relates mainly to 
possible formalization of restrictions in the OCL language, towards the relation-
ship between the users (subjects), facilities, privileges, performed actions and 
certain states of the system. Contrary to the work [14], which also proposes its 
own tool that implements proposed methodology, we have based our solution on a 
typical CASE environment that has appropriate support for the UML models vali-
dation process (actually DSL) in the "starting" defined OCL limitations and UML 
models (expanded by the semantic action language). Our approach has been vali-
dated in the IBM RSA tool with Simulation Toolkit. 

Our approach to analysis of the model properties of MLS security-design mod-
els and their instances leads to the evaluation and simulation. The integration  
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of security models with models of systems described in UML enables the simula-
tion, which allows verifying the security properties of the designed system MLS 
software or the security policy models at the stage of analysis and modeling. 

3 The Profile MlsML  

The MlsML profile proposed in the article was developed as an extension of pre-
viously proposed solution [7], [14] with additional possibility of the integrity veri-
fication on the base of the Biba model. 

The creation of a profile precedes the detailed analysis of the areas for which it 
is developed [15]. The result of this analysis in step 1 is a glossary of terms of the 
field, which in our project consists of: Subject, Object, Action Requested, Permis-
sion, Security Context, Security Level, Action, and Information Category (the last 
three are the properties of concepts). In the next step (Step 2) verbal definitions 
are transformed into the domain class model. In the final step (Step 3) the model 
of domain is analyzed, and then its elements are mapped to stereotypes, classes 
and properties, which leads us to UML metamodel (M2 level). 

The process of the MlsML profile construction was performed independently 
for description of discretionary  access control to resources (security access pro-
file) and mandatory access control based on the base of BLP and Biba models and 
it was portrayed in detail in the following two subsections. 

3.1 The Metamodel of Discretionary Access Control 

The profile building process begins with a creation of metamodel. Type of meta-
model of discretionary security protection for MlsML profile is shown in Fig. 1, 
in which five stereotypes (concepts), including three classes were described: Sub-
ject, Object, Permission, Association Class: RequestedAction, and their property: 
Action. Within the profile several constrains were defined. Now we give some 
examples of them. 

 

Fig. 1  Security profile (DAC – model) 
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It is required that the specific access request of the subject to the object would 
refer to existing entities and objects: if there is a connection in the request with the 
object, then there is also a link to the subject and if there is a connection in the 
request with the subject, then there is also a link to the object. 
 

context RequestedAction inv: 
(self.base_AssociationClass.getAppliedStereotype('MlsML::MlsObject')<>null) implies  
((self.base_AssociationClass.getAppliedStereotype('MlsML::MlsObject')<>null) and 
(self.base_AssociationClass.getAppliedStereotype('MlsML::Subject')<>null)) 

3.2 MLS Metamodel 

Metamodel of security type BLP for MlsML profile is shown in (Fig. 2). In this 
metamodel  four stereotypes were  defined, including:  two classes that describe 
the Security Context, Security Level in the BLP model and two of their properties, 
i.e. Clause and Information Category, and also written below (in OCL language) 
required restrictions as follows.  

It is required that for the BLP model there were two mandatory defined proper-
ties: Clause & InformationCategory; for the Biba model there was mandatory 
defined property: LevelOfIntegrity, (those properties should appear separately, i.e., 
in the diagram we do not combine BLP model with the Biba model). It should  
be noticed that following restriction should be applied as well in the context of  
SecurityLevel. 

 
context SecurityContext inv: 
if self.getAllAttributes().getAppliedStereotypes() -> size() = 2 then 
((self.getAllAttributes().getAppliedStereotypes().name -> count('Clause') = 1) and  
(self.getAllAttributes().getAppliedStereotypes().name -> count('InformationCategory') = 1)) 
 else if self.getAllAttributes().getAppliedStereotypes() -> size() = 1 then 
  self.getAllAttributes().getAppliedStereotypes().name ->  count('LevelOfIntegrity') = 1 
 else false endif endif 
 
It is required that the integrity level only exists as an attribute of the context or 
security level. For the BLP model was defined two mandatory properties: Clause 
& InformationCategory. 
 
context LevelOfIntegrity inv: 
(self.base_Property.owner.getAppliedStereotype('MlsML::SecurityLevel')<>null) or 
(self.base_Property.owner.getAppliedStereotype('MlsML::SecurityContext')<>null) 

 
The OCL constraints, defined above, could be verified in three modes: 

– debug: in which the OCL expression can be activated in a specific context, 
with the possibility of tracking the results of its execution; 

– as a validation in batch mode: then the starting of defined constraints is direct-
ly achieved by selecting the "validate" function and applies only to the speci-
fied element (which can also be the whole diagram); 
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– as a validation in the live mode: that is activated at the moment of insertion of 
a new element to a diagram, and directly affects only this element (or as well 
the elements directly linked to it). 

Such validation in the live mode, in our opinion, is the most interesting tool that 
allows the security officials to create only the correct security policies, i.e., each 
insertion of a new item of the policy is validated against predefined rules. 

 

Fig. 2 Security profile (MAC –BLP & Biba models) 

3.3 Using the MlsML Profile 

The profile application we begin from building the model of M1 level. In our 
project, the key aspect dominating its success was the creation of dominance func-
tion (checkDom()) and verification its correctness of accomplishing the specific 
action requested on the object (in our example - virtual machine image - VMI) by  
specified subject (user) (checkDAC()). The constrains in OCL language for this 
functions are presented below. 

 
context User2VMI_RequestedAction::checkDAC():Boolean 
pre: self.Request -> notEmpty() and self.vmi.OID <> null and self.user.UID <> null 
self.user.permissionU2V.UID = self.vmi.permissionU2V.UID and 
self.user.permissionU2V.OID = self.vmi.permissionU2V.OID 
post: result  = let oi : Integer = self.vmi.OID in let us : Integer = self.user.UID in 
self.user.permissionU2V->select(per:PermissionU2V|(per.OID= oi) and (per.UID=  
us)).Permissions -> includes(self.Request) 
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context User2VMI_RequestedAction::checkDom():Boolean 
pre:  (self.vmi.vMI_SecurityContext -> notEmpty()) and (self.user.user_SecurityLevel -> 
notEmpty()) 
post: result  = (self.user.user_SecurityLevel.SLInfCat -> include-
sAll(self.vmi.vMI_SecurityContext.SCInfCat)) and  
(if self.user.user_SecurityLevel.SLClause >= vmi.vMI_SecurityContext.SCClause then true 
else false endif) 

It was assumed that in the implementation of the above constraints the attribute 
Clause from the set {Unclasified, Restricted, Confidential, Secret, TopSecret} 
takes (accordingly) integer values from the set ሼ0, 1, 2, 3, 4ሽ. The same profile may 
be used for the integrity verification, but in the current implementation (because of 
specific of SWSA project) the models based on BLP and Biba are treated as dis-
joint. In the proposed solution, the profiles for BLP (Fig. 3)  and Biba models 
differ by the attributes of classes with stereotypes SecurityContext and Security 
Level, and by methods of the association class RequestedAction. In the place of the 
BLP model class attributes (Fig. 3) such as InformationCategory and Clause - in 
the Biba model the attribute Integrity Level was specified and in the place of the 
checkDom() method for the BLP model – in the Biba model  the checkIntegrity() 
method appears. 

 

Fig. 3  M1 level for MlsML metamodel (BLP access control model) 

4 Case Study: A Security Policy Model Verification  
and Simulation 

In the following part of work, we will present an example to illustrate the use of 
the proposed method for the construction of the MLS security policy used in the 
SWSA project. The domination relationship is shown in the model as the opera-
tion of the U2VMI association class (Fig. 3) and in OCL language it was imple-
mented as constraints that this operation must fulfill. We define constraints 
for a created model of security policy to run virtual machines by checking the  
domination relationship. 
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4.1 Secure Workstation for Special Application(SWSA) Project 

In SWSA project to ensure the security of multilevel classified data an approach 
to develop software on the base of the virtualization technology for the separation 
of independent security domains was taken. To develop this type of MLS system 
the integration of available virtualization technology (software and hardware), 
application of formal methods for both ensuring and control of the confidentiality 
and integrity of data are needed. A natural way to build such systems is compo-
nent approach, which assumes the use of ready and available hardware compo-
nents and software, in particular virtualization packages (hypervisors) available as 
open source like Xen. 

Developed within SWSA project software should allow for the simultaneous 
launch of several specific instances of operating systems on one PC (such as 
a workstation or server) designed to process data of different classification levels 
(e.g., public and proprietary), or to process the data in different systems, for which 
there is need for separation of data.  

The key element of SWSA is Virtual Machines Monitor (VMM), which is re-
sponsible for control of running virtual machines in accordance with defined MLS 
security policy and their switching to ensure the separation of resources. It  
was assumed that the proposed VMM software should make it possible to simul-
taneously launch several (of many possible) instances of special versions of  
operating systems on a single computer with the provision of: access control,  
separation of resources, cryptographic protection, and strict control of data flow. 

In the SWSA environment one can distinguish three types of actors: the system 
administrator, the security officer and user. The security officer with the adminis-
trator and others are developing special security requirements of the system (the 
MLS security policy), and safe operation procedures.  

4.2 SWSA Security Policy Verification – An Example 

Example 1. The security policy specification for SWSA. ܵݏݐ݆ܾܿ݁ݑ ሺܷݏݎ݁ݏሻ = ሼܥܦ, ,ܱܵܥ ,ܦܱ ,ܥܦ ሽ, whereܥܧܵ ,ܱܵܥ ,ܦܱ  denotes the ܥܧܵ
SWSA users, accordingly, Deputy Chief, Commanding System Officer, Operation 
Director and Secretary. ܱܾ݆݁ܿݏݐ ሺܸ݅ݏ݄݁݊݅ܿܽ݉ ݈ܽݑݐݎሻ = ሼܸ1ܫܯ, ,2ܫܯܸ ,݅ܫܯܸ 3ሽ whereܫܯܸ ݅ א ሼ1. .3ሽ 
denotes images of virtual machines ܸ݅ܯ. 

Let the set of numbers ݐܽܥ݂݊ܫ = ሼ1. .6ሽ represent set of information category 
as follows 1- Infrastructure, 2 – Strategy and Defense, 3 – Personnel, 4 – Interna-
tional Security, 5 – Commanding Systems, 6 – New Weapons. 

In the system SWSA the ordered set C of clauses is used (from the lowest to 
highest): ܥ = ሼܷ݈݂݊ܿܽ݀݁݅݅ݏݏ ሺܷ݈݊ܿሻ, ,ሻݏሺܴ݁݀݁ݐܿ݅ݎݐݏܴ݁ ,ሺܵ݁ܿሻ ݐ݁ݎܿ݁ܵ,ሻ݂݊݋ܥሺ݈ܽ݅ݐ݂݊݁݀݅݊݋ܥ  .ሺܶܵ݁ܿሻሽݐ݁ݎܿ݁ܵ ݌݋ܶ
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The MLS security policy claims security level ܵܮሺݏሻ = ሺܿ,  ሻ assigned to݂ܿ݊ܫ
each of subject ݏ א ሻ݋ሺܥܵ and security context ݏݐ݆ܾܿ݁ݑܵ = ሺܿᇱ,  ᇱሻ assigned݂ܿ݊ܫ
to each of object ݋ א ,ܿ where ,ݏݐ݆ܾܱܿ݁ ܿᇱ א ,݂ܿ݊ܫ and ܥ ᇱ݂ܿ݊ܫ ك ሻܥܦሺܮܵ .ݐܽܥ݂݊ܫ = ሺܵ݁ܿ, ሼ1. .6ሽሻ, ܵܮሺܱܦሻ = ሺܵ݁ܿ, ሼ3,4,5,6ሽሻ, ܵܮሺܱܵܥሻ = ሺܵ݁ܿ, ሼ2,5, 6ሽሻ, ܵܮሺܵܥܧሻ = ሺ݂݊݋ܥ, ሼ3,4,5,6ሽሻ, ܵܥሺܸ1ܫܯሻ = ሺܵ݁ܿ, ሼ1,2,4ሽሻ,  ܵܥሺܸ2ܫܯሻ =ሺ݂݊݋ܥ, ሼ3,4ሽሻ, ܵܥሺܸ3ܫܯሻ = ሺܵ݁ܿ, ሼ5,6ሽሻ. 

Assume that one of the actions from the set ݏ݊݋݅ݐܿܣ = ሼܴ݊ݑ,  ሽ may beݕ݂݅݀݋ܯ
requested by user, which may concern the selected virtual machine and users have 
assigned permissions to virtual machines from the set ܲ݁ݏ݊݋݅ݏݏ݅݉ݎ =ሼܴ݁ܽ݀ ሺܴሻ, ,ሻܣሺܴ ݎݐݐܣ ܴ݀ܽ݁ ,ݑሺ݊ݑܴ ሺܹሻሽ. Let ݁ݐ݅ݎܹ  Thus the following .ݒ on a virtual machine  ݊ݑܴ is allowed to take the action ݑ ሻ be a predicate that userݒ
rules are holding ܴ݊ݑሺݑ, ሻݒ ֜ ,ݑሺ݉ݎ݁ܲ ሻݒ − ሼܴ, ሽܣܴ ≠ ,ݑሺݕ݂݅݀݋ܯ ,׎ ሻݒ ,ݑሺ݉ݎ݁ܲ֜ ሻݒ − ሼܴ, ,ܣܴ ܹሽ ≠ ,ݑሺ݉ݎ݁ܲ where ,׎  ሻ is the subset of permissionsݒ
assigned the user ݑ to the virtual machine ݒ. 

Assuming that all users have granted permissions ܴ,  we easily verify MLS security policy given in the example  ݏ݄݁݊݅ܿܽܯ ݈ܽݑݐݎܸ݅ to all ܣܴ
e.g. we prove that  ܴ݊ݑሺܥܦ, 1ሻܫܯܸ = ,ܦሺܱ݊ݑܴ ,݁ݑݎݐ 2ሻܫܯܸ =  .etc ݁ݏ݈݂ܽ
 

 

Fig. 4 Case study – implementation of  the decision of  Example 1 in special tool for verifi-
cation MlsModel 
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The presented model of M0 level (Fig. 4) is an instance of decision of security 
officer in the security policy matter, described in the Example 1.  

The constructed policy is analyzed up to date (in the process of its construction, 
i.e., each insertion of a new item is preceded by the checks of constraints) and 
subjected to a live and batch verification, enabling the correction of committed 
errors resulting from non-compliance of the pre-defined rules (defined by meta-
model and model levels).  

4.3 Analysis of an Example Scenario 

The process of running of the virtual machine (Fig. 5) on the base of the virtual 
machine image ݉ݒ ௝݅, ݆߳ሼ1,2, ..., K} with defined security context ܿݏሺ݅݉ݒ௝ሻ, by the 

subject (user) ݑ௜ with defined security level ݈ݏ௜  we will describe as ݑ௜ ோ௎ேሱۛ ሮ  .௝݅݉ݒ
The process running of the virtual machine (subject) will be generated on the basis 
of the image ݒ ௝݉ೖ, and its current security level ሺ݈ܿݏሻ for a subject ݒ ௝݉ೖ will be 

defined as a pair ݁ݏݑ݈ܽܿۃ, ݈ݏܿ  :from the following dependency (ۄݐܽܥ݂݊݅  ݊݅݉ۃ =׷ ൬݁ݏݑ݈ܽܥ൫݈ݏሺݑ௜ሻ൯, ݁ݏݑ݈ܽܥ ቀܿݏ൫݉ݒ ௝݅൯ቁ൰ , ௜ሻ൯ݑሺ݈ݏ൫ݐܽܥ݂݊ܫ ݉ݒሺܿݏ൫ݐܽܥ݂݊ܫ ת ௝݅ሻ൯ۄ,  
where ݐܽܥ݂݊ܫሺ݁ሻ is the set of information categories of the element  ݁ א ܷ  .ܫܯܸ׫

 

Fig. 5 The business model of a process of virtual machine running in the SWSA system  

For verification of the models behavior we propose the use of the simulation 
mechanisms of UML models with the semantics action language as an extension. 
This is particularly important because the OCL language does not allow us to  
express constrains based on the states of models (there can be no changes in the 
characteristics of class instances (objects)). The diagram presented in Fig. 6 is an 
example of diagram of the course of the model states simulation session of the one 
instance of virtual machine running in the SWSA environment. 
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Fig. 6  The states verification of the process of running virtual machines by the model  
simulation 

The MLS security-design model simulation facilitates an understanding of the 
dynamic aspects of the system and allows us to detect design errors early without 
necessity of real products and real environment building. The simulation model 
building involves constructing of the security models in the UML language, their 
computer implementation in the simulation environment (with UML, ALF(UAL) 
and OCL) and developing plan for an experiment; 

The environment used in the work (IBM Rational Software Architect 8.5 with 
Simulation Toolkit [16]) enables you to collect the simulation results in the fol-
lowing forms: history of messages sent between objects, traces of messages pass-
ing control flow, history of console records. It should be noted that capabilities of 
this environment may be extended with the use of UAL language.   

In the paper we present only two selected examples concerning simulation 
of the security mechanisms behavior (due to limited volume of the paper), which 
incorporates business model of a process of virtual machine running in the SWSA 
system (Fig. 5) and the diagram of the course of the model states simulation ses-
sion of the one virtual machine instance running in the SWSA environment 
(Fig. 6).  

By simulation, these hypotheses are verified, which could not be verified by 
constraints, which depends on the system state. They may involve, for example, 
the dynamics of the system states changes and system properties (Fig. 6), which 
could be traced in the process of simulation. For the present case study, is to test a 
breach security rules in the process of starting the next virtual machine (Fig. 5 and 
Fig. 6), or the verification of the conditions of separation of hardware resources 
that are allocated to different security domains. 



An Approach to Automated Verification of Multi-Level Security System Models 387 

5 Summary 

One of the significant results obtained in this work is the MlsML profile, which 
was developed for the security policy verification in MLS type systems and incor-
porates discretionary and mandatory access control on the base of properties of  
the Bell-LaPadula and Biba models.  The use of the MlsML profile enables verifi-
cation of confidentiality and integrity of the designed MLS security policy and 
security-design models.  

For verification of the models behavior we proposed the use of the simulation 
mechanisms of UML models with the semantics action language as an extension.  

We examined the complete environment based on the IBM RSA tool for MLS 
security policy testing, which can be easily used by security officers. The ap-
proach proposed in the paper is also intended for software developers of MLS type 
systems, for the verification of the security-design models and algorithms imple-
mented in designed software. The usefulness of this approach was confirmed in 
the completed SWSA project [18]. 

There is a number of promising directions for future work. One of them is to 
extend our  the MlsML profile in such a way that it should enable verification of 
confidentiality and integrity of modeled MLS system together. 
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Abstract. Web applications built according to the MVC pattern are growing in 
popularity. At the same time web services: either SOAP or REST-based are also 
gaining momentum, but their adoption in web applications is usually limited to a 
smaller scope and with little management of their behaviour and state. The ap-
proach presented in this work does not enforce cloud-based solutions; however, it 
is highly advised to refer to web services as not only web interfaces to other 
monolithic web applications but try to perceive them as preferably independent, 
stateless software components, easily scalable and deployable in the cloud. This 
potentially could lead to dramatic reduction of the cost of software services with 
simultaneous increase of performance on-demand. The presented platform con-
fronts the discrepancies between MVC pattern and service adoption in web appli-
cations, and is a proposition that increases performance of both service-based 
applications as well as their design methods. It introduces mechanisms for increas-
ing the scope of service integration and also web application integration, at the 
same time making it manageable through specialized tools. 

1 Introduction 

Modern web applications are facing many new challenges. In the past they were 
static websites focused on information provision and distribution among various 
user groups. Nowadays advances in technology have caused a shift in both dy-
namic nature of the web content and means of its utilization. Now users have a 
plethora of electronic devices that allow them to access Internet at any time and 
from any location. Facing new possibilities, users often also decide to use web 
based productivity tools and entertainment applications instead of standard desk-
top applications. This especially has motivated them to work on a number of  
different devices all over the world without the need to install any additional soft-
ware. Not only the software comes closer to the user, wherever he is, but a typical 
user decides to share his resources and personal data with that software, showing 
great trust in a cloud – a concept still vaguely understood among general public. 
User expectations will increase with time and even now we can observe an  
increase in popularity of solutions that include interoperability between different 
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applications. In the end, all a user needs to access all the necessary tools and re-
sources is some kind of terminal with a web browser and it doesn't even have to be 
his device. 

In the face of this new requirements developers try to make their applications 
more interconnected by introducing various integration mechanisms. Some of 
them involve using Java Remote Method Invocation; however, this approach is 
technology-specific and enforces strong dependencies between web applications. 
A more modern approach involves the usage of services based on WS-* and 
REST standards, which are flexible and extensible, yet still involve direct connec-
tions that had to be planned ahead of the development process. Other approaches 
like Enterprise Integration Patterns and Service Oriented Architecture offer  
more flexibility using web services but, again, require a rigid compatibility with 
the integrating architecture, which in many cases can be achieved only if the  
applications were created by developers from same organization. 

Propositions of solutions to these problems can be found in many works across 
the recent decade, especially those regarding Web 2.0, Service Oriented Architec-
ture and the Semantic Web. Web 2.0 is being described as a platform spanning all 
connected devices, it enables continuous software updates and consuming and 
remixing data from various sources ([10]). On the basis of this approach research-
ers often find Service Oriented Architecture ([8]) and Semantic Web ([7]) as a 
way to realize this vision. One of early propositions included service mashups 
([6]) as a way to integrate, combine and utilize existing web resources and web 
APIs to deliver modern web applications to end-users. Other techniques focused 
more on the backend integration, proposing an integration platform for service 
management ([5]). An important extension to above solutions from a science 
standpoint is provided with service composition frameworks based on SOA archi-
tecture described in our earlier works ([9], [11], [12]), allowing for greater flex-
ibility with direct connections to composition services, which provide executable 
services dynamically. 

Alternatively, currently developed commercial products propose a different ap-
proach, which involves solutions that introduce themselves as Web Operating 
Systems (WebOS). The concept is not fully grounded and its loose interpretation 
leads both to application integration solutions as well as experiences similar to 
standard operating systems accessible via web. Most interpretations lean to the 
latter providing a remote-desktop-like experience with various web applications 
sharing resources similarly to the typical desktop operating system. The represent-
atives of these solutions that are worth mentioning are eyeOS ([1]), GideOS ([2]) 
and CloudOS ([3]). The main drawback of these solutions is the fact that they are 
written as heavy client side script applications or are developed as web browser 
plug-ins. Also, applications working on such systems often have to be dedicated 
solutions, so they cannot exist separately on the web. Producers aim to transfer 
standard desktop operating system experience to the web. However, it is important 
to keep in mind that majority of people use web applications instead of desktop  
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applications, because they prefer the web patterns of usability to standard desktop 
usability patterns. 

Gravitating towards more web-applications-centric solutions the Chrome Web 
Browser presents a different approach and tries to introduce the Web Browser as 
an ''Operating System'', which can be personalized by the user and in which he can 
install his applications bought in the Chrome Web Store. This solution allows 
users to share their Google identity through installed applications and view all 
installed applications on a dashboard displayed by the Chrome Web Browser. 
Also, the Chrome Web Browser introduces the ''intent'' ([4]) mechanism that  
allows application interoperability through the web. However, the main disadvan-
tage of this solution is the fact that it is only browser specific. Related to this ap-
proach is the Google Drive web application and resource sharing mechanisms it 
provides to various applications. This approach is browser-independent and prom-
ises interesting results but it is also a closed solution focused on application  
integration via resources and not services. 

The last representatives of software that has promised to deliver some of the 
desired functionality are integration platforms like Dell’s Boomi ([13]), Snaplogic 
([14]), Jitterbit ([15]) or CloudHub ([16]). All of them allow for defining the data 
flow with a workflow and for this purpose use specialized graphical user interfac-
es. All focus on delivering many already implemented mediators/plugins/snaps for 
integrations with services like twitter, dropbox or even from the enterprise  
surrounding: SAP or Oracle E-Business Suite. Most offer parameter mapping 
capabilities and web service execution. They reach to satisfy a plethora of web 
standards: ftp, ldap, jms, smb, smtp, SOAP etc. They usually provide workflow 
execution software and often integration servers that host the execution engines 
and parameters mapping services but the main applications – especially the 
workflow/integration designer – are usually desktop applications. Though those 
solutions are advertised as integration platforms they focus on integration of data 
provided by various applications and do not integrate the web applications them-
selves (so that they would share functionality – not only data). They provide con-
nectors allowing for importing data from a variety of different databases, files, 
web services (both SOAP and REST-based) and APIs from selected web applica-
tions (mostly social networks or analytics software). Some solutions provide wid-
gets that provide graphical interface to incorporate human activities into the 
workflow. 

This overview shows that currently there is no solution that would provide de-
velopers with a lightweight cross-browser server-side middleware that provides 
web application inter-operability and considers user resources and roles manage-
ment among distributed web applications. This situation motivates us to propose a 
platform that aims at introducing the said functionality. Its main goal is to simplify 
both integrated applications design experience and maximize their performance 
when in use. 
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2 Platform Architecture 

The main influence for the Integration Platform architecture comes from the MVC 
software architecture pattern. This pattern, typical for many current web applica-
tions and application frameworks like .NET MVC 4.0, Ruby on Rails or Django, 
introduced a concept of separating the web application into 3 layers: Model, View 
and Controller. Each layer specializes in appropriate tasks: the Model is responsi-
ble for managing data for the application, the Controller for data processing and 
preparing them to be viewed and the View visualizes the data from the Controller 
building HTML structures dynamically. Other specialized standards have been 
gaining popularity with time, especially extending how the View is built: CSS 
style sheet language used for describing the presentation semantics of a document 
written in mark-up language and JavaScript language for dynamic View/DOM 
manipulation on the browser side. 

Focusing on the MVC, we can observe that this layered approach did not ne-
cessary force the distribution of the application. In many aspects distribution of 
functionality has rather naturally come from integrating pieces of extra functional-
ity provided by the web services – both in SOAP-based Web Service standard and 
even to greater extent using REST approach. 

 

Fig. 1 Integration Platform extending the MVC software architecture pattern 

The architecture proposed with the presented Integration Platform (Fig. 1) is 
based on two notions: that the MVC design pattern is vastly popular among web 
application programmers and, secondly, more and more web applications extend 
their functionality via web services. The former does not limit the application of 
Integration Platform to MVC-based web applications; however, its adoption rate 
would be significantly greater in those cases. The latter, when gathering more data 
on the subject, led us to an observation that adoption of web services in web appli-
cations is usually performed with no real design pattern in mind, leading in most 
cases to creating disorder in the framework of the MVC application itself. What is 
more, when utilizing web services, web application designers have no real control  
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over how they behave or how to monitor them. Granted, all those matters could be 
solved via self-written patch code but the same could be told about MVC-based 
applications and yet the strict pattern-based approach, enforced by the frame-
works, allows for greater organization of code and functionality. 

The Integration Platform manages web services and is prepared to organize 
them in thematic domains to be utilized by various web applications. Most of 
those services are in the Platform Controller, which is a well-organized abstraction 
(more on its details in Fig. 2), a collection of web service interfaces. Those could 
be any web services, also provided by other web applications but it is encouraged 
to implement them as stateless autonomous components, providing functionality 
via SOAP protocol. This way allows for more control and flexibility. The state  
for those services could be provided by the Platform Model, which is a collection 
of data providing services (standards use is encouraged, e.g. WS-Resource).  
Web applications could still use their Models for handling crucial data to be  
delivered quickly to their Controllers; however, if sharing data among distributed 
applications is the key requirement then web application Model could be omitted 
entirely. 

 

Fig. 2 Integration Platform overview 

Figure 2 describes in more detail what are Platform Model, Platform Controller 
and Platform View abstractions. The Integration Platform delivers functionality 
mainly through web services that are distributed among preferably stateless Plat-
form Controller Services and, to smaller extent, by the Platform Model data deli-
very services. The Platform Controller is in fact a set of services provided both by 
the Integration Platform users (mostly web applications authors) and the platform 
itself via specialized core components. Finally, the Platform View is a collection 
of web applications that provide Graphical User Interfaces for configuration and 
monitoring of the Integration Platform; those are not intended to be directly  
integrated with any of the external web applications. 
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3 Platform Core Components 

As the Integration Platform main goal is to manage web services and provide 
functionality through web services many of its core components focus on those 
tasks and at the same time provide their functionality via web services. 

Core components in general allow for composition of web services into  
complex processing workflows, registering those new composite services in the 
execution engine and managing their execution, relieving users of necessity to 
implement complex interaction among services and focusing on invoking a single 
service at a time. All those components operate on domain services provided by 
the user or services created inside the platform with service composition tools. 

Platform View provides user interfaces for all core components, because  
most of them are server-side applications with only web service interfaces. The 
core components should be accessed directly via web services, thus increasing 
performance. 

In the Platform a specific core component provided with a web based graphic 
user interface constitutes a distributed web application we call a tool. The basic 
tools created this way are: 

• Ontology management tool – one of the key features of the platform involves 
following the semantic web principles to enable automated inter-application 
communication. The ontology management tool provides the support for ontol-
ogy management, visualization and ontology grounding into concrete data 
types and resource types (described with XML Schema).    

• Service composition and management tool – this tool provides a graphic inter-
face for composite service definition as well as various automated service com-
position methods implemented as web services. The interface also enables  
users to define semantically annotated requirements for composite web services 
that can be composed by service composition engine embedded in the tool. Ad-
ditionally, the tool enables developers to manage web services that are or can 
be used by web applications developed with the usage of the platform. This is 
quite a complex tool that integrates functionality of multiple components, e.g.: 
ontology manager, deployment services of the execution engine and even a set 
of composition services, which in this case could be treated as service-based 
toolbox. 

• Composite service execution engine – this tool enables developers to execute 
their composite services created with service composition and management 
tool. This tool also allows developers to deploy their composite services to the 
execution engine. The deployment process creates a web service interface 
compliant with the WS-* standard which encapsulates composite web service 
and allows the developer to invoke it like a standard Web Service. 

• Service monitor tool – this tool allows developers to keep track of all their  
services registered on the platform. The tool provides functionality that  
supports real time service monitoring, monitoring statistic gathering and statis-
tic visualization. A unique feature of this tool is that it can monitor any service 
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externally, from the client perspective; this is performed via definition of spe-
cialized tests periodically and invoking the service. Not all services should  
be tested in this manner, especially tests on state-storing services could be  
performed only if they offer reverse operations and then they tests should be 
performed in collections with the use of transactions. 

• Identity provider – this tool provides user identity to registered applications. It 
is based on OpenID and allows users to share one identity among various ap-
plications. With this solution a single sign-on feature can be offered to all ap-
plications developed with integration in mind. Implementing services from the 
identity provider in web applications enables the platform to support distributed 
resource access and roles management.  

• Web application inter-operability manager – this tool provides a web interface, 
which allows for web application installation on the platform, offering roles 
and privileges management for both users and web applications accessing other 
applications services. It also provides a web API for web application interope-
rability management that enables resource management and resource retrieval 
by web applications, user privileges retrieval and direct download of java script 
components that can be embedded in applications to provide generic interface 
for switching between web applications deployed on the platform (system bar) 
and their interoperability (intent menu). 

The last two tools show how the Integration Platform can offer services, which 
implementation broadens the initial concept of integration only via shared service-
providing middleware external to all web applications, but allows to transparently 
share users, resources and services more horizontally – from other integrated web 
applications. This aspect of the platform builds upon its basic components data 
semantic description and integration, and provision of functionality via services. 
An example of such functionality use will be shown in the next section. 

3.1 Platform Services 

As it was stated before most platform tools that have been developed for the plat-
form are of expandable nature and much of their functionality is provided by spe-
cialized replaceable services: 

• ontology management tool uses specialized services for data format transfor-
mation and for reasoning purposes, 

• for the service composition and management tool those are composition servic-
es that perform automated service composition with semantic-based service 
discovery and QoS-based service selection using optimization methods; the 
tool is equipped with set of several composition services, which can be easily 
expanded by registering new composition services, 

• the composite service execution engine has a modular build, and the execution 
service component is in reality a specialized service for the interface compo-
nent; this service can be replaced with different execution engine providing  
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different qualities; one of the engines that has been developed for the platform 
uses external web services to extend its functionality; those services provide 
ad-hoc interpretation capabilities e.g. dynamic alternative service selection 
when the current service is not responding, 

• service monitor tool uses services to automatically built and deploy service 
tests in remote servers, 

• each tool that needs to visualize a composite service uses a graphical user  
interface provided as a service. 

4 A Basic Example of Platform Use in an Integration 
Scenario 

Let us assume a scenario that hospitals are using a web application for patients’ 
information management and this software have been integrated with a proposed 
platform. An ontology for the hospital domain has been defined in the platform 
and systems resources, this includes patients have been described with this ontolo-
gy – namely patients are a type of patient resource. If one day a government ap-
proved company had introduced a web application or a web service that checks for 
patients’ insurance validity then this service provided could be easily integrated 
with the hospital software. First, the application would have to register its capa-
bility i.e. a web service and a type of resource (here: a patient) that it operates on. 
Then, it would start working. The hospital application would not have to be fur-
ther developed because the new functionality would be broadcasted to every web 
application that works on the referred resource type and each resource would gain 
a new operation from another web application. 

The most important aspect is that those features are declaration based and can 
be managed by the software, ontology or integration architect and do not have to 
implemented or designed into each application before a new service appears. 

The Integration Platform also allows for applications not only to share services 
but also resources (two virtual hospitals can have a common patient base), ac-
counts (patient can use the same identity, login etc. in many different web applica-
tions) or even create and use new composite services combined from services 
from various providers (and easily added to their web applications without  
implementation). 

5 Note on Platform Implementation 

The platform components have been developed in various technologies and inte-
grated via web services:  

• the Platform Model services deliver data from various databases – mostly rela-
tional and XML-based,  

• the Service Composition and Management tool has been implemented using the 
Ruby on Rails framework and composition services were developed in Ruby 
and Java languages, 
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• current execution engine implementation uses Java and JAXB technology for 
interfaces management, 

• the ontology manager tool, monitoring tool and many other platform compo-
nents were developed using C# ASP MVC 4, 

• the Integration Platform has been developed in C# ASP MVC 4 and uses most-
ly JavaScript for extending integrated applications capabilities; integrated  
applications implement the JavaScript-based graphical elements and communi-
cate with the platform via AJAX and web services; external resources are deli-
vered to web applications using REST approach. 

6 Conclusions and Future Work 

This work introduces a novel approach to web application integration, extending 
the MVC model of a web application to a platform integrating multiple such  
applications via web services. A brief overview of similar, complementary and 
competing approaches has been presented. In the next sections the platform  
architecture and its core components have been described in detail and their func-
tionality briefly discussed in order to show how the platform supports web appli-
cation development. Then, an implementation scenario was described to better 
understand how the platform was designed to be used. 

To our best knowledge it is the first platform for delivering functionality via 
web service with such focus on web applications and OS-like mechanisms sup-
porting them. The OS capabilities of the platform have been described with less 
detail as they are out of scope of the work; however, it is our goal to continue 
research also in this area. In future works more platform components will focus on 
better resource management and provisioning to web applications with anonymity 
and security guaranteed in those operations. It is planned that web applications 
will have no knowledge about other web applications and only about the resources 
with platform managing the authorization aspect. Also, in current development, 
the platform supports greater, yet still anonymous, integration among web applica-
tions via "horizontal" web services, which some applications provide to other 
applications. 
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Abstract. Constant delivery of data and information through streaming methods is 
growing in popularity. Streaming is widely used for video and sensor data  
delivery, usually directly to the client. In this work we propose architecture of the 
platform for composition of several distributed streaming intermediaries, able to 
process the data stream on-line. Features of the platform consist of ability to create 
a composite stream on demand as well as update, delete or read its current state. 
Works on the platform are an on-going research effort and current work, presented 
in this work, focuses on separation of platform functionality into distributed soft-
ware components for performance optimization. This distribution allows for opti-
mizing each component's behaviour regarding its usage characteristics. As an 
effect the platform's streaming service management functionality is offered as a 
stateless service. 

1 Introduction 

With the rapid evolution of the Internet, which has taken place in the last decade, 
many ideas appeared and changed the way we create web applications. Even the 
concept of web application itself has replaced a simple and static web-accessible 
HTML document. Readers have evolved into contributors and web pages became 
web applications but another greatly influential idea came with the Service Ori-
ented Architecture paradigm and brought a concept of services, already widely 
known in business, to computer sciences. The notion of remote object access pre-
cedes the current century but the increase in Internet adoption and quality forced 
web services into public awareness. Then came standards, like XML-RPC, fol-
lowed by WS-* for SOAP-based web services and WSDL for their description. 
Web applications ceased to be monoliths and more and more services started to 
extend their functionality. 

The Web Service standard is based on request and result behaviour, often re-
questing some operation to be executed. After that the service is expected to stop 
working, waiting for the next request. This seems natural; however, some use 
cases require a different kind of behaviour. New user needs for continuous access 
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to ever-changing data, like video feeds or sensor data, require a different kind of 
service and put even more strain on the Internet transporting capabilities. 

Streaming services can deliver audio/video surveillance, stock price tracing, 
sensor data ([7]) etc. With technology development both the size as well as the 
number of concurrent data streams has increased. On top of this we add middle-
ware for on-line data stream processing ([1], [10]), changing video format or col-
our, calculating whether a patient had a heart attack (based on on-line heart rate 
monitoring) and more. 

Distributed stream processing is becoming more popular, especially in domains 
like eHealth, rehabilitation and recreation fields where distributed measurement 
data acquisition and processing are indispensable ([11]). In case of such applica-
tions the processing time is crucial. Solution presented in [6] discusses the concept 
of distribution of processing services in a peer-to-peer computer networks in order 
to meet such requirements and, additionally, increase system availability and pro-
vide appropriate mechanisms for emergency handling. Also, data stream process-
ing finds its use in computational science or meteorological applications, where 
there are multiple data sources and multiple recipients interested in the processed 
data stream ([8]). 

From the architectural standpoint multiplication and distribution of data stream 
processing services in fact does not change much the already complex problem of 
data stream routing. Both data sources as well as endpoints could potentially be 
distributed and, assuming that processing services could be more atomic and com-
posable ([12]), such approach brings more flexibility. Considering the geographi-
cal distribution of data sources and endpoints, distribution of data processing 
could be an optimal solution in many cases, especially if it had minimized the size 
of data being transferred over large distances at certain steps of the composed 
service. Individual data streams could be routed to subsequent processing services, 
where appropriate calculations would take place without braking the flow of the 
stream ([2], [9]). This approach allows for increasing performance, especially 
when streams should be processed in real-time ([1]) and each atomic service could 
be optimized for a specific processing task. 

For this purpose we propose a platform called the ComSS Platform (abbrevia-
tion for COMposition of Streaming Services) that addresses the requirements 
mentioned above and offers management functionalities that allow for creating, 
reading the state, updating and stopping compositions of any data stream process-
ing services, provided that they are compatible (that is each two services commu-
nicating have to be able to communicate via a common protocol). 

2 Platform Description 

2.1 Platform Goals 

The main goal of the platform is to manage data stream processing composite ser-
vices (also called composite streaming services). Composite service is a collection 
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of several stream-processing services that typically operate on a single data stream. 
Each service transforms data (ranging from simple data manipulation – like deter-
mining average – to complex anomaly detection algorithms and more) and transfers 
it to the next service in a composition. For example a colour video stream can be 
transferred to a service that transforms it to a black and white video and then to a 
service that detects objects in a video (which could be more efficient with black 
and white video). 

This simple example is based on two services in a series structure but compos-
ite services can be more complex: they can process multiple data streams and be 
described by complex workflows and not only series structures. Also, although 
composite service can merge two streams into a single data stream, this is not their 
sole purpose and composite streaming service (or composite data stream process-
ing service) should not be confused with stream composition. 

Provided the designer of streaming services would like to utilize the platform 
automated management capabilities, he can delegate all the tasks of assembling, 
disassembling or monitoring of such services to the platform, simply by using its 
basic web interface. 

 

Fig. 1 Overview of the Data Stream Processing Service Framework 

In more detail, the ComSS Platform capabilities are mostly based on CRUD-
based web interface, allowing for a specific composite service (treated as a re-
source) management; those are: 

• creating a new composite streaming service based on a user request, containing 
a set of atomic services to be integrated, 

• reading data about the current state of the composite streaming service execu-
tion, 

• updating the composite streaming service, given new parameters for communi-
cation or replacing some of its atomic services, 

• stopping and deleting the composite streaming service (not the atomic services 
themselves but their configuration and instances created for this composition). 
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Additionally, the platform is provided with internal components responsible for 
events distribution among its components and services, resources registration (es-
pecially atomic and composite streaming services) and communication with and 
among atomic streaming services during composite service control sequences 
(creation, reading, update, deleting). 

2.2 Platform Overview 

The ComSS Platform consists of several autonomous software components but 
also requires atomic streaming services (external to the platform, provided by the 
client) to implement specific communication libraries for control purposes. To 
facilitate implementation, those libraries are provided with a programming frame-
work, which will be described in the next section. 

In Fig. 1 separate boxes represent platform components: GUI, composite ser-
vice management (e.g. service composition), communication with data stream 
services (negotiation supervisor), Event Bus and Service Registry and – outside of 
the platform – data stream processing services. We wanted to highlight particular 
service interfaces (line with a circle) and service calling capabilities (lines with 
unfinished circle) in some of those components when they are crucial to the life-
cycle of the composite streaming service. Straight lines show that some compo-
nents are interconnected but details about what are those internal connections and 
interfaces are out of scope of this work. 

Components that are part of the platform are autonomous and communicate via 
before mentioned web services with SOAP protocol. Notice that the SOAP proto-
col is used only for control aspect of the platform, e.g., for communication proto-
col negotiation or starting and stopping of a composite streaming service. The 
streaming service itself is transferring data continuously through a data stream and 
uses a proprietary protocol that has been negotiated beforehand. In Fig. 1 only two 
streaming services are shown as an example of a simple composite service and the 
data stream is considered to come from an external source – not visible for the 
platform itself. 

The platform itself delivers to its clients a simple web interface to create, read, 
update and delete a composite streaming service. Rest of the interfaces were  
designed for internal use; however, Service Registry and Event Bus could be  
provided from outside of the platform, allowing for sharing of resources and thus 
having their own external web interfaces. 

The main assumption for the ComSS Platform was to focus on performing op-
erations, which were fully defined using the CRUD-based web interface, exactly 
when they were needed and shutting down when they were completed. Such state-
less behaviour has been introduced to minimize the chance of error during runtime 
and to shift the responsibility for service performance to the streaming services 
themselves. Following this concept was the decision to register composite services 
only for identification and logging purposes, so that the ComSS Platform could 
support the composite service only when requested, for instance the platform  
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reacts to errors reported by the streaming service. For that purpose the Event Bus, 
(the always-up component) is listening for events coming from atomic streaming 
services informing about errors or exceptions needed be handled, both their own 
or based on the unexpected behaviour of other services in the composition. 

The basic scenario for the ComSS Platform is to create a new composite 
streaming service given a graph of atomic streaming services. It is assumed  
that those services have been implemented using the provided framework or im-
plement necessary libraries (fig 1.1) and are registered in the service registry  
(Fig. 1.2). This step is not necessary but is useful for logging and identification 
purposes or when dynamically searching for service candidates if user request was 
not precise enough or requested services are not responding. For user create re-
quest (fig 1.3) the ComSS Platform searches for appropriate atomic streaming 
services and requests their participation in the composite service (Fig. 1.4). Using 
SOAP protocol the Platform informs each of the atomic streaming services about 
their immediate neighbours in the composition (e.g. next in a sequence), with 
which they will have to negotiate the communication protocol.  

Streaming services start negotiating (Fig. 1.5) and create new service instances 
to handle the new composite service request. Each physical service is actually a 
server that can handle multiple requests and multiple streams – one atomic service 
can be a part of various composite services. To avoid confusion in the implemen-
tation, parts of the service that handle different streams are separated from each 
other by creating instances. Physically it is still one service, but for the purpose of 
identification in the system, each service instance can be treated as a separate ser-
vice with different id, address and port etc. but with the same functionality and 
quality. Using the concept of service instances we can assure that each service 
(instance) is used only in one composite service and data streams are always cor-
rectly separated and transferred among services in a single composite service. 

Finally, the ComSS Platform finishes its work and the streaming to the  
composite streaming service can start. 

3 Streaming Service Framework 

Part of the effort to make the streaming service composable lies with the service 
designer himself. He has to follow conventions for the streaming service design 
and implement necessary libraries for control, negotiation and communication. 
Using the framework provided with the ComSS Platform allows him to focus on 
implementation of the data stream processing algorithms alone (Fig. 2). 

It should be noted that – in contrast to Web Services using the SOAP protocol – 
streaming services are not limited to a single protocol. The proposed framework 
allows for the use of any protocols for communication; however, it uses web ser-
vices for control over the atomic streaming services. With web services the 
ComSS Platform conveys requests for creating new instances, reading their status 
or updating their parameters and, finally, deleting the appropriate instance. 



404 P. Stelmach et al. 

 

Fig. 2 Overview of the Data Stream Processing Service Framework 

The atomic streaming services also can send SOAP messages, mostly error or 
exception messages for the Event Bus to handle, but the designer can also imple-
ment other behaviours for scenario specific purpose – like email sending request 
etc. Some capabilities could be implemented in each streaming service, but they 
could be outsourced and shared via a web service, preferably using the Event Bus 
to execute specialized web services when necessary (which could implement vari-
ous scenarios, like stopping or recomposing the composite streaming service). 

In general, streaming services perform two types of communication. 
SOAP-based communication, which is used for: 

• sending a negotiation request (streaming service is delivered a list of neighbour 
services in a composite service with which it will start a communication proto-
col negotiation process), 

• creating a new service instance (this is not to be confused with starting the data 
stream, because after creation each service is ready to receive, process and 
transfer the data stream and actually awaits for the stream to be transferred 
from external sources), 

• control over the service when it is running (transferring and processing data 
stream) – reading its state, stopping it (deleting a service instance), 

• standard error messages (events) propagation when services express unwanted 
behaviour, 

• personalized messages (events) propagation, when service designer deliberately 
implemented such behaviour (sometimes sending a message via a Web Service 
is more natural then sending it via stream – e.g. when an anomaly is discovered 
then alert is a single event that should be directed to a specific recipient that can 
react to it, and not transferred with the stream). 

Transferring the data stream: 

• there are many different data stream formats and communication protocols and 
each service can support a selection of those solutions, 

• it is the negotiation phase task to determine which protocol, format, port etc., 
will be used for the data stream transfer, 
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• the data stream is transferred independently of the control messages transfer 
(via Web Services) – usually the exchange of control messages takes place be-
fore the data is streamed or can end the stream transfer (requesting its deleting); 
during the data stream the Platform should be offline and only respond to errors 
or special events handled via the Event Bus. 

In the basic scenario of creating a new composite streaming service, a request for 
a new service instance is sent to the streaming service via the web service inter-
face (Fig. 2) in the negotiation phase. The framework communicates with 
neighbour streaming services, indicated by the ComSS Platform as next or previ-
ous in the composition. If the service confirms that it knows the requested proto-
col, gives an address and opens a port for communication, then a new atomic 
streaming service instance can be generated. 

Then, when all services are ready to communicate, first messages are sent to the 
streaming interface of the streaming service. The role of the streaming module is 
to receive the data stream and prepare it for processing, which is de facto the func-
tion-providing part of the service. Next, data is prepared to be sent to the appropri-
ate address and port of the next atomic streaming service in the composition. 

4 Relation to Previous Works 

Work presented in this work is part of an on-going research on a Universal Com-
munication Platform ([3], [4], [5]). As a result of that research streaming services 
composition mechanisms were proposed in a prototype form. Our goal is to out-
source those tasks to a specialized platform and extend its scope to end-to-end 
composite streaming service management. Compared to the earlier, prototype 
version a greater focus was put on performance of the service management layer 
as well as the performance and method of creating instances of data stream  
processing services. A complete separation of the service composition and usage – 
making them time and physically independent (by loose coupling of interfaces) – 
increased the flexibility and scalability of the system. The new version of the  
platform is stateless and mostly active only on demand, which results in better  
resource management. However, in effect the composite streaming service is not 
directly monitored during execution. With the ComSS Platform libraries imple-
mented in streaming services, each service can report on its own state as well as 
on the state of neighbour services, especially if they behave contrary to the expec-
tations, but the platform does not actively request those reports and if some  
services stop working it is up to their neighbours to report this behaviour. 

Another major improvement lies in using external services in various manage-
ment scenarios, mainly during emergency and unpredicted situations. Web ser-
vices are used for recomposition or replanning purposes but it is planned to further 
develop this mechanism to use automatically composed reactions to emergency 
scenarios, based on user preferences, system policies and current situation. 
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5 Example of Platform Use 

Consider a simplified example that some developer has built a streaming service 
that detects specific objects or people in a video stream. He has noticed that the 
algorithm performs better when it is provided with a black and white video. He 
could further develop his service so that it would change the video signal to black 
and white but two things stop him from doing that: one the service would be too 
specialized that he would want it to be, because perhaps someday he would want 
to analyse video in colour and, more importantly, he has found another service 
that already does what he needs. What he has to do is to somehow connect those 
services. But he cannot access the other services’ code to statically implement his 
service address or communication protocol and in fact he should not do this. 

Using the ComSS Platform he only has to point which services should be com-
bined in a composite service and used in his specific scenario. The protocol nego-
tiation, starting and stopping of those services will be handled by the platform 
with no need for additional code implementation. Also, with no direct addressing 
(and creating instances) those services can services multiple purposes and after 
this purpose is fulfilled no legacy code (statically connecting one service to  
another) remains. 

The above example is simplified and intentionally omits matters concerning 
data transport through the network (which in case of video will introduce delay). 
In fact, with this platform and our on-going work on service composition and op-
timization such services could be discovered and composed dynamically and after 
automated consideration of various scenarios non-functional properties (service 
and transport costs, delay, etc.) an optimal solution can be selected and provided 
as a single service (treated as a black box). 

6 Conclusions 

This work presents a platform for distributed data stream processing services 
management. All its software components have been discussed from an architec-
tural perspective, describing how the platform realizes its basic goals, which  
are lightweight and stateless composite services creation, monitoring, update  
and deletion. The framework for atomic streaming services enables service  
communication protocol negotiation and error reporting to the platform via the 
Event Bus. 
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Abstract. Software-as-a-Service (SaaS) is a software distribution paradigm in 
cloud computing and represents the highest, software layer in the cloud stack. 
Since most cloud services providers charge for the resource use it is important to 
create resource efficient applications. One of the ways to achieve that is  
multi-tenant architecture of SaaS applications. It allows the application for effi-
cient self-managing of the resources. In this paper the influence of tenant-based 
resource allocation model on cost-effectiveness of SaaS systems is investigated. 
The tenant-based resource allocation model is one of the methods to tackle  
under-optimal resource utilization. When compared to traditional resource scaling 
it can reduce the costs of running SaaS systems in cloud environments. The more 
tenant-oriented the SaaS systems are the more benefits that model can provide. 

1 Introduction 

One of recent solutions for over- and underutilization problems may be a tenant-
based resource allocation model (TBRAM) for SaaS applications. That solution 
was introduced and tested with regard to CPU and memory utilization by authors 
of [8]. They proved the validity of TBRAM by reduction of used server-hours as 
well as improving the resources utilization. However, the authors deployed their 
solution into a private cloud, which can only imitate public cloud environment. 
They tested cases with incremental and peak workload of the system. In this paper 
it was waned to check whether the TBRAM is really worth to adhere.  

Examining that system in public and commercial cloud environment could de-
liver the answer for that question. Therefore, the main aim of the paper is further 
TBRAM approach validation, as it was proposed in future research part of the 
base work [8]. If the results of the research will confirm usefulness of the model 
then it could be considered as the solution for previous mentioned provisioning 
problems.   

Despite that in the cloud one can automatically receive on-demand resources 
one can still encounter problems related to inappropriate resource pool at the time. 
These are over- an underutilization which exists because of not fully elastic pay-
per-use model used nowadays [17]. Over provisioning exhibits when, after receiv-
ing additional resources (in reply for peak loads), they are being kept even if they 
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are no longer needed. Thus we are affected from underutilization. Under provi-
sioning (saturation) exhibits when we cannot deliver required level of service 
because of insufficient performance. This is also known as an overutilization. It 
leads to the customers’ turnover and revenue losses [3]. For example Amazon 
Elastic Cloud Computing (EC2) service charge users for every partial hour they 
reserve each EC2 node. Paying for server-hours is common among cloud provid-
ers. That is why it is very important to utilize fully given resources in order to 
really pay just for what we use.  

We are still in early stages of cloud computing development. No one shall ex-
pect cost effective pay-per-use model for SaaS application after just deploying it 
in the cloud. What is more, automatic cloud scalability will not work efficiently 
that way [20]. To achieve desired scalability one need to design a SaaS application 
with that in mind. In order to do that, the application must be aware how it is used 
[11]. One can use multitenant architecture to manage the application behavior. It 
allows using a single instance of the program by many users. It works in similar 
way like a singleton class in object programming languages, which can supervise 
creation and life cycle of objects derived from that class. Supporting multiple 
users is very important design step for SaaS applications [5]. One can distinguish 
two kinds of multi-tenancy patterns: multiple instances (every tenant has got its 
own instance running on shared resources) and native multi-tenancy (single in-
stance running on distributed resources) [2, 5]. First pattern scales quite well for 
small number of users, but if there are more than hundreds it is highly advisable to 
use the second one. 

1.1 Overutilization 

The term “point of exhaustion” is often used in relation to overutilization. It is 
described as a point when some resource if fully utilized, for example 100 % CPU 
usage or all memory is consumed [16]. This definition tends to be accurate in 
many simple cases. However, in case of cloud computing that definition seem to 
be an oversimplification. Authors of [12] propose another definition, according to 
which the point of exhaustion is a maximal payload that can be assigned to a sin-
gle virtual machine without decreasing its throughput in the same time. Readings 
above the exhaustion point describe a saturated machine. This new exhaustion 
point definition requires measuring a VM throughput together with the resource 
utilization (CPU or memory). Authorial test SaaS system uses the JMeter tool 
combined with CloudWatch network related metrics in order to calculate that. The 
system is stressed with HTTP requests generated by the tool. Then it calculates the 
throughput of the system by dividing the number of HTTP request by the time 
from start of the first request to the end of the last one. By measuring it this way 
we can include all the processing time between the requests as well. In previous 
works [12, 13, 15, 16, 18, 19] authors focused on throughput to discover inflection 
points. Whenever the throughput was dropping while the VM utilization was ris-
ing an inflection point was found. In this work the same approach was used. 
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Authorial SaaS system used above mentioned inflection points to detect an 
overutilization of given virtual machine. All the VMs with Tomcat are monitored 
by gathering resource utilization metrics and throughput. The metrics used are as 
follows: CPU usage and Java virtual machine heap memory consumption. Based 
on that measures it can be told with good accuracy weather a VM is saturated in 
given moment or not.  

Generally, when the VM is saturated the operating system processes start to use 
more and more resources making user's processes execution even slower. It has a 
negative influence on system responsiveness and therefore, on user experience. 
That is why it is always a good idea to avoid saturation. Even despite it does not 
have a direct influence on cost (we do not pay extra for high VM usage rate), it 
can drive to users turnover because of a poor performance. 

1.2 Underutilization 

From the economical point of view underutilization is just a waste of money. It 
means that we pay for something we do not need or not even use. From the end 
user perspective it is hardly noticeable, so from the provider perspective this extra 
money is spent almost on nothing. More formally, from the definition [4, 7] an 
underutilization describes a situation when some of the cloud resources are not  
being used by the working virtual machine. Off course it is almost impossible to 
assure 100% resource usage all the time so some kind of underutilization is inevit-
able. Underutilization in a cloud can be measured by the amount of the resources 
available for use. According to [4] resource is wasted when we can reallocate 
given resource utilization into another VM without exceeding its maximal quantity 
allowed. It means that for example: the payload for two VMs could be easily allo-
cated just in one VM making the other VM unused. In order to check if given VM 
can be allocated to another one we need to calculate combinations of VMs accord-
ing to some resource. One way to solve that problem is by using the knapsack 
algorithm. As proposed in the base article [8], the amount of used resources to the 
knapsack items' weights was assigned. As a value of an item the available quantity 
of the resource in other VMs was taken. In case of Java heap memory the item's 
value equals an amount of heap memory that still can be used (available memory). 
Thus, the most valuable items are the less used ones. The capacity of the knapsack 
is the amount of available resource of a VM we try to assign the workload to. By 
using this approach we obtain the maximum number of VM than can be potential-
ly released. That VM number is used to measure underutilization. The lower that 
number is the better the resources are used. 

1.3 Cost 

Running the system in a public cloud gives us yet another way to assess the  
cost effectiveness. Almost every action made in cloud is registered and added to 
our bill. We pay for sent Internet requests, storage, VM hours and many more. 



412 W. Stolarz and M. Woda 

Therefore, the billing statement yields arguably the most accurate estimation of 
cost-effectiveness. At the end of the day it is the price we need to pay for our 
cloud service. During the tests the Amazon CloudWatch service was collecting 
metrics about the cloud environment usage. Both SaaS systems (Base System and 
TBRAM) are tested against the same test plan, so the requests number is exactly 
the same. The main difference between them can occur in the number of used 
virtual machines. That difference should be reflected on the bill statement. The 
comparison of costs of running the SaaS systems will show if there is any eco-
nomic improvement with using the TBRAM approach over the traditional re-
source scaling approach. 

2 Related Work 

Authors in [5] propose profiles approach to scaling in the cloud. They try to use 
best practices and their knowledge in order to create scalable profiles. The profile 
contains information that helps to characterize a server in terms of its capabilities. 
When the scaling activity is fired it takes the profile information into account. In 
[9] authors propose a toolkit using Java mechanism to support multi-tenancy. 
They use context elements to track applications running on Java Virtual Machine. 
That in turn allows distinguishing each tenant. That information can be later used 
in order to estimate given tenant's resource usage. The tenant context can also be 
used for billing each tenant's activities. In [6] authors consider an intelligent re-
source mapping as well as an efficient virtual machines (VM) management. It is a 
very important problem that greatly influences costs of running applications in a 
cloud. In [10] authors describe three major components which influence virtual 
machines performance. These are: measurement, modeling and resource manage-
ment. They introduce a decomposition model for estimating potential performance 
loss while consolidating VMs. Amazon proposes its Auto Scaling tool [1] to man-
age VM instances using predefined or user-defined triggers. It is the Amazon EC2 
platform specific mechanism based on resource utilization. In [8] authors imple-
ments a tenant-based resource allocation model for their SaaS application dep-
loyed in private Eucalyptus cloud. The authors performed tests with incremental 
and peak workload simulation. In the research they achieved significant reduce of 
server-hours compared to traditional resource scaling model. The tenant-based 
model improved also utilization of cloud resources by their SaaS system. Moreo-
ver, they introduce formal measures for under and over provisioning of virtual 
resources. The measures are designed specifically for SaaS applications with re-
spect to CPU and memory utilization. In this paper cost-effective tenant-based 
resource allocation model of SaaS system is presented. It will be referred as the 
base based system. 
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3 System Design 

The TBRAM consists of three approaches that leverage multi-tenancy to achieve 
its goals. The first of them is tenant-based isolation, which separates contexts for 
different tenants. It was implemented with tenant-based authentication and data 
persistence as a part of the SaaS platform (Tomcat instances). The second way is 
to use tenant-based VM allocation. With that approach it was able to calculate the 
actual number of needed VMs by each tenant in given moment. The last but not 
least is the tenant-based load balancing (due to paper length it won’t be described). 
It allows distributing virtual machines' load with respect to certain tenant. An 
overview of the architecture is presented in Figure 1. The dashed line in the pic-
ture denotes communication to web services. We can notice that the SCWA ele-
ment in the Figure was the only change made to the original test bed [10]. That 
element embraced proposed TBRAM approach. 

3.1 Tenant-Based Isolation 

To assure that system worked properly it needed to isolate one tenant form anoth-
er. A situation when one tenant can access and affect data that do not belong to 
him/her is unacceptable in any commercial solution. The TBRAM approach pro-
poses low level isolation as it improves its scalability [2]. The tenant-based isola-
tion of TBRAM could be split into two implementations. One was based on data 
persistence and the other one was based on authentication mechanisms. In this 
place is worth to mention that tenant based isolation was also used in the Base 
System. That was because both systems were using the same multi-tenant data-
base. What is more that technique was practically affecting only the SaaS plat-
form, so it is isolated from the SCWA concept. Thanks to that in both systems the 
SaaS platform was exactly the same, thus minimizing its influence on the results. 

In the persistence layer the authors propose Shared Database – Shared Schema 
as it has the lowest hardware cost and the largest number of tenants per server 
[14]. To logically separate data the Tenant ID field is used for each database table. 
From technical point of view JoSQL libraries were used, which let to perform 
SQL-like queries over Java collections. Those libraries were used by Struts2 inter-
ceptors to achieve multitenant preprocessing. Java annotations were used to mark 
the places in code that needed this kind of tenant-based behavior. That was argua-
bly the most efficient way to implement multi-tenancy since the data were first 
fetched and then filtered. It could be achieved using SQL selection mechanisms. 
Interceptors as an implementation of aspect oriented programming postulates had 
many advantages as well. The main was that all the code was in one place but 
could affect any class marked with the annotation. Secondly, that annotation was 
the only change that needed to be made to an existing application code to enable 
multi-tenancy. Therefore it could possibly be the most common way to add that 
tenant layer to existing applications. 
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Fig. 1 TBRAM system architecture 

Tenant-based authentication was the second concept used to achieve tenants’ 
isolation. As proposed by TBRAM it should be implemented into the core applica-
tion of the system which is SCWA. During the authentication every user was 
linked to its Tenant ID. From now on the user could access only the data the cer-
tain tenant has rights to. Needless to say that one could not access any data before 
the authentication. The TBRAM also suggest using an Access Control Lists 
(ACL), which it was decided to omit as it introduces just unneeded complication 
for me. It was decided to give full access to all SaaS applications to all users for 
simplicity. It was necessary to receive the tenant information from any point in the 
SaaS system. The TBRAM proposes a mechanism based on cookies and the serv-
let context. The authors [8] used a local Tomcat cluster to deploy their solution. In 
my case the SaaS system was deployed into the Amazon cloud infrastructure and 
that solution did not worked for me. It was decided not to use Tomcat instances 
running in cluster mode. That was because an overhead related to sharing session 
information between all cluster's nodes was a concern. If the nodes are running in 
different networks it was thought that it can introduce non negligible influence.  

Currently, Tomcat 7 version supports all-to-all session replication. It was used a 
special web service to serve the tenant information instead. It was more platform-
independent and it could work in both cases. Whenever any user was accessing 
given VM for the first time, the SaaS platform was checking in SCWA if that user  
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was authenticated and authorized to do that. If it was, then its specific data were 
saved locally in a session context so the next request from that user didn't require 
further communication to the SCWA's centralized web service. Therefore, only 
VMs that needed that specific information were acquiring it. There are also other 
methods of session replication like session persistence (shared file system or data-
base) which are outside the research scope.  

According to TBRAM a Tenant Context object was conceptualized. It con-
tained information about tenant ID, active users and their VM assignations etc. A 
Tenant Context Manager object in turn was used to manage all the underlying 
Tenant Context objects. Thanks to that information about the tenant's state was 
available to all other services. The Tenant Context allowed isolating each request 
sent to the platform based on given user's tenant information. We can see several 
users from two different tenants (subscribers). Despite they physically share the  
same SaaS applications and the persistence layer they are still logically isolated  
by their tenant contexts. These context objects help to achieve native multi-
tenancy of the applications. The users have no idea they are sharing the same  
resources.  

3.2 Tenant-Based VM Allocation 

Tenant-based VM allocation was used to determine the number of VM instances 
needed for given tenant in given moment. It combined the concept of profile ap-
proach with monitoring services implemented within the SaaS system. A profile 
used for the test bed in the base paper was a small virtual machine profile. It was 
meant to substitute the m1.small EC2 instance in Amazon cloud. The profile was 
as follows: 1 CPU core, 1 GB of RAM, 800 MB to the JVM heap memory and 
100 as the number of users the VM can handle (݄ܶݏ݀ܽ݁ݎ௠௔௫= 200). In this work 
similar profile was used since the SaaS platform was deployed in actual m1.small 
instance. The main difference was the maximal number of users set to 50 in that 
case. This profile information together with current readings from metering ser-
vices was used to calculate required number of VM instances. 

The Tenant Context Manager was responsible for assigning the weights to each 
Tenant Context. These weights were later used for VM calculations. The TBRAM 
proposes the following formula: 

ݐ݄ܹ݃݅݁ݐݔ݁ݐ݊݋ܥݐ݊ܽ݊݁ܶ        = ௔௖௧௜௩௘ݏݎ݁ݏݑ ∗ ሺ݄݁ܽݏ݀ܽ݁ݎ݄ܶ/݁ݖ݅ܵ݌௠௔௫ሻ  (1) 
 
where active users are those whose session has not expired. Heap size is the 
amount of memory assigned to JVM (set in profile) and the ݄ܶݏ݀ܽ݁ݎ௠௔௫is a max-
imal allowed number of concurrent threads for the SaaS platform. The fragment in 
parenthesis could be treated as an average memory usage per thread for  
given profile. Therefore the formula above is an estimation of required memory 
for given number of active users. The second formula is used to calculate the VM 
capacity: 
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The formula subtracts current memory usage from the maximum allowed amount 
described in the profile. The current memory consumption is calculated by multip-
lying number of SaaS platform's threads (when in idle) by the average memory per 
thread. 

From this formula we know how much memory is available solely for users of 
given SaaS platform. This is because from the amount of memory assigned to 
JVM some part is consumed by the Tomcat's and SaaS platform's threads just to 
start the service. All the following threads were created to serve each user. Thanks 
to that it was able to estimate actual initial resources available. 

The TBRAM suggest use of a knapsack algorithm to calculate the minimum 
number of instances needed to allocate current workload. This number was the 
only result yield by the algorithm since it was not interested in actual tenants’ 
assignations to available VMs. The algorithm used the values returned by the 
above formulas (Formula 1, 2). Dynamic programming method was used to solve 
the knapsack problem quickly. This whole idea was conceptualized within Tenant-
Based VM Calculator. The results of these calculations determined the number of 
VM instances requested from AWS cloud by the VM Manager. So the first source 
of information about needed number of instances came from knapsack algorithm. 
Yet, it was not the only one. Sometimes even the most advanced estimations are 
inaccurate, thus leading to discrepancy between reality and its state kept by an 
application. That is why it was decided to add also user factor. If several subse-
quent request dispatches failed then a new VM instance was requested from VM 
Manager on user's behalf. 

4 Preliminary Test Results 

This chapter presents the results of conducted initial tests. It presents the results in 
terms of server-hours, over- and underutilization as well as the cost.  

When the tests were over it was time to collect measured data. All of them 
where gathered by Amazon CloudWatch monitoring service. That tool allows 
viewing some basic statistics of data in form of charts. However, in order to per-
form more advance analysis it was needed to download the raw data for further 
processing.  

On the chart (Figure 2) we can see the comparison of the Base System and the 
TBRAM system in terms of combined resource underutilization. The results come 
from the incremental workload simulation tests. We can notice that during the first 
four months of simulated year the utilization problem did not exist in case of the 
TBRAM system. In the middle of the year the systems are comparable, but at the 
end of the year the Base System was significantly more efficient. In overall we 
can say that in case of the incremental tests both systems yield approximately the 
same resource waste (underutilization).  
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time to present the actual economical difference between the systems. In Table 3 
EC2 cost of the differing parts of both systems is presented. One can notice that 
both workload types of tests where cheaper to conduct on TBRAM system with 
the overall cost reduction of 15.58%. 

Table 3 EC2 cost difference between the systems 

Incremental Peak-based Total 

Base System 13.40 USD 21.74 USD 35.14 USD 

TBRAM 11.82 USD 17.85 USD 29.67 USD 

Total 25,22 USD 39,59 USD 64,80 USD 

5 Conclusions and Future Works 

In this paper, cost-effectiveness was scrutinized from two different perspectives. 
First was based on server-hours number consumed by the systems during the test. 
The second one was based on the billing statement for AWS resources usage from 
Amazon. The TBRAM system used about 20% less server-hours in case of the 
incremental workload test and over 30% less in case of peak-based tests.  

That system was also over 15% cheaper than the Base System. Therefore it can 
be said that the resource allocation based on tenants definitely influenced cost-
effectiveness of the SaaS applications. So the answer for the first research ques-
tion is positive. The second thing to examine was to check if and how the TBRAM 
improves a SaaS system. The results showed that this model statistically (with 
97.5% accuracy) improved under-utilization of the cloud resources in case of 
peak-based workload. It is worth to add that other system characteristic were gen-
erally slightly improved or the same as for the Base System. According to that one 
can also state that the TBRAM improved the authorial SaaS system.  

This research showed that TBRAM can improve the cost-effectiveness. How-
ever, this is just one side of a medal. Conformance to that model introduces non 
negligible development overhead.  

In the course of further research authors will focus on introduction of authorial 
load balancer into TBRAM architecture to compare results from a SaaS system 
based on ELB in terms of tenant-based resource scaling. 

It is expected that dynamic resource scaling based on authorial approach signif-
icantly reduce server-hours. 
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Abstract. Necessity of monitoring in combination with the actual complexity of 
the e-services creates a need for constructing systems for active monitoring of 
various types of web services. Usually those systems are high-availability servic-
es, that require on one hand ingenious software solutions and on the other hand 
reliable hardware architecture. The created systems need to be flexible enough to 
satisfy customers requirements. This paper introduces an example solution of a 
system, that implement functional monitor of services provided in SaaS model. 
The provided system allows to check certain functionalities or whole service by 
running functional/load tests scenarios that are automatically generated, based on 
specially prepared user model.  

1 Introduction 

The great and growing access to global networks results in the great popularity 
and ubiquity of web applications. One of the principles in serving internet applica-
tions is a need to deal with a large number of customers. Moreover, those applica-
tions have to be fast and reliable, as well as up-to-date. Of course one can meet 
different kind of problems of using the Internet as common as delays during its 
usage which are in interest of different studies [4], [5]. There can be noticed rapid 
change of web sites due the different factors such as visibility in search engines or 
other web pages. These demands for implement practices that make sure the web-
site will meet the requirements as well as for optimization of its variety of compo-
nents [3][7]. One of these practices is the load testing [3][12],[15]. This is one of 
the more important method in ensuring the above demands. Growth of these kinds 
of interfaces, accessed through the users request, can be adjusted to the similar 
usage patterns as web interfaces. 

Therefore, from very beginning there was a need to develop systems that per-
form web servers benchmarking and represents different approaches to defined 
problem [1], in order to automate the process of load testing. In this field one can 
find various solutions such as Funkload  [6], Apache JMeter [2], Rational Perfor-
mance Tester [10] or Developer Tools [16] from Microsoft. Base drawbacks of 
those tools are the poor and very simplified testing scenario (usually not based on 
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any reliable data, they are created “by hand”). What is more, the fact, that those 
tools are single applications that are usually running on a single computer what 
leads to a great testing limitation. This is a huge drawback, because it can run the 
load test for relatively low number of parallel scenarios. When it comes to test the 
servers that need to serve thousands or more users (so load test need to be run at 
assumed capacity threshold level), there can be a problem with providing the suf-
ficient hardware and network bandwidth resource. That’s why authors propose to 
use cloud computing model called Software as a Service (SaaS) [14]. 

The paper is organize as follows, next chapter defines problems of load testing.  
Then in chapter 3 a workload model is presented. Next chapter analyses the prob-
lem of using session and form data. It is followed be a description of proposed 
architecture of load test system working in a SaaS model.  Finally the paper is 
concluded by a short critical analysis of the proposed approach. 

2 Problem Analysis 

Developing useful tool for load testing of web applications requires solving fol-
lowing problems: 

• how to prepare a reliable, realistic workload, 
• how to collect and what data is necessary for tests, 
• how to ensure sufficient hardware infrastructure for load testing, 
• how to automate (and in what automation level) the processes in solution, to 

get easy to use and flexible system. 

The test model provided in load test needs to be as realistic as it can be [3][12]. It 
is a crucial foundation in this manner. The load test validity is dependent mainly 
on simulating realistic behavior, because not providing realistic user model, can 
produce inconsistent results [15]. 

The second problem is a base on which the future tests are built. It requires col-
lecting data that are used by the web application users. An important aspect are 
session data, which can be mostly gained by logging web traffic. This type of data 
is potentially meaningful and need to be properly analyzed and interpreted. This 
process of giving the sense out of Web-logging data is called Web mining  [11]. 

The third problem, sufficient hardware infrastructure, is often quite underesti-
mated and it may lead unwittingly to inconsistent results.  One of solution would 
be to provide some kind of multiagent system  or such solution as presented in  
[9]. They should scatter equally as the web applications’ users and should allow to 
run created test separately (or divide the load of the tests’ units to each of the 
agents). However, it is difficult to develop due to financial costs, especially in 
respect to efficiency. This is because load testing is computationally demanding 
and require dedicated hardware which on the other hand can be idle in most of the 
time (one don’t run load test all the time). Nevertheless nowadays one could use 
the new coming infrastructures that may provide a solution to that problem, i.e. 
cloud computing. 
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The last problem is how to automate the whole process of load testing from the 
very beginning to the very end and the detail level (some parts of the system may 
not be needed to be automated). Generally the log analysis and interpretation and 
model generation (the two basic system modules) should be processed fully auto-
matically. Such approach could give a  very comfortable solution that saves a lot 
of testers time.  

We propose to solve most of mentioned problem using stochastic workload 
model (presented in the next chapter), gaining model parameters (mainly session 
and forms data) from web log analysis (the problem is presented in chapter 4) and 
effective usage of computational power within SaaS cloud computing model in 
Amazon EC2 infrastructure (chapter 5). 

3 The Workload Model 

We propose to build the user model based on the stochastic workload model pro-
posed in [13]. It applies to the interesting methodology of form-oriented analysis 
[8]. This methodology is based on building submit-response style models as a 
bipartite state diagram (decision three). Additionally the model is extended with 
the stochastic functions that describe very important, from point of view of real-
ism, aspects like navigation, time delays and user input. 

Form-oriented analysis [8] is a methodology for the specification of ultra-thin 
client based systems. Web application is described as typed, bipartite state ma-
chine which consists of: 

• page - a set of screens and arbitrary number of forms, 
• screen - a single instance of a particular page, as it is seen by user in the web 

browser; one page may have similar look but with content changes for differ-
ent types of user, 

• forms that contains arbitrary number of fields and a way to submit the fields 
input information, 

• fields allow users enter some information, 
• submission invokes and action on server side, 
• action - processes the submitted information and returns new screen in re-

sponse, 
• hyperlinks - forms without fields (or hidden to the user). 

 
One can visualize the models as a formchart, like presented in Fig. 1. In a form-
chart pages are represented as ovals, action as boxes and transitions between pre-
vious two as arrows. They are forming a directed graph as a whole. The Fig. 1 
shows only a part of some bigger system. Thanks to the formcharts one can 
represent not only the whole system, but also selects some of the functionali-
ties/parts of the system and represent (consequently test) them. 
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Fig. 1  Sample formchart 

As the formchart can specify possible behavior due to its specification, one can 
model what are the next action invocations from those, which are available for the 
user in current web application context. The navigational choices have assigned 
stochastic values as is shown on the picture (numeric values on transitions). Of 
course the behavior of server is deterministic so there is no need to set any sto-
chastic values on server action. Additionally the message model can be imple-
mented (for filling the form data), as for example pair values persistent in fast 
non-SQL databases (seems like most efficient way for large amount of input data 
from logs). Also for implementing the realistic user acting scenario, there need to 
be taken under consideration the timing of user behavior. In web applications it 
boils down to provide a so called “think time” value. As there will be access to 
session data this value can be extracted from there. 

Those from charts, as it has been said, will be featuring the history sensitivity. 
These is, because when building an empirical model based on session data, one 
can capture difference between the users’ decision making on one page in differ-
ent cycles of session lifetime. In example when user logs in into the web applica-
tions’ home page he is less likely to logout, than doing any other activities, but 
when some activities are performed and he will come back to the home page there 
is much bigger probability that he will logout. In this case there will be build a 
decision tree, that in different usage cycles, will give to the repeating pages incre-
mental index (as it is presented exactly on Fig. 1). This stochastic formcharts is 
similar to the Markov chains. There is of course important difference between 
them. The Markov chains create state machine with probabilities on every transi-
tions, formcharts on the other hand are bipartite state machines with probabilities 
only on transitions from pages to actions. What is more the solution captures  
behavior over time. 

Building a stochastic model is quite easier than deterministic ones, where de-
terministic test means that the transitions between certain actions are going to 
occur or not (0 or 1), for example those that uses prerecorded user’s session. May-
be one could not notice this in simple, small webpage, but large internet applica-
tions will show that the amount of tests will be significant, with only testing the 
most crucial functionalities. One need remember that possible sequences grows 
exponentially with greater number of actions.  

The second thing is that when using stochastic approach, one need to realize 
that there may occur every possible sequence of actions, which may produce ef-
fects that remain hidden when using prerecorded sessions. An example would be, 
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actions in a system may compete for the same resources, such as memory, proces-
sor time or database locks [13]. Longer the stochastic load tests are, greater the 
probability of such situation occurrence is. Finally it allows to find critical scena-
rios a-posteriori by analyzing collected data. 

4 Setting Model Parameters 

In a manner of specifying the load tests itself the first thing is to set appropriate 
parameters to forms. It has no sense to provide the insensible data  there. To pro-
vide the appropriate data to fill the forms in automatic tests, this data need to be 
collected during the log generation. Unfortunately there is no readymade mechan-
ism to collect it. Normally, it is not important in logging and even more, it is not 
good to store it in non-protected persistent files. Therefore, the mechanism (it can 
be implemented various ways - using JavaScript, adding a processing resource 
into internet application as i.e. filters) of form data collection need to be added to 
web application and stored data should be protected from unauthorized read. This 
provided data will be used then to fill the forms in web application. The usage will 
reflect exact participation of provided data in selected form, like in Fig. 2. 
 
form1 = { 
24, login: janK, password: kowal; 
  10, login: KJan, password: janek; 
  31, login: JohnK, password: kolek; 
  5, login: KOWJ, password: johnny; 
  30, login: janek1234, password: 1234; 
} 
 

Fig. 2   Sample form data 

Where first argument is the form name, by which right form will be identified. 
Then we’ve got at least two comma separated values (first show how many times 
data has occurred in provided logs, the second and so on, because there can be 
more than one input field in form, have pair names of the input). One can interpret 
the example data as that there will be respectively 0.24, 0.1, 0.31, 0.5, 0.3 proba-
bilities of occurring the provided data in the run test. In this approach for provid-
ing data there is no need to take into consideration manner of inadequate/mistaken 
input values. If they occur, they will be taken into the consideration. This is a little 
different approach to [13] as this will always be based on real session data not on 
top-down estimation. In [13] approach there is a fixed probability of providing 
wrong credentials. When the described situation occurs, then the random creden-
tials are given as an input.  

Also worth of mentioning is the situation of session dropouts, i.e. a finish  
of the session on web page by user. It appears due  to closing of the web browser, 
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browsing the web page out of the application or simply session timeout. First thing 
is to model this situation. This is done by adding artificial action that for example 
can be called “Terminate”. As it can be reached from every web page, this action 
will be connected by transitions from all others actions. Next thing is to assume 
the moment when it happens. Unfortunately a lot of web applications do not check 
if it occurs. Then to make possible to model it, during the session data analysis, we 
need to be set a maximum acceptable “think” time. The best solution would be to 
set this time equal to the servers’ session dropout (then anyway session is finished 
and when user will come back, he need to log in again). Of course then in  
user model “think time” in this last transition is set to 0 and go straight to the 
“Terminate” action. 

All data, that are provided for setting up model parameters, are based on real 
user session data. If there is a need to provide parameters data in newly created 
web application a good solution is proposed in [12] and [13]. Whereas from the 
perspective of monitoring the internet application, it is already running software, 
whence the data can be extracted from its actual usage. Collecting session data is 
not an easy task. An overview of data analysis method is provided in [11] and 
[17]. One need to watch out  not to choose too few logger results and also make 
data too redundant (of course second situation is less harm in overall).  

We propose to focus of following data: 

• session (user) distinction, 
• action type, 
• form parameters, 
• “think time” values, 
• time results for final load tests results. 

As it has been said not all data can be provided straight from the provided logs. 
For example to provide form data for POST methods, there is a need to add such 
mechanism to the web application, that will add these fields to log. The logs from 
various web servers are different and due to fact that they support different pro-
gramming languages the mechanisms for log gathering may be different (but not 
necessarily) and log analyzer is usually a “spare part” (one need to change it when 
the web server will change). 

5 Compute Cloud 

Nowadays the still growing need for providing more and more powerful hardware 
for demanding software and on the other hand the need to reduce all types of cost, 
leads to development of new computing solutions. The autonomous machines 
(PC’s) are reaching their limit in computational power and new solutions in this 
manner may not seem to be cost effective. Fortunately now one can get an easy 
and comfortable access to high computational potential thanks to a relatively new  
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approach to this issue, the cloud computing. This approach is a connection of the 
old and well known techniques (referring for example to the mainframe model) 
and the notion of virtualization. Thanks to that one can get access, even in pers-
pective of quite demanding software, to unlimited computational potential in lot of 
convenient configurations (by i.e. virtualizing one very powerful machine or sev-
eral weaker). The approach proposed in this paper uses cloud computing as an 
infrastructure for serving all parts of the load testing system. 

We have developed the load testing application on Elastic Compute Cloud 
(EC2)  from Amazon Web Services (AWS). It  handles the interaction with the 
compute cloud, which includes handling the user’s tests, storing and running them 
in multiple virtual machines. Moreover, it includes manager of those load test 
including the simple thin client interface for managing those load test. The prelim-
inary tests shows the usefulness of implementing such system in compute cloud. 
We managed to deal with 3800 concurrent clients (on 19 virtual machines). It 
shows that using cloud computing allows to web application with real large num-
ber of clients. Based on this experience, we propose to build  the load test system 
as presented on Fig.3.  Following systems elements can be distinguished: 

• web server - providing expanded user interface for managing/running tests and 
gather the results for registered users, 

• testing server - handling communication and managing the compute cloud, 
providing communication between all parts of the system, running test in-
stances and gathering data,   

• log analyzer - analyses the log and produces as an output data for the test, 
• test application - program that based on session data perform stochastic evalua-

tion and runs the scenario of the test, 
• test trigger - application, which is running on each virtual machine, that is 

running tests; it’s task is to prepare the test environment and run the test. 

The scenario of using this system is: the registered user creates “project” (testing 
request for certain web application) and creates simulation (single scenario for 
test). After creating a project the log file is provided at any time (automatically or 
by hand), when that happens the log analysis is automatically triggered by the 
testing server. When input data for test is ready the load test is launched at any 
given time. The analysis can be run also at any given time not interfering with 
produced analysis. One has to specify the number of the users for the load scena-
rio for calculation how many instances has to be started. 

The instances are launched and prepared for the test. When they are ready, the 
synchronized load test is being launched on the virtual machines. After the test, 
the results are provided and different specifics can be seen on the user web inter-
face. As it can be noticed the system works almost automatically. There are a few 
parameters of the scenario that has to be set by hand, but they are necessary from 
the perspective of user-system interaction and helps better test cases handling. 
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Fig. 3 Load test system structure 

6 Conclusions 

We have shown a proposition of the realistic and effective web load test system.  
The proposed system allows to check certain functionalities or whole service by 
running functional/load tests scenarios that are automatically generated, based on 
specially prepared user model. 

The system realism is achieved by a usage of the form-oriented stochastic user 
model (slightly modified model from [13]). The model includes such elements as  
stochastic navigation of a user, based on session history, stochastic parameter 
generation for forms, and right workload parameters (defined as a input data for 
tests). Of course looking from the perspective of stochastic specification, it not 
give guarantee of true realism, but a substitution that is actually the best approach 
in the field of study. Also the best way to gather data would be approach that not 
impact in the web application solution, but now it seems that web servers don’t 
give possibility to overcome this issue. But on the other hand the idea of the  
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separate system for load testing seems like good solution as it is quite important 
aspect in developing and monitoring web applications. Providing solution as here 
also give access for different type of users in one place and dedicated systems can 
be easily developed, and for example subject to the popular trend of generally 
conceived notion of socializing it. The adapted methodology of submit-response 
style systems built can also be implemented in any web services too.  

The aspect of the effectiveness of the proposed approach was achieved as a re-
sult of decision of  implementing the load system in SaaS model on Amazon EC2 
infrastructure. Fundamental aspect of this decision lays in a usage of the compu-
ting utility in efficient way to handle this problem. The Amazon EC2 gives the 
scalable computational power, that can be used and set up to the current infrastruc-
ture user needs. In traditional way the maximal needed computational potential 
had to be provided at very beginning (additional problem with estimation for how 
much is required) to handle the load tests. The other important aspects are finan-
cial costs. Current costs1 (March 2013) per instance-hour are from 0.02$ for mi-
nimal (Micro) instance to 4.60$ for maximal (Eight Extra Large) instance. If there 
are instances that are planned to be running all the time, it can be reserved, which 
can reduce the costs even more. Then one pays constant month upfront payment 
during the reservation time. The additional costs are less important because they 
are relatively small in example I/O request are counted by a cents per million, data 
transfer in cents per GB, cloud localization differences in even less than a cent. 
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Abstract. Salsa20 is a 256-bit stream cipher that has been proposed to eSTREAM, 
ECRYPT Stream Cipher Project, and is considered to be one of the most secure 
and relatively fastest proposals. This paper discusses hardware implementations of 
this cipher in two organizations – a fully unrolled, pipelined dataflow path and an 
iterative loop – in low-cost Field Programmable Gate Arrays, and compares them 
with equivalent realizations of the AES and Serpent block ciphers. The results 
demonstrate potential of the algorithm when it is implemented in the specific 
FPGA environment and evaluate its effectiveness in contemporary popular  
programmable devices. 

1 Introduction 

Efficient hardware implementation is important for any cipher. In this paper we 
evaluate potential of Salsa20 – a relatively novel cipher known from eSTREAM 
project – in FPGA implementations comparing it with the two older, more estab-
lished AES and Serpent algorithms. 

In the next section the Salsa20 cipher is briefly presented (AES and Serpent are 
not covered but the reader can find information about them in the specifications 
[6] and [1] as well as in our previous work [8], for example). Then, in section 3, 
the two basic architectures for cipher organizations are introduced and in section 4 
the results obtained after FPGA implementation are discussed. 

2 The Salsa20 Cipher 

Salsa20 family of stream ciphers [2]-[3] has been developed in 2005 by Daniel J. 
Bernstein from the University of Illinois at Chicago, USA, and submitted to the 
eSTREAM project. After passing all phases of selection unmodified it has been 
included in the final portfolio of Profile 1 (software) ciphers along with 4 other 
proposals. 

At its core the method is a 64B[yte] hash function which operates in the counter 
mode as a stream cipher. The state is also 64B large and is represented as a series 
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of 32b[it] state words q = (q0, q0, … q15). In contrast to block ciphers like AES and 
Serpent, there is no separate key expansion path running in parallel with data path 
which would compute a separate key for each round; instead, the secret external 
key is directly entered into the input 64 bytes and then transformed in the cascade 
of rounds like other input data. 

The hash function consists in a series of 20 rounds which are executed over the 
state q. The elementary organizational unit is a quarterround function which 
transforms four state words: quarterrorund(w0, w1, w2, w3) = (w0’, w1’, w2’, w3’) 
such that 

 w1’ = w1 ⊕ ( (w0 + w3) << 7 ) 

 w2’ = w2 ⊕ ( (w1’ + w0) << 9 ) 

 w3’ = w3 ⊕ ( (w2’ + w1’) << 13 )  

 w0’ = w0 ⊕ ( (w3’ + w2’) << 18 ) 

where ‘⊕’ denotes bitwise XOR operation, ‘<<n’ stands for left rotation by the 
n bits and ‘+’ sign here represents addition modulo 232. The flow of data  
which results from the above equations is graphically visualized in the left part of 
Figure 1. 

Four quarterrounds operating in parallel transform the entire state vector q into 
q’ and constitute a complete round of the cipher. When numbering the rounds 
from 0 to 19, the even numbered ones are called column rounds:  

 ( q0’, q4’, q8’, q12’ ) = quarterround( q0, q4, q8, q12 ) 

 ( q5’, q9’, q13’, q1’ ) = quarterround( q5, q9, q13, q1 ) 

 ( q10’, q14’, q2’, q6’ ) = quarterround( q10, q14, q2, q6 )  

 ( q15’, q3’, q7’, q11’ ) = quarterround( q15, q3, q7, q11 ) 

while odd numbered ones are called row rounds: 

 ( q0’, q1’, q2’, q3’ ) = quarterround( q0, q1, q2, q3 ) 

 ( q5’, q6’, q7’, q4’ ) = quarterround( q5, q6, q7, q4 ) 

 ( q10’, q11’, q8’, q9’ ) = quarterround( q10, q11, q8, q9 )  

 ( q15’, q12’, q13’, q14’ ) = quarterround( q15, q12, q13, q14 ) 

with the only difference being in permutations of the qi words at their inputs. 
A column round followed by a row round make up a double round: 

 doubleround( q ) = rowround( columnround( q ) ) 

To generate the hash value for a 64B input x, first the double round is applied ten 
times and then the result is added: 

 Salsa20( x ) = doubleround10( x ) + x 

(strictly speaking, since all the transformations are defined for a sequence of 4B 
words, if x in the above equation is to be a byte stream, it will need to be trans-
formed using little endian notation). 
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Fig. 1 The Salsa20 single quarterround transformation (left) and the complete hash function 
working as a cipher module in the counter mode (right)  

Operation of the hash function as a stream cipher in the counter mode is shown 
in the right part of Figure 1. The input is made from 32B of the key (which is split 
into the two halves kL and kH) with 8B nonce v (number once  - a unique message 
identifier) plus 8B counter n and 16 constants bytes σi: 

 h = Salsa20(σ0, kL, σ1, v, n, σ2, kH, σ3 ) 

where the constants (σ0, σ1, σ2, σ3 ) make up an ASCII encoded string “expand 
32-byte key”. In this paper we will work with the version of the algorithm 
when the key is 16B – in such a case it is just repeated twice in the input in place 
of kL and kH and slightly different constants are applied. 

During encryption the result h is XOR’ed with the plaintext; during decryption, 
the same hash result is XOR’ed with the ciphertext, hence the same module can be 
used. Since the counter n (which is incremented for each block of the generated 
cipher) is 64b long, the maximum length of the encoded stream is limited to 264 
64B blocks or 270 bytes (approx. 1 billion TB). 

3 Architectures for Hardware Implementations 

In this study we evaluate efficiency of hardware implementation of the three  
ciphers for the two basic types of processing: pipelined dataflow and iterative 
organizations which are introduced in the following two subsections.  

3.1 Pipelined Architectures 

These architectures were developed as a pipelined modification of a strictly combi-
national implementation of the ciphers. First, all the rounds (20 for Salsa20, 11 for 
AES or 32 for Serpent) were implemented as separate hardware modules that 
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created a continuous path from the input to the output registers. In-between, the 
designs operated as combinational functions that mapped 512 (or 256) input bits 
(data + key) into 512 (or 128) output bits of the hash or ciphertext. The designs, in 
all three cases, were specified by translating as closely as possible the original spe-
cifications into the VHDL language using strict RTL style. In the cases of AES and 
Serpent the substitution boxes, both 8b- (AES) and 4b-wide (Serpent), were defined 
as in generic Xilinx templates that are recommended for ROM specification. 

Such a combinational sequence of the cipher rounds was converted into a  
cascade of pipeline stages by registering the state signals at the round boundaries 
with the key expansion path remaining combinational. The complete pipeline had 
20 (Salsa20), 11 (AES) or 32 (Serpent) stages.  

3.2 Iterative Architectures 

The iterative architectures proposed in this study are based on the structure of one 
stage taken from the pipelined architectures which was supplemented with neces-
sary multiplexing logic (loading the data in – looping back – loading the data out) 
and a simple controller responsible for counting the repetitions of the loop (round 
numbers) and supervising the multiplexers. The controller comprised just a single 
“idle/busy”  register plus a rudimentary counter and such a minimal form proved 
to be sufficient in all the three cases. 

This simple concept was slightly modified in case of the Salsa20 cipher: since 
the double round, i.e. the conjunction of a column round followed by a row round, 
is the unit being repeated 10 times in the whole cipher path, it was selected to use 
such a block and not a single round as the contents of the iteration loop. This 
meant that the size of the hardware needed to be doubled (two rounds imple-
mented instead of one) but, since the individual Salsa20 rounds are not strictly 
identical using different permutations of the input state words, taking one round 
would need additional multiplexers for differentiating odd and even iterations. As 
it was proved in [9] extra cost of such multiplexers would significantly reduce the 
savings in design size and would harm the performance. 

Table 1 Implementation results for the pipelined architectures 

 Spartan-6  Spartan-3 

Salsa20 AES Serpent Salsa20 AES Serpent

min Tclk [ns] 15.2 5.13 5.10 24.0 12.0 7.00

fmax[MHz] 65.9 195 196 41.6 83.5 143

Latency [Tclk] 20 11 32 20 11 32

Latency [ns] 303 56.4 163 481 132 224

Throughput [Gbps] 33.7 24.4 24.5 21.3 10.4 17.9

Mbps / Slice 6.36 9.87 5.46 1.74 0.57 1.55

Slices 5 307 2 529 4 590 12 254 18 799 11 793

Slice LUTs 21 140 9 087 15 523 21 235 30 426 22 708

Registers 11 008 1 536 4 224 11 008 5 061 4 224
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Table 2 Implementation results for the iterative architectures 

 Spartan-6  Spartan-3 

 Salsa20 AES Serpent Salsa20 AES Serpent

min Tclk [ns] 20.8 6.26 5.57 51.7 13.0 10.4

fmax[MHz] 48.0 160 180 19.4 77.0 96.2

Latency [Tclk] 10 11 34 10 11 34

Latency [ns] 208 68.9 189 517 143 353

Throughput [Gbps] 2.46 1.81 0.66 0.991 0.875 0.354

Mbps / Slice 3.00 3.77 1.26 0.487 0.15 0.17

Slices 818 493 536 2 036 5 948 2 145

Slice LUTs 2 955 1 367 1 566 3 374 7 986 3 995

Registers 1 317 817 806 1 286 781 783

 
Thus, in these organizations one block of data was encoded in 10 clock cycles 

for Salsa20, in 11 clock cycles for AES and 34 clock cycles for Serpent (in this 
particular cipher it was needed to insert two extra cycles for preparation of round 
keys [7]). 

4 Implementation Results 

As the implementation hardware platform it was chosen to test two popular-grade 
families of FPGA devices from Xilinx, the inventor and still one of the most suc-
cessful suppliers of the programmable logic: an older, now more archetypal, Spar-
tan-3 [10] and a newer Spartan-6 [11]. The results for AES and Serpent are taken 
from our previous work in [8] where these designs followed the same methodol-
ogy and were verified in identical FPGA chips. The Salsa20 implementations 
presented here are the original contribution and their evaluation against the two 
older ciphers is the point of main interest in this work. 

In total, there are 6 designs in the comparison (2 architectures for each cipher) 
and the same code was implemented in Xilinx ISE Design Suite version 14.3 
twice: for Spartan-6 (XC6SLX150) and Spartan-3 (XC3S2000) devices. Imple-
mentation was fully automatic, without any hand-made fine tuning neither in 
placement nor in routing. 

For every design we present the basic speed and size parameters: the minimum 
clock period (Tclk) and the maximum operating frequency (fmax) as they were esti-
mated by the post-place & route static timing analysis, the latency expressed in 
clock cycles and in nanoseconds, the overall throughput in Gbps calculated for the 
fmax, size of the design expressed in the number of occupied slices, LUTs and reg-
isters, and a synthetic performance measure which is commonly used for estima-
tion of speed vs. size efficiency – Mbps of the throughput per one occupied slice. 
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Fig. 2 Relative measures for the pipelined architectures (max value per device = 100) 

The results of the pipelined architectures are shown in Table 1 and, first of all, 
they confirm superior throughput levels that can be reached when the completely 
unrolled iterative loops of the ciphers are converted into the pipelines: the designs 
reach from 24 to 34 Gbps in Spartan-6 and from 10 to 21 Gbps in Spartan-3 de-
vices with the Salsa20 being the fastest algorithm in both cases. Comparing the 
latency parameter (which is not so clearly in favour of this cipher) it should be 
pointed out that it does not take into account different sizes of the processed block: 
while in Salsa20 with every clock tick the output produces 512b of the result, the 
AES and Serpent generate one quarter of this number, so (in the particular case of 
this organization) the 512 bits of data would occupy 4 consecutive pipeline stages 
and the actual latency would be higher. 

The same remark must be made when comparing sizes of the designs: the out-
put generated by the Salsa for the given numbers of the occupied slices is actually 
4 times bigger than the ones generated by the AES and Serpent. On the other 
hand, the size of the AES in Spartan-3 is unexpectedly high because, as it was 
shown in [8], implementation of this particular cipher in the older architecture is 
problematic if no Block RAM resources can be additionally used. 

The iterative architectures (Table 2) occupy from 5 to 9 times less slices than 
the corresponding pipelined ones (again with the exception of the AES implemen-
tation in Spartan-3) but, besides reasonably much lower throughput, their effi-
ciency expressed in Mpbs per slice is 2 ÷ 4 times lower which means that the  
silicon area, although smaller, is not utilized as efficiently. Within this group of 
cipher architectures the Salsa algorithm again offers the highest raw throughput on 
both platforms but very small size of the AES in Spartan-6 makes this cipher the 
winner in the new FPGA family with regard to Mbps / slice efficiency. 
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Fig. 3 Relative measures for the iterative architectures (max value per device = 100) 

The three essential parameters of all the 12 implementations – the throughput, 
efficiency in Mbps / slice and size in slices – can be better evaluated using Figures 
2 and 3 where they are measured against the maximum value for each device.  

5 Conclusions 

It is interesting to see effectiveness of the relatively new Salsa20 cipher against 
the older and more established contenders form the 1997 NIST competition: the 
AES and Serpent. Although actually a hash function at its core, the Salsa20 algo-
rithm is also promoted as the more secure and the faster alternative to the AES 
standard. Even though it was selected to the final portfolio of eSTREAM project 
ciphers only in the software profile (and not in the hardware one), this work veri-
fies Salsa20 potential when it is implemented in popular FPGA devices. 

Despite fully automatic implementation and straightforward specification in the 
VHDL language, the cipher can reach a throughput levels over 20 Gbps in older 
Spartan-3 and over 30 Gbps in newer Spartan-6 devices when realized in the pro-
posed pipelined architectures whereas the iterative organizations achieve, respec-
tively, almost 1 and 2.5 Gbps. In all configurations the raw throughput of Salsa20 
outperforms both the AES and Serpent in equivalent architectures. Other FPGA 
implementations of this cipher described in [4]-[5] and [12] are not directly com-
parable to the organizations proposed in this paper but have significantly lower 
speed (e.g. 1.2 Gbps in Spartan-3 device in [4]) and also lower throughput to  
area ratios (e.g 0.74 Mbps/slice in [4] and 0.2 Mbps/slice in a highly iterative  
architecture proposed in [12]). 
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Abstract. Testing wireless sensor networks (WSNs) is not a trivial task,
due to the massively-parallel communication between many independently
running processors. Distributed way of operation does not allow step-by-
step execution and typical debugging, so other techniques have to be used,
such as detailed packet logging and analysis. We provide a 2-way WSN-
to-TCP proxy architecture which extends the typical BaseStation software
with packet sniffing and packet sending capabilities. This allows writing and
executing WSN test scenarios and automatic test assessment by using typical
client-server applications written in any programming or scripting languages.
An example of such protocol testing is also shown.

1 Introduction

The dominating application of Wireless Sensor Networks is environment mon-
itoring. A typical setup used for monitoring consists of a WSN network, a data
sink and possibly an off-site server that is used to collect, analyse and provide
the data to involved parties. The WSN network in turn consists of a large
number of nodes that are resource-constrained, i.e. have low performance,
small storage capacity, and are usually battery-powered. The nodes in the
network serve two purposes simultaneously – they collect data from sensors
that they are equipped with and take part in routing the messages to the
data-sink or Base Station (BS). Since nodes are equipped with low-power
radio transceivers and small gain antennas (between 0 and 5 dBi), their ef-
fective communication range is usually very short. Therefore they usually
communicate in a multi-hop fashion. Many layers of WSN-based monitoring
systems make their behavior hard to understand, develop and test. It usually
requires deep understanding of all levels, from sensor hardware and node soft-
ware through network algorithms used in communication protocols stack, up
to the system and application level. Even bridging the gap between network
engineers and the experts in a given application requires a lot of effort [1].
In real conditions (out-of the lab) various problems may occur: hardware

malfunctions, programming bugs or software incompatibility, when implicit
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rules are not clear from the API of a module, or a layer of the software
stack [5]. This necessitates strict testing of components of WSN networks on
every level and performing tests of whole systems that are extensive both
in time and network size. E.g. proper network behavior means also that the
power consumption in different scenarios is bound by some limits and it takes
time to test this. Due to presence of many physical effects on radio transmis-
sion, such as like fading, double- and multi-path reflections and interference,
operating conditions of a WSN are hard to describe and simulate or recreate
in laboratory. Therefore, creating realistic, controllable and repeatable tests
is difficult [4].
Testing embedded software (e.g. for sensor nodes) poses another type of

problems due to the lack of input/output devices or the possibilities of er-
ror logging. One option is to use JTAG interface to debug a single device,
but such an approach is not an option when debugging distributed network
algorithms. Debugging protocols is even harder, and non-scalable, as many
devices would have to be run in testing mode simultaneously. Also, nodes
usually communicate in event driven or asynchronous manner and any test
should recreate and check time-dependencies.
There is no standard suite of benchmark applications for WSN-based sys-

tems, even though there were attempts at creating one. In [2] authors ad-
vocate creation of a standardized benchmark suite for TinyOS-compatible
WSN nodes. They present sample benchmark results regarding performance
and power consumption of different hardware components and call for further
work in this area. Such standardized benchmark suite could be used to aid de-
velopment of future hardware. Nazhandali et al. introduce new metrics in [7]
that can be used to evaluate and compare wireless sensor systems as well as
a set of applications representative of typical workload in WSNs. Predictions
on how a large-scale WSN deployment will work can be made through simu-
lations. This should provide an opportunity to eliminate some errors in early
stages of implementation. However, in some cases even results of detailed
simulations may stand in contradiction to real physical deployments [4] as it
is difficult to simulate wave propagation and hence exact network behavior
in sufficient detail.
In this work we describe our experiences with testing applications us-

ing TelosB nodes operating with TinyOS operating system [6]. Each node
is equipped with 3 LEDs that can be used in simple debugging scenarios.
E.g. to indicate sending or reception of a packet, sensor being turned on or
a timer firing. However, these methods are useless for monitoring the whole
network. Moving from simple experiments that test the properties of point-
to-point communication [8] towards complete networks, results in increased
software complexity. This increased complexity of a complete WSN testbed
was previously described in literature. For example, the authors of [5] point
to software complexity as one of the key reasons of not reaching the goals of
their experiment. They also advocate applying rigorous software engineering
approach to manage the growth in software complexity.
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Operation of a WSN network is real-time in the sense that communication
is usually asynchronous with time dependencies affecting the behavior of the
whole network. Therefore it is not easy to test the proper operation of the
whole network. One approach to this problem is to use traces of network com-
munication that were gathered with a packet sniffer to make test scenarios.
Then this recorded communication is injected into the network and new logs
are analysed. This should result in much more accurate testing conditions.
To summarize, WSN testing can be done at different levels. At each level

a different aspect is stressed:

1. node hardware – operation correctness in a range of physical environment
conditions (e.g. temperature, humidity), performance, energy consumption
with standardized benchmarks (including sleep modes),

2. node software – proper operation in response to any message (including
erroneous and/or damaged packets),

3. network software – proper operation of the network protocol stack subject
to proper and erroneous messages and varying amounts of communication,

4. system level – network and supporting infrastructure, including the BaseS-
tation resiliency and correctness of the data analysis software.

2 Testing Environment Architecture

For the testing setup we have developed a sniffer-basestation architecture
where an embedded system with a Linux operating system with a Wire-
less Sensor Network mote attached through a USB port acts as both the
BaseStation and the network observation point. It can be a laptop computer
running any available Linux distribution, or an embedded system, such as
BeagleBoard or Raspberry Pi with its native Linux version.
The core of our architecture are two programs – TelosBaseStation and

NetServ (Fig. 1). The first one is a TinyOS application running on CC2420-
equipped motes, such as TelosB or XM1000 architectures. The BaseStation
receives all the packets from the radio on a specified channel in a so-called
promiscuous mode (i.e. sniffing all the packets that can be heard on the WSN
network, not only those which were broadcast or addressed to the BaseSta-
tion). The received packets are timestamped and queued, then resent through
the USB port. On the other end of this USB connection, the NetServ pro-
gram receives these packets and makes them available in various ways, by
storing them locally (acting as the packet sink) but also acting as a TCP
proxy, by offering them to clients in many formats. Multiple clients can con-
nect simultaneously to get these messages either in binary form (i.e. through
a transparent USB-TCP proxy), a PCAP-compatible [3] timestamped packet
stream (which can be used by Wireshark or other packet monitoring tools),
or an ASCII stream in hexadecimal form. All these formats allow both re-
mote monitoring and remote data logging which supplements local storage
facilities.
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Running the BaseStation software in promiscuous mode gives a better
view on what is happening in the network. For the BaseStation-only way of
operation unicast transmissions are usually used – packets addressed to the
BaseStation node can be found in the incoming sniffer stream and for the
logging purposes all the other packets can be filtered out. However, these
extra packets can provide information about how messages are routed in the
network or a very detailed data about with what transmission power must
a message be sent in order to reach other nodes (the BaseStation or the
next hop towards the BaseStation). For even better insight into the network
operation, more than one sniffing station can be installed. As all the received
packets are timestamped and marked with a tag unique to the sniffing station,
all these packets can be later analyzed together. The NetServ program can
connect simultaneously to USB and TCP sources of packets (i.e. the local
sniffing node and the remote NetServ available through TCP) so all these
sniffing points can be made available in just one place in real time.
Additionally, the BaseStation software provides a reverse channel through

which clients can send WSN messages to the BaseStation. These messages
can instruct the TelosBaseStation software to change its communication pa-
rameters (e.g. change the communication channel or transmit power) or can
be sent to the WSN network. In this function the BaseStation software again
acts as a proxy, allowing sending any packet, without checking or analyzing
its contents – the only modification done is calculating the correct CRC at
the end of the packet (which simplifies testing when packets are created man-
ually from client connections by typing them in hex form or using copy and
paste functions from some predefined examples). The typical usage however
includes connecting to NetServ from a script written in Perl or Python and
sending messages, then observing network response in the same script. This
allows implementing automated test suites based on “send this packet”, “ex-
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Fig. 1 Testing setup
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Fig. 2 Workflow of a WSN protocol development using formalized description

pect such response packet(s)” scenarios. In a similar manner a packet replay
capability can be implemented. An external script can log a realistic commu-
nication scenario that is sniffed with a TelosBaseStation program and then
recreate this communication many times to provide realistic and repeatable
communication stress workload.

3 Formalized Methods of Protocol Description

Various tools can be used for observing the WSN traffic, starting with show-
ing a raw packet stream, parsing this stream with custom-made interpreta-
tion scripts, or using specialized packet-inspection tools, such as tshark or
Wireshark.
In order to facilitate fast development of communication and control pro-

tocols we have adopted a formalized way of specifying the data sent over
the WSN. The format of all the packets is specified in form of an XML file,
describing the fields and variants of messages to be sent. From this “master”
file various resulting formats may be generated automatically (Fig. 2), in-
cluding header files for nesC TinyOS programs, packet interpretation scripts,
and Wireshark dissector code. This simplifies investigating the data captured
from the air, allows for throughout analysis of how the network behaves, and
also, prevents many bugs that stem from software incompatibilities.
Based on the XML packet description it is also possible to generate test

cases for network testing or simplify the needed tools. So far, we have used
mostly Python scripts for interacting with Netserv program in order to send
messages to the WSN network and observe the network response. Examples of
such tests are shown in the next section. The WSN traffic is made available by
NetServ in different forms – simple byte-stream, PCAP-timestamped binary
data or ASCII data in hexadecimal form. Testing scripts may use these data
streams to allow automated verification of the tests (compatibility with our
XML-based data description as one of the criteria). The PCAP-formatted
stream may be connected to a Wireshark network analyzer allowing extended
analysis of captured or live data.
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4 Testcases

For implementing the BaseStation and serving the captured data with Net-
Serv we have used Raspberry Pi embedded systems. Even though a typical
laptop or a desktop computer with Linux operating system could be used for
that purpose, a self-contained small system like BeagleBooard or Raspberry
Pi is much better suited in a real WSN deployment, where it acts as a typical
packet sink. As it does not need any keyboard or a display for functioning, it
can be just plugged in to the mains supply and work, collecting the packets.
When equipped with a WiFi dongle, it can immediately serve the collected
data online. This is also useful in network testing scenarios, where various
observation points can be created by placing several Raspberry Pi computers
at various locations to observe the WSN radio traffic (Fig. 1).
Using this architecture we have performed numerous tests for our proto-

cols. The most important ones were the tests of network self-organization,
in which the network was switched back and forth between non-organized
broadcast-mode operation and the organized mode with routing enabled.
Two kinds of control messages were used for this purpose:

• RESET – Upon receiving a RESET message, a node sets an internal timer
for a time period specified in the message payload. After this delay the
node reboots. The delay is added to prevent multiple reboots if the node
received the same RESET message several times, as it was retransmitted
over the whole network. To test the proper functioning of this routine, we
created a scenario where RESET messages were injected into the network
with delay parameters varying from 1ms to 60 s. A misbehaviour of the
code would manifest itself in the form of double resets, that is – two or

repeat {
send HELO message
collect traffic for n seconds
send HELO message again
collect more traffic
if (broadcast packets found), abort
if (no. of hops > threshold ), abort // routing loops found
if (bi-birectional paths ), abort // routing loops found

send RESET message
collect traffic for n seconds
if (unicast packets found), abort
if (duplicate transmissions found), report multiple
resets and abort

}

Fig. 3 Testing algorithm for HELO/RESET scenario
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more messages with the same source address and sequence numbers would
be seen if the reset was performed multiple times. Also, no unicast packets
should be observed after the reset.

• HELO – a packet of type HELO is used to let other nodes know about
their neighbours. This is necessary to construct a routing tree in each
node. Each node is supposed to retransmit every HELO packet it receives,
but only once (sequence numbers are used to detect duplicates) and after
increasing the number of hops parameter. After exchanging a number of
HELO packets, a routing tree should be created. Therefore, the test con-
sists of sending a HELO packet from the BS and analysing communication
after a set period of time. All the messages should from thereon i) be sent
as unicasts, ii) be targeted at the BS and iii) there should be no routing
loops.

The automated tests have been performed using algorithm specified in Fig. 3.
Sample packets received in these tests are shown in Fig. 4. This example shows
network behaviour for two consecutive RESET-HELO-HELO tests. Line 1
shows the RESET packet sent from the BaseStation running on node 47.
Therefore the following packets from nodes 7 and 33 (lines 3-5) were sent as
broadcasts. That is why the packet with seq no 1 was received twice – directly
from the originating node and retransmitted. However, the first packet from
node 34 contained sequence number equal 3 (line 7), which means that packets
with sequence numbers 1 and 2 were lost. After the HELO packet from the
Base Station (line 11) the network started setting the routing tree. Lines 13-
15 show packets which should be routed to the Base Station. Unfortunately
there is a routing loop between nodes 7 and 33. If not for sniffing, such
messages would never reach the Base Station. After another HELO packet in
line 17 both nodes 7 and 33 correct their routes to the Base Station.
When the RESET-HELO-HELO test scenario is repeated (lines 23-39)

nodes 7 and 33 properly establish the routing table, but node 34 apparently
did not hear the first HELO packet and still sends broadcasts. After another
HELLO all nodes send messages directly to the Base Station.
Although the above description shows the detailed “manual” analysis of

network behaviour, the automatic assessment can also detect protocol vio-
lations, as described in the testing algorithm (routing loops, wrong type of
packets at a certain stage of the protocol, assertions on particular field val-
ues, etc.). Such automated tests can be run several times to test whether
the communication protocols are resistant to errors such as lost or duplicate
packets, packet collisions or unfortunate timings.

5 Future Work

From the testing perspective, our toolchain has functionality to:

• setup a testing network,
• capture WSN messages on a PC and analyze them,
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• inject prepared messages into the WSN network through the gateway,
• perform automated tests by executing appropriate test scenarios.
Unfortunately, it may still be not enough to accurately observe the whole
network, because the wireless links are unreliable. If we do not receive the
expected packet, we can not be sure why it happened. Software and protocol
errors or a high level of radio noise may be the reasons. Therefore it is nec-
essary to develop methods which can log all activities on each node and then
analyze the behaviour of the whole network after the test.
We intend to develop two solutions for this problem:

1. prepare a meta-protocol which can be used for sending debugging infor-
mation, i.e. routing tables, packet reception rates, RSSI values, etc.

2. gather all debug information in node’s Flash memory and then, after the
experiment, collect the data via serial or radio connection.

Both methods have some disadvantages. The first one may interfere with
the normal network operation and the protocols being tested, as the same

1 15:28:12.668 SEND RESET from=47, to=*, seq =11, delay=768ms ,(7e 44 55 00 ff ff 00 00 0e 00 0c 01 05
ff ff 00 2f 00 0b 00 00 00 00 03 00 39 2d 7e)

2 # 2 messages from node 33, one of them through node 7
3 15:29:02.702 from=33, to=*, via=7, seq =1, hops=2, photo =8293.15, path=[7 ,33]
4 02.720 from=33, to=*, via =33, seq=1, hops=1, photo=8293.15, path=[33]
5 02.813 from=7, to=*, via=7, seq=1, hops=1, photo=8426.67, path=[7]
6 # first packet coming from node 34
7 06.597 from=34, to=*, via =7, seq =3, hops=2, path=[7,34], photo=255.58
8 # some strange paths
9 16.716 from=34, to=*, via =7, seq =8, hops=3, path=[7,33,34], photo=137.33
10 16.736 from=7, to=*, via =33, seq =8, hops=2, path=[33,7], photo=8934.02
11 17.008 SEND HELO from=47, to=*, seq =12, (bin: 7e 44 55 00 ff ff 00 00 0e 00 0c 01 05 ff ff 00 2f 00

0c 00 00 00 00 03 00 7d 5d 34 7e)
12 # unicast messages , but routing tree is not ok.
13 18.398 from=34, to=47, via =33, seq =9, hops=2, path=[33 ,34] , photo=244.14
14 18.416 from=33, to=47, via =7, seq=9, hops=3, path=[7,34,33], photo =8319.85
15 18.474 from=7, to=47, via =33, seq=9, hops=2, path=[33,7], photo =8888.24
16 # another HELLO
17 12.020 SEND HELO from=47, to=*, seq =13, (7e 44 55 00 ff ff 00 00 0e 00 0c 01 05 ff ff 00 2f 00 0d 00

00 00 00 03 00 1c 8c 7e)
18 12.955 from=33, to=47, via =33, seq =37, hops=1, path=[33] , photo =8316.04
19 13.001 from=7, to=47, via =7, seq =37, hops=1, path=[7], photo=8937.84
20 14.920 from=33, to=47, via =33, seq =38, hops=1, path=[33] , photo =8319.85
21 15.077 from=7, to=47, via =7, seq =38, hops=1, path=[7], photo=8899.69
22 # and 34 is somehow gone? No sign of it until RESET
23 43.439 SEND RESET from=47, to=*, seq =14, delay=1000ms , (7e 44 55 00 ff ff 00 00 0e 00 0c 01 08 ff ff

00 2f 00 0e 00 00 00 00 03 e8 2c 63 7e)
24 # broadcast
25 45.257 from=7, to=*, via =33, seq =1, hops=2, photo=8361.82, path=[33 ,7]
26 45.284 from=33, to=*, via =33, seq=1, hops=1, photo=7667.54, path=[33]
27 49.172 from=34, to=*, via =7, seq =3, hops=2, path=[7,34], photo=251.77
28 51.596 SEND HELO from=47, to=*, seq =15, (7e 44 55 00 ff ff 00 00 0e 00 0c 01 05 ff ff 00 2f 00 0f 00

00 00 00 03 00 ff ec 7e)
29 # 34 did not get the HELO message
30 53.007 from=34, to=*, via =33, seq=5, hops=2, path=[33 ,34] , photo=205.99
31 54.955 from=33, to=47, via =33, seq =6, hops=1, path=[33] , photo=8251.19
32 54.977 from=7, to=47, via =33, seq=6, hops=2, path=[33,7], photo =8857.73
33 ...
34 # another HELO
35 15:30:32.947 SEND HELO from=47, to=*, seq =16 ,(7e 44 55 00 ff ff 00 00 0e 00 0c 01 05 ff ff 00 2f 00

10 00 00 00 00 03 00 6d 51 7e)
36 # and each node sends directly to BS (47)
37 34.065 from=33, to=47, via =33, seq =26, hops=1, path=[33] , photo =8285.52
38 34.083 from=7, to=47, via =7, seq =26, hops=1, path=[7], photo=8831.02
39 34.097 from=34, to=47, via =34, seq =26, hops=1, path=[34] , photo =469.21

Fig. 4 Sample packets observed by the testing script
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underlying communications stack must be used for sending and receiving
radio messages. The debugging messages may also be lost, and implementing
a special reliable protocol with no impact on other messages sent through the
network seems hard, if possible at all. The second method can be implemented
only on a Flash-equipped WSN motes and requires direct access to each
node after the test, if serial/USB transmission is to be used. However, the
log transfers are intended to happen after the testing has ended, so the radio
transmission can also be used with reliable protocols, using acknowledgements
and retransmissions while asking nodes one by one to dump their debugging
logs over the radio. On the other hand, some nodes may still need manual
intervention if during the test they have exhausted their power supplies.

6 Conclusions

When developing communication protocols for WSNs it is hard to effectively
test the proper operation of the whole network. The system that we have
developed extends the functions of a typical BaseStation node by allowing us
to send arbitrary messages from the BS and observing the network response
through capturing and analyzing the packets sent between WSN nodes. Test
scenarios can be programmed in Python (or any other scripting/programming
language) and use TCP client-server model for interaction with the network.
Automated assessment of repeated test results is possible and the packet
trail of network operation can be used for detailed post-factum analysis of
the behaviour of network nodes. To make this trail complete, we intend to
extend our system to provide local logging of node operation in node’s Flash
memories. After the experiment has ended, this data can be downloaded
through a reliable communications link. The BaseStation-Netserv architec-
ture of our system allows both logging such trails and providing a real-time
access to WSN messages through TCP client-server connections. Wireshark
packet analyzer can be used as a powerful tool for online or post-factum
analysis of captured packets.
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Abstract. One of the modern approaches for documenting software architecture is 
to show the architectural design decisions that led an architect to the final form of 
software architecture. However, decisions that have been made in such a process 
may need to be changed during further evolution and maintenance of the software 
architecture. The main reasons for these changes are new or changed require-
ments. In our team we have developed a graphical modelling notation for docu-
menting architectural decisions, called Maps of Architectural Decisions, that can 
support the process of making changes in the software architecture. In this work 
we define a formal background for the controlled process of making changes in 
architectural decision models that are documented using that notation. 

1 Introduction 

Software architecture is developed as a result of numerous interrelated decisions. 
The architecture itself, these decisions and the context of these decisions create the 
architectural knowledge. Documenting architectural decisions is a new wave in 
architecture modelling [2, 12]. It deals with the representation, capture, manage-
ment, and documentation of the design decisions made during architecting [9]. In 
the process of software maintenance and evolution, architectural decisions may 
undergo changes in response to new or changed requirements. Such decisions are 
often related with each other and changing one of them may affect the more exten-
sive part of the decision model. Performing the changes in the architectural deci-
sion models in a rigorous way is an important problem we want to address in this 
work. The proposed solution is based on the modelling notation called Maps of 
Architectural Decisions (MAD) [13]. This work extends our previous work [11] 
mainly by introducing the concept of decision consistency (Sect. 5) and defining 
the formal metamodel of the MAD notation (Sect. 6). 

2 Related Work and Motivation 

A typical representation of architectural decisions are text records [1, 4, 12], that 
are sometimes accompanied with illustrating diagrams [3]. Many diagrammatic 
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(based on graphs) models have been also proposed as a way to represent architec-
tural decision and decision making process in a more comprehensive way (see [10, 
13, 14]). Graphical models and tools supporting architectural decisions and deci-
sion-making have been presented in [6, 10, 13]. 

Decision classifications have been developed to help to organise large sets of 
architectural decisions. Most influential classifications by Kruchten [8] (existence, 
non-existence, property and executive decisions) and Zimmermann [14] (execu-
tive, conceptual, technology and vendor asset decisions) substantially help to na-
vigate through a set of architectural decisions. In both references, not only the 
categories of architectural decisions have been defined but also the possible kinds 
of relations between such decisions have been determined. In [8], Kruchten indi-
cates as much as ten different kinds of relations between architectural decisions. 

Another architectural decision model and diagrammatic notation (MAD) have 
been developed by our team and presented in [13]. MAD has been created to sup-
port architect-practitioners working on systems evolution. It does not impose any 
predefined classification or hierarchy of architectural decisions and assumes a 
limited number of relation kinds between architectural decisions. This makes the 
model of the decision process intuitive and easy to comprehend. To explain the 
choices made and capture their rationale, the entire decision situation is presented, 
including: the decision topic (or problem), considered design options, relevant 
requirements, the advantages and disadvantages of every considered option. 

Although there are many approaches for representing and capturing architectur-
al decisions, it seems that in all cases the following scenario is assumed: one has 
an initial set of requirements and according to these requirements the architectural 
decisions are made and documented. However, an important question arises: what 
activities should be done when the initial set of requirements changes but some or 
all of the decisions have been already captured in the model? Such a situation is 
quite usual during a project with iterative development [7] and typical for the 
maintenance phase when requirements for the next release of a system appear.  

The new or changed requirements will usually lead to a changed decision mod-
el, but the main problem here is how to perform these changes in a controlled way 
and verify whether each change is justified by the context. The precise formal 
definitions would be welcomed here, as they open the further possibility of auto-
matic verification. It seems that, so far, this problem has not been given much 
attention in the related works on architectural decision modelling. Thus, we would 
like to address it here in terms of models expressed in the MAD notation. 

3 Maps of Architectural Decisions 

MAD notation works similarly to mind maps used to present a problem structure 
graphically. The MAD models are built up of the following elements: 

• Decision problem – represents the architectural issue being considered; 
• Connector – in its basic form shows that one solved problem led an architect to 

the one indicated by an arrow (a "leads to" relation); 
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• Solution – represents a single solution to the architectural problem considered; 
• Requirement – represents a requirement relevant to a given architectural prob-

lem; 
• Decision-maker – represents a person or a group of people responsible for the 

resolution of a related architectural problem; 
• Pro or Con – represents a single advantage or disadvantage of a given solution. 

These elements have additional attributes, e.g. name, description, state, creation 
date and resolution date for the decision problem [13]. The most important ele-
ments of the notation are shown in Fig. 1. 

Symbols representing solutions to the problem and their different statuses:

Symbols representing decision problems and their possible states:

A connector between two decision problems:

Defined Requires
reassessment

Solved Being
solved

Defined FeasableInfeasable Chosen

“leads to” relation

A relevant requirement: Requirement

  

Fig. 1 The MAD notation  

3.1 Decision Problem Life Cycle 

The main objective of MAD is to show a decision making process and its 
progress. It introduces the concept of a decision problem's state, proposing four 
possibilities: defined, being solved, solved, and requires reassessment (see Fig. 1). 
The state transition rules have been defined for MAD using the concept of a deci-
sion problem's context. The context, in which the architectural decision problem is 
being considered, contains both the requirements and the decisions that have been 
already made [2]. To be more precise, not all the requirements and decisions made 
before should be considered here but, naturally, only these which are relevant to 
the given decision problem. In the MAD model the requirements are directly at-
tached to decision problems they are relevant to, and the earlier decisions (chosen 
solutions), that led to the given problem, can be easily discovered by tracing the 
"leads to" relationship. In [11] the three definitions have been introduced: 
 
Definition 1. (Simplified MAD model) 

By a simplified MAD model we understand a tuple (Problems, leadsTo,  
requirements, solution), where: 
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• Problems is a set of decision problems, 
• leadsTo ⊆ Problems × Problems  is a set of pairs of decision problems con-

nected through the "leads to" relation, 
• requirements(p) is a set of requirements relevant to the problem p, and 
• solution(p) is a single-element set containing a finally selected solution to the 

problem p (if the solution is not selected yet, then solution(p) is undefined). 

Definition 2. (Reachability relation) 
Let M be a simplified MAD model and a relation  ⊆ Problems × Problems be the 
transitive closure of the relation leadsTo. The relation  will be called a reacha-
bility relation for the model M. If p  q then we will say that the problem q is 
reachable from the problem p. 

 
Definition 3. (Context) 
Let M be a simplified MAD model,  be the reachability relation for the model M. 
The context of a problem p ∈ Problems in M is defined as: 
 

context(p) = requirements(p) ∪ q  p solution(q). 

Defined

Requires
reassessment

Solved

Being
solved

adding

removing

finding
solution

solution
found

finding
solution

context
changed

context
changed

context
changed

 

Fig. 2 The decision problem life cycle 

Let us now discuss the life cycle of a decision problem in the MAD model. 
When a new decision problem is added to the model it is in the "defined" state. 
Next, when the possible solutions are being considered the problem is "being 
solved", and once one of the solutions connected to the problem becomes "cho-
sen", the problem becomes "solved" and can lead to new problems. Whenever the 
problem's context is changing, the problem should automatically change its state 
into "requires reassessment". When the context of the decision problem has 
changed due to the changes of the previous decisions, the problem itself may not 
occur any more and in such a situation it should be removed from the model. The 
described decision problem life cycle is summarized in Fig. 2. 
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3.2 Model Rebuilding 

The decision problem life cycle leads us to the rigorous process of making 
changes in MAD models in response to new requirements. When the new re-
quirement appears, the software architect can decide whether it is relevant to one 
or more of the decisions captured in the MAD model. In the MAD model this new 
requirement will be then connected to proper decisions, changing at the same time 
their contexts and their status into “requires reassessment” as a result. The similar 
situation will occur when one of the requirements already existing in the model is 
changing. 

 

Fig. 3 Model rebuilding 

Changing the status of any problem into “requires reassessment” may initiate 
the process of model rebuilding. An example of such a process has been presented 
in [11]. That process encompasses six steps. In Fig. 3, we present only the first 
step and the final result of the whole rebuilding process. The intermediate steps 
have been omitted. In the first step the new requirement telling that our company 
is moving from Java technology has been connected with the “Technology?” deci-
sion problem. For detailed description of the successive steps, please refer to [11]. 
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4 Decision Consistency in MAD Models 

As it has been shown in the previous section, the appearance of new requirements 
may result in a changed architectural decision model. Thus, the evolution process 
of a system may result in a sequence of architectural decision models, where two 
consecutive models reflect the single step of system evolution. Let us consider 
such a sequence of two architectural models (i.e. one evolution step) and call them 
M1 and M2. Let p be one of the solved decision problems (a problem in the 
"solved" state) in the model M1. There are two possibilities: 

• the problem p does not occur any more and is not present in M2, 
• the problem p does still occur and is present in both the models: M1 and M2. 

In the second case, if the problem p is also solved in the model M2 then: 

• the problem p has the same finally selected solution (a solution in the "chosen" 
state) in both of the models, or 

• the problem p has a different finally selected solution, but in that case the con-
texts of p in M1 and M2 must be also different, otherwise there would not be 
any justification for changing a solution to the problem p (i.e. in the meantime 
p must have been in the "requires reassessment" state). 

Let us now define the above relation between two MAD models formally. 
 

Definition 4. (Decision consistency relation) 
Let M1 and M2 be two simplified MAD models. We say that the decisions in M1 
and M2 are consistent if they have the same finally selected solution or they con-
texts are different: 

 

∀p ∈ Problems1 ∩ Problems2 ⋅ 
solution1(p) is defined ∧ solution2(p) is defined  

solution1(p) = solution2(p) ∨ context1(p) ≠ context2(p). 
 

If M2 is a result of rebuilding M1 in a process of architecture evolution, the deci-
sions in the model M1 must be consistent with the decisions in the model M2 in 
terms of the above definition. From the definition of the decision consistency rela-
tion it can be easily seen that this relation is both symmetric and reflexive. 

5 Metamodel of MAD Notation 

Although MAD notation offers constructions useful not only for documenting 
architectural decisions but also for making rigorous changes in a set of interrelat-
ing decisions, its biggest drawback when it comes to automatic verification of 
changes is its lack of precise metamodel. In this section, the metamodel of the part 
of MAD is presented. This metamodel is expressed in Alloy specification lan-
guage [5], what allows for the analysis of the proposed metamodel using Alloy 
Analyzer tool. 
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Alloy is a declarative language for expressing structural constraints based on 
the first-order logic. An Alloy model is composed of sets (called ‘signatures’), 
relations in these sets (represented as signatures’ fields) and constraints over the 
sets and relations (called ‘facts’). For detailed description, please refer to [5] or to 
the Alloy project Web site http://alloy.mit.edu. 

The partial MAD metamodel is presented in Fig. 4 and Fig. 5. The main  
elements of the MAD models (represented as the MAD signature) are: decision 
problems (the DecisionProblem signature), requirements (the Requirement 
signature) and solutions (the Solution signature). Every single problem and 
solution in the MAD model must be in one of the possible states represented here 
as the singleton subsets of the ProblemState and SolutionState signatures 
(compare with Fig. 1). 

 
sig MAD {} 

sig DecisionProblem {} 

sig Requirement {} 

sig Solution {} 

 

abstract sig ProblemState {} 

one sig DefinedProblem extends ProblemState {} 

one sig RequiresReassessment extends ProblemState {} 

one sig Solved extends ProblemState {} 

one sig BeingSolved extends ProblemState {} 

 

abstract sig SolutionState {}  

one sig DefinedSolution extends SolutionState {} 

one sig Infeasible extends SolutionState {} 

one sig Feasible extends SolutionState {} 

one sig Chosen extends SolutionState {} 

Fig. 4 Signatures 

Fig. 5 shows the different possible relations between models, problems, solu-
tions, requirements and problems' and solutions' states, that take place in MAD 
models. For example, the requirements relation defines the set of requirements 
relevant to the problem (graphically connected to the problem). The following 
additional constraints have been added as the Alloy facts: 

1. If the problem belongs to the model all of its preceding problems and succes-
sors also belong to that model; 

2. The "leads to" relation cannot form a cycle; 
3. Not more than one of considered solutions for the problem can be in the  

"chosen" state; 
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4. If the problem has a preceding problem, the preceding one must have been 
solved in the past (and then its solution generated the next problem) and can 
never be again in the "defined" state; 

5. The solved problem must have a chosen solution. 
 

sig MAD { 

    problems: set DecisionProblem, 

    problemState: problems -> one ProblemState, 

    leadsTo: problems -> problems, 

    requirements: problems -> Requirement, 

    solutions: problems -> (Solution -> one SolutionState) 

}{ 

    all p: problems | p.(leadsTo + ~leadsTo) in problems   // 1. 

    all p: problems | p not in p.^leadsTo                  // 2.  

    all p: problems | lone s : Solution | 

                           s -> Chosen in solutions[p]     // 3. 

    all p: problems | all q: p.~leadsTo | 

                      problemState[q] != DefinedProblem    // 4. 

    all p: problems | problemState[p] = Solved => 

          one s: Solution | s -> Chosen in solutions[p]    // 5. 

} 

Fig. 5 The MAD signature details 

For the above MAD metamodel, the decision consistency relation, which was 
defined in Sect. 5, can be written in the form of an Alloy predicate as in Fig. 6. 

 

fun context[m: MAD, p: DecisionProblem]: Requirement + Solution { 

    m.requirements[p] + {s: Solution | some q: m.problems | 

      p in q.^(m.leadsTo) and s -> Chosen in m.solutions[q] } 

} 

 

fun solution[m: MAD, p: DecisionProblem]: Solution { 

    {s: Solution | s -> Chosen in m.solutions[p]} 

} 

 

pred consistent [m1: MAD, m2: MAD] { 

    all p: m1.problems & m2.problems | 

        (m1.problemState[p] = Solved and 

         m2.problemState[p] = Solved) => 

            (solution[m1,p] = solution[m2,p] or 

             context[m1,p] != context[m2,p]) 

} 
Fig. 6 Decision consistency relation 
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As it has been mentioned, Alloy specifications can be analyzed using the Alloy 
Analyzer tool. Such an analysis may be of two forms: simulation, which involves 
finding instances that satisfy a given property, or checking, which involves finding 
a counterexample―an instance that violates a given property. For the proposed 
metamodel, a number of instances have been generated with the Alloy Analyzer 
and these instances have been studied to assure both the correctness and com-
pleteness of the metamodel, i.e. that all the constraints have been captured and 
appropriately expressed. 

6 Conclusion and Further Work 

MAD notation has been originally developed as a simple tool for system architects 
to document architectural decisions [13]. It has appeared that this notation offers 
some constructions particularly useful for building the models in an iterative way, 
where new requirements appear after the whole or parts of the model were created 
[11]. In other words, the MAD notation may support the process of making 
changes in the software architecture during further evolution and maintenance of 
the software architecture. 

MAD has been validated in the real life conditions of one of the largest telecom 
firms in Poland and a software tool supporting MAD has been also developed 
[13]. The tool has been designed as a diagram editor being an extension to MS 
Word. Unfortunately, the main problem we faced trying to extend this tool to sup-
port the process of rebuilding models was the lack of a precise MAD metamodel. 
In this work, such a metamodel has been proposed. After creating a tool based on 
this metamodel, further empirical evaluation of the concepts presented here will be 
conducted. 

Acknowledgement. This work was sponsored by the Polish Ministry of Science and High-
er Education under grant number 5321/B/T02/2010/39. 
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Abstract. In this work, we address the problem of slot selection and co-allocation 
for parallel jobs in distributed computing with non-dedicated resources. A single 
slot is a time span that can be assigned to a task, which is a part of a job. The job 
launch requires a co-allocation of a specified number of slots starting synchron-
ously. The challenge is that slots associated with different CPU nodes of distri-
buted computational environments may have arbitrary start and finish points that 
do not match. Some existing algorithms assigns a job to the first set of slots 
matching the resource request without any optimization (the first fit type), while 
other algorithms are based on an exhaustive search. In this paper, algorithms for 
effective slot selection of linear complexity are studied and compared with known 
decisions. The proposed algorithms allow overall increase in the quality of service 
(QoS) for each of the considered rates: job start time, finish time, runtime, CPU 
usage time and total cost of job execution. 

1 Introduction 

Economic mechanisms are used to solve problems like resource management and 
scheduling of jobs in a transparent and efficient way in distributed environments 
such as cloud computing and utility Grid [1-3]. A resource broker model [1-4] is 
decentralized, well-scalable and application-specific. It has two parties: node 
owners and brokers representing users. The simultaneous satisfaction of various 
application optimization criteria submitted by independent users is not possible 
due to several reasons and also can deteriorate such QoS rates as total execution 
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time of a batch of jobs or overall resource utilization. Another model is related to 
virtual organizations (VO) [5-7] with central schedulers providing job-flow level 
scheduling and optimization. VOs naturally restrict the scalability, but uniform 
rules for allocation and consumption of resources make it possible to improve the 
efficiency of resource usage and to find a trade-off between contradictory interests 
of different participants.  

In [6, 7], we have proposed a hierarchical scheduling model which is function-
ing within a VO. The significant difference between the approach proposed in [6, 
7] and well-known scheduling solutions for distributed environments such as Gr-
ids [2, 4, 5, 8, 9], e.g., gLite Workload Management System [8], is the fact that the 
scheduling strategy is formed on a basis of efficiency criteria. They allow reflect-
ing economic principles of resource allocation by using relevant cost functions 
and solving a load balancing problem for heterogeneous resources. The metasche-
duler [6, 7] implements the economic policy of a VO based on local resource 
schedules. The schedules are defined as sets of slots coming from resource man-
agers or schedulers in the resource domains. During each scheduling cycle the sets 
of available slots are updated and two problems have to be solved: 1) selecting an 
alternative set of slots (alternatives) that meet the requirements (resource, time, 
and cost); 2) choosing a slot combination that would be the efficient or optimal in 
terms of the whole job batch execution. To implement this scheduling scheme, 
first of all, one needs an algorithm for finding and co-allocating slot sets. An op-
timization technique for the second phase of this scheduling scheme was proposed 
in [6, 7]. 

First fit selection algorithms [10, 11] assign any job to the first set of slots 
matching the resource request conditions, while other algorithms use an exhaus-
tive search, feature more than linear complexity, and may be inadequate for  
on-line use [12]. Moab scheduler [13] implements backfilling and during a slot 
window search does not take into account any additive constraints such as the 
minimum required storage volume or the maximum allowed total allocation cost. 
Moreover, backfilling does not support environments with non-dedicated re-
sources. NWIRE system [4] performs a slot window allocation based on the  
user defined efficiency criterion under the maximum total execution cost con-
straint. However, the optimization occurs only on the stage of the best found offer 
selection.  

In our previous works [14-16], two algorithms for slot selection AMP and ALP 
that feature linear complexity ( )mO , where m  is the number of available time-

slots, were proposed. Both algorithms perform the search of the first fitting win-
dow without any optimization. AMP (Algorithm based on Maximal job Price), 
performing slot selection based on the maximum slot window cost, proved the 
advantage over ALP (Algorithm based on Local Price of slots) when applied to 
the above mentioned scheduling scheme. However, in order to accommodate an 
end user’s job execution requirements, there is a need for more precise slot selec-
tion algorithms to consider various user demands along with the VO resource 
management policy.  
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In this paper, we propose algorithms for effective slot selection based on user 
defined criteria that feature linear complexity on the number of the available slots 
during the job batch scheduling cycle. The novelty of the proposed approaches 
consists of allocating a number of alternative sets of slots (alternatives). The pro-
posed algorithms can be used for both homogeneous and heterogeneous resources.  

The paper is organized as follows. Section 2 introduces a general scheme for 
searching alternative slot sets that are effective by the specified criteria. Then, in 
section 3, scheme implementations are proposed and considered. Section 4 con-
tains simulation results for comparison of proposed and known algorithms. Sec-
tion 5 summarizes the paper and describes further research topics. 

2 General Scheme for Slot Selection Algorithms 

In this section we consider a general scheme of an Algorithm searching for Ex-
treme Performance (AEP) and its implementation examples.  

The launch of any job requires a co-allocation of a specified number of slots, as 
well as in the classic backfilling variation [13]. The task is to scan a list of m  
available slots and to select a window W  of n  parallel slots with a length of the 
required resource reservation time. The job resource requirements are arranged 
into a resource request containing a resource reservation time, characteristics of 
computational nodes (clock speed, RAM volume, disk space, operating system 
etc.) and the limitation on the selected window maximum cost. The total window 
cost is calculated as a sum of an individual usage cost of the selected slots. In 
addition, one can define a criterion on which the best matching window alternative 
is chosen. This can be a criterion crW  for a minimum cost S  , a minimum ex-
ecution runtime or, for example, a minimum energy consumption. The algorithm 
parses a ranged list of all available slots subsequently for all the batch jobs. Higher 
priority jobs are processed first assuming that the job batch is presented as a list of 
jobs submitted for the scheduling cycle and ordered by their priority [6, 7].  

Existing slot selection algorithms assign a job to the first set of slots matching 
the resource request conditions or use an exhaustive search. AEP is free of the 
obvious disadvantages of the exhaustive search and has linear complexity on the 
number of the slots available in the current scheduling cycle.  

AEP can be compared to the algorithm of min/max value search in an array of 
flat values. The expanded window of size m  “moves” through the ordered list of 
available slots. At each step any combination of n  slots inside it (in case when 

mn ≤ ) can form a window that meets all the requirements to run the job. The 
effective on the specified criterion window of size n  is selected from this m  slots 
and compared with the results in the previous steps. By the end of the slot list the 
only solution with the best criterion crW  value will be selected. The time length 
of an allocated window W is defined by the execution time of the task that is us-
ing the slowest CPU node. The algorithm proposed is processing a list of all avail-
able slots ordered by a non-decreasing start time during the scheduling interval 
denoting how far in the future the system may schedule resources. This condition 
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is required for a single sequential slot list scan and algorithm linear complexity on 
the number m  of slots.  

The scheme for an effective window search by the specified criteria can be 
represented as follows: 

Input:    slotList – a list of available slots 
               job – a job for which the search is performed 
Output: bestWindow – a window with the extreme criterion crW value  

      slotList = orderSystemSlotsByStartTime(); 
      for each slot in slotList { 

     if(!properHardwareAndSoftware(slot)) 
     continue; 

     windowSlotList.add(slot);   
     windowStartTime = slot.startTime; 
     for each wSlot in windowSlotList { 
     minLength = wSlot.Node.getWorkingTimeEstimate(job); 
     if((wSlot.endTime – windowStart) < minLength) 
     windowSlotList.remove(wSlot); 

     } 
     if(windowSlotList.size >= job.nodesNeed){ 
     curWindow = getBestWindow(windowSlotList);  
     crW = getCriteriaValue(curWindow); 
     if(crW > maxCriteriaValue){ 
     maxCriteriaValue = crW; 
     bestWindow = curWindow; 

     }  
     }    

} 

Finally, a variable bestWindow will contain an effective window by the given  
criterion. 

3 AEP Implementation Examples 

The need to choose alternative sets of slots for every batch job increases the com-
plexity of the whole scheduling scheme [6, 7]. With a large number of available 
slots the search algorithm execution time may become inadequate.  

Though it is possible to mention some typical optimization problems, based on 
the AEP scheme that can be solved with a relatively decreased complexity. These 
include problems of total job cost minimizing, total runtime minimizing, the win-
dow formation with the minimal start/finish time.  

For the proposed AEP efficiency analysis the following algorithmic implemen-
tations were added to the simulation model [6, 7]. 

1. AMP – searching for slot windows with the earliest start time. This scheme was 
introduced in works [14-16]. The difference with the general AEP scheme is that 
the first suitable window will have the earliest possible start time. 
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2. MinRunTime – this algorithm performs a search for a single alternative with the 
minimum execution runtime. Given the nature of determining a window runtime, 
which is equal to the length of the longest composing slot, the following scheme 
may be proposed: 

orderSlotsByCost(windowSlotList); 

resultWindow = getSubList(0,n, windowSlotList); 

extendWindow = getSubList(n+1,m, windowSlotList); 

while(extendWindow.size > 0){ 

  longSlot = getLongestSlot(resultWindow); 

  shortSlot = getCheapestSlot(extendWindow); 

  extendWindow.remove(shortSlot); 

  if((shortSlot.size < longSlot.size)&& 

   (resultWindow.cost + shortSlot.cost < S)){ 

     resultWindow.remove(longSlot); 

     resultWindow.add(shortSlot);  

  }  

} 

As a result, the suitable window of the minimum time length with the total cost no 
more than S  will be formed in a variable resultWindow. The algorithm de-
scribed consists of the consecutive attempts to substitute the longest slot in the 
current window (the resultWindow variable) with another shorter one that will 
not be too expensive. In case when it is impossible to substitute the slots without 
violating the constraint on the maximum window allocation cost, the current  
resultWindow configuration is declared to have the minimum runtime. 

3. MinFinish – searching for alternatives with the earliest finish time. This algo-
rithm may be implemented using the runtime minimizing procedure presented 
above. Indeed, the expanded window has a start time tStart equal to the start 
time of the last added suitable slot. The minimum finish time for a window on this 
set of slots is (tStart + minRuntime), where minRuntime is the minimum 
window length. The value of minRuntime can be calculated similar to the run-
time minimizing procedure described above. Thus, by selecting a window with the 
earliest completion time at each step of the algorithm, the required window will be 
allocated in the end of the slot list. 

4. MinCost – searching for a single alternative with the minimum total allocation 
cost on the scheduling interval. For this purpose in the AEP search scheme n  slots 
with the minimum sum cost should be chosen. If at each step of the algorithm a 
window with the minimum sum cost is selected, at the end the window with the 
best value of the criterion crW  will be guaranteed to have overall minimum total 
allocation cost at the given scheduling interval. 

5. MinProcTime – this algorithm performs a search for a single alternative with 
the minimum total node execution time defined as a sum of the composing slots’ 
time lengths. It is worth mentioning that this implementation is simplified and 
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does not guarantee an optimal result and only partially matches the AEP scheme, 
because a random window is selected. 

6. Common Stats, AMP (further referred to as CSA) – the strategy for searching 
multiple alternatives using AMP. Similar to the general searching scheme [14-16], 
a set of suitable alternatives, disjointed by the slots, is allocated for each job. To 
compare the search results with the algorithms 1-5, presented above, only alterna-
tives with the extreme value of the given criterion will be selected, so the optimi-
zation will take place at the selection process.  

The criteria include the start time, the finish time, the total execution cost, the 
minimum runtime and the processor time used. 

It is worth mentioning that all proposed AEP implementations have a linear 
complexity ( )mO : algorithms “move” through the list of m  available slots in the 

direction of non-decreasing start time without turning back or reviewing previous 
steps. 

4 Simulation Studies of Slot Selection Algorithms 

The goal of the experiment is to examine AEP implementations: to analyze alter-
natives search results with different efficiency criteria, to compare the results with 
AMP and to estimate the possibility of using in real systems considering the algo-
rithm execution time. A simulation framework [6, 7] was configured in a special 
way in order to study and to analyze the algorithms presented. The core of the 
system includes several components that allow generating the initial state of the 
distributed environment on the given scheduling time interval, a batch with user 
jobs and implements the alternative slot search.  

In each experiment a generation of the distributed environment that consists of 
100 CPU nodes was performed. The performance rate for each node was generat-
ed as a random integer variable in the interval [2; 10] with a uniform distribution. 
The resource usage cost was formed proportionally to their performance with an 
element of normally distributed deviation in order to simulate a free market pric-
ing model [1-4]. The level of the resource initial load with the local and high 
priority jobs at the scheduling interval [0; 600] was generated by the hyper-
geometric distribution in the range from 10% to 50% for each CPU node. Based 
on the generated environment the algorithms performed the search for a single 
initial job that required an allocation of 5 parallel slots for 150 units of time. The 
maximum total execution cost according to user requirements was set to 1500. 
This value generally will not allow using the most expensive (and usually the most 
efficient) CPU nodes. The relatively high number of the generated nodes has been 
chosen to allow CSA to find more slot alternatives. Therefore more effective alter-
natives could be selected for the searching results comparison based on the given 
criteria. The results of the 5000 simulated scheduling cycles are presented in  
Fig. 1. The obtained values of the total job execution cost are as follows:  
AMP – 1445,2; minFinish – 1464,2; minCost – 1027,3; minRuntime – 1464,9; 
minProcTime – 1342,1; CSA – 1352.  
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Fig. 1 Average start time (a), runtime (b), finish time (c), and CPU usage time (d) 

Each full AEP implementation was able to obtain the best result in accordance 
with the given criterion: start time (Fig. 1 (a)); runtime (Fig. 1 (b)); finish time 
(Fig. 1 (c)); CPU usage time (Fig. 1 (d)). Besides, a single run of AEP had an 
advantage of 10%-50% over suitable alternatives found by AMP with a respect to 
the specified criterion. According to the simulation results, on one hand, the best 
scheme with top results in start time, finish time, runtime and CPU usage time was 
minFinish. Though in order to obtain such results the algorithm spent almost all 
user specified budget (1464 of 1500). On the other hand, the minCost algorithm 
was designed precisely to minimize execution expenses and provides 43% 
advantage over minFinish (1027 of 1500), but the drawback is a more than modest 
results by other criteria considered.  

The important factor is a complexity and an actual working time of the  
proposed algorithms.  
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Table 1 shows the actual algorithm execution time in milliseconds measured 
depending on the number of CPU nodes. The simulation was performed on a regu-
lar PC workstation with Intel Core i3 (2 cores @ 2.93 GHz), 3GB RAM on JRE 
1.6, and 1000 separate experiments were simulated for each value of the processor 
nodes numbers {50, 100, 200, 300, 400}. The CSA strategy has the longest  
working time that on the average almost reaches 3 seconds when 400 nodes are 
available. AEP implementations feature a quadratic complexity.  

Table 1 Actual algorithms execution time (in ms) measured depending on the nodes  
number 

CPU nodes number: 50 100 200 300 400 

CSA:Alternatives Num 25.9 57 128.4 187.3 252 

CSA per Alt 0.33 0.99 3.16 6.79 11.83 

CSA 8.5  56.5 405.2 1271 2980.9 

AMP 0.3 0.5 1.1 1.6 2.2 

MinRunTime 3.2 12 45.5 97.2 169.2 

MinFinishTime 3.2 12 45.1 96.9 169 

MinProcTime 1.5 5.2 19.4 42.1 74.1 

MinCost 1.7 6.3 23.6 52.3 91.5 

 
Table 2 contains the algorithms working time in milliseconds measured 

depending on the scheduling interval length. 

Table 2 Algorithms working time (in ms) measured depending on the scheduling interval 
length 

Scheduling interval length: 

Number of slots: 

600 

472.6 

1200 

779.4 

1800 

1092 

2400 

1405.1 

3000 

1718.8 

3600 

2030.6 

CSA:Alternatives Num 57 125.4 196.2 269.8 339.7 412.5 

CSA per Alt 0.95 1.91 2.88 3.88 4.87 5.88 

CSA 54.2 239.8  565.7 1045.7 1650.5 2424.4 

AMP 0.5 0.82 1.1 1.44 1.79 2.14 

MinRunTime 11.7 26 40.9 55.5 69.4 84.6 

MinFinishTime 11.6 25.7 40.6 55.3 69 84.1 

MinProcTime 5 11.1 17.4 23.5 29.5 35.8 

MinCost 6.1 13.4 20.9 28.5 35.7 43.5 

 
Overall 1000 single experiments were conducted for each value of the interval 

length {600, 1200, 1800, 2400, 3000, 3600} and for each considered algorithm an 
average working time was obtained. The simulation parameters and assumptions 
were the same as described earlier in this section, apart from the scheduling 
interval length. A number of CPU nodes was set to 100. Similarly to the previous 
experiment, CSA had the longest working time (about 2.5 seconds with the 
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scheduling interval length equal to 3600 model time units), which is mainly 
caused by the relatively large number of the formed execution alternatives (on the 
average more than 400 alternatives on the 3600 interval length). Analyzing the 
presented values it is easy to see that all proposed algorithms have a linear 
complexity with the respect to the length of the scheduling interval and, hence, to 
the number of the available slots. The minProcTime strategy stands apart and 
represents a class of simplified AEP implementations with a noticeably reduced 
working time. And though the scheme compared to other considered algorithms, 
did not provide any remarkable results, it was on the average only 2% less 
effective than the CSA scheme by the dedicated CPU usage criterion (see Fig. 1 
(d)). At the same time its reduced complexity and actual working time allow to 
use it in a large wide scale distributed systems when other optimization search 
algorithms prove to be too slow (see Tables 1 and 2).  

5 Conclusions and Future Work 

In this work, we address the problem of slot selection and co-allocation for paral-
lel jobs in distributed computing with non-dedicated resources. For this purpose 
AMP and AEP approaches were proposed and considered. Specific AEP scheme 
implementations with a reduced (compared to a general scheme) complexity were 
introduced. Each of the algorithms possesses a linear complexity on a total availa-
ble slots number and a quadratic complexity on a CPU nodes number. The advan-
tage of AEP implementations over the general CSA scheme was shown for each of 
the considered QoS rates: start time, finish time, runtime, CPU usage time and 
total cost. In our further work we will refine resource co-allocation algorithms in 
order to integrate them with scalable co-scheduling strategies [6, 7].  

Future research will be focused on further AEP research, its integration with  
the whole batch scheduling approach, and mainly on its influence on job-flows 
execution efficiency. 
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Abstract. Nowadays, safety critical systems are often complex, real-time systems 
requiring formal methods to prove the correctness of their behavior. This work 
presents a framework that supports modeling and model checking such systems. 
We adapted an existing formalism to provide better modeling and model checking 
support. Using this formalism, we extended a k-induction based model checking 
approach: we defined a procedure to handle both safety and liveness properties, 
and developed methods to find invariants. We implemented a toolchain for this 
workflow and evaluated our methods in an industrial case study. 

1 Introduction 

The formal proof of correctness of the behavior of safety critical systems is a chal-
lenging task as these systems are often fault-tolerant, real-time distributed systems 
with time-dependent data processing. We faced this problem in checking the cor-
rectness of an industrial protocol, the ProSigma SCAN protocol developed by 
Prolan that is responsible for safe transmission of the status of field modules to a 
control center. We addressed the verification problem by formal modeling and 
model checking. Our first attempts using several classic modeling formalisms and 
model checking tools (e.g. timed automata [1]) revealed difficulties. First, the use 
and processing of time-stamps (that was included in the protocol) was either not 
allowed, or resulted in an infinite state space that could not be handled. Accor-
dingly, we turned towards formalisms that support induction based proofs (the so-
called k-induction [10]). However, k-induction based techniques supported only 
the verification of safety properties (invariants). This way we decided to extend 
the capabilities of these techniques to support the checking of liveness properties. 
Second, the formalism that supported k-induction required quite low-level transi-
tion systems that were not easy to construct and understand by engineers. Accor-
dingly, we decided to provide a higher-level formalism (so-called calendar  
systems) that is more easy to use, and can be automatically mapped to the underly-
ing lower level formalism. This formalism proved to be advantageous to find 
modeling problems by static analysis, and identify invariants that are often  
required in k-induction based proofs. 
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In our work we introduce the framework that supports these achievements.  
After summarizing the formal background in Section 2, the new results are pre-
sented. The adapted formalism is introduced in Section 3. The extensions of the  
k-induction based model checking are discussed in Section 4. The tool support we 
provided is summarized in Section 5. Finally, we present the validation of our 
approach by verifying the industrial protocol that motivated our research. 

2 Transition Systems and Checking of ω-Regular Properties 

Transition Systems. One of the basic ways of describing discrete event systems is 
by the means of transition systems. A transition system is a tuple 

)( , I,AP,LS,TS →=  where S  is a set of states, SS ×⊆→  is a transition relation 
over states, SI ⊆  is the set of initial states, AP  is the set of atomic propositions 
and APSL →:  is the labeling function that assigns propositions to states. 

The behavior of a system is described by the means of traces. An (infinite) 
trace of the system is sequence of sets of atomic propositions 

)()()( 210 sLsLsL=π , where each Ssi ∈  is a state of the system, Is ∈0  is an 
initial state and for all 1, +ii ss  there is a transition ∈→+ ),( 1ii ss . The set of all infi-
nite traces of the systems is denoted as )(TSTraces , which is an ω-language over 
the alphabet AP2 . 

Formalizing Requirements. To formalize requirements for a system, a possible 
approach is to specify the traces that reflect the fault-free behavior of the system. 
Such a requirement (a property) is – like the traces of the system – also an  
ω-language. In model checking, ω-regular languages (including properties formu-
lated in linear temporal logic) are commonly used, that are equivalent to the  
languages accepted by nondeterministic Büchi-automata. 

From a syntactic point of view, a nondeterministic Büchi-automaton is identical 
to a nondeterministic finite automaton, formally ),,( 0 F, QQ, A ΔΣ=  where Q  is 
a finite set of states, Σ  is a finite set (alphabet), QQ ×Σ×Δ :  is the transition 
relation, QQ ⊆0  is the set of initial states and QF ⊆  is the set of accepting 
states. 

A run of the automaton over the word 10aa=α  (with each Σ∈ia ) is an in-
finite sequence of states 210 qqq  where 00 Qq ∈  is an initial state, each Qqi ∈  a 
state and for all 1, +ii qq  there is a transition Δ∈+ ),,( 1iii qaq . Automaton A  ac-
cepts those runs in which one of the accepting states occurs infinitely often, and 
accepts a word if there is an accepting run over it. 

The language accepted by the Büchi-automaton is denoted as )(AL .The class 
of ω-regular languages is closed under complementation, thus for all automata A  
there exist an automaton A  for that )()( ALAL = . 

 
Model Checking of ω-Regular Properties. Given a transition system TS  and a 
nondeterministic Büchi-automaton A , the model checking problem is to evaluate  
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whether )()( ALTSTraces ⊆ , that is, to check that each trace of the system 

represents a fault-free behavior. Equivalently, one can check if 

0)()( /=∩ ALTSTraces . 

According to automata theoretic model checking introduced in [11], this can be 
performed as the following. From a transition system TS  and nondeterministic 

Büchi-automaton A  one can produce the transition system ATSST ⊗=′  with the 

signature ),,,,( LPAIQSST ′′′→′×=′  where QPA =′ , }{),( qqsL =′ , 

})),(,(:,:,{ 000000 Δ∈∈∃∈=′ qsLqQqIsqsI  and for each transition ∈→),( ts  

of TS  and Δ∈)),(,( qtLp  of A  the system has a transition →′∈),,,( qtps . 

Since the language )( ATSTraces ⊗  contains the runs of A  over the traces of 

TS , the model checking problem can be solved by checking that for all of its trac-
es holds that eventually only nonaccepting states follow (which itself induces an 
ω-regular property, a so-called persistence property). 

For finite state spaces this is a special circle detection problem since in that 
case each infinite run can be represented by a finite prefix forming a lasso [3]. A 
counterexample for the property is then a lasso-shaped run for which there is an 
accepting state (more precisely, a state labeled with an accepting state) inside the 
loop of the lasso, and the absence of such lassos is a proof for the property. 

Model Checking Invariant Properties with k-Induction. K-induction [10] is the 
generalization of ordinary induction that enables model checking invariant proper-
ties of transition systems. Like standard (1-)induction, it enables the handling of 
infinite state spaces but is for most systems stronger and thus enables the proving 
of weaker invariants. 

We use the following notations. Let TS  be a transition system over a set of 
atomic propositions AP  and P  a propositional formula over the same set. A state 

Ss ∈  of TS  satisfies the formula P  (denoted as )(sP ) if the label )(sL  of the 

state makes the formula evaluate to true. Using this notation, the k-induction prin-
ciple for transition systems is the following (given a N∈k ). 

• Base case: showing that along all paths 110 −ksss  , where Is ∈0  is an initial 

state, )( isP  holds for all ki <≤0 . 

• Induction step: showing that along all paths 110 −ksss   where )( isP  holds for 

all ki <≤0 , then for every Ssk ∈  such that ∈→− )( ,1 kk ss  the proposition 

)( ksP  holds as well. If a counterexample is found, the proof with induction (in 

depth k ) fails. 

In many cases, for successful (or efficient) verification of the system, supporting 
invariants are required. Given an invariant L , it suffices to consider during the 
induction step only those paths where )()( ii sPsL ∧  holds along the path since 

only L -states are reachable. Thus the use of proper invariants allows avoiding 
counterexamples that appear in the induction step. 
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3 The Modeling Formalism 

Inspired by the paper [6], we adapted for our purposes the formalism of calendar 
automata, since it supports the modeling of time-dependent behaviour, the use of 
time-stamps, and k-induction based model checking.  

Calendar automata is a formalism for describing timed systems as transition 
systems. Its main idea is based on that of discrete event simulation: instead of 
clocks of timed automata (that store the time elapsed since a past event), it uses 
variables to store events scheduled to occur at a point of time in the future. Al-
though this way time progresses to infinity, resulting in an infinite state space, the 
formalism is easy to handle with induction. 

Time progress is modeled as follows. A calendar automaton has a set of time-
outs that stores local events and an event calendar for events the automata sche-
dule for each other. A discrete transition may update timeouts to future values or 
dispatch events to the calendar, again, scheduled to occur in the future. Such tran-
sitions must also consume a current event from the calendar or update a current 
timeout to prevent instantaneous loops. Time progress transitions are enabled if no 
current events are available, that is, if the time is lower than any point in time 
when an event is scheduled to occur. If so, they update time to the time value of 
the next event. Provided this behavior, the time value of events may never be low-
er than the current time, and maximal time progress is guaranteed. 

To increase model checking performance, we applied two modifications.  

• To shorten paths in the state space we adapted the method of merging discrete 
and time progress transitions introduced in [9]. By doing so, the induction 
depth needed to verify properties is significantly decreased. 

• To eliminate the need for updating momentarily irrelevant timeouts to future 
values, we modified time progress semantics so that only a valid subset of 
timeouts is taken into account by determining time value for the next step. This 
is performed by enabling the possibility for transitions to explicitly validate and 
invalidate timeouts, thus marking the set of timeouts that are taken into ac-
count. This way a great deal of nondeterminism and deadlocks are eliminated, 
thus improving the performance of the verification. 

Over the modified semantics we developed a higher level formalism, the calendar 
system formalism that makes modeling easier, yet is still suitable for describing a 
broad range of systems. The next paragraphs describe its syntax and semantics in 
detail. 

Syntax of Calendar Systems. Let Δ  denote the set of subintervals of 
);0( +∞ where the endpoints are natural numbers. A calendar system is a tuple 

)( 000 ,AP,L, T, T, LocLoc,M,T, CS valid,→=  

• where Loc  is a finite set of control locations, 
• M  is a finite set of messages that contains the empty message 0m  

• T  is a finite set of timeouts 
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• LocMTMLoc TT ×××Δ××∪×⊆→ Δ× 22)()( )(  is the transition relation 

• LocLoc ⊆0  is the set of initial locations 

• Δ→TT :0  is a function that assigns possible initial values to timeouts 

• TTvalid ⊆0,  is the initial set of valid timeouts 

• AP is the set of atomic propositions 
• APLocL →:  is the labeling function 

For an element ∈→′− ),,
~

,~,,(  TTme  of the transition relation, )( TMe ∪∈  is the 

triggering event of the transition (that is either the reception of a message or a 

timeout), )(~ Δ×∈ Mm  is a message sending action, )(2
~ Δ×∈ TT  is the set of time-

out updating actions, and TT 2∈−  is the set of invalidated timeouts. 
The well-formedness constraints are the following: 0/=∩TM  and the empty 

message 0m  is never included in an event. Furthermore, for a timeout Tx ∈  a 

transition may update the timeout with an action TIxx
~

,~ ∈=  or may invalidate 

that timeout ( −∈Tx ), but not both. 

Semantics of Calendar Systems. Let Var  be a set of variables and )(VarEval  

be the set of all possible evaluations over the variables. An evaluation 
)(VarEval∈σ  is a function that assigns each variable Varx∈  a value from its 

respective domain )(xdom . The semantics of a calendar system CS  is defined by 

the transitions system ))(()( L,AP,I,,VarEvalLocCSTS ′′→′×=  

• where },,,,,{ 21 CTxxtVar valid=  with t  representing the current time, each 

Txi ∈  storing a timeout value, validT  storing the currently valid timeouts and 

C  representing the event calendar. The domain of 21,, xxt  is the set of non-

negative real numbers. The domain of validT  is T2 , and the possible values of 

C  are finite multisets of the form }0,:,{ ≥∈= iiii tMmtmc . The capacity of 

the calendar is bounded, that is, it can store only a limited number of events. 
• ))(())(( VarEvalLocVarEvalLoc ×××⊆→′  is the transition relation. 

• )(VarEvalLocI ×⊆′  is the set of initial states. For each initial state I ′∈σ,  

the following constraints hold: 0Loc∈ , 0)( =tσ , )()( 0 ii xTx ∈σ , 

0,)( validvalid TT =σ  and 0)( /=Cσ . 

• )(),(  LL =′ σ  is the labeling function 

For the description of the semantics of the transition relation, we use the  
following notations (as in [6]). For a set of timeouts TT ⊆′ , let 

}:)(min{))(min( TxxT ′∈=′ σσ  denote the minimum of timeouts in T ′  for a giv-

en evaluation ( +∞  for the empty set). Similarly, },:min{))(min(( CtmtC iii ∈=σ  
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denotes the smallest time of occurrence between the calendar events (again,  
+∞  for the empty calendar). Given a real u , we denote by 

},,:,{)( ctmuttmcEv iiiiiu ∈==  the set of events in the calendar scheduled to 

occur at u . 

Let ∈→′− ),,
~

,~,,(  TTme  be a transition of CS , with Imm ,~ = . Then for a 

transition →′∈′′ ),,,( σσ   of ( )CSTS  the following rules apply: 

• ))}(min()),(min{min()( CTt valid σσσ ′′=′  - time advances to the next event, that 

is either determined by a valid timeout, or an event in the calendar. 

• If TJx
~

, ∈  then dtx +′=′ )()( σσ  for some Jd ∈  - each timeout updating 

action sets a timeout to a future value. Other than that, the action implicitly va-
lidates the timeout if it was invalid before, that means )( validTx σ ′∈ . 

• If −∈Tx  then )( validTx σ ′∉  - that means the timeout is invalidated by the tran-

sition. Timeouts that were neither validated nor invalidated remain as they 
were. 

• If Te∈  - the transition is triggered by a timeout: 

o )()( te σσ =  - the timeout event occurs when the current time reaches the 

value of the timeout. 
o If omm ≠  (the transition sends a message), then  

})(,{)()( dtmCC +∪=′ σσσ  for some Id ∈ . Else )()( CC σσ =′ . 

• If Me ∈  - the transition is triggered by a message: 

o ))(()(, )( CEvte t σσ σ∈  - the calendar has the message scheduled to occur 

in the current time. 
o If omm ≠  (the transition sends a message), then  

})(,{})(,{\)()( dtmteCC +∪=′ σσσσ  for some Id ∈ . Else 

})(,{\)()( teCC σσσ =′ . 

For modeling purposes, it is convenient to describe systems compositionally. For 
that we also defined the composition of calendar systems, which is basically the 
interleaving of two systems. 

4 Model Checking of Calendar Systems 

A useful structural feature of calendar automata is the property that time never 
exceeds any time value of scheduled events [6]. Our formalism preserves this 
property with respect to values of currently valid timeouts and calendar events. 
Other invariants like the minimal and maximal value of events relative to time at a 
given control location or possible elements of the set of valid timeouts at a given 
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control location can be automatically determined by processing a graph induced 
by the calendar system. In the following we present our achievements in the veri-
fication of calendar systems. 

4.1 Finding Counterexamples for ω-Regular Properties 

As described before, model checking of an ω-regular property can be solved by 
searching for lassos in the product system of the original system and the automa-
ton representing the negated property. Since calendar systems have a dense-time 
semantics with a monotonically increasing time variable (thus resulting in a conti-

nuous, infinite state space), in order to find lassos in the system ACSTS ⊗)(  one 

needs a suitable bisimulation over states of )(CSTS . Our solution was to partition 

states by the time value of their scheduled events relative current time. Formally 
two states σσ ′′,,,   would be equivalent if  ′=  and 

• for all timeouts Tx ∈ : )( validTx σ∈  if and only if )( validTx σ ′∈  

• for all valid timeouts )( validTx σ∈ : )()()()( txtx σσσσ ′−′=−  

• there exists a bijection )()(: CC σσπ ′→  such that for each mtm,  where 

mm tmtm ′′= ,),(π : mm ′=  and )()( tttt mm σσ ′−′=−  

Although the quotient state space that can be produced with this bisimulation is 
still not finite, it contains lasso-shaped runs that can be recognized on the fly. This 
can be done by a synchronous observer of the system that nondeterministically 
saves the current state and compares each following state to that saved state [4]. If 
the two are equal with regard to the bisimulation relation, they are the intersection 
of an (abstract) lasso-shaped run. 

However, this bisimulation is not necessarily coarse enough to find each such 
trace of the calendar system, so the method is only capable for finding counterex-
amples. The problem is a manifestation of the one presented in [7] for timed au-
tomata, so the evidence for this statement can be constructed analogously as the 
example presented there. 

4.2 Proving ω-Regular Properties Using k-Induction 

Proving ω-regular properties (including liveness properties) of calendar systems 

with k-induction can also be attempted by constructing the product ACSTS ⊗)( . 

To prove that the number of accepting states occurring in every run of the product 
system is finite, one can try to find an upper bound l  for the number of accepting 
states of a run. If such number exists, the property must hold. The method is com-
plete for finite systems: if the property holds then there is an upper bound [5]. 

Although the semantics of a calendar system is not finite, for each calendar sys-
tem there exists a finite system that is bisimilar to it. This statement can be proven 
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by giving such a bisimulation relation. Since calendar systems are very similar to 
timed automata (as by scheduling events only intervals bounded by natural num-
bers are allowed), the region equivalence [1] can be applied for this purpose. The 
only considerable difference would be that instead of clock values the time value 
of events relative to current time would be taken into account, and a clock in the 
unbounded clock region would correspond to an invalid timeout. As a conse-
quence, for each calendar system, for that a ω-regular property holds, exists a  
suitable upper bound, namely any upper bound of its finite counterpart. As  
conclusion, our method can be considered complete just like in the finite case. 

The existence of such an upper bound can easily be stated as an invariant prop-
erty over a modified system: one must expand the system with a synchronous 
observer that counts the accepting states during the run. The property is then that 
the value of this counter is not greater than the upper bound. The formulated inva-
riant property then can be checked with k-induction. 

For successful verification, in our framework we support the model checker 
with the following settings: 

• We add a supporting lemma that the value of this counter is positive (otherwise 
counterexamples to induction of arbitrary length could be constructed, starting 
from an adequately small negative counter value). 

• By static analysis of the model, we provide invariants that describe the connec-

tion between the states of )(CSTS  and A  in the product system, by that sorting 

out a significant number of unreachable states. 
• We set the induction depth k  to be at least equal to the upper bound l , or else 

no counterexample during the base case can be found, since the length of paths 
would be too small for the number of accepting states to exceed the bound. 
Moreover, if the bound is greater than the induction depth, then no path in the 
state space will contradict the lemma over the counter values during the induc-
tion step, serving as a possible counterexample (if not sorted out by other  
lemmas), thus enforcing the increasing of the induction depth. 

5 Tool Support 

For efficient verification of calendar systems, we developed a toolchain that sup-
ports the aforementioned modeling and verification steps. Our implementation is 
based on the Eclipse Modeling Framework (EMF) and related technologies. It 
includes a domain specific language (DSL) that enables the modular description of 
calendar systems and the formulation of their requirements. Its metamodel is con-
structed in EMF and is augmented with a graphical concrete syntax that enables 
marking control locations and transitions between them, labeled with events (like 
receiving a message or that a timeout is over) and actions (like sending a message 
or setting a timeout). The static analysis of models focused on recognizing possi-
ble design flaws like incomplete or nondeterministic transition description or un-
reachable control locations. To support k-induction verification we implemented 
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the means for deriving the kind of invariants described in Section 4. Invariants are 
specified as graph patterns that can be matched over the models using the incre-
mental graph pattern matcher EMF IncQuery [2]. 

For model checking, we implemented a code generator that automatically pro-
vides the mapping to the lower level artifacts that are used for model checking in 
the SAL environment [8]: 

• The modular description of a transition system that corresponds to the formal 
semantics of the calendar system given in the instance model. 

• The description of Büchi-automata belonging to the requirements, that can be 
synchronously composed with the system to provide the product system. 

• The tools for finding counterexamples: an observer for the bisimulation and an 
observer for finding loops. 

• The tools for proving properties: the counter module for proving properties and 
the derived invariant properties. 

6 Case Study: Verification of the Industrial Protocol 

Using the methods and tool described here, we managed to formally verify live-
ness properties of the communication protocol mentioned in Section 1. During our 
work, we examined the part of the protocol that establishes connections between 
modules and transmission of their states. We created a model of the fault-free 
system as a product of two calendar systems (presented in a graphical syntax in 
Fig. 1) that represent the field and control modules that attempt to build a connec-
tion. We then proved the liveness properties with the abstraction method described 
in [6], providing the abstraction in our framework as an ω-regular safety property 
and some lemmas corresponding to the Büchi-automaton describing it. 

Reset

Connecting

Connected

module FieldLG

OBJ2, OBJDOWN received:

ToSync over:
send OBJ1(TPropMin,TPropMax]

set ToSync[TSync]
set ToReset[TRtMax]

ToSync over:
send OBJ1(TPropMin, TPropMax]

set ToSync[TSync]
 

OBJDOWN received:

ToReset over:
invalidate ToReset

ToSync over:
send OBJUP(TPropMin, TPropMax]

set ToSync[TSync]
 

OBJ2 received:
 

OBJDOWN received:
set ToReset[TRtMax]

OBJ2 received:
set ToReset[TRtMax]

ToReset over:
invalidate ToReset

set ToSync[TSync]
invalidate ToReset

Reset

Connecting

Connected

module ControlLG

OBJUP received:

OBJ1 received:
send OBJ2(TPropMin, TPropMax]

set ToReset[TRtMax]

OBJ1 received:

ToReset over:
invalidate ToReset

OBJ1 received:
 

OBJUP received:
send OBJDOWN(TPropMin, TPropMax]

set ToReset[TRtMax]

OBJUP received:
send OBJDOWN(TPropMin, TPropMax]

set ToReset[TRtMax]

ToReset over:
invalidate ToReset

invalidate ToReset

 

Fig. 1 Calendar system model of the field and control modules 
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Afterwards we extended the model with a fault model that represents losing a 
single message during communication. With the approach described above, we 
were able to find a counterexample against the liveness of the protocol: in case of 
specific timing conditions, loss of a single message could cause the stuck of the 
modules in a given state without the possibility of further progress. With the in-
formation extracted from the counterexample, we corrected the protocol and 
proved its correctness with respect to an unreliable communication channel where 
message delay may be high or messages may be lost. 

7 Conclusion 

The main results of our research are (1) the extension of calendar automata to 
provide the calendar system formalism that allows convenient modeling of the 
core protocols of communicating real-time systems, (2) the extension of k-
induction based techniques to support the verification of both safety and liveness 
properties of calendar systems, and (3) the tool support to perform static analysis, 
derivation of invariants and artifacts required for k-induction based automated 
verification. The framework proved to be useful to find problems in industrial 
protocols. Our next steps will include the integration of other verification algo-
rithms as well. 

References 

[1] Alur, R., Dill, D.L.: A theory of timed automata. Theoretical Computer Science 126, 
183–235 (1994) 

[2] Bergmann, G., Horváth, Á., Ráth, I., Varró, D., Balogh, A., Balogh, Z., Ökrös, A.: In-
cremental Evaluation of Model Queries over EMF Models. In: Petriu, D.C., Rou-
quette, N., Haugen, Ø. (eds.) MODELS 2010, Part I. LNCS, vol. 6394, pp. 76–90. 
Springer, Heidelberg (2010) 

[3] Biere, A., Cimatti, A., Clarke, E., Zhu, Y.: Symbolic Model Checking without  
BDDs. In: Cleaveland, W.R. (ed.) TACAS 1999. LNCS, vol. 1579, p. 193. Springer, 
Heidelberg (1999) 

[4] Biere, A., Artho, C., Schuppan, V.: Liveness Checking as Safety Checking. In: 
FMICS 2002 (2002) 

[5] Claessen, K., Sorensson, N.: A Liveness Checking Algorithm That Counts. In: 
FMCAD 2012 (2012) 

[6] Dutertre, B., Sorea, M.: Modeling and Verification of a Fault-Tolerant Real-time Star-
tup Protocol using Calendar Automata. In: FORMATS-FTRTFT 2004 (2004) 

[7] Kindermann, R., Junttila, T., Niemelä, I.: Complete SMT-Based Bounded Model 
Checking for Timed Automata. In: FMOODS/FORTE 2012 (2012) 

[8] de Moura, L., Owre, S., Shankar, N.: The SAL Language Manual. CSL Technical Re-
port SRI-CSL-01-02 (2003) 

[9] Pike, L.: Real-Time System Verification by k-Induction. NASA Technical Memoran-
dum TM-2005-213751 (2005) 

[10] Sheeran, M., Singh, S., Stålmarck, G.: Checking Safety Properties Using Induction 
and a SAT-Solver. In: Johnson, S.D., Hunt Jr., W.A. (eds.) FMCAD 2000. LNCS, 
vol. 1954, pp. 108–125. Springer, Heidelberg (2000) 

[11] Vardi, M.Y.: An automata-theoretic approach to linear temporal logic. In: Moller, F., 
Birtwistle, G. (eds.) Logics for Concurrency. LNCS, vol. 1043, pp. 238–266.  
Springer, Heidelberg (1996) 



 

W. Zamojski et al. (Eds.): New Results in Dependability & Comput. Syst., AISC 224, pp. 479–487. 
DOI: 10.1007/978-3-319-00945-2_44 © Springer International Publishing Switzerland 2013  

Native Support for Modbus RTU Protocol  
in Snort Intrusion Detection System 

Wojciech Tylman 

Department of Microelectronics and Computer Science,  
Łódź University of Technology, 
ul. Wólczańska 221/223, 90-924 Łódź, Poland  
tyl@dmcs.pl 

Abstract. The paper addresses the problem of intrusion detection in industrial 
networks. A novel approach to processing non-IP protocols in Snort Intrusion 
Detection System is presented, based on Snort Data Acquisition Module (DAQ). 
An example implementation for industry-standard Modbus RTU protocol is pre-
sented, which allows Snort to natively process Modbus RTU frames, without need 
to use external programs or hardware and without modification of Snort code. The 
structure of implementation and frame processing path is outlined. The solution is 
compared against existing attempts to process Modbus family protocols in  
Snort IDS. Results of tests in an virtualised environment are given, together with 
indications of future work. 

1 Introduction 

Detection of intrusions in computer networks has been subject to extensive re-
search for many years. As can be seen in the literature of the topic, today's intru-
sion detection research focuses on solutions for the Internet. However, there are 
networks besides Internet; a very important class of these are industrial networks. 
Such networks, when compared with Internet on the basis of number of  users may 
seem insignificant, but this is not the case. The industrial networks are used in 
environments where malfunction, or malicious activity, may result in infrastruc-
ture damage, human health hazards or even casualties. 

The solutions used for Internet intrusion detection usually cannot be directly 
applied in the industrial environment. Industrial networks use a number of proto-
cols never employed in the Internet, and for this reason a need arises for different 
capabilities. Whenever possible, the Internet solutions should be adapted for  
industrial needs as this allows to use a broad range of advanced and well-tested 
programs, many of which are also free of charge. 

This paper presents an example of such approach: tailoring Snort IDS/IPS (In-
trusion Detection System, Intrusion Prevention System), an open-source software 
that is a de-facto standard in the freeware Internet intrusion detection, to the re-
quirements of the Modbus RTU (Remote Terminal Unit), one of the most widely 
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used non-IP based industrial protocol. Once Snort is capable of processing Mod-
bus RTU traffic, it is possible to to use its rule language for processing traffic in 
Modbus-based industrial environment, it is also possible to design custom pre-
processors tailored for the specific needs of industrial networks. The discussion of 
the need of intrusion detection in industrial networks is beyond the scope of this 
paper, the reader is referred to [1] for justification of such need. 

The remainders of this paper is organised as follows: Section 2 outlines Mod-
bus RTU protocol and Section 3 introduces Snort, including the DAQ (Data Ac-
Quisition) library. Section 4 presents available solutions for processing Modbus 
traffic in Snort IDS. Section 5 presents the Modbus RTU DAQ module incorporat-
ing Modbus RTU support into Snort and Section 6 contains closing remarks and 
indications of possible further development paths. 

2 Modbus RTU 

Modbus protocol [2] was introduced by Modicon in 1979. Modbus RTU is its 
most common version, utilising in the physical layer serial communication, typi-
cally the EIA-485 standard. It allows communication between up to 240 devices; 
one device in the network is assigned the role of the master and only this device 
can initiate communication. The employed topology means that any transmission 
in the network is visible to all devices, but only the device the request is intended 
for replies. The transmission is organised into simple frames, each containing the 
device address (target address in case of request, source address in case of reply), 
function code indicating the operation performed by the slave, data related to the 
operation, and a cyclic redundancy check checksum. The maximum length of the 
frame is 256 bytes. A sample Modbus RTU frame is presented in Fig. 1. 

Address
1 byte

Function
1 byte

Data
0-252 bytes

CRC
2 bytes

Previous
frame

Next
frame

> t
3.5

> t
3.5  

Fig. 1 Modbus RTU frame; t3.5 is the minimum time separating adjacent frames 

The transmission of the frames over the serial link is governed by additional re-
quirements of inter-byte and inter-frame time intervals: the bytes in frames have to 
be no more than the inter-byte interval apart, and the whole frames have to be 
more than the inter-frame interval apart. The intervals are differently calculated 
for transmission speeds equal or lower than 19200 bps and for speeds exceeding 
this value. In the former case they are equal to the transmission times of 1.5 byte 
and 3.5 byte, respectively. Due to this definition, the intervals are referred to as t1.5 
and t3.5. In the latter case they are not dependent on the transmission speed and are 
equal to 750 μs and 1.75 ms, respectively. 
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Due to its simplicity, robustness, openness and long tradition of use Modbus 
RTU is one of the most commonly used industrial protocols. Although many other 
protocols have been designed, better suited for novel, more demanding applica-
tions, most Programmable Logic Controllers (PLCs) implement this protocol; in 
simpler devices it is often the only protocol available. 

As clearly visible from this description, Modbus RTU protocol has nothing in 
common with the TCP/IP protocol suite used in the Internet. Although at least two 
variations of Modbus are available that make use of the TCP/IP protocol suite 
(Modbus TCP and Modbus over TCP), Modbus RTU, due to completely different 
physical layer, cannot be directly processed by TCP/IP based solutions. 

3 Snort IDS/IPS 

Snort is an open source network intrusion detection and prevention system, initi-
ated in 1998 by Martin Roesch, currently developed by Sourcefire [3]. It tries to 
detect attempts of attacks and actual attacks solely on the basis of network traffic 
in the monitored subnet. 

An important feature of Snort, added in version 2.9, is Data Acquisition Library 
(DAQ). Prior to this version Snort used direct calls to PCAP library, which per-
forms frame capturing. DAQ introduces an additional abstraction layer, making 
Snort itself independent of the actual implementation of the capturing layer. This 
feature enabled the approach described in this chapter. More information about 
DAQ can be found in [4]. 

4 Available Solutions for Processing Modbus Traffic  
in Snort 

As far as processing Modbus RTU traffic in Snort goes, one approach has been 
mentioned in literature and will be presented further in this section. On the other 
hand, Snort itself is capable – starting from version 2.9.2 – to process Modbus and 
DNP3 protocols through a set of preprocessors. The solutions present in Snort  
are similar to those presented earlier in the Digital Bond’s Quickdraw SCADA 
IDS project [5]; however, unlike the latter they do not require patching the core 
Snort code. 

It has to be stressed that both Snort and Quickdraw preprocessors are not capa-
ble of processing Modbus RTU. They process only Modbus TCP, which is the 
Modbus protocol positioned on top of the TCP protocol. 

The approach enabling processing the Modbus RTU protocol has been de-
scribed in [6] and [7]. It uses an external device (computer with appropriate soft-
ware) to convert Modbus RTU protocol to Modbus TCP. The resulting TCP/IP 
frames are then passed to Quickdraw SCADA IDS, which performs actual detec-
tion. The solution works as an IDS, but an IPS configuration is also possible with 
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separate receive and transmit modules and Snort placed in between. However, the 
latter introduces additional delays in serial transmission. 

The advantage of the solution is support for non-IP protocols – currently  
Modbus RTU and Modbus ASCII. Moreover, this approach does not require 
modifications of Snort.  

The disadvantage is a cumbersome installation – the authors propose a configu-
ration with two virtual computers, connected by a virtual Ethernet link, both of 
which capture Modbus RTU traffic; Snort IDS is installed on one of these virtual 
machines and processes both TCP/IP streams resulting from conversion of Mod-
bus RTU to Modbus TCP. Moreover, as the conversion module is separate  
from the Snort itself, it is difficult to incorporate some advanced functionality – 
for example, the IPS configuration presented by the authors suffers from  
additional delays. 

5 Modbus RTU DAQ 

The aim of this work was to to enable processing of Modbus RTU in Snort with-
out the need of external programs. The introduction of DAQ allowed to achieve 
this goal without any modification of the Snort code: the new DAQ module is an 
addition, not a modification. 

5.1 Structure of the Modbus RTU DAQ 

Every Snort DAQ module is an intermediate layer placed between actual Snort 
and the code responsible for acquisition of frames in the network (acquisition 
code, as it will be subsequently called). The interface between Snort and DAQ  
is standardised by DAQ API, the interface between DAQ and and acquisition code 
is strictly dependent on the latter. The detailed discussion of the Snort DAQ API is 
beyond the scope of this chapter. For the purpose of the discourse it is enough to 
outline the overall concept of this solution while presenting the structure of Mod-
bus RTU DAQ.  

Most important DAQ functions belong to two groups: a) initialisation, and 
b) acquisition process. Of these, the initialisation phase is responsible for config-
uring the acquisition module, optionally using the arguments passed in the  
command line of Snort. DAQ uses a flexible method based on a collection of key-
value pairs, where both keys and values are character strings. In case of Modbus 
RTU DAQ it allows to pass serial port name and its parameters. 

The acquisition process is outlined in Fig. 2. It is started by calling a single 
function, by convention named x_daq_acquire, where 'x' stands for the name of 
the particular DAQ module. The function arguments at least specify the callback 
which is the entry point to the detection procedure in Snort core and the number of 
frames to process. This function calls a function in the acquisition code, which is  
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Fig. 2 Outline of frame acquisition with Modbus RTU DAQ 

responsible for a) retrieving a frame from the network, and b) calling an user  
supplied callback function with the retrieved frame as an argument. The  
mentioned callback is usually also a part of DAQ; ultimately this call results in 
performing, for each frame, the whole detection procedure inside Snort core. 

5.2 Capturing Modbus RTU Frames 

Capturing Modbus RTU frames involves reading data from the serial port. This is 
essentially a straightforward task, as the operating system provides appropriate 
functions. However, Modbus RTU protocol impose timing requirements, as de-
scribed in Section 2. This means the bytes have to be read one by one and the 
intervals between bytes calculated and compared against specification. It also 
means the whole processing of the data must fit in the t3.5-t1.5 interval (assuming 
only complete frames are processed). 

This requirement should not be a problem for a computer wholly dedicated to 
processing Modbus RTU traffic in a single network. Snort IDS is capable of proc-
essing TCP/IP traffic of 300 Mb/s on a single processor computer [8]; this trans-
lates to processing time of less than 30 μs per frame for 1 kB frames, well below 
the minimum t1.5 interval of 750 μs. However, if a single computer is to monitor 
several networks, perhaps including a more heavily loaded TCP/IP network, the 
timing requirements may become a problem. For this reason Modbus RTU DAQ 
uses a separate thread, devoted only to capturing the frames over the serial line. 
The captured frames are stored in a FIFO queue and from there consumed by 
Snort. In such approach Snort may process frame in time equal to transmission  
 



484 W. Tylman 

 

time of the next frame. Assuming shortest valid Modbus RTU frame (4 bytes), this 
gives over 2 ms for 19200 bps link. Even if, for some reason, the processing takes 
longer, the frames are not lost due to the queue concept. 

5.3 Feeding Modbus RTU Frames into Snort 

Once the frames are captured, they have to be processed by Snort intrusion detec-
tion algorithm. However, Snort is expecting frames coming from the second layer 
of the TCP/IP stack, which can be Ethernet, Wi-Fi, etc. These formats are not 
compatible with Modbus RTU frame. Moreover, further processing is also based 
on the TCP/IP stack, meaning Snort is decoding IP datagrams, TCP packets, etc. 
These obviously are not present in the Modbus RTU frame. In order to solve this 
problem, one of two solutions may be applied.  

The first one is to modify the Snort source code to include an additional path 
for processing new type of frames. This solution is tempting, as it allows to ad-
dress specific aspects of the protocol (e.g., analyse flags, perform session reas-
sembly, etc.). On the other hand, it requires quite substantial modification of the 
Snort code: although much of processing specific to, for example, TCP protocol, 
is performed in preprocessors, which can be easily added ore removed (in a man-
ner similar to DAQs), significant portion of the current processing path is con-
tained in the core of Snort. Consequently, writing only a preprocessor to handle a 
new protocol is possible if this protocol is based on the lower layers (second  
and third) of the TCP/IP stack – in other cases modification of the Snort core is 
required. 

The second approach is to wrap the new protocol frame so that it is contained in 
the payload part of one of the protocols supported by Snort. As an example, an 
Ethernet frame with an IP datagram and an UDP packet can be built. Such frame 
may then be directly processes by unmodified Snort. The drawback of this ap-
proach is the fact that usually the only detection approach that can be applied to 
the frame is analysis of the packet payload, as all other parts of the frame are fake. 
Fortunately, payload analysis is the most powerful element of Snort, so it should 
be sufficient in case of simple protocols. Sometimes it is also possible to map 
parts of the payload to the fields of the enclosing protocol frame in order to make 
better use of the rule language of Snort. 

As Modbus RTU is a simple protocol, the second approach may be used. The 
frames passed from DAQ to Snort are therefore fake Ethernet frames with Modbus 
RTU frame as UDP payload. To facilitate efficient use of Snort rule syntax,  
two elements of the Modbus RTU frame are copied to the fields of the IP data-
gram and UDP datagram: slave address is copied to the least significant byte of 
the destination IP address and Modbus function code is copied to the destination 
UDP port number. The processing path of the Modbus RTU frame is depicted  
in Fig. 3. 
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Fig. 3 Modbus RTU frame processing path 

5.4 Tests of the Solution 

The solution has been tested using virtualisation techniques. A set of intercon-
nected virtual serial ports has been created, to which simulators of Modbus RTU 
master and Modbus RTU slaves have been connected. One of the ports was used 
by Snort. Snort configuration has been altered to disable its preprocessors and rely 
only on the rules for payload analysis. A sample set of rules triggering at the 
commonly used Modbus functions or specific data patterns has been created.  
The solution has been tested on uniprocessor PC computer running Microsoft 
Windows 7 Professional 32-bit operating system. 

The test proved correctness of the solution. Modbus RTU frames transferred 
between the master and the slaves were correctly captured by the Modbus RTU 
DAQ and, after placing inside of an UDP packet, processed by Snort. In case of 
frames which elements matched the sample rules, Snort generated alarms. Other 
frames did not cause any activity. 

Figure 4 presents a sample Snort rule, detecting “Write single coil” command, 
addressed at slave number 4 or 6, and requesting to write coil (output) of  
number equal to 10 or greater. The sample frame matching this rule is also  
shown. 
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Fig. 4 Sample Snort rule for Modbus RTU and a frame matching this rule 

6 Conclusions and Future Work 

This paper presented a novel approach to the intrusion detection with Snort IDS in 
non-IP networks. It demonstrated the possibility to add native support for non-IP 
protocols by using Snort DAQ, an intermediate layer designed as an interface 
between the frame capturing code and the Snort core. The tests proved the solution 
is capable of detecting predefined data patterns in Modbus RTU frames using 
Snort rules. 

There are many possible ways to expand the presented solution. First of all, 
Modbus RTU is only one of many protocols used in industry. Other non-IP proto-
cols, such as for example Profibus or Foundation Fieldbus are also widely used 
and support for them should be added. Another consideration is assuring compati-
bility with the Snort Modbus preprocessor, described in Sect. 4.1, which was not 
available at the time the solution presented here was developed. This should not be 
a problem, as Modbus TCP is similar in its concept to the idea used in the pre-
sented solution, i.e., of placing Modbus RTU frame inside of an Ethernet frame. 

It should also be noted that the concept presented in this paper is a building 
block of a larger project, aiming at providing SCADA intrusion detection solution, 
based on Snort and elements of artificial intelligence, mainly Bayesian networks. 
The project will incorporate results obtained in [9]. 
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Abstract. This work presents a network intrusion detection system (NIDS) for 
SCADA developed as an extension to Snort NIDS, a popular open-source solution 
targeted at intrusion detection in Internet. The concept of anomaly-based intrusion 
detection and its applicability in the specific situation of industrial network traffic 
is discussed. The idea of modelling allowed communication patterns for Modbus 
RTU protocol is explained and the system concept, utilising n-gram analysis of 
packet contents, statistical analysis of selected packet features and a Bayesian 
Network as data fusion component is presented. The implementation details are 
outlined, including the concept of building the system as a preprocessor for the 
Snort NIDS. The chapter is concluded by results of test conducted in simulated 
environment. 

1 Introduction 

Intrusion detection based on analysis of network traffic is a well-known concept 
and many research efforts have been targeted at improving its accuracy. Discover-
ing malicious activity on the basis of data passed in a network is an obvious ap-
proach, considering the fact that nowadays most of attacks are performed using 
computer networks. Analysis of both currently used solutions and scientific litera-
ture shows that this concept almost exclusively focuses on intrusion detection in 
Internet and network types commonly participating in carrying Internet traffic. 
This is not surprising, considering the ubiquitousness of Internet; nevertheless, 
there are other network types besides these associated with Internet. The question 
arises: is network intrusion detection needed and feasible in such networks? And 
again: are the concepts developed for Internet best suited to such networks? 

One category of such networks are the so-called industrial networks. This term 
encompasses a wide variety of networks, differing in topology, physical layer 
properties, complexity of network protocol stack, etc. They are used not only in 
industrial establishments (e.g., factories), but also in vehicles and aircraft; applica-
tions include also other scenarios where robustness of operation is required. Typi-
cal role of such networks is to connect Programmable Logic Controllers (PLCs) 
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with other equipment, notably with a PC computer acting as a supervisory system, 
thus creating communication infrastructure for Supervisory Control And Data 
Acquisition (SCADA). Such networks, for reasons explained further in this work, 
have long been viewed as immune to attacks. Recent events have shown it not to 
be the case and should be a clear indication that solutions are needed to protect 
industrial networks as well. 

The remainder of this work is organised as follows: Section 2 discusses current 
state of intrusion detection for industrial networks and SCADA systems. Section 3 
outlines Modbus RTU, a simple yet commonly used type of industrial network 
protocol that serves as a proving ground for concepts described in this work. Sec-
tion 4 introduces Snort NIDS and its concept of pre-processors, used to implement 
the presented solution. Section 5 offers details of the developed approach to intru-
sion detection. Section 6 presents results of tests, while Section 7 contains closing 
thoughts and outline of future work. 

2 Intrusion Detection in Industrial Networks and SCADA 

As already mentioned, intrusion detection in industrial networks is a subject  
that has not yet drawn too much attention, especially when compared to intrusion 
detection in Internet. There are a number of historical reasons that led to such 
situation: 

• isolation of industrial networks ‒ early networked control systems were 
physically separated from outside world, therefore it was not possible to in-
troduce harmful communication in any other way than through physical pres-
ence of the attacker inside the industrial establishment, 

• non-routable protocols ‒ even when the industrial networks become con-
nected to other networks (typically through the SCADA PC, which could be 
connected both to the control system networks and standard TCP/IP based of-
fice networks) it was believed that the control system could not be attacked, as 
the protocols used in the industrial networks were not routable, i.e. the data 
could not be directly passed between the industrial network and the TCP/IP-
based networks, 

• security by obscurity ‒ industrial control systems use highly-specialised 
hardware that, unlike PCs, is of a very limited application. Moreover, early 
control systems used custom hardware and software solutions, which further 
limited the group of people possessing knowledge needed for successful ex-
ploitation of potential vulnerabilities, 

• simplicity ‒ although microprocessor-based, PLCs were traditionally much 
less sophisticated than contemporary PC hardware and software. This led to 
an assumption that their software lacked the necessary capabilities that could 
be tampered with to perform an attack. 

Unfortunately, all these assumptions are currently unfounded: control systems  
are connected to Internet, they use of-the-shelf components which operation is 
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explained in undergraduate courses and the hardware capabilities of current PLCs 
often exceed those of the still-used office PCs. As to the question of non-routable 
protocols, recent events, such as the attacks performed using the Stuxnet worm 
[1], proved that non-routable protocols are by no means a barrier to successful 
exploitation. 

The deceptive faith in immunity of industrial networks successfully  
crippled potential research: only a very limited number of research projects target-
ing intrusion detection in industrial networks emerged. Among these notable  
exceptions are: 

• a project sponsored by the U.S. Department of Homeland Security showing 
the possibility to use models of communication patterns as a base for delimit-
ing malicious traffic ([2], [3], with further developments presented in [4]), 

• the VIKING project financed through EU 7th Framework  Programme, primar-
ily concerning security in power delivery systems [5]. 

Neither of these projects resulted in practical application. One possible reason is 
the fact that the proposed solutions were not compatible with existing and popular 
Internet NIDS systems ‒ therefore they could not take advantage of existing ex-
tensions, knowledge base, support, etc. of such systems. This problem was noticed 
by the Digital Bond company, who developed Quickdraw SCADA IDS [6], build-
ing on the foundation of Snort, a de-facto standard for open-source Internet NIDS. 
However, this solution is no more than a set of pre-processors for Snort that allow 
it to process data from selected IP-based industrial networks ‒ there are no  
new detection methods tailored for industrial networks, nor support for non-IP 
industrial networks. Still, its concept of extending Snort using the pre-processor 
mechanism became inspiration for the work described in this chapter. 

3 Modbus RTU 

Modbus RTU (Remote Terminal Unit) is a simple master-slave protocol devel-
oped by Modicon in 1979. It operates over a serial line (typically the EIA-485 
standard). Modbus RTU can be treated as an application layer protocol (OSI 
model layer 7) with EIA-485 serving as a physical layer (OSI model layer 1). 
Other layers in the OSI model are null for Modbus RTU. The Modbus RTU speci-
fication [7] defines communication frame (Fig. 1), which is the basic unit of data 
transmission. Depending on the value of a function code field in the frame, various 
operations are possible, most of which concern reading or writing inputs, outputs 
and registers of the PLC. Up to 240 devices can be connected, of which only one 
performs the role of a master. Due to its simplicity and maturity it is one of the 
most commonly used protocols in industrial networks. 

Modbus RTU has been chosen as the proving ground for concepts presented in 
this work not only because of its popularity, but also because it is completely dif-
ferent (both in physical and logical aspects) from the TCP/IP stack protocols that 
are used by Snort. 
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Fig. 1 Modbus RTU frame; t3.5 is the minimum time separating adjacent frames 

4 Snort NIDS 

Snort [8] is an open-source NIDS first released in 1998 and currently developed 
by Sourcefire. Its principle of operation is based mainly on misuse detection, i.e. 
comparing the traffic against a set of rules describing forbidden patterns (in major-
ity these are contents of packets known to occur when attacks are in progress). 
This approach (although conceptually simple, lacking the capability to self-adjust 
to observed traffic and requiring a constant supply of human-created rules) proved 
most reliable for Internet intrusion detection. 

Snort has been chosen as a base for the presented solution not only because of 
its widespread use, but also because of its flexible system of pre-processors and 
Data Acquisition Libraries (DAQs). The concept of preprocessors allows to easily 
extend Snort detection capabilities with arbitrary code, while DAQs, introduced in 
version 2.9, allow to provide custom modules for capturing data. Such module is 
required in the discussed solution, as Snort by itself is only capable of capturing 
data in IP-based networks. 

5 The Proposed Concept 

The concept presented in this work follows the principles of anomaly detection. 
Unlike misuse detection, which blacklists malicious traffic, anomaly detection 
attempts to whitelist allowed traffic: it tries to capture some characteristics of 
normal traffic and alerts if the observed traffic deviates from this norm. This in-
herently leads to a two-phase operation: in the first, learning, phase the detector 
only observes the traffic, in the second, detection, phase it pronounces decisions. 
In practice the learning phase is periodically repeated in order to adjust the  
detector to the changing operation pattern of the protected system. 

Although conceptually tempting due to fully automatic operation (no human-
created rules, self-adjustment to the observed traffic) this concept proved unreli-
able for Internet NIDSes due to complexity of Internet network traffic and  
variability of human user behaviour. However, situation is significantly different 
in industrial networks: here the traffic is simple (usually only one protocol and a 
limited number of data types) and the industrial equipment, which is the “user”, 
displays clear patterns of “behaviour”. For these reasons, anomaly detection 
should be feasible in case of industrial systems. 
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It should be noted that the term anomaly is a broad concept: what is an anomaly 
in one case, might be a perfectly valid behaviour in another case. Moreover, 
anomalous behaviour does not necessarily must be related to an intrusion: a 
transmission attempting to set PLCs output to values well beyond normal operat-
ing range may be an indication of an attack, but it may also indicate fault with the 
supervisory algorithm. However, in both cases it should be detected.  

5.1 Structure of the Detector 

The general structure of the proposed detector is schematically presented in Fig. 2. 
Data are sensed on the serial line (EIA-485) using a tap (in this case a serial port 
in receive mode). The data are captured by a DAQ library specially prepared for 
Modbus RTU (see Section 5.2). Further processing is performed in the preproces-
sor, which computes a number of characteristic values and fuses them using 
a Bayesian Network (see Section 5.3). The preprocessor constitutes in fact the 
core of the detector: all processing leading to anomaly detection is performed 
inside this preprocessor and the decisions about packets are passed to the main 
part of Snort. However, as the data captured by the DAQ library are also made 
available to the further processing stages of Snort, it is possible to use the  
Snort rule language to explicitly define forbidden traffic, thus creating a hybrid, 
misuse-anomaly solution. 
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PLC
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Networked control systemNetworked control system NIDS PC

EIA-485
port

EIA-485
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Modbus RTU DAQ
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Anomaly detection
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Fig. 2 Overview of detection system. The elements developed in this work are on gray 
background. 
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The last stage of processing are the standard Snort post-processors, allowing 
operations such as logging events (e.g., detected malicious activities) to databases. 

5.2 DAQ Library for Modbus RTU 

The task of the library is to capture data from the serial port and feed it to subse-
quent processing stages of Snort NIDS. The task of reading data from the serial 
port is straightforward, although certain timing restrictions imposed by the Mod-
bus RTU specification have to be obeyed in order to correctly delimit frames and 
reject spurious transmissions. However, the problem arises when the captured 
frames are to be dispatched to the further stages of Snort: Snort, in its internal 
processing path, is expecting data adhering to one of the protocols used in Inter-
net. This means the data should at least be formatted in accordance with the IP 
protocol in OSI layer 3 and in accordance with the TCP or UDP protocol in OSI 
layer 4. Because Modbus RTU is a non-IP protocol, such formatting is not present 
in the captured data. In order to allow processing Modbus RTU data by Snort two 
approaches are possible: 

• altering the internal processing path of Snort to add the data format of Modbus 
RTU, 

• re-formatting the captured data in order to adjust them to the requirements of 
Snort. 

The first of these solutions would require significant modifications of Snort, so the 
second solution is used: the whole captured frame (excluding the CRC fields) is 
placed as payload of a fake UDP datagram, which is placed as payload of a fake 
IP datagram and subsequently in a fake Ethernet (IEEE 802.3) frame. Moreover, 
slave address from the Modbus RTU frame is copied to the least significant byte 
of the destination IP address and the Modbus function code is copied to the desti-
nation UDP port number ‒ these operations are performed in order to facilitate 
writing rules for misuse detection using Snort rule language. The frame thus  
created is then passed down the processing path. 

More details on this concept, as well as its comparison to other solutions for 
processing industrial network traffic in Snort, can be found in [9]. 

5.3 Detection Preprocessor 

The actual anomaly detection is performed in the preprocessor. Three distinct 
components can be distinguished, they will be described in details further in this 
section. All analyses are performed separately for any pair of endpoints (PLCs, 
PCs, Human-Machine Interface panels, etc.) between which communication has 
occurred in the learning phase. If during the detection phase a communication is 
seen between endpoints that never communicated in the learning phase, it is  
immediately tagged as anomaly. 
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Analysis of Packet and Conversation Features 
 

The first component performs analysis of features without inspecting the data 
carried by the packet. The analyses are performed with respect to a conversation, 
i.e. a delimited sequence of packets passed between two endpoints. The way to 
split packets into conversations depends on the protocol used: in the TCP protocol 
the conversation is synonymous with session and can be processed on the basis of 
sequence numbers, however, in Modbus RTU no such concept is present. There-
fore the conversation for the latter protocol is defined, for the purpose of the de-
veloped system, as a pair of packets, the first one originating from the master to a 
slave (request), the second one from the slave to the master (reply). The analysed 
features are following: 

• size of conversation in bytes, 
• size of conversation in packets, 
• mean packet size in conversation, 
• standard deviation of packet size in conversation, 
• duration of the conversation. 

Due to the above-mentioned definition of conversation in Modbus RTU, the sec-
ond of these features will have a constant value of 2 (for complete conversations). 
However, this feature can be useful for other network types. 

Analysis of Packet Payload 

Analysis of packet payload is performed using the concept of n-grams. An n-gram 
is an n-element contiguous sequence; when applied to the network traffic data this 
is an n-element sequence of bytes. This kind of analysis has been proposed in [10] 
to detect propagation of Internet worms by comparing the data consumed by the 
host with the data produced by the host. In the proposed solution n-grams are used 
to approximate typical data passed between two endpoints by computing how 
often particular n-grams are occurring in the payload (an n-gram profile). As the 
algorithm uses unigrams (1-grams), this translates to computing how often par-
ticular bytes are occurring. Separate analyses are performed for different lengths 
of the observed frames. 

The learning of the module is two-stage: in the first phase the module computes 
and saves an n-gram profile for every observed frame. In the second phase it is 
computed how much the n-gram profile for each observed frame differs from 
those saved in the first phase. The aim of this two-stage approach is to estimate 
how much the n-gram profile changes in time, and therefore how significant must 
be the deviations from the profile observed in the learning phase to call an alarm 
in the detection phase. To this end, an Euclidean distance d(n, s) is computed be-
tween the profile of the new frame and each of the saved profiles. The smallest 
value of d(n, s), d(n, s)min is an indication of how much the new frame differs from 
the most similar frame observed during the first phase. However, such information 
is incomplete, because it does not take into account how the saved profiles differ 
between themselves. This aspect is important: the system should differently treat 
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the cases where d(n, s)min is the same, but the variability between frames observed 
in the first phase is different. This problem is schematically depicted in Fig. 3: in 
situation a), the new frame should be treated as an outlier, whereas in situation b) 
it should not, even though d(n, s)min is the same. 

d(n, s)
min

d(n, s)
min

a) b)  

Fig. 3 Relativity of the minimum distance to the previously observed frames 

The typical approach to such problem would be to perform cluster analysis on 
the saved profiles and use cluster parameters (for example its radius) as an indica-
tion of variability between the saved frames. However, such analysis would be 
troublesome, mainly because of the data high dimensionality [11] (the space has 
256 dimensions, as the profile contains entries for each possible value of byte). 
For this reason, another approach has been used: instead of considering only one 
saved frame nearest to the new frame, N distinct nearest saved frames are consid-
ered and the average distance between these frames d(s, s)avg is the measurement 
of the variability. The result of the analysis is the ratio d(n, s)min/ d(s, s)avg. 

The n-gram analysis is performed for the whole payload present in the standard 
Snort packet structure. If the network protocol is Modbus RTU, this means that, 
due to encapsulation of the whole frame in the payload field of the UDP datagram, 
the analysis will also include slave address field present in the Modbus RTU 
frame. This field strictly speaking is not a payload, however, as it is constant for 
any given endpoints pair, it will not have an impact on the analysis (or, precisely 
speaking, its impact will be the same for all captured conversations, and therefore 
can be neglected). 

One can argue that it is possible to perform a more detailed analysis of the pay-
load, taking into account the structure of the Modbus RTU frame: for example it 
could be possible to analyse separately the typical function codes used in the 
transmissions. Although such approach could be easily implemented, the concept 
of this analysis was to be protocol-agnostic, and therefore the whole payload is 
treated in the same manner. 

Fusion of Results 

An important novelty of the proposed work lies in the concept of fusing the results 
of analyses, described in the previous paragraphs, utilising a Bayesian Network 
(BN) [12]. Although the, already cited, works concerning intrusion detection in 
industrial networks ([2], [5]) indicated possibility of using Bayesian approach, this 
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possibility has not been explored. The author of this work has already used BNs in 
an anomaly-based NIDS for the Internet [13]; however, in that approach the struc-
ture and most of the numerical specification of the BN were human-created. The 
concept presented here uses fully automatic generation of the BN based on cap-
tured data. 

As the BN used is a discrete one, the data from the conversation feature analy-
sis and the n-gram analysis have to be discretised prior to passing them to the BN; 
the discretisation results in variables having K states. The discretisation is per-
formed in such way that the data gathered during the learning phase correspond to 
K-2 central bins, leaving the edge bins for possible outliers. 

The important problem that had to be solved was how to perform learning of 
the BN having only the data representing normal (not malicious) activity. This 
problem of learning one-class data is common to all anomaly-based system. In the 
proposed detector the problem was solved by using in the learning procedure three 
distinct datasets: 

1. a dataset generated using data gathered in the network; for all samples in this 
dataset the desired value of the output (decision) field was set to “no anom-
aly”, 

2. an artificially generated dataset, in which the samples had random values of 
the input fields and the desired value of the output field set to “anomaly”, 

3. a dataset  generated as in point 2, but with the desired value of the output field 
set to “no anomaly”. 

The datasets 2 and 3 serve as a background noise against which the learning pro-
cedure has to distinguish the real data representing normal traffic. Dataset 2 is 
intended to provide samples with input combinations not present in the normal 
traffic and instruct the learning procedure that these samples are not normal traf-
fic. Dataset 3 is intended to somewhat offset the influence of dataset 2: otherwise 
a sample for which a single input value were outside the range observed during 
learning could be classified immediately as anomaly ‒ such behaviour of the de-
tector would be overly simplistic and identical to simple thresholding of the input 
values. For this approach to work the size of dataset 2 must be significantly larger 
than dataset 3; during evaluation of the approach dataset 3 had the same size as 
dataset 1, while dataset 2 was 5 times larger. 

6 Preliminary Tests 

Preliminary test have been conducted in a simulated networking environment. As 
the current concept of the system considers each pair of conversing endpoints 
separately ‒ there is no support for detection of anomalous order of conversations ‒ at this stage it is sufficient to evaluate only one pair of endpoints. Consequently, 
a set-up with one master, one slave and one tap has been developed using  
virtual serial ports software [14]. Both master and slave were also simulated in 
software [15], [16]. 
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A number of scenarios simulating simple communication patterns have been 
tested. The aim of the tests was to evaluate how different the conversation has to 
be from these in the learning phase to detect an anomaly and whether the conver-
sations identical to these in the learning phase are always correctly classified as 
normal traffic. It should be noted that a behaviour when every conversation differ-
ing from the learning phase is classified as anomaly is not a desired behaviour ‒ 
instead, some differences should be permitted, and the level of this this flexibility 
should depend on the variability of conversation pattern observed during the  
learning phase.  

Table 1 Tests descriptions 

Test 
No. 

Learning phase conversations Detection phase conversations 

1 Request: read eight discrete inputs; input 
starting address constant 
Response: correct response; values of all 
inputs equal to 0 

Request: as in learning phase 
Response: correct response; value of input 0 
changing randomly, values of all other inputs 
equal to 0 

2 Request: read eight discrete inputs; input 
starting address constant 
Response: correct response; values of inputs 
0, 1 and 2 quickly changing randomly, val-
ues of all other inputs equal to 0 

Request: as in learning phase 
Response: correct response; values of all  
inputs changing randomly 

3 Request: read eight discrete inputs; input 
starting address constant 
Response: correct response; values of inputs 
slowly changing in following sequence: 
00000000, 00000001, 00000011, 00000111, 
00001111 

Request: as in learning phase 
Response: correct response; values of all  
inputs changing randomly 

4 Request: read eight discrete inputs; input 
starting address constant 
Response: correct response; values of inputs 
slowly changing in following sequence: 
00000000, 00000001, 00000011, 00000111, 
00001111 

Alternating: 
1) Request: as in learning phase 

Response: correct response; values of 
all  inputs changing randomly 

2) Request: read single analog input; input 
address constant 
Response: correct response; value of 
input equal to 0 

5 Alternating: 
1) Request: read eight discrete inputs; 

input starting address constant 
Response: correct response; values of 
all  inputs changing randomly 

2) Request: read single analog input; input
address constant 
Response: correct response; value of 
input equal to 0 

Alternating: 
1) Request: read eight discrete inputs; 

input starting address constant 
Response: correct response; values of 
all  inputs changing randomly 

2) Request: read single analog input; input 
address constant 
Response: correct response; value of 
input changing with values equal to 0, 
10, 30. 
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The test scenarios are described in Table 1, while the numerical results are pre-
sented in Table 2. The following conclusions may be derived: 

• in all cases the traffic identical to that observed during the learning phase is 
correctly classified as normal, 

• when the data transmitted in the learning phase are constant (test 1) or belong to 
a clearly defined set and their distribution does not change with time (test 2), 
even minute changes in the data observed in the detection phase cause an alarm, 

• when the distribution of the data transmitted change during the learning phase 
(test 3), even significant changes in the data observed in the detection phase do 
not cause an alarm, 

• the system is able to distinguish frames not observed during learning phase on 
the basis of their length (test 4), 

• the system is able to discern and differently treat frames of different lengths 
(test 5). 

Table 2 Tests results 

Test 
No. 

% of conversations 
identical to learning 
classified as normal 

% of conversations 
different from learning 
classified as anomaly 

Notes 

1 100% 100% 1 % of conversations carrying the same 
data as the ones in the learning phase 
have been classified as anomaly due to 
significantly different conversation 
duration caused by glitches of the simu-
lation environments 

2 100% 100%  

3 100% 0%  

4 100% 50% All conversations involving reading 
discrete inputs classified as normal, all 
conversations involving reading analog 
input classified as anomaly 

5 100% 100%  

7 Conclusions and Future Work 

This chapter presented a novel approach for hardening networked control systems ‒ 
an anomaly-based NIDS. The preliminary tests of the solution prove the system is 
capable of performing detection of anomalies in transmissions between the devices 
communicating using the Modbus RTU protocol. The solution exhibits desired 
properties, i.e. is able to detect small changes in the communication patterns when 
the variability of these patterns during the learning phase is minimal, but allows 
significant deviations in case the variability during the learning phase is substantial. 

The future work will include tests of the solution in a set-up consisting of typi-
cal networked control system components (PLCs connected to a PC computer 
using an EIA-485-based network), as well as expanding the approach through 
modelling of the behaviour of the devices controlled by the PLCs. 
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Abstract. This chapter presents work on a diagnosis support system with continu-
ous estimation of a sudden cardiac arrest risk. The concept is based on the analysis 
of the signals received on line from a medical monitor, possibly augmented by 
clinical data. The need for such solution is motivated and existing approaches 
towards quantitative estimation of patient's health are examined. An overview of 
the system and its building blocks are presented, which allows to define the re-
quirements for the hardware platform and operating system. A discussion follows, 
explaining the choice made. The design of communication path between the medi-
cal monitor decided upon and the discussed system is explained. The prototyping 
microprocessor board being used is presented, together with detailed description 
of steps which lead to the development of a fully-featured Linux distribution for 
this board. 

1 Introduction 

Cardiovascular diseases are the most common cause of death (nearly 50% – as 
shown in Figure 1) and hospitalizations (16% from group of 6 400 000 patients in 
2006) in Poland [1]. The most common direct cause of hospital mortality is Sudden 
Cardiac Arrest (SCA). Introducing Modified Early Warning Score (MEWS) charts 
(see Section 2) to patients’ records allowed, despite its simplicity, to reduce the risk 
of SCA and hospital mortality [2]. In light of the above it is tempting to develop a 
real-time decision support system allowing automatic evaluation of the general 
condition of the patient, including suggestions of the most likely causes of the  
deterioration and advisable further procedures. It should be noted that automated 
real-time systems used so far are very simple and calculate only MEWS and its 
components; they do not give any additional information. None of such solutions 
have been used in Poland [3]. The discussed system may be especially important in 
places such as admission rooms and Accident and Emergency Departments. 
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The aim of the research presented in this work is to design such an advanced 
decision support solution, using as its inputs signals derived from a typical  
medical monitor. The system should, in particular, estimate the risk of Sudden 
Cardiac Arrest (SCA) in the monitored patients and include analysis of impedance 
cardiography and impedance pneumography curves. 

 

Fig. 1 The share of main causes of the total number of deaths in Poland, 2006 [1] 

The remainder of this chapter is organised as follows: Section 2 presents the 
current approaches to the problem of quantitative estimation of the patient's health 
and its changes. Section 3 presents outline of the proposed system. Section 4 dis-
cusses the hardware and software considerations of the solution being developed. 
Closing thoughts are offered in Section 5. 

2 Current Tools for Quantitative Estimation of Patient's 
Health 

Difficulties in objective evaluation of how critical the patient's condition is, and 
the necessity to decrease the mortality in hospitals prompted doctors to introduce 
objective scales of that aspect of medical recognition. This section presents three 
examples of such solutions. 

2.1 Modified Early Warning Score 

Modified Early Warning Score (MEWS) is a simple index used to quickly deter-
mine the patient’s condition. It is based on data derived from four physiological 
readings (systolic blood pressure, heart rate, respiratory rate, body temperature) 
and one observation – level of consciousness based on the Alert, Voice, Pain, 
Unresponsive (AVPU) scale. The results are compared to reference ranges, allow-
ing generation of a single score through addition of scores resulting from the  
obtained readings – as presented in Table 1. 
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Table 1 A sample MEWS chart 

Readings,  
observations 

Score 

3 2 1 0 1 2 3 

Systolic  
blood pressure 

<45% 30% 
15% 
down 

Normal 
for  

patient 

15% 
up 

30% >45% 

Heart rate  
[beats · min-1] 

- <40 41-50 51-100 101-110 111-129 >130 

Respiratory rate  
[breaths · min-1] 

- <9 - 9-14 15-20 21-29 >30 

Temperature [°C] - <35 - 35.0-38.4 - >38.5 - 

AVPU - - - A V P U 

  
The results of the conducted studies [2] suggest that the proportion of patients 

admitted and those who died in hospital increased significantly as the MEWS 
score increased (p<0.001). Multivariate regression analysis further identified five 
independent predictors of hospital admission: systolic blood pressure ≤100 mm 
Hg, pulse rate ≥130 beats per minute, respiratory rate ≥30 breaths per minute, 
temperature ≥38.5°C and an impaired level of consciousness. 

MEWS index may encourage by its simplicity, confirmed effectiveness, espe-
cially in qualifications for intensive care unit, and the possibility of interpretation 
by the paramedics. However, it appears that the evaluation of the patient’s general 
condition is much more complex process than simple summing ranks of several 
parameters. 

2.2 Acute Physiology, Age, and Chronic Health Evaluation 

Acute Physiology, Age, and Chronic Health Evaluation (APACHE III) is a score 
gathered using the method presented in [4] with 18 variables in acute physiologi-
cal scores ranging from 0 to 252 (i.e. pulse, mean blood pressure, temperature 
respiratory rate, etc.), the age score from 0 to 24 and the chronic health evaluation 
from 0 to 23. The total scores in the APACHE III, summarized by the three men-
tioned categories, range from 0 to 299. The patients are classified according to 
etiology, major organ involved, surgical and medical status upon those categories. 
Patient’s data like age, sex, race and preexisting comorbidities are registered prior 
to establishing his health status.  

APACHE III scale allows for much more precise evaluation of patient's health 
than MEWS. However, applying this scale is cumbersome, as the number of input 
parameters is large. Although the score is calculated by a computer program, there 
are no automated solutions allowing to compute this score without the need to 
manually enter the parameters. This practically eliminates the possibility of using 
APACHE III as tool for continuous monitoring of the patient's state. 
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2.3 Therapeutic Intervention Scoring System 

The Therapeutic Intervention Scoring System (TISS), introduced in 1974 [5], has 
become a widely accepted method of classifying critically ill patients. Since then 
the system has been updated, because of recent innovations in critical care. Unlike 
other scoring systems, TISS does not attempt to quantify a patient’s severity of 
illness. Instead, it quantifies the intensity of care provided to an intensive care 
patient. It can be used to compute resource use and, to a lesser degree, nursing 
requirements. A variation of TISS system is TISS-28, used in Poland. Its input 
form consist of 28 yes/no questions, divided into 7 groups: basic actions, breath-
ing, blood circulation, kidneys, metabolism, central nervous system and other 
interventions. 

Similarly to APACHE III, use of TISS may be cumbersome due to a large 
number of input data that have to be entered manually. This is even more evident 
in the original version of TISS, which requires answers to 75 questions. 

3 Overview of the System for Estimation of Patient’s State 

The idea of the proposed system is to evaluate the patient's condition and its 
changes using Artificial Intelligence (AI) techniques. In particular, a Bayesian 
Network (BN) is proposed as the way to encode the doctor's knowledge and pro-
vide means for reasoning under uncertainty ‒ this will be further elaborated in 
Section 3.2. A key concept of the presented approach is to provide a way to auto-
matically, without much aid from the hospital staff, supply the algorithm with 
necessary input data. To this end, the solution is being developed as an autono-
mous microprocessor system, attached to a typical medical monitor. Such set-up 
allows to gather all data produced by the monitor (including measurements: blood 
pressure, raw ECG curve, etc. and results of simple analyses, usually conducted by 
such monitors: e.g. parameters derived from the ECG curve). 

The following paragraphs present, in order as they appear in the data processing 
path, the main functional blocks of the proposed solution. 

3.1 Input communication Block 

Interaction with the medical monitor is the primary task of the input communica-
tion block. Compatibility at hardware and transmission protocol level is crucial for 
such cooperation. It should be noted that the medical monitors transmits data con-
tinuously, which is especially useful to purposes of the discussed device, but also 
imposes certain requirements regarding processing speed of the device. More 
detailed description of the communication scheme is presented in Section 4.1. 

Input communication block has also to provide a solution for interaction with 
medical personnel ‒ the most important is possibility of entering information 
about the patient's consciousness. For this purpose an on-screen form taking  
advantage of the touch-screen capabilities is proposed. 
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3.2 Signal Pre-processing Block 

Thanks to the use of medical monitor for collecting information about the patient, 
the need for data pre-processing is minimised. Nevertheless, some initial data 
analysis is necessary. Purpose of this analysis is, among others, to evaluate  
the usefulness of collected data and calculate some auxiliary indicators and  
parameters. 

Among the above-mentioned parameters the most important factors are those 
regarding the ECG curve analysis. This curve is a rich source of data about the 
patient's health. In order to make best use of these data it is necessary to process 
the raw curve in order to provide some qualitative and quantitative indicators typi-
cally used in medical diagnosis. A medical monitor usually calculates some of 
them (e.g., ST segment level and elevation, detection of arrhythmias: premature 
supraventricular, ventricular, premature ventricular, bradycardia and tachycardia), 
but other have to be computed in the proposed device. A number of algorithms for 
calculation of parameters, such as for example T-wave alternans detection and 
deceleration capacity assessment in ECG signal, have already been designed and 
implemented by the team members; the reader is referred to [6] and [7] for  
detailed description of these solutions. 

3.3 Decision-Making Algorithms Block 

After signal pre-processing, described above, series of data records are available 
corresponding to all gathered information concerning the condition of the patient. 
On the basis of such set of data records, device should evaluate the condition of 
the patient, detect the risk of SCA, recognize features of cardiac electrical instabil-
ity, acute heart failure, respiratory failure, dehydration or over-hydration, severe 
infection. Device should also specify suggestions for further proceedings. Proper 
operation of this module is crucial for functioning of the device ‒ if the developed 
algorithms are able to capture threats without causing false alarms and suggest 
temporary procedure correctly, it will give substantial support in situations where 
immediate medical consultation is impossible (e.g., rescue teams, ambulances) 
and will likely reduce the risk of cardiac arrest during hospitalization period. 

A number of different Artificial Intelligence (AI) approaches have been consid-
ered as the basis for this block, for example Neural Networks, Fuzzy Logic and 
Bayesian Networks. Of these, Bayesian Networks (BNs) [8] have been selected 
due to following advantages: 

• ability to encode human knowledge about the domain ‒ in this case doctor's 
knowledge about illnesses and their symptoms, 

• ability to perform learning from data in order to adjust the human-created de-
scription or to create a completely new network ‒ especially the first possibil-
ity is valuable, as it allows to self-adjust the algorithm based on observation of 
patients and doctor's diagnoses, 
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• ability to reason in case of missing data ‒ which allows the algorithm to func-
tion even if some input data are not present, for example due to use of different 
medical monitor, 

• proven usefulness in medical expert systems [9]. 

The authors also investigate the possibility of using a newer concept based on 
BNs, namely Multi-Entity Bayesian Networks (MEBNs) [10], which allow to 
combine BNs with first-order logic. This concept has not been yet applied in 
medical diagnosis. 

It should be noted that the selection of AI algorithms impacts the choice of the 
hardware and software platform, described in Section 4. The proposed algorithms 
may be computationally intensive, therefore the hardware platform of the solution 
must provide significant computational power. Moreover, the available implemen-
tations of the algorithms may require specific software environment. This is espe-
cially true in case of MEBNs, as the only freely available mature implementation 
of this concept [11] is written in Java; for this reason availability of Java Virtual 
Machine was a crucial factor in the choice of the operating system, as described in 
Section 4.3. 

3.4 Output Presentation and Data Storage Block 

The main goal of this block is to present the analysis result in a clear and easy to 
interpret form. For this purpose a solution using an LCD screen is proposed. The 
system should also be capable of providing audible indication of an emergency 
condition. Another task of this block is to store the results of analyses. A popular 
format of data storage, enabling easy downloading of the saved results to a Per-
sonal Computer should be employed ‒ examples may include USB mass storage 
and Secure Digital (SD) card as the hardware platform or text and Microsoft Excel 
(xls, xlsx) files as the software format. 

4 Hardware and Software Considerations 

This section presents the discussion that led to the choice of particular hardware 
and software components. 

4.1 Medical Monitor 

As the system itself does not have any sensors, it has to interact with a medical 
monitor. For this reason, a monitor capable of continuous transmission of meas-
urement results, preferably utilising a popular transmission medium and format, is 
required. The choice of the monitor used during the development phase is  
important, as it will impact the design of the system in both hardware and software 
layer. 
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The analysis of typical solutions present in commercially available monitors 
shows that most of today's monitors are capable of outputting the data (measure-
ments and analyses) in a computer-friendly form. The approaches can be roughly 
divided into two categories: 

• continuous transmission ‒ typically using 10BASE-T or 100BASE-TX 
Ethernet (IEEE 802.3i, IEEE 802.3u) and TCP/IP stack, 

• file storage ‒ typically using USB mass storage device or Secure Digital mem-
ory card and common file types (e.g., Microsoft Excel). 

Of these, only the first approach can be used in the proposed solution. However, 
unlike the file storage, this approach uses proprietary data format. In order to suc-
cessfully transfer data from the monitor to the discussed system the format has to 
be known. The best approach here is to work closely with the manufacturer of the 
monitor in order to obtain details of the protocol; although reverse-engineering  
of the protocol is also possible, it should be avoided in the problems relating to 
human health as possibly unreliable. 

Considering the discussed requirements an Emtel FX2000-MD medical moni-
tor (Figure 2) has been selected as the data source for the discussed system. It is 
capable of transmitting the data in real time over an Ethernet - UDP connection 
and the manufacturer made available ‒ for the research purposes ‒ the details of 
the data format. 

 

Fig. 2 Emtel FX2000-MD medical monitor [12] 
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Based on the information from the manufacturer a PC program for receiving 
data from the medical monitor has been written. The aim of writing a PC program 
(instead of a program for the target hardware) was to provide an easy to debug 
solution for sorting out all potential problems concerning the transmission; another 
reason was to obtain data for the early stage of the algorithms development. The 
program proved that the transmission is stable and the percentage of datagrams 
lost is negligible. 

4.2 Hardware of the Discussed System 

Section 3 outlined some requirements for the hardware of the proposed system. 
These included: significant computing power, comfortable-sized LCD touch-
screen, ability to produce audible alerts, ability to connect to the medical monitor 
(which translates to an Ethernet interface, as explained in Section 4.1), USB and 
SD interfaces. Moreover, the hardware of the system should be characterised by 
compact dimensions and sturdy construction. Mains operation is mandatory,  
optional battery operation is a plus. 

The most straightforward choice fulfilling these requirements is a notebook 
computer equipped with a touch-screen ‒ such notebooks have appeared recently 
in the market. However, this choice has its drawbacks. The most important is the 
form factor of such a unit: two elements connected by hinges and an external 
power supply do not guarantee required sturdiness, especially if the device is to be 
used in ambulances. Moreover, a notebook may not able to produce audible  
alerts of required loudness, and adding external speaker would further aggravate 
reliability problems. 

Another possible solution would be a tablet computer, or a large-screen smart-
phone. However, here the problem of several components wired together (main 
unit, power supply, speaker, possibly a dongle/converter for Ethernet interface) is 
also present. 

It should also be noted that using standard computer equipment may lead to 
unwanted user behaviour (for example ‒ installing additional software that could 
interfere with the main application). It has also been noted (in personal communi-
cation with doctors) that the use of such equipment in a life-saving environment 
may be seen as unprofessional. 

Due to the considerations explained above it has been decided to build a custom 
device, based on an embedded microprocessor with considerable computational 
power. Another advantage of such solution is the possibility to employ specialised 
Digital Signal Processors (DSP), which could be utilised in implementation of the 
AI algorithms. Because of previous experience of the team, Texas Instruments 
DaVinci DM3730 Digital Media Processor [13] has been chosen, which integrates 
in one integrated circuit an ARM Cortex-A8 processor, a TMS320C64x+ DSP and 
a POWERVR SGX graphics accelerator. In order to speed-up the prototyping 
process, a commercially available board equipped with this processor has been 
chosen as the prototyping platform: Embest DevKit8500 (Figure 3). 
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Fig. 3 Embest DevKit8500D Evaluation Board [14] 

4.3 Operating System 

After choosing the hardware platform, the next step is to select the operating sys-
tem. The Embest DevKit8500 prototyping board is supplied with a number of 
operating systems: Android, Ångström (embedded Linux distribution), Windows 
CE and Linux (kernel only). Out of these, the Linux kernel together has been  
chosen and the Ubuntu distribution has been added to it due to the following  
considerations: 

• availability of a Software Development Kit provided by Texas Instruments for 
DaVinci 3730, 

• good support for Java Virtual Machine, which is needed for at least one algo-
rithm implementation (see Section 3.3), 

• good support for peripherals, which can be added at a later stage of the project. 

It should be noted that creating a functioning operating system required a number 
of steps, including configuration and compilation of Linux kernels, modules,  
additional drivers, filesystem hierarchy (rootfs) of the Ubuntu distribution, creat-
ing star-up SD disk and adding required applications ‒ in particular the Java  
virtual machine. In particular, the configuration of kernel has not been straight-
forward, as the DaVinci processor differs significantly from the typical x86/x64 
microprocessor. 

The works resulted in fully-functioning Linux OS based on the Ubuntu distri-
bution. It is a full-fledged platform for the development of the discussed system, 
allowing running GUI programs and also making possible to use features of the 
embedded DSP. The only problem still present is the memory limit, which cur-
rently is set at 256 MB due to complexity of assigning separate memory blocks to 
the ARM core and the DSP. 
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5 Conclusions and Further Work 

This chapter presented a discussion of the approach chosen for development of the 
system for the estimation of patient's health. The concept of the system has been 
presented, which allowed to enumerate the requirements for the hardware and 
software platform. Considering these requirements, a discussion of possible ap-
proaches has been presented and the choice justified. Works leading to the crea-
tion of a fully-functional operating system for the selected microprocessor board 
have been described, as well as the successful implementation of the communica-
tion protocol for obtaining data from the medical monitor. 

Further work will focus on software implementing the functionality described 
in Section 3, especially the AI algorithm for estimation of the patient's health. 
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Abstract. As the number of globally interconnected devices has become substan-
tial, the resulting systems are getting prone to configuration issues and dependabil-
ity becomes one of their key characteristics. Following the rationale behind  
self-management in autonomic computing, the main trend is to put emphasis on 
the ability of a computer system to self-configure, self-optimise, self-heal, and 
self-protect without any explicit need for external human intervention. This is 
crucial for complexity reasons, as a complete automation appears to be the only 
reasonable and justified way forward. This paper advocates for the possibility of 
adjusting the level of dependability with the aid of Autonomic Cooperative  
Behaviour, expressed through cooperative data processing and computing. In par-
ticular, devices may improve the related system robustness by sharing their com-
putational resources for the purposes of cooperative data transmission. Autonomic 
system design, in turn, is expected to guarantee system stability and scalability, 
especially in the case of very large set-ups composed of a significant number of 
devices exposing such Autonomic Cooperative Behaviour simultaneously. For this 
reason, a properly adjusted overlay autonomic network architecture needs to be 
employed so the overall system may be controlled by specific Decision Making 
Entities interacting among themselves and operating with the aid of control loops. 

1 Introduction 

Since the number of devices interconnected worldwide is growing drastically, the 
question of dependability of ubiquitous computing systems has become substantial 
[1]. In fact, dependability translates into the provision of the following key fea-
tures: reliability, availability, safety, confidentiality, integrity, and maintainability 
[2]. What is more, it may be further integrated with autonomic computing advo-
cating for self-configuration, self-optimisation, self-healing, and self-protection 
[3]. This paper discusses a new approach, not only capitalising on the above-
mentioned concepts but also incorporating the novel notion of Autonomic Coop-
erative Behaviour (ACB). The idea stems from the rationale behind distributed 
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cooperative system, aiming to enable collaboration among devices. This way the 
devices are expected to share their computational capabilities and memory to per-
form joint data processing for the benefit of meeting the global performance indi-
cators through increased dependability. Obviously, as such a system grows, it  
appears necessary, from the local perspective, to instantiate cross-layer integration 
of certain aspects with the use of a network protocol in order to limit any unneces-
sary control overhead resulting from the exchange of data among the cooperating 
devices. However, today’s distributed systems are becoming more and more com-
plex. For this reason, the transition from a local to the global context additionally 
requires the incorporation of an autonomic overlay so the distributed cooperative 
system may self-manage. On the one hand, devices may improve system depend-
ability by sharing their computational resources by expressing Autonomic Coop-
erative Behaviour through cooperative data processing and transmission. On the 
other hand, the paradigm of autonomic system design assumes that such a comput-
ing system should follow the operating principles of an autonomic nervous system 
and, thus, be able to self-configure and, then, self-manage without any external 
human intervention [4]. In fact, both cooperation and autonomics may be welded 
into a joint concept to offer best service possible to end users under the assump-
tion of strictly following the externally imposed policies [5]. Consequently, such a 
system would have to express the ability to analyse the current situation and make 
an attempt to benefit from the gains offered by cooperative processing and com-
puting. The paper is organised as follows. First, the concept of Cooperative Com-
puting and Processing is outlined in Section 2. It is complemented in Section 3 
where the orchestration of Autonomic Cooperative Behaviour is described through 
the incorporation of network layer protocol. Following, the issue of Autonomic 
System Design is discussed in Section 4 from the global perspective. The paper is 
concluded in Section 5.  

2 Cooperative Computing and Processing 

In general, a set of devices attempting to obtain a certain common goal might need 
to express Autonomic Cooperative Behaviour by performing, for example, coop-
erative computing and processing of the code words necessary for the establish-
ment of the communication between the Source Node (SN) and Destination Node 
(DN) [6]. This way, such cooperating nodes are sharing their computational power 
and memory necessary for the completion of this task. This approach may be cru-
cial in the case of battery-powered systems where distributed code word computa-
tion and processing obviously means that each device is able to preserve energy 
and function longer, compared to the case of a typical single node processing [7]. 
The notion of such Autonomic Cooperative Behaviour among devices may be  
illustrated as depicted in Fig. 1.  
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Fig. 1 Autonomic Cooperative Behaviour among computing nodes  

In such a case, a group of Relay Nodes (RN) assists in the transmission be-
tween SN and DN by performing autonomic cooperative computation of the code 
words in a synchronous manner. In particular, the cooperation schemes leading to 
the generation of specific spatio-temporal code words may be generally described 
with the use of the example cooperation matrices (1), (2), and (3) [8], [9]. 
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The number of columns contained in each matrix corresponds to the number of 
RNs, while the number of rows denotes the consecutive time slots. The use of 
such distributed codes is advantageous because the system robustness and, there-
fore, dependability increases, thanks to the diversity gain, as depicted in Fig. 2. 
The diversity gain results from a specific computation of the distributed spatio-
temporal code word matrix so the orthogonality criterion is satisfied [8]. 

 

 

Fig. 2 Increased dependability of transmission thanks to cooperative computing and  
processing  

3 Orchestration of Cooperative Behaviour 

The approach presented in Section 2 is well tailored to a small group of devices, 
expressing Autonomic Cooperative Behaviour on a local scope. However, usually 
there are more devices available and making a proper selection of the nodes  
intending to expose such Autonomic Cooperative Behaviour might be very  
advantageous in terms of conserving energy [10].  

For this reason one might apply the mechanisms of the Optimised Link State 
Routing (OLSR) protocol devised for mobile ad-hoc networks [11]. The protocol 
belongs to a proactive class, which means that the control messages are dissemi-
nated on a periodical basis. Consequently, the information regarding the status of 
distinct links is available almost without any delay.  

In particular, OLSR is equipped with the Multipoint Relay (MPR) selection 
heuristics aiming to optimise the protocol overhead during the phase of topology 
recognition [12]. This heuristics is performed with the use of both the one-hop and 
two-hop neighbour sets identified with the use of Hello messages. More specifi-
cally, each node n belonging to the one-hop neighbourhood N(x) of a given source  
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Fig. 3 Multi-Point Relay station selection heuristics  

node x disseminates Hello messages. Such messages contain the addresses of all 
the one-hop neighbours discovered by the node n, as well as the corresponding 
link codes [11]. Based on data of this type, the node x is able to acquire the rele-
vant knowledge about its two-hop neighbourhood N2(x) reachable through node n. 
What is more, having identified its entire one-hop and two-hop neighbourhoods, 
node x can select its MPRs according to the following heuristics, outlined  
below [11].  

First, node x includes in its MPR(x) set all the symmetric one-hop neighbouring 
devices being the only ones to provide reachability to a node n2 located in the 
strict symmetric two-hop neighbourhood and additionally are always willing to 
carry and forward traffic. Next, until there still exist any uncovered nodes in N2(x), 
the heuristics keeps on selecting such a node belonging to N(x) which has not been 
inserted into the MPR(x) set yet and is characterised by the highest willingness to 
carry and forward traffic. In the case of a multiple choice, the one is chosen which 
provides the highest reachability R(n), i.e. through which the highest number of 
still uncovered nodes in N2(x) may be reached. Otherwise, if it is impossible to 
select a single device, the one of the highest degree is chosen, where the degree 
D(n) of a one-hop neighbour denotes the number of its symmetric neighbours, 
excluding all the members of N(x) and the node x performing the computation. 

Looking at both Fig. 1 and Fig. 3 one may notice that such a goal may be ob-
tained with the use of the fact that the groups exposing Autonomic Cooperative 
Behaviour can be formed on the basis of the assignment of devices to MPR set(s) 
[10]. In other words, first, each neighbour n having zero degree d(n) needs to be 
removed by node x from the set N(x). Then the classic MPR selection heuristic is 
performed iteratively, over the set N(x), until all the nodes it contains have been 
pre-selected into distinct cooperative sets C(x, n2) and, additionally, assigned to 
the relevant redundant MPR sets. In other words, with every iteration, a new set 
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MPRi(x) is created and each of the nodes it contains is also included in the proper 
cooperative set C(x, n2). This set will provide the capability of Autonomic Coop-
erative Behaviour through cooperative computational processing and transmission 
of the data received from the source node x towards the destination node n2, where 
n2 belongs to the two-hop symmetric neighbourhood of x. It also means that any 
intermediate node n can be included in more than one set expressing Autonomic 
Cooperative Behaviour [10]. 

4 Autonomic System Design  

Autonomic computing was introduced as a means of mapping the rules governing 
the autonomic nervous system onto computer systems [4]. Soon after, this idea 
was extended to embrace networked set-ups through the incorporation of auto-
nomic cooperative networking [5]. This section discusses the further evolution of 
the relevant architectural aspects of this concept, related to the notion of Auto-
nomic Cooperative Behaviour, into autonomic cooperative computing, as a fusion 
of both the approaches. In particular, the devices forming an autonomic coopera-
tive network are expected to expose Autonomic Cooperative Behaviour (ACB) 
instantiated, in this case, by the notion of cooperative computing necessary for the 
aforementioned spatio-temporal code word computation. Consequently, such de-
vices may share their computational power and memory to perform cooperative 
processing, as instructed by the overlay Decision-Making Entities, being the in-
herent components of the currently being standardised Generic Autonomic  
Network Architecture (GANA) [13].  

 

 

Fig. 4 Autonomic control loop  

As it has been already signalled, GANA architecture assumes the existence of 
control loops and their respective Decision Elements (Des) at the network, node, 
function, and protocol level [14]. This way each DE has its exclusive responsibili-
ties and, at the same time, it is able to interact with other DEs. It means that, based 
on the control and monitoring information available within a control loop, each 
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DE is able to take its autonomic decisions which might be to some extent affected 
by the data it exchanges with its higher/lower level, peering or sibling counter-
parts. Consequently, even a minor event may be the reason for triggering certain 
Autonomic Cooperative Behaviour that might involve a number of nodes or even 
the whole system for reasons such as the overall dependability [15].  

Particularly, autonomic systems are especially assumed to be able to self-
discover which may pertain to many aspects at the same time, including e.g. ser-
vice discovery, topology discovery, fault discovery, etc. In fact, this can further 
enhance the effectiveness of autonomic configurations tailored for optimum coop-
eration in terms of dependability. In order to avoid conflicting decisions that 
would negatively affect the system performance and, thus, dependability, the hier-
archical interactions among DEs need to be employed to guarantee system stabil-
ity and scalability. Consequently, not only should the architecture enable specific 
devices to express Autonomic Cooperative Behaviour, but also the system should 
be autonomic as a whole [5]. As it was already mentioned, an autonomic system 
must continuously monitor itself and be able to align its current operation with the 
requirements arising either from monitoring data or simply imposed by policies 
that may be changing over time. As a result, in certain circumstances, the direc-
tions of a higher-level DE may limit the freedom of a given DE to make decisions 
based on the data available locally. The decisions might need to be taken at the 
system level in order to make it feasible for the overall system to perform tasks of 
a global scope. At the same time, different operations, such as Autonomic Coop-
erative Behaviour between or among devices can be carried out without any inter-
ruption, as long as this does not result in any violation of the rules.  

 
 

 

Fig. 5 Autonomic Cooperative Behaviour from architectural perspective  
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To accommodate such functionality, it is primarily assumed that the definition 
of the Autonomic Node is enhanced with the notion of Autonomic Cooperative 
Behaviour, which results directly in the introduction of an Autonomic Cooperative 
Node as an enabler for cooperation among the Managed Entities, orchestrated by 
their corresponding Decision Elements (Figure 6). In particular, GANA defines 
the aforementioned four levels on which decision entities may appear [5]. Starting 
from the protocol level, there is a new Cooperative Transmission Decision Ele-
ment (CT_DE) introduced which is responsible for controlling the aspects of co-
operative transmission protocol requiring the cooperative computation of code 
words. The operation of CT_DE has to be aligned with the already existing Rout-
ing Management Decision Element RM_DE, located on the function level, which 
needs to interact with its sibling DEs, so the computation of the routing tables 
maintained at the cooperating devices is properly synchronised [10]. What is 
more, the RM_DE also needs to act pursuant to the directions from the other exist-
ing DEs, i.e. the Resilience and Survivability Decision Element RS_DE and the 
Fault Management Decision Element FM_DE, both located on the node level and 
responsible for dependability [5]. Specifically, the RS_DE is assumed to cover 
aspects of service resilience and survivability. At the same time, it is supposed to 
interact with FM_DE which, in turn, controls the symptoms suggesting that a fail-
ure, for example in terms of service continuity, may be imminent. Finally, while 
all these DEs are located within Autonomic Cooperative Nodes, it is still neces-
sary to provide substantial coordination on the network level. This task is accom-
plished with the aid of the Cooperative Re-Routing Decision Element CR_DE, 
which is responsible for overseeing the system situation from a higher-level  
perspective [5]. 

5 Conclusion  

In this paper the dependability aspects of autonomic cooperative computing sys-
tems were presented from the cross-layer and architectural design perspective. In 
particular, the notion of Autonomic Cooperative Behaviour was explained which 
may by instantiated by collaborative computing to help increase the level of resil-
ience and, therefore, also dependability. Then the broader context of the network 
layer was analysed where the MPR selection heuristics of the OLSR protocol was 
employed as a means of the orchestration of the above-mentioned cooperative 
processing in terms of the spatio-temporal distributed code word computation for 
increased data transmission robustness. Finally, the autonomics of the overall 
system was taken into consideration and the whole solution was put under the 
umbrella of the GANA architecture. This way one may expect the system operate 
without any explicit need for external human intervention, where Autonomic Co-
operative Behaviour among network nodes is employed as decided by the system 
itself. 
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Abstract. This work presents a novel approach using dependability of sub-
assemblies to compute the life cycle cost of complex products (i.e. products that 
are technologically more complex than average or have a higher life expectancy) 
This work is composed of two parts, first a retrospective on life cycle cost and its 
challenges, then a description of the approach using reliability as the key element. 
This approach combines the usage of already well-known components or sub-
assemblies alongside new, innovative ones in order to compute the life cycle cost 
of the system. This work is currently conducted as a PhD thesis and as industrial 
support. 

1 Introduction 

Many products and systems are more complex than others. That is mainly due to 
their technological complexity or life expectancy. These products therefore should 
have control over their availability, with maintainability taken into account. The 
use life phase is to generate huge costs in terms of maintenance, operation and 
energy consumption [1-2]. 

These products require a focused study of their design; this work presents a re-
trospective of life cycle cost analysis as well as the interactions of life cycle cost 
with the design phase. In a second part, we propose a novel approach based on life 
cycle cost estimation using reliability as a main factor. This approach allows the 
incorporation of innovative sub-assembly into a well-known system and focuses 
on the modification of the life cycle cost induced using the predicted reliability of 
the component. This work is currently conducted as a PhD thesis, with the support 
of industrial partners. 

2 Life Cycle Cost Analysis 

The first objective of life cycle cost analysis is to assess the monetary weight of 
each and every of the phases of the life of a product [3]. One of the many defini-
tions of a product life phases is by Kriwet, Zussman & Seliger [4] on figure 1. 
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Fig. 1 Life Cycle Phases (adapted from [4]) 

The metaphases of the life of the product are well defined (Acquisition, Utiliza-
tion & Recycling). Each of theses phases are then sub-divided into multiple sub-
phases than covers the whole life of the product. This definition is interesting as it 
identifies not only the product itself but also the process and logistic support 
needed to the accomplishment of the product-centric phases. 

2.1 Key Phase 

In a global life cycle cost approach, the key phase is the early conception phase. 
This phase is the key point where most of the technical choices are committed, 
theses choices are of the same importance whether they are technological, compo-
nents or materials. All theses choices have a major impact on the detailed design 
phase. Once committed, they are not to be questioned due to cost of changing 
already committed choices. 

The preliminary design phase is the one where most of the costs are committed 
(see figure 2). Thereby this phase has a disproportionate influence on the  
 

 
Fig. 2 Cost Phases (adapted from []) 
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downstream design, usage and end-of-life phases. At this stage, not all the neces-
sary data for the assessment of the life cycle cost. That is even more evident in the 
case of a project containing many breakthrough innovations on which there is not 
yet any capitalization in terms of life cycle cost. 

2.2 Over-Costing and Under-Costing 

As previously shown, costs are incurred at a very early stage before being spent as 
the result of the project. There is therefore several risks that can be discerned for 
the rest of the life of the project. 

The foremost influent factors in the case of complex products are, between  
others, inflation, financial costs and technological risks. This risks lead to two  
meta-risks: conservative calculation (over-costing) and liberal estimations  
(under-costing). 

Over-costing can jeopardize the first phases of go/no-go without representing 
the true costs, therefore threatening commercial projections (or tender response). 
This is most often the case when there is over-estimation of costs from energy, 
personal, formation and/or maintenance. 

Under-costing has the same effect, in a somewhat different view. Under-costing 
has a tendency to appear on projects where the risk involved with the industriali-
zation phase is not well assessed and create huge costs, for instance when specific 
tooling is necessary but was not thought of. 

3 Evolution of Costing 

Life cycle cost analysis started to be used in the late 60s, early 70s by the US De-
partment of Defense (US DoD) [5]. The DoD started to completely reorganize its 
procurement strategies using the deterministic factor of global costs instead of just 
using acquisition costs. Global costs included, but not limited to, support, fabrica-
tion, technological developments and formation costs. This started a Design-to-X 
[6] procedures that are used to minimize life cycle costs for system development 
and usage. 

3.1 A Transition from Programs to Projects 

Life cycle cost analysis slowly evolved from the DoD and large-scale procurement 
programs toward other US Army department at smaller scales. The DoD authored 
many notes concerning the Design-to-Cost processes and Integrated Logistic  
Support [7-8-9]. 

Integrated Logistic Support (ILS), also contributed by the US Army, ensures 
the supportability (maintenance, repair & operations) is taken into account within 
the design & development of a product/equipment. 
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This methodology has a major influence on design processes, especially that 
there is a tendency to search and identify as soon as possible reliability problems. 
This rend tends to initiate a dialogue on the drawing of parts thought for reliability 
improvement, maintainability, testability and/or availability [10-11-12-13]. 

ILS also has a huge part for the support in staff training, documentation and 
spare parts supply. All these considerations allow, and facilitate, specification 
steps, design steps and support phases, with a major focus through the whole 
process on maintainability. 

The transition between calculating a global supply cost and seeking the minim-
al life cycle cost using maintenance also helped the usage transition of these me-
thods from multiple large-scale systems to smaller scale products. Notes authored 
by the US Army [11-12-13] were published in the mid-80s; and, by late 80s, these 
concepts started to diffuse into civil design [14] first to avionic industries, elec-
trical power production, oil & gas and railway industries [15-16-17-18]. 

This techniques diffusion coincides with a modification into the ILS approach; 
global life cycle (cf. figure 1) is more and more used for design, alongside with 
maintainability in complex and/or large-scale systems. 

3.2 The Concept 

Integration of these techniques in more and more industries also allows the re-
finement of the different methodologies that are used. 

In fact, it is difficult whenever there is innovation into a project to estimate a 
life cycle cost (regardless of the complexity). This difficulty mostly arise from the 
fact that it is not possible to have concrete results that fits into the global life cycle 
cost model of the product from testing. 

3.2.1 Innovative Difficulty 

This difficulty, inherent to the conception of the innovative system, can jeopardize 
a life cycle cost model analysis conducted too early in the project. Also, difficulty 
arising from downstream design phase, and/or production, can lead to review the 
first estimators of life cycle cost. 

The innovative part can cause huge repercussions on life cycle cost without 
changing the product a lot. One example of that is automotive paint with the tran-
sition from solvent based to oil based [19]. The two techniques have very small 
difference in costs regarding research, manufacturing and deposit onto the vehicle. 
However, aging is totally different, thus creating a modification on the usage 
phase of life cycle cost without changing upstream phases; this is also true for 
disposal procedures that are way heavier for solvent based paints. 

The difficulties introduced by innovation can therefore deeply intervene into 
one phase of the life cycle cost, and have little or no impact on the other phases. 
However, it is extremely difficult to quantify this impact without having experts 
and trusting their judgment while waiting for field-tests that will confirm (or deny) 
their projections. 
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3.2.2 Estimators 

The problem of estimating life cycle cost is not only present with innovations. It is 
also extremely difficult to assess during the evolution of a (well) known product in 
order to make the necessary adjustments to life cycle cost projections. 

Several life cycle cost estimation techniques exists, however they all have ad-
vantages and disadvantages. Theses techniques are also linked to the fact that  
most of the design methods used in Western countries put forward the costs  
factors [20]. 

The three main types of life cycle cost estimators are: 

• Analogue models from a similar system, extended over the current product 
using experts interventions to model the transformation of the life cycle cost 
between the old and new products; 

• Analytical models involving a set of experts modeling each and every compo-
nents and/or sub-assemblies and then generating an overall life cycle cost  
model; 

• Predictive analysis based on field-collected statistical data and/or probabilities 
related to the various components. 

The first two types of estimators have the huge drawback of relying on the exper-
tise of a small number of people and on the previously collected data [21]. These 
methods are generally deployed late in the design process, i.e. when the product is 
already undergoing production and not in an upstream design phase. 

As shown by Baguley & al [22], the biggest challenge in cost modeling me-
thods is identifying and collecting the necessary data for the construction of the 
model. At an upstream stage of the design process, there is little to no available 
data and information to identify the correct model. 

In addition, another problem arises from highly innovative products. These 
products suffer from a lack of historical data linked to the innovative attributes; 
therefore it cannot be extrapolated into an already existing life cycle cost model 
[23]. This lack of data requires projection tools that can rely on data other than 
those usually harvested during the use phase. 

An interesting development is to use behavioral model of the product life cycle 
modeling (in terms of cost) and its failure. From this model, it is possible to create 
alternative models of the life cycle cost in terms of maintenance, and then go back 
to the overall life cycle cost. 

4 Reliability Approach 

The use of reliability to calculate life cycle cost is possible at an early design 
stage. This approach is based on the fact that each component or sub-assembly of 
a product as a reliability (function of charge, desired dependability, expected life-
time) that can be associated with it. Most often than not, most of the component 
used in a product are well described and only a handful are real innovation. 
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Fig. 3 Product functional nesting diagram 

Figure 3 presents a product that uses nested sub-assemblies and top assembly, 
where italic represents innovations (A5 innovative assembly & A7 innovative sub-
assembly). Each assembly and sub-assembly has its specific costs for engineering, 
manufacturing, support and disposal. Non-innovative sub-assemblies are perfectly 
defined using the collected data on already existing products. A7, the innovative 
sub-assembly is also likely to change the comportment of A6 its top assembly. 

It is then possible, using simulation and expected data from design, to calculate 
the associated costs of the innovative assemblies. It is also necessary to introduce 
uncertainty into the calculation for the innovative components; hence not having a 
straight curve output but a region for life cycle cost estimation (see figure 4). 

Another uncertainty source is the addition of the different project component 
life cycle cost, as discussed in 3.2.2. This will introduce an error area alongside 
the running charge and the follow through with the manufacturer/designer support 
programs. 

 

 
Fig. 4 Uncertainty in Life Cycle Cost with mid-life overhaul 

Using all this data, it becomes possible to have a projection of the life cycle 
cost for each component and extrapolate it to the whole system. This is a crucial 
data at early design stages. It allows to focus on strategic sub-assemblies and/or 
design to a specific factor (maintenance, energy, …) using 80/20 rule and life 
cycle cost. 



Life Cycle Cost through Reliability 529 

5 Conclusion 

This work presents a novel approach using projected life cycle cost profiles  
estimation for complex products (products having a prominent support cost and 
requires high availability) design process. This method is based on the usage of 
reliability for estimating life cycle costs. 

The current modeling using only reliability, charge and expected lifespan is 
lacking the obsolescence and technological maturity that will impact life cycle 
cost. Macroeconomics factors in the region of installation (and support) also need 
to be taken into account. 

This approach is expected to reduce operation costs by allowing better predic-
tion of the operation costs, as well as manufacturing and disposal. 

This work is currently being tested and should be finished mid-2013. 
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Abstract. The article contains the results of experimental research on testing and 
verification of the elements of infocommunication system, developed in the Scien-
tific and Educational Center on Intelligent Monitoring and Transport Control Sys-
tems of Moscow Technical University of Communication and Informatics 
(MTUCI) and Mathematical Modeling Department of Moscow State Automobile 
& Road Technical University (MADI) for modeling and control of saturated traf-
fic metropolis (The head is Professor A.P. Buslaev) [1]. As a result of the high 
rates of automobilization in the world are actual problems of modeling and fore-
casting of the traffic flow in complex networks of megalopolises. Actively devel-
ops the theory of traffic flows, as well as the means of observation and monitoring 
of the characteristics of the transport flows. But theoretical models of traffic sig-
nificantly required of real information about the parameters and characteristics of 
such a complex and constantly changing socio-technical system, which is the 
transportation system of the megalopolis, including urban road network and traffic 
flows. Experiments carried out on the basis of the mobile laboratory of its own 
design, equipped with a special system of monitoring and processing on the PC 
and smartphones. 

1 Introduction 

Automobilization of megapolises has reached a point, when the level of traffic 
congestion and increased gas pollution of the atmosphere is palpable to all resi-
dents, even those who are not a driver. Undoubtedly, the transport system of a 
large city is one of difficult socio-technical systems of the modern world. Owing 
to technological progress, complexity of the technical component of this system 
doesn't cause questions. Participation in it of a huge number of users, from pede-
strians and drivers to officials and urban managers, makes a very high social signi-
ficance of the system. It is possible to tell that all inhabitants of the megalopolis 
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are interested in overall performance of this system, even those who don't leave 
their apartments, breathe air, the main polluter of which the specialists unanimous-
ly recognize the automobile transport. Unstable movement on urban road network 
is characterized by sporadic resulting congestion, a total violation of the rules of 
the road, a large number of traffic accidents, environmental pollution and other 
negative indicators (factors). 

The problem of modeling and control of traffic flows led to active development 
of the theory traffic flows, a significant contribution to the development of which 
was made by scientists all over the world. It is recognized, that the beginning of 
the development of the theory found in works B.D. Greenshields [2]. Among the 
classical approaches to the simulation of traffic, we note the classic car-following 
model, hydrodynamic approaches in works Lighthill-Whitham [3,4], research C.F. 
Daganzo [5,6], Nagel-Schreckenberg stochastic models [7,8]. 

Since 1990 of the 20th century Mathematical Modeling Department of MADI 
(under the supervision of Professor A.P. Buslaev) is engaged in complex research 
of simulation problems of traffic flows in megalopolises on the example of Mos-
cow. Among the main achievements we would like to note the creation of hydro-
dynamic simulation models of Moscow traffic flows, creation and development of 
a deterministic-stochastic approach to the traffic modeling [9,10,11,12,13]. At 
present, in the Scientific and Educational Center under the leadership of professor 
A.P.Buslaev there is an association of young researchers of MTUCI and MADI. 

Theoretical models are in need of determining the experimentally obtained da-
ta, parameters and constants of equations of dynamical systems. In developed 
countries, such as USA and Germany there is the intelligent transport system of 
monitoring traffic, and scientists have access to data, for example Kerner [14]. In 
our country such systems are absent or data are closed. 

We've developed our own monitoring system, which can be extended on statio-
nary and mobile points of traffic monitoring. 

The most modern and perspective approach is based monitoring on the basis of 
mobile gadgets network. The results of approbation of this system will be shown 
in the following sections. 

2 System Architecture 

Results of verification of SSSR-traffic system [19,20] developed within the 
project [1] are presented in this article. 

2.1 Hardware 

Experiments carried out on the basis of the mobile laboratory1, - Volkswagen 
Transporter (Fig. 1) with use of infocommunication devices - smartphones. 
                                                           
1 The mobile laboratory is created within performance of the RFBR grant No. 08-01-01802-

ex-b. 
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Fig. 1 Mobile laboratory on the basis of the Volkswagen Transporter (Property of MADI) 

Technical characteristics of smartphone: 

• Standard: GSM/GPRS/EDGE/UMTS/HSDPA 850/900/1800/1900/2100 
• Screen: display 3.0"-4.0", the display resolution: 800 x 480 
• Clock rate: over 1000 MHz, multi-core 
• RAM: 512-1024 MB  
• ROM: 512-1024 MB  
• Data transfer: Bluetooth, USB, Wi-Fi (IEEE 802.11 b/g/n) 
• Camera: 3.2-8 Mpx 

To connect the smartphone to the network used a personal computer HP Proliant 
jh453. 

2.2 Software 

The server under control of Windows Server 2008 operational system. On it is 
installed the Internet Information Service (IIS). The server is responsible for 
communication with clients of a distributed system and the exchange of informa-
tion with them. 

• Smartphones under control of operating systems: Windows Mobile, Google 
Android. 

• Development environments: Microsoft Visual Studio, Eclipse. 
• Programming languages: C#, Java 
• Web application framework: ASP.NET MVC (+AJAX) 
• Communications protocols: TCP/IP, UDP, FTP. 
• Data exchange formats: SOAP, JSON 
• Database management system (DBMS): MySQL 
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The system is based on three-level (three-tier) architecture [17,18]. It presupposes 
the existence of the following application components: the client application con-
nected to the application server which in turn is connected to the database server. 
Place of any of these components in the system can take the software to any  
vendor (Google, Apple, Windows, etc.). 

3 Problem of Road Capacity Monitoring by Means of 
Vehicle GPS Tracks 

Urban road networks of the megalopolis being represented by complex graph with 
a large number of nodes and edges. For models of flow on the traffic network it is 
important to know the real capacity of sites of the network. 

Because of the randomly parked cars especially in the central areas of the city 
the bottlenecks are formed. 

Monitoring of dynamically changing of road capacity is a difficult but impor-
tant element of modeling of flows in the city. For the solution of this problem the 
data collection system in real time on the basis of a network of smartphones is 
created. 

The driver of the control vehicle moves on a street road network. The car is 
equipped with the smartphone (Fig. 2) with the developed application (Fig. 3). By 
means of the application information is collected: 

• latitude, longitude, time, instant speed (automatically); 
• number of lanes in current section of road (manually); 
• lane number on which the vehicle is at the moment (manually); 
• numbers of lanes which are blocked for movement at the current time and place 

(parking, road accident etc.) (manually). 

 

 

Fig. 2 Smartphone application at the experiment on the urban network 

It is supposed that the control car moves according to traffic regulations and with 
the speed which the condition of traffic flow allows. 
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Fig. 3 Program interface 

On the Settings tab, we can: 

1. Enter the name of the operator and collects statistics; 
2. Choose a sending interval (frequency with which the program sends data to the 

server); 
3. Graphically see the level of GPS signal; 
4. Run the program, click Start. 

On the Lanes tab, we can: 

1. In the top row - select the number of lanes on the road; 
2. In the middle row - select the lane, the movement on which isn’t carried out or 

difficult; 
3. In the bottom row - select the current lane. 

The program is multi-threading: 

1. The main thread - graphical interface; 
2. The thread of sending data to the server. 

3.1 Experimental Results 

Statistical data are stored on the smartphone in a format: 

1. Operator; 
2. Latitude; 
3. Longitude; 
4. Date/time; 
5. Instant velocity; 
6. Altitude 
7. Number of lanes in current section of road; 
8. Lane number on which the car is at the moment; 
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9.  Numbers of lanes which are blocked for movement at the current time and  
 place (parking, road accident etc.); 

10. Number of satellites. 
 
Then the data files are automatically sent to the server via the FTP protocol. 

 

Fig. 4 An example of data obtained on the smartphone and transferred to the server 

 

 
 
 

 

Fig. 5 Road capacity monitoring 
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4 The Registration System of Violations of the Dynamic 
Dimension 

In the model of the leader-following the main measured parameters are the 
moving velocity and the distance between moving objects. At the same time, in 
traffic the speed limits are determined as driven "by eye", from the experience and 
understanding of a safe distance, which is often the cause of accidents. Creation of 
smart devices for the automobiles for safety, effectiveness and comfort during the 
trip is the most actual problem today.  

We analyze the sequence of frames which are received from a position of 
driven during the leader following. To estimate the dynamics of the distance to the 
leading one, it is generated: 

1. two virtual mutually perpendicular rectangular detectors which allow to 
analyze of image intensity signals and define the image boundaries of the 
leading one. Image size of leader, in its turn, allows to estimate the distance. 

2. three detectors in the form of a trapeze. The central trapeze allows to estimate 
distance on all lanes, instead of on the center, unlike point 1). Two lateral 
trapezes allow to register vehicles on the adjacent lanes. 

Created two desktop-applications with which help, algorithms for mobile OS are 
tested. 

 

Fig. 6 The interface of desktop-application 

Fig. 6 shows the interface of the program. Three scanners correspond to the 
three graph of the intensity distribution of the gray in these areas. The central 
scanner allows to estimate the distance to the vehicle ahead. Two side - horizontal 
boundaries of the car. 
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4.1 Calibration Applications 

The parameters n1, n2, Δ1, Δ2, k1, k2, g are defined in the program settings, need  
its launch (Fig. 7). By default, n1=10, n2=10, Δ1=18, Δ2=18, k1=6, k2=6, l=30, 
g=25 for applications with rectangular detectors and n1=300, Δ1=5, Δ2=10,  k1=6,  
k2=6,  n2 (set with the mouse) for an application with the detectors in the form of 
trapezoids. 

 

Fig. 7 Program settings 

 

Fig. 8 The interface of desktop-application 

In desktop-application video stream is loaded from a file and it is a storyboard. 
In application for a smartphone, the video stream received from the camera. 
Shows a dynamic dimension and is calculated by the formula: 

 

,)( 2cVbVavd ++=  

 
where d - distance (m), V - velocity (m / s), a = 5.7, b = 0.504, c = 0.0285; 



Verification of Infocommunication System Components  539 

Thus, on a smartphone, you can compare the dynamic dimension received on a 
formula with the real dynamic dimension. In case of danger there will be a sound 
notification. 

4.2 Multilane Estimation of the Dynamic Dimension  
and Multilane Traffic Safety 

At unnormalized movement on multilane road for a safety estimation it is neces-
sary to consider behavior of cars on the next lanes. In this case software generali-
zation is developed. It is used three detectors in the form of a trapeze. The central 
trapeze allows to estimate distance on all lanes, instead of on the center, unlike 
rectangular detectors. Two lateral trapezes allow to register vehicles on the  
adjacent lanes. 

 

Fig. 9 The scope of analysis and detectors in the form of a trapeze 

Fig. 9 shows a screenshot of the program. The user clicks indicates the line of 
the horizon and the focus. Each of the three detectors (trapeze) are inscribed in the 
appropriate boxes. As the movement of the vehicle, the width of the rectangles is 
automatically adjusted for the layout of the road and selected so as to best  
reach the traffic lanes. The numbers are displayed distance to the vehicle ahead 
respectively for the three lanes. 
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Fig. 10 Program interface  

Fig. 10 shows the calculation of the dynamic dimension to the vehicle flow. 

4.3 Testing and Calibration Applications 

Thus, installed on a particle (flow component), a smartphone with application 
(Fig. 11), can control the area of the dynamic dimension and in case of  
danger situations record and send a signal to the server and other parts of  
infocommunication systems. 

 
Fig. 11 Smartphone with the application 
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5 Conclusions and Future Work 

The paper presents the results of experiments in real conditions on saturated flow 
on Moscow traffic network. We tested several systems related to micro and macro 
levels. 

Scenario of the «road capacity monitoring» problem, presented in section 3 and 
implemented by SSSR-traffic system, provides a unique opportunity to receive 
information the real network usage over time and space. Data is collected by la-
beled cars in saturated flows. The server processes the accumulated statistics and 
creates mean prediction. 

The scenario of 4-th section problem, measured of dynamic dimension, allows 
to analyze the traffic flows characteristics and use the adequate flow models of 
theory of dynamical systems. 

Further development of the system is seen to build relationships between the 
individual components. Planned to form an integrated project to model and predict 
flows metropolis based on the system with the capture of information from mobile 
devices. 

Acknowledgments. We are grateful to Professor A.P. Buslaev for the problem statement 
and discuss the results.  The research presented in this work has been supported by the 
Russian Foundation for Basic Research, grant No. 11-07-00622a. 
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Abstract. An extension of earlier work on component compatibility is described in
this paper. Similarly as before, the behavior of components is specified by com-
ponent interface languages, and the shuffle operation is introduced to represent
possible interleavings of service requests that originate at several concurrent compo-
nents. The paper shows that the verification of component compatibility is possible
without the exhaustive analysis of the state space of interacting components. Ex-
haustive analysis of state spaces was the basis of earlier approaches to compatibility
verification.

Keywords: software components, component-based systems, component composi-
tion, component compatibility, compatibility verification, shuffle operation, labelled
Petri nets.

1 Introduction

In component-based systems [8], two interacting components, one requesting ser-
vices and the other providing them, are considered compatible if all possible se-
quences of services requested by one component can be provided by the other one.
This concept of component compatibility can be extended to sets of interacting com-
ponents, however, in the case of several requester components, as is typically the
case of client–server applications, the requests from different components can be
interleaved and then verifying component compatibility must take into account all
possible interleavings of requests. Such interleaving of requests can lead to unex-
pected behavior of the composed system, e.g. a deadlock can occur [17], [18].

The behavior of components is usually described at component interfaces [14]
and the components are characterized as requester (active) and provider (reactive)
components. Although several approaches to checking component composability
have been proposed [1], [2], [3], [9], [11], [15], further research is needed to make
these ideas practical [7].

The paper is an extension of previous work on component compatibility and sub-
stitutability [6], [16], [17], [18]. Using the same formal specification of component
behavior in the form of interface languages defined by labeled Petri nets, the paper

W. Zamojski et al. (Eds.): New Results in Dependability & Comput. Syst., AISC 224, pp. 543–552.
DOI: 10.1007/978-3-319-00945-2_50 c© Springer International Publishing Switzerland 2013
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extends the linguistic approach to the verification of component compatibility. A
shuffle operation is proposed to represent the interleavings of requests originating
at concurrent components. This shuffle of requests is matched with the (interface)
language of the service provider. If the provider languages matches the interleavings
of the requester components, the components are considered compatible, otherwise
some correcting procedure is required (in the form of redesign of some components
or additional constraints which preventing some interleavings to happen).

Since interface languages are usually infinite, their compact finite specification
is needed for effective verification, comparisons and other operations. Labeled Petri
nets [16], [17] are used as such specification.

Petri nets [12], [13] are formal models of systems which exhibit concurrent ac-
tivities with constraints on frequency or orderings of these activities. In labeled Petri
nets, labels, which represent services, are associated with elements of nets in order
to identify interacting components. Well-developed mathematical theory of Petri
nets provides a convenient formal foundation for analysis of systems modeled by
Petri nets.

Section 2 introduces the shuffle operation applied to sequences of requests as
well as collections of such sequences. Interface languages as the description of
component’s behavior are recalled in Section 3, while Section 4 provides the lin-
guistic version of component compatibility. Section 5 illustrates the shuffle-based
verification of components compatibility and Section 6 concludes the paper.

2 Shuffle and Swap

The shuffle operation, used in mathematical linguistics [10] to merge strings, is used
here to represent the interleaving of requests from several components. So, if xi and
x j are sequences of requests from components “i” and “ j”, then shuffle(xi,x j)
denotes the set of sequences of merged requests in which all elements of xi and x j

occur in their original order, but the elements of xi can be arbitrarily interleaved with
the elements of x j. For example:

shuffle(ab,cd) = {abcd,acbd,acdb,cabd,cadb,cadb,cdab}.

The set of “shuffled” strings can also be created by successive applications of a
swap operation to the concatenated string xy, where each swap operation “swaps”
(changes the positions of) two adjacent symbols provided one of these two symbols
is an element of x and the other is an element of y, so a simple swap (sswap):

sswap(abcd) = {acbd}

while the consecutive simple swap operation can be applied in three different ways,
so:

sswap(acbd) = {cabd,abcd,acdb}
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Let a (general) swap operation be the reflexive, transitive closure of the simple swap
operation. Then:

shuffle(x,y) = swap(xy).

The shuffle operation can be naturally extended to sets of sequences:

shuffle(A,B) = {shuffle(x,y) | x ∈ A∧ y ∈ B}.

Moreover, it can be observed that:

shuffle(x,shuffle(y,z)) = shuffle(shuffle(x,y),z)

so the operation can be generalized as:

shuffle(x,y,z, · · ·)

as well as:

shuffle(A,B,C, · · ·).

3 Component Behavior

The behavior of a component, at its interface, can be represented by a cyclic labeled
Petri net [5], [6], [17]:

Mi = (Pi,Ti,Ai,Si,mi, �i,Fi),

where Pi and Ti are disjoint sets of places and transitions, respectively, Ai is the set of
directed arcs, Ai ⊆ Pi ×Ti ∪Ti ×Pi, Si is an alphabet representing the set of services
that are associated with transitions by the labeling function �i : Ti → Si ∪{ε} (ε is
the “empty” service; it labels transitions which do not represent services), mi is the
initial marking function mi : Pi →{0,1, ...}, and Fi is the set of final markings (which
are used to capture the cyclic nature of sequences of firings).

Sometimes it is convenient to separate net structure N = (P,T,A) from the initial
marking function m.

In order to represent component interactions, the interfaces are divided into
provider interfaces (or p-interfaces) and requester interfaces (or r-interfaces). In the
context of a provider interface, a labeled transition can be thought of as a service
provided by that component; in the context of a requester interface, a labeled transi-
tion is a request for a corresponding service. For example, the label can represent a
conventional procedure or method invocation. It is assumed that if the p-interface re-
quires parameters from the r-interface, then the appropriate number and types of pa-
rameters are delivered by the r-interface. Similarly, it is assumed that the p-interface
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provides an appropriate return value, if such a value is required. The equality of
symbols representing component services (provided and requested) implies that all
such requirements are satisfied.

For unambiguous interactions of requester and provider interfaces, it is required
that in each p-interface there is exactly one labeled transition for each provided
service:

∀ti, t j ∈ T : �(ti) = �(t j) �= ε ⇒ ti = t j.

Moreover, to express the reactive nature of provider components, all provider mod-
els are required to be ε–conflict–free, i.e.:

∀t ∈ T ∀p ∈ Inp(t) : Out(p) �= {t}⇒ �(t) �= ε

where Out(p) = {t ∈ T | (p, t) ∈ A}; the condition for ε–conflict–freeness could be
used in a more relaxed form but this is not discussed here for simplicity of presen-
tation.

Component behavior is determined by the set of all possible sequences of ser-
vices (required or provided by a component) at a particular interface. Such a set of
sequences is called the interface language.

Let F (M ) denote the set of firing sequences in M such that the marking created
by each firing sequence belongs to the set of final markings F of M . The interface
language L (M ), of a component represented by a labeled Petri net M , is the set
of all labeled firing sequences of M :

L (M ) = {�(σ) | σ ∈ F (M )},

where �(ti1ti2 ...tik ) = �(ti1)�(ti2)...�(tik ).
By using the concept of final markings, interface languages can easily capture

the cyclic behavior of (requester as well as provider) components.
Interface languages defined by Petri nets include regular languages, some

context–free and even context–sensitive languages [10]. Therefore, they are signif-
icantly more general than languages defined by finite automata [4], but their com-
patibility verification is also more difficult than in the case of regular languages.

4 Component Compatibility

Interface languages of interacting components are used to define the compatibility of
components. For a pair of interacting components, a requester component “r” and
a provider component “p” are compatible if and only if all sequences of services
requested by “r” can be provided by “p”, i.e., if and only if:

Lr ⊆ Lp.
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In the case of several requester components, indicated by subscripts “i ∈ I” where
I is an index set, interacting with a single provider component “p”, the component
compatibility requires that all sequences of (interleaved) requests be satisfied by the
provider, so in a straightforward case:

shuffle(Li|i ∈ I) ⊆ Lp.

Often however, some requests cannot be satisfied when they are requests and are
delayed because some other operations performed by the provider component. In
such cases the services can be provided in a sequence which is different from the
sequence of requests. Therefore, it is convenient to decompose the sequence of re-
quests x in two parts y and z, x = yz, the initial part y which is served in the order
of requests, and the remaining part z where the services are provided in an order
different than requested. And then the component compatibility condition is:

∀x ∈ shuffle(Li|i ∈ I)) : x ∈ Lp ∨ x = yz∧{y} ◦swap(z)∩Lp �= /0

where ◦ denotes set concatenation, and /0 is the empty set.

5 Example

A simple system of two requesters and a single provider is shown in Fig.1 [18]. The
interface language of the provider is described by a regular expression:

Lp = ((ab+ba)c)∗

and the language of the (interleaved) requests from two requesters is:

Lr = (shuffle(abc,bac))∗.

Because of cyclicity of interface languages, the length of analyzed sequences can
be restricted to 6, and than:

L
(6)
p = {abcabc,abcbac,bacabc,bacbac}

and there are 10 different strings in L
(6)

r ):

L
(6)
r = {ababcc,abacbc,abbacc,abbcac,abcbac,

babacc,babcac,baabcc,baacbc,bacabc}.
Verification of the component consistency checks the sequences of requests in L

(6)
r

(in the following table, symbol subscripts indicate the original component request-

ing the service) looking for a matching sequence in L
(6)
p :



548 W.M. Zuberek

1

2 3

4

a

b

b

a

c

PROVIDER

1

2 3

a b c

REQUESTER−1

ab

2

1

3

c

REQUESTER−2

Fig. 1 Two requesters and a single provider

x ∈ L 6
r matching in L

(6)
p

a1b2a2b1c1c2 {ab} ◦swap(a2b1c1c2)∩L
(6)
p = /0

a1b2a2b1c2c1 {ab} ◦swap(a2b1c2c1)∩L
(6)
p = /0

a1b1b2a2c1c2 cbac ∈ swap(b2a2c1c2) and ab ◦ cbac∈ L
(6)
p

a1b1b2a2c2c1 cbac ∈ swap(b2a2c2c1) and ab ◦ cbac∈ L
(6)
p

a1b2b1a2c1c2 {ab} ◦swap(a2b1c1c2)∩L
(6)
p = /0

a1b2b1a2c2c1 {ab} ◦swap(a2b1c2c1)∩L
(6)
p = /0

a1b1b2c1a2c2 cbac ∈ swap(b2c1a2c2) and ab ◦ cbac∈ L
(6)
p

a1b2b1c1a2c2 {ab} ◦swap(a2b1c1c2)∩L
(6)
p = /0

a1b1c1b2a2c2 abcbac ∈ L
(6)
p

b2a1b1a2c1c2 {ba} ◦swap(b1a2c1c2)∩L
(6)
p = /0

b2a1b1a2c2c1 {ba} ◦swap(b1a2c2c1)∩L
(6)
p = /0

b2a2a1b1c1c2 cabc ∈ swap(a1b1c1c2) and ba ◦ cabc∈ L
(6)
p

b2a2a1b1c2c1 cabc ∈ swap(a1b1c2c1) and ba ◦ cabc∈ L
(6)
p

b2a1b1c1a1c2 {ba} ◦swap(b1c1a1c2)∩L
(6)
p = /0

b2a1b1c2a1c1 {ba} ◦swap(b1c2a1c1)∩L
(6)
p = /0

b2a2a1c2b1c1 cabc ∈ swap(a1c2b1c1) and ba ◦ cabc∈ L
(6)
p

b2a1a2c2b1c1 {ba} ◦swap(a2c2b1c1)∩L
(6)
p = /0

b2a2c2a1b1c1 bacabc ∈ L
(6)
p

All rows which do not have a matching sequence indicate component
incompatibilities.

For example, for the first sequence of requests, x = a1b2a2b1c1c2, x is decom-
posed into ab (which can be matched by the provider) and the remaining sequence
a2b1c1c2, for which the swap operation creates the set:
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{a2b1c1c2,a2b1c2c1,a2c2b1c1,b1a2c1c2,b1a2c2c1,b1c1a2c2}
or, removing the subscripts:

{abcc,acbc,bacc,bcac}

and then the intersection:

{ab} ◦ {abcc,acba,baccbcac}∩L
(6)
p

is empty indicating the incompatibility.
The second sequence is basically identical, and so on.
To eliminate incompatibilities existing in this example, service renaming was

proposed in [18], for example, the provider language can be (formally) changed
from:

((ab+ba)c)∗
to:

((aB+bA)c)∗
by introducing services A and B as renamed services a and b, respectively, and
changing the languages of the requesters n a similar way, to (aBc)* and (bAc)*,
respectively. After such renaming the interleavings of the two requesters are:

shuffle(aBc,bAc) = {abABcc,abAcBc,abBAcc,abBcAn,aBbAcc,aBbcAc,
aBcbAc,baBacc,baBcAc,baABcc,baAcBc,bAaBcc,bAacBc,bAcaBc}

and the verification of the component compatibility follows the same steps as in the
previous case. For example, the first sequence abABcc can be decomposed into the
leading a and the remaining bABcc with the following set of swapped sequences:

swap(b2A2B1c1c2) = {b2B1A2c1c2,b2B1c1A2c2,
B1b2A2c1c2,B1b2c1A2c2,B1c1b2A2c2}

Since, in this case::

L
(6)
p = {aBcaBc,aBcbAc,bAcaBc,bAcbAc}

the compatibility is verified as:

a ◦ swap(b2A2B1c1c2)∩L
(6)
p = {a1B1c1b2A2c2} �= /0,

so the incompatibility has been removed.
It should be observed that the initial decomposition of the analyzed sequence is

not necessary; its purpose is to simplify the verification process by reducing the
length of the analysed sequence.

The remaining sequences are verified similarly, as shown in the following table.
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x ∈ L 6
r matching in L

(6)
p

a1b2A2B1c1c2 BcbAc ∈ swap(b2A2B1c1c2) and a ◦BcbAc∈ L
(6)
p

a1b2A2B1c2c1 BcbAc ∈ swap(b2A2B1c2c1) and a ◦BcbAc∈ L
(6)
p

a1b2A2c2B1c1 BcbAc ∈ swap(b2A2c2B1c1) and a ◦BcbAc∈ L
(6)
p

a1b2B1A2c1c2 BcbAc ∈ swap(b2B1A2c1c2) and a ◦BcbAc∈ L
(6)
p

a1b2B1A2c2c1 BcbAc ∈ swap(b2B1A2c2c1) and a ◦BcbAc∈ L
(6)
p

a1b2B1c1A2c2 BcbAc ∈ swap(b2B1c1A2c2) and a ◦BcbAc∈ L
(6)
p

a1B1b2A2c1c2 cbAc ∈ swap(b2A2c1c2) and aB◦ cbAc ∈ L
(6)
p

a1B1b2A2c2c1 cbAc ∈ swap(b2A2c2c1) and aB◦ cbAc ∈ L
(6)
p

a1B1b2c1A2c2 cbAc ∈ swap(b2c1A2c2) and aB◦ cbAc ∈ L
(6)
p

a1B1c1b2A2c2 aBcbAc ∈ L
(6)
p

b2a1A2B1c1c2 AcaBc ∈ swap(a1A2B1c1c2) and b ◦AcaBc∈ L
(6)
p

b2a1A2B1c2c1 AcaBc ∈ swap(a1A2B1c2c1) and b ◦AcaBc∈ L
(6)
p

b2a1A2c2B1c1 AcaBc ∈ swap(a1A2c2B1c1) and b ◦AcaBc∈ L
(6)
p

b2a1B1A2c1c2 AcaBc ∈ swap(a1B1A2c1c2) and b ◦AcaBc∈ L
(6)
p

b2a1B1A2c2c1 AcaBc ∈ swap(a1B1A2c2c1) and b ◦AcaBc∈ L
(6)
p

b2a1B1c1A2c2 AcaBc ∈ swap(a1B1c1A2c2) and b ◦AcaBc∈ L
(6)
p

b2A2a1B1c1c2 caBc ∈ swap(a1B1c1c2) and bA◦AcaBc∈ L
(6)
p

b2A2a1B1c2c1 caBc ∈ swap(a1B1c2c1) and bA◦AcaBc∈ L
(6)
p

b2A2a1c2B1c1 caBc ∈ swap(a1c2B1c1) and bA◦AcaBc∈ L
(6)
p

b2A2c2a1B1c1 bAcaBc ∈ L
(6)
p

In this case, all sequences of requests are matched by the provider component, so
the components are compatible.

6 Concluding Remarks

The paper shows that the verification of component compatibility based on the ex-
haustive analysis of the “state space”, as discussed in [16] and [17], can be replaced
by a simple analysis of languages that describe the sets of request sequences that
can be generated by interacting compoments. In fact, once the interface languages
are known, the behavioral models of components are not needed at all.

It is believed that the proposed verification of component compatibility can be
quite efficient since many symmetries and partial orders can be taken into account.
All these properties are not addressed in this paper.

It should be noticed that the discussion was restricted to a single provider compo-
nent. In the case of several providers, each provider can be considered independently
of other, so a single provider case is not really a restriction.
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Also, an important aspect of component compatibility is its incremental verifi-
cation. The approach described in this paper is not incremental but may provide a
foundation for an incremental approach.

The paper did not address the question of deriving behavioral models of compo-
nents (which is common to all component-based studies). Such models, at least the-
oretically, could be derived from formal component specifications, or perhaps could
be obtained through analyzing component implementations. Since the component
compatibility verification proposed in this paper does not require the use of the un-
derlying component models (they are used only to define the interface languages),
these interface languages could also be determined experimentally, by executing the
components and collecting the information about the sequences of service requests.

Acknowledgement. The Natural Sciences and Engineering Research Council of Canada par-
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Zieliński, Zbigniew 375
Zuberek, W.M. 543


	Preface
	Eight International Conference on Dependability and Complex Systems DepCoS-RELCOMEX
	Contents
	Application Level Execution Model for Transparent Distributed Computing
	1 Introduction
	2 Application Level Distributed Computing Model
	3 Model Performance
	4 Implementation and Study
	5 Experimental Results
	5.1 Tests on a Computer Network
	5.2 Tests on a Computer Cores

	6 Conclusion
	References

	Software Support of the Risk Reduction Assessment in the ValueSec Project Flood Use Case
	1 Introduction
	2 RRA in the Three Pillars Context
	3 Possibility of OSCAD Usage in RRA Pillar
	4 Conclusions
	References

	Risk Assessment Aspects in Mastering the Value Function of Security Measures
	1 Introduction
	2 ValueSec Approach to Security Related Decisions
	3 Components of the ValueSec Framework
	3.1 General Review of the Theories, Methods or Tools
	3.2 Usability Assessment Criteria and Usability Analysis

	4 ValueSec Framework Architecture
	5 OSCAD as the RRA Component Example
	6 Conclusions
	References

	Reduction of Computational Cost in Mutation Testing by Sampling Mutants
	1 Introduction
	2 Mutation Testing
	3 Related Work
	4 Experiment
	4.1 Experiment Method
	4.2 Experiments Results

	5 Conclusions
	References

	Use of Neural Network Algorithms in Prediction of XLPE HV Insulation Properties under Thermal Aging
	1 Introduction
	2 Prediction Method
	2.1 RBFG Trained by ROM
	2.2 RBFG Trained by Back-Propagation

	3 Training Phase
	4 Prediction Phase
	5 Results and Discussion
	6 Conclusion
	References

	Computer Simulation Analysis of Cluster Model of Totally-Connected Flows on the Chain Mail
	1 Introduction
	1.1 The Aim of the Article
	1.2 Definition of Cluster
	1.3 Classification of Flow Support

	2 Cluster Flow on T and R
	2.1 Description
	2.2 Cluster Flow Model for R
	2.3 Cluster Flow Model for T
	2.4 Results

	3 Flow on Chain Mail
	3.1 Rules
	3.2 Results

	4 Future Works
	5 Conclusion
	References

	Assessment of Network Coding Mechanism for the Network Protocol Stack 802.15.4/6LoWPAN
	1 Introduction
	2 Analysis of Network Coding Methods for the Network Protocol Stack 802.15.4/6LoWPAN
	3 Implementation of the Selected Network Coding Mechanism
	4 The Implementation of the Commissioning Tests
	5 Conducting Qualitative Research
	6 Conclusions
	References

	Reliability Analysis of Discrete Transportation Systems Using Critical States
	1 Introduction
	2 Discrete Transportation Systems Model
	2.1 Transportation Systems Resources
	2.2 Operational Faults
	2.3 Simulation Technique Used to Analyze the System Model

	3 Critical States of Operation
	3.1 Quality of System Performance
	3.2 Critical States

	4 Case Study
	5 Conclusions
	References

	A Reference Model for the Selection of Open Source Tools for Requirements Management
	1 The Issue of Selecting IT Tools
	2 Processes of Requirements Development and Their Support
	3 The Concept of a Reference Model for Selecting Requirements Management Tools
	4 Possibility of Verifying the Developed Concept of the Reference Model
	5 Assessment of the Developed Concept of the Reference Model
	References

	A Probabilistic Approach to the Count-To- Infinity Problem in Distance-Vector Routing Algorithms
	1 Introduction
	2 Preliminaries
	2.1 Count-To-Infinity Problem
	2.2 Bloom Filters

	3 Bloom Filters and the Count-To-Infinity Problem
	4 Summary
	References

	A Quality Estimation of Mutation Clustering in C# Programs
	1 Introduction
	2 Related Work
	3 Methodology
	3.1 Clustering Algorithm
	3.2 Experimental Scenario on Mutation Clustering
	3.3 Quality Metric

	4 Experimental Set-Up
	5 Experiment Results and Quality Analysis
	6 Conclusions
	References

	Using Virtualization Technology for Fault-Tolerant Replication in LAN
	1 Introduction
	2 Related Work
	3 System Model
	4 Algorithm
	4.1 Properties
	4.2 Description of Algorithms
	4.3 Normal Case Operation

	5 Analytic Evaluation
	6 Conclusions
	References

	Quantification of Simultaneous-AND Gates in Temporal Fault Trees
	1 Introduction
	2 Parameterized SAND (pSAND) Description
	3 Mathematical Model
	4 Case Study
	5 Discussion and Evaluation
	6 Conclusion
	References

	Improving of Non-Interactive Zero-Knowledge Arguments Using Oblivious Transfer
	1 Introduction
	2 Related Works and Our Proposals
	3 Comparison of NIZKOT1
	and
	NIZKEOT1Arguments
	4 NIZKOT
	and NIZKEOT
	Arguments (
	t>

	1)
	5 Particularity of Arguments for Languages
	6 Conclusion Remarks
	References

	Virtual Environment for Implementation and Testing Private Wide Area Network Solutions
	1 Introduction
	2 Virtualization
	2.1 Virtualization Architecture
	2.2 Virtual Networks
	2.3 Vyatta Software Router
	2.4 Reflecting the Topology of WAN Networks in a Virtual Environment Using VMware vSphere Platform

	3 Performance Experiments
	4 Conclusions
	References

	Optimization of Privacy Preserving Mechanisms in Mining Continuous Patterns
	1 Introduction
	2 CDKSU Algorithm
	2.1 Overview of CDKSU Algorithm
	2.2 Contribution and Security Issues

	3 CPMPP Algorithm
	3.1 Definitions
	3.2 CPMPP
	3.3 Pseudocode

	4 Experiments
	5 Conclusion and Future Work
	References

	Technical and Program Aspects on Monitoring of Highway Flows (Case Study of Moscow City)
	1 Introduction
	2 Evaluation of accuracy for Smart Sensor HD
	3 Modes of Data Collection via SSHD
	4 Description of the Software «The Program of Data Processing with SSM HD»
	5 Problems of Traffic Flows in Moscow
	Public transport lane
	6 Estimation of Economic Losses on the Most Typical Road of Moscow Traffic Network
	7 Summary
	References

	Integral Functionals of semi-Markov Processes in Reliability Problems
	1 Introduction
	2 Definition and Basic Properties of Integral Functional of the semi-Markov Process
	3 Example
	4 Conclusions
	References

	Generating Repair Rules for Database Integrity Maintenance
	1 Introduction
	2 Related Work
	3 Preliminaries
	4 Generating Integrity Tests
	5 Conclusion
	References

	Optimization Algorithm for the Preservation of Sensor Coverage
	1 Introduction
	2 Problem Description
	3 Algorithm Description
	4 Test Results
	5 Conclusion
	References

	Methods for Detecting and Analyzing Hidden FAT32 Volumes Created with the Use of Cryptographic Tools
	1 Introduction
	2 Threat Model
	3 Entropy Based Container Detection
	4 Hidden Volume Detection and Analysis
	5 Summary
	References

	Critical Infrastructures Safety Assessment Combining Fuzzy Models and Bayesian Belief Network under Uncertainties
	1 Introduction
	2 Joint FL-BBN Assessment of CI Safety
	2.1 General Approach
	2.2 System Criticality as a Safety Value
	2.3 Procedure

	3 Application of FL-BBN Method for NPP Reactor Safety Assessment
	3.1 FLI Block Application
	3.2 BBN Block Application
	3.3 Fuzzy Backward Chaining Block for Prediction of Reactor Components Condition Parameters

	4 Conclusions
	References

	Towards Evolution Methodology for Service-Oriented Systems
	1 Introduction
	2 Related Work
	3 Evolution Methodology for Service-Oriented Systems
	3.1 Evolution Process
	3.2 Evolution Documentation Model
	3.3 Evolution Supporting Techniques
	3.4 Artefacts of the Evolution Process

	4 Discussion
	5 Summary and Outlook
	References

	The LVA-Index in Clustering
	1 Introduction
	2 Application of LVA-Index in NBC
	2.1 The NBC Algorithm
	2.2 The NBC Algorithm
	2.3 Implementation Details

	3 Experiments
	4 Conclusions and Further Works
	References

	Three Different Approaches in Pedestrian Dynamics Modeling – A Case Study
	1 Introduction
	2 Proposed Models of Pedestrian Dynamics
	2.1 Macroscopic Approach
	2.2 Centrifugal Force Model
	2.3 Social Distances Model

	3 Experimental Data and Simulation Results
	4 Concluding Remarks
	References

	The End-To-End Rate Adaptation Application for Real-Time Video Monitoring
	1 Introduction
	2 The Concept of Application for Rate Adaptation
	3 Link Capacity Estimation Procedure
	4 Video Rate Adaptation Procedure
	5 Validation and Verification of EREA Application
	6 References
	References

	Discrete Transportation Systems Quality Performance Analysis by Critical States Detection
	1 Introduction
	2 DTS Model
	3 DTS Quality Analysis
	3.1 DTS Simulation
	3.2 Quality Performance Metric

	4 Critical States of Operation
	4.1 System Functional State
	4.2 Quality States

	5 Test Case Analysis
	5.1 Results

	6 Conclusions
	References

	An Expanded Concept of the Borrowed Time as a Mean of Increasing the Average Speed Isotropy on Regular Grids
	1 Introduction
	2 The Average Speed Isotropy
	2.1 Assumptions and Definitions
	2.2 Hexagonal Grid
	2.3 Square Grid

	3 Ways to Improve Isotropy
	3.1 Concept of the Borrowed Time
	3.2 Dependence of the Optimal Borrowed Time Parameter on Horizon
	3.3 A limit of the of the Optimal Borrowed Time Parameter at Infinite Horizon

	4 Concluding Remarks
	References

	Freshness Constraints in the RT Framework
	1 Introduction
	2 Related Work
	3 Business Problem
	4 Nonmonotonicity and Trust Management
	5 Freshness Constraints in the RT Framework
	6 Case Study
	7 Summary and Conclusions
	References

	Transformational Modeling of BPMN Business Process in SOA Context
	1 Introduction
	1.1 BPMN in SOA Context

	2 Transformational Method
	2.1 Transformations
	2.2 Behavior Verification
	2.3 Quality Evaluation
	2.4 Variant Selection

	3 BPMN to LOTOS Mapping
	3.1 LOTOS Language
	3.2 Mapping Functions
	3.3 Behavior Verification
	3.4 Quality Metrics of BPMN Process

	4 Conclusions and Further Work
	References

	Algorithmic and Information Aspects of the Generalized Transportation Problem for Linear Objects on a Two Dimensional Lattice
	1 Introduction
	2 Transportation Problem
	3 The Generalized Transport Task for Two-Dimensional Space
	3.1 Formulation of the Problem
	3.2 Factors Affecting the Solution

	4 Generalized Transportation Problem for Linear Objects
	4.1 Formulation and Base Statements
	4.2 Algorithmic Approaches

	5 Problem for Dynamically Changing Systems
	6 Conclusion
	References

	Reliability Assessment of Supporting Satellite System EGNOS
	1 Introduction
	2 Structure of Satellite Navigation Systems
	3 Architecture of EGNOS System
	4 Analysis of Satellite Navigation System in Terms of Reliability
	5 Modeling the Reliability of Satellite Navigation System EGNOS
	6 Summary
	References

	Vbam – Byzantine Atomic Multicast in LAN Based on Virtualization Technology
	1 Introduction
	2 Related Work
	3 System Model and Architecture
	3.1 Properties

	4 Vbam Algorithm
	4.1 Normal Operation
	4.2 Faulty Operation

	5 Implementation and Evaluation
	6 Conclusion
	References

	An Approach to Automated Verification of Multi-Level Security System Models
	1 Introduction
	2 General Approach to Security Modeling in MLS Systems
	2.1 Problem Statement
	2.2 MLS Models
	2.3 Metamodel
	2.4 Approach

	3 The Profile MlsML
	3.1 The Metamodel of Discretionary Access Control
	3.2 MLS Metamodel
	3.3 Using the MlsML Profile

	4 Case Study: A Security Policy Model Verification and Simulation
	4.1 Secure Workstation for Special Application(SWSA) Project
	4.2 SWSA Security Policy Verification – An Example
	4.3 Analysis of an Example Scenario

	5 Summary
	References

	A Web Service-Based Platform for Distributed Web Applications Integration
	1 Introduction
	2 Platform Architecture
	3 Platform Core Components
	3.1 Platform Services

	4 A Basic Example of Platform Use in an Integration Scenario
	5 Note on Platform Implementation
	6 Conclusions and Future Work
	References

	Universal Platform for Composite Data Stream Processing Services Management
	1 Introduction
	2 Platform Description
	2.1 Platform Goals
	2.2 Platform Overview

	3 Streaming Service Framework
	4 Relation to Previous Works
	5 Example of Platform Use
	6 Conclusions
	References

	Proposal of Cost-Effective Tenant-Based Resource Allocation Model for a SaaS System
	1 Introduction
	1.1 Overutilization
	1.2 Underutilization
	1.3 Cost

	2 Related Work
	3 System Design
	3.1 Tenant-Based Isolation
	3.2 Tenant-Based VM Allocation

	4 Preliminary Test Results
	5 Conclusions and Future Works
	References

	Automatic Load Testing of Web Application in SaaS Model
	1 Introduction
	2 Problem Analysis
	3 The Workload Model
	4 Setting Model Parameters
	5 Compute Cloud
	6 Conclusions
	References

	Implementing Salsa20 vs. AES and Serpent Ciphers in Popular-Grade FPGA Devices
	1 Introduction
	2 The Salsa20 Cipher
	3 Architectures for Hardware Implementations
	3.1 Pipelined Architectures
	3.2 Iterative Architectures

	4 Implementation Results
	5 Conclusions
	References

	Towards Precise Architectural Decision Models
	1 Introduction
	2 Related Work and Motivation
	3 Maps of Architectural Decisions
	3.1 Decision Problem Life Cycle
	3.2 Model Rebuilding

	4 Decision Consistency in MAD Models
	5 Metamodel of MAD Notation
	6 Conclusion and Further Work
	References

	Slot Selection Algorithms for Economic Scheduling in Distributed Computing with High QoS Rates
	1 Introduction
	2 General Scheme for Slot Selection Algorithms
	3 AEP Implementation Examples
	4 Simulation Studies of Slot Selection Algorithms
	5 Conclusions and Future Work
	References

	K-Induction Based Verification of Real-Time Safety Critical Systems
	1 Introduction
	2 Transition Systems and Checking of
	Regular Properties
	3 The Modeling Formalism
	4 Model Checking of Calendar Systems
	4.1 Finding Counterexamples for
	Regular Properties
	4.2 Proving
	Regular Properties Using k-Induction

	5 Tool Support
	6 Case Study: Verification of the Industrial Protocol
	7 Conclusion
	References

	Native Support for Modbus RTU Protocol in Snort Intrusion Detection System
	1 Introduction
	2 Modbus RTU
	3 Snort IDS/IPS
	4 Available Solutions for Processing Modbus Traffic in Snort
	5 Modbus RTU DAQ
	5.1 Structure of the Modbus RTU DAQ
	5.2 Capturing Modbus RTU Frames
	5.3 Feeding Modbus RTU Frames into Snort
	5.4 Tests of the Solution

	6 Conclusions and Future Work
	References

	SCADA Intrusion Detection Based on Modelling of Allowed Communication Patterns
	1 Introduction
	2 Intrusion Detection in Industrial Networks and SCADA
	3 Modbus RTU
	4 Snort NIDS
	5 The Proposed Concept
	5.1 Structure of the Detector
	5.2 DAQ Library for Modbus RTU
	5.3 Detection Preprocessor

	6 Preliminary Tests
	7 Conclusions and Future Work
	References

	System for Estimation of Patient’s State – Discussion of the Approach
	1 Introduction
	2 Current Tools for Quantitative Estimation of Patient's Health
	2.1 Modified Early Warning Score
	2.2 Acute Physiology, Age, and Chronic Health Evaluation
	2.3 Therapeutic Intervention Scoring System

	3 Overview of the System for Estimation of Patient’s State
	3.1 Input communication Block
	3.2 Signal Pre-processing Block
	3.3 Decision-Making Algorithms Block
	3.4 Output Presentation and Data Storage Block

	4 Hardware and Software Considerations
	4.1 Medical Monitor
	4.2 Hardware of the Discussed System
	4.3 Operating System

	5 Conclusions and Further Work
	References

	Dependability Aspects of Autonomic Cooperative Computing Systems
	1 Introduction
	2 Cooperative Computing and Processing
	3 Orchestration of Cooperative Behaviour
	4 Autonomic System Design
	5 Conclusion
	References

	Life Cycle Cost through Reliability
	1 Introduction
	2 Life Cycle Cost Analysis
	2.1 Key Phase
	2.2 Over-Costing and Under-Costing

	3 Evolution of Costing
	3.1 A Transition from Programs to Projects
	3.2 The Concept

	4 Reliability Approach
	5 Conclusion
	References

	Verification of Infocommunication System Components for Modeling and Control of Saturated Traffic in Megalopolis
	1 Introduction
	2 System Architecture
	2.1 Hardware
	2.2 Software

	3 Problem of Road Capacity Monitoring by Means of Vehicle GPS Tracks
	3.1 Experimental Results

	4 The Registration System of Violations of the Dynamic Dimension
	4.1 Calibration Applications
	4.2 Multilane Estimation of the Dynamic Dimension and Multilane Traffic Safety
	4.3 Testing and Calibration Applications

	5 Conclusions and Future Work
	References

	Shuffle–Based Verification of Component Compatibility
	1 Introduction
	2 Shuffle and Swap
	3 Component Behavior
	4 Component Compatibility
	5 Example
	6 Concluding Remarks
	References

	Author Index



