
Marco Rossi · Marco Sasso · Nathanael Connesson · Raman Singh 
Adrian DeWald · David Backman · Paul Gloeckner Editors

Residual Stress, 
Thermomechanics &  
Infrared Imaging, Hybrid 
Techniques and Inverse 
Problems, Volume 8
Proceedings of the 2013 Annual Conference on Experimental  
and Applied Mechanics

Conference Proceedings of the Society for Experimental Mechanics Series



Conference Proceedings of the Society for Experimental Mechanics Series

Series Editor
Tom Proulx
Society for Experimental Mechanics, Inc.,
Bethel, CT, USA

For further volumes:

http://www.springer.com/series/8922

http://www.springer.com/series/8922




Marco Rossi • Marco Sasso • Nathanael Connesson • Raman Singh
Adrian DeWald • David Backman • Paul Gloeckner

Editors

Residual Stress, Thermomechanics
& Infrared Imaging, Hybrid Techniques
and Inverse Problems, Volume 8

Proceedings of the 2013 Annual Conference on Experimental
and Applied Mechanics



Editors
Marco Rossi
Università Politecnica delle Marche
Ancona, PA
Italy

Marco Sasso
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Preface

Residual Stress, Thermomechanics & Infrared Imaging, Hybrid Techniques and Inverse Problems, Volume 8: Proceedings
of the 2013 Annual Conference on Experimental and Applied Mechanics represents one of eight volumes of technical papers

presented at the SEM 2013 Annual Conference & Exposition on Experimental and Applied Mechanics organized by the

Society for Experimental Mechanics and held in Lombard, IL, June 3–5, 2013. The complete Proceedings also includes

volumes on: Dynamic Behavior of Materials; Challenges in Mechanics of Time-Dependent Materials and Processes in
Conventional and Multifunctional Materials; Advancement of Optical Methods in Experimental Mechanics; Mechanics of
Biological Systems and Materials; MEMS and Nanotechnology; Experimental Mechanics of Composite, Hybrid, and
Multifunctional Materials; Fracture and Fatigue.

Each collection presents early findings from experimental and computational investigations on an important area within

Experimental Mechanics, Residual Stress, Thermomechanics & Infrared Imaging, Hybrid Techniques and Inverse Problems

being three of these areas.

Residual stresses have a great deal of importance in engineering systems and design. The hidden character of residual

stresses often causes them to be underrated or overlooked. However, they profoundly influence structural design and

substantially affect strength, fatigue life, and dimensional stability. Since residual stresses are induced during almost all

materials processing procedures, for example, welding/joining, casting, thermal conditioning, and forming, they must be

taken seriously and included in practical applications.

In recent years, the application of infrared imaging techniques to the mechanics of materials and structures has grown

considerably. The expansion is marked by the increased spatial and temporal resolution of the infrared detectors, faster

processing times, and much greater temperature resolution. The improved sensitivity and more reliable temperature

calibrations of the devices have meant that more accurate data can be obtained than were previously available.

Advances in inverse identification have been coupled with optical methods that provide surface deformation

measurements and volumetric measurements of materials. In particular, inverse methodology was developed to more

fully use the dense spatial data provided by optical methods to identify mechanical constitutive parameters of materials.

Since its beginnings during the 1980s, creativity in inverse methods has led to applications in a wide range of materials, with

many different constitutive relationships, across material heterogeneous interfaces. Complex test fixtures have been

implemented to produce the necessary strain fields for identification. Force reconstruction has been developed for high

strain rate testing. As developments in optical methods improve for both very large and very small length scales, applications

of inverse identification expand to include geological and atomistic events.
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Chapter 1

Analysis of Thrust Production in Small Synthetic Flapping Wings

Kelvin Chang, Jason Rue, Peter Ifju, Raphael Haftka, Tony Schmitz, Chris Tyler, Anirban Chaudhuri,

and Vasishta Ganguly

Abstract For flapping micro air vehicles, geometrical parameters such as size, aspect ratio as well as structural topology

can affect thrust production in hover mode. Synthetic wings similar in size to that of a humming bird’s were manufactured

with the hope of understanding these affects. The experimental method for measuring thrust and the manufacturing process

used to make the wings have seen improvement from previous work such that there is less scatter and uncertainty; this allows

for smaller variations in thrust to be detected. With confidence in the fabrication and testing procedure, an optimization

problem was attempted where three design parameters were chosen as variables and the objective was to maximize thrust.

These efforts were coupled with noncontact imaging techniques like digital image correlation and laser doppler velocimetry

to help extract the characteristics that are consistent with wings that produce considerable thrust. The results of these tests

will help to obtain the relationships between the consciously selected geometric parameters and the thrust produced. It was

found that by machining the synthetic wings from acetal resin sheet and pairing that skeleton with a carbon fiber rod less

variation was present. This wing construction was found to have a quick production time, making an experimental

optimization feasible.

Keywords MAV • Flapping • Thrust • DIC • LDV

1.1 Introduction

Small flapping wing micro air vehicles (MAV) are continuously filling new roles and are presenting extraordinary functions.

Theoretically, the possibilities for flapping wing MAVs stretch much further than previous aerial vehicles since they may

have accumulative advantages of both rotary wing and fixed wing designs. These include efficiencies, noise level, and

maneuverability although research is still being conducted to learn the physics behind flapping flight. In a study comparing

flapping wing MAVs and conventional fixed wing MAVs, Hu et al. found definitive benefits in flapping flight below an

advance ratio of 1.0 (forward flight speed to wingtip velocity) [1]. For this study, an unsteady state regime is investigated

with advance ratio closer to 0 (hovering flight) with focus on the thrust produced by wings possessing wingspans no longer

than 230 mm (~9 in.) at the highest aspect ratio. The purpose of this experiment was to take an enhanced manufacturing

process along with digital image correlation, vibrational analysis, thrust testing, and optimization techniques to correlate

certain variables to thrust production [2]. With in-site into the parameters that correlate well with thrust, new knowledge of

desirable design features and reinforcement can be developed.
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1.2 Advances in Manufacturing Process

The wings take advantage of passive wing deformation, much like hummingbirds or insects, as described by Wu [3].

The wing compliance and leading edge stiffness have positive aerodynamic effects and, while using passive deformation,

can simplify kinematic actuation while reducing parts and weight. Having wings that are repeatable and robust are essential

to any further developments in this area. The first step to creating a high-fidelity experimental process was to improve a

commonly used method for wing assembly, as Nguyen performed [4]. A hand lay-up technique where carbon fiber strips are

delicately laid on a flat plate in a certain pattern and cured under pressure in an oven is typical but holds many uncertainties

and concerns. Details of how the hand lay-up method can lead to frequent problems and inconsistencies are described by

Rue [5] along with an iteration using a CNC milled Teflon mold.

Figure 1.1 below shows an apparent difference, even visually, amongst a wing created with the original hand lay-up

process and one with the CNC milled Teflon mold.

Several mold options had progressed to fix arising problems such as uneven pressure distributions, warping, or thermal

expansion, although, ultimately, cost and precision needs drove the study to the current method. As seen in Fig. 1.2, a CNC

milled Delrin (Acetal Resin) [6] frame is constructed and a pre-cured commercially available carbon fiber circular rod is

Fig. 1.1 Comparison of the original hand lay-up process with the CNC milled carbon fiber wing showing a clear distinction between the two in

terms of precision and repeatability. (These wings are 75 mm in length)

Fig. 1.2 Pictured on the left is a CNC milled plastic wing with a circular carbon fiber rod attached along the length of the leading edge. On the

right is an image that depicts three of the six different aspect ratios tested with each wing possessing various batten angle degrees and leading edge

rod lengths

2 K. Chang et al.



attached in a trough on the leading edge. This process does not require any curing cycle for the carbon fiber and adds the

precision and repeatability capability of a CNC to the wing. The weight of the wings remains compare well with the previous

carbon fiber wings as well, ranging from approximately 0.1 to 0.25 g per wing. To keep a solid bond between the frame and

rod, a rubber toughened cyanoacrylate glue was applied. Identical to the all carbon construct wing, the completed frame is

glued down to a nylon based, 14 μm thick, membrane created by Honeywell, called Capran [7]. The wing area has an affect

on the thrust output, so to maximize repeatability and to further development; thin marks are printed onto the Capran as

cutting guides. An ink jet printer is utilized so that heat does not affect the material properties of the membrane.

Once the manufacturing was acceptable in terms of how repeatable the thrust measurements became, three variables were

chosen for the initial optimization period (Fig. 1.3). These consist of varying the carbon fiber rod length on the leading edge,

the angle of the one batten, and the aspect ratio. The aerodynamic definition for aspect ratio b2

S � span2

wing area

� �
was used for this

term. These three variables are the bases of the optimization approach used, allowing for a consistent manufacturing process

that is characterized by little minimal human error.

1.3 Vibration Analysis

Given the various actuation frequencies that the wings are exposed to, an investigation of the mode shapes and natural

frequencies of the wings were put in place to assist in developing a better understanding of the wing’s dynamics. The added

benefit of this experiment includes the possibility of finding a correlation between these vibration parameters and the thrust

produced.

A Polytec scanning vibrometer is used in the experimental setup for testing the wings which includes a PSV-I-400

scanning head, a PSV-400 junction box, and a OFV-500 controller module. These components work alongside a Low

Dynamic Stiffness (LDS) V201 permanent magnet shaker that possesses a useful frequency range between 5 Hz and 12 kHz

and is mounted on a trunnion for stability [8]. The shaker assembly was placed on a Newport RS1000 Research grade optical

table Fig. 1.4.

Fig. 1.3 Three chosen variables that could be manufactured and tested within the first round of optimization. Each of the six aspect ratios has the

same quarter-elliptical area and three main components: a Delrin plastic frame, a 0.02 in. circular diameter carbon fiber rod, and a nylon based

membrane called Capran. Each has a leading edge, a root batten, a triangular attachment point, and a batten elongating at a certain angle, θ, from
the leading edge

1 Analysis of Thrust Production in Small Synthetic Flapping Wings 3



Each wing is attached to the shaker assembly with a rigid bolt system and is lightly painted to increase the opacity of the

surface. Ideally, the exposed surface would be physically flat and matte in finish. The experiment was performed in a dim

external light setting to reduce any possible noise. Along with that, an enclosure was developed to shield it from excess wind

created by the room’s air conditioner unit. For each study, a grid of sampling points was populated on the wing. The shaker

was commanded to sweep between 1 Hz and 500 Hz in a 1.6 s time period. Each point over the wing was tested five times to

conclude in an averaged result. Data collected in this manner automatically generates an FFT graph, showing the modal

frequencies for each wing (Fig. 1.4).

1.4 Preliminary Power Investigation

The controller software used with the flapping mechanism (Fig. 1.5) serves to obtain a commanded motor velocity for the

wings by taking information from an encoder mounted on the back of the motor and devising a response in the form of an

output current. For each of the wings, it becomes apparent that unequal quantities of power are being consumed by each trial,

including discrepancies between different wing designs. Preliminary studies suggest that power consumed by a wing

flapping at 10 hz, in a 5 s window, can vary by as much as 45 %, depending on controller response.

Fig. 1.4 (1) The Polytec scanning head, mounted on a tripod, is pictured with a shaker that linearly actuates the attached wing. (2) A typical

instantaneous velocity color plot. (3) FFT graph showing the first three natural frequencies

4 K. Chang et al.



1.5 Thrust Acquisition

Thrust measurements acquired within this experiment are gathered through two LabVIEW programs. Each wing outputs raw

data at a sampling rate of 30,000 samples per second for several flapping frequencies-controlled by the Maxon motor and

LabVIEW-for both thrust and lift. The raw data is then averaged over the specific run time for a single averaged thrust/lift

value for each frequency. The flapping mechanism is pictured in Fig. 1.5.

The output signal from the load cell possesses a considerable amount of noise; making is very difficult to interpret.

Therefore, a filter to extract a more manageable signal was required (Fig. 1.6). A point by point low pass Butterworth filter

Fig. 1.5 A figure containing the flapping mechanism which entails an aluminum stand, an ATI Nano17 6 axis sensor (with black cord extending to
the left), Maxon motor, and aluminummechanism with nylon gearing system. This coupled with dual LabVIEW programs allows for the generated

thrust and lift to be read and processed through MATLAB

Fig. 1.6 Shows a view of two thrust data output examples, unfiltered on the left and low pass filtered on the right. Calculations done on the same

wing give the same averaged thrust values for each frequency, though clearer distinctions between the three different frequency regimes are

observed. Note that these are not of the same wing
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was used real time in the LabVIEW software code to process the noisy signal to present the low frequency thrust offset data

that is desired for each frequency. This filter provides the operator of the experiment real time performance that is easy to

interpret, serving as a check to assure consistency and create a warning sign for possible delamination or damage to the wing

between trials.

1.6 Digital Image Correlation

Based on previous studies, the leading edge stiffness of a wing has been proven to correlate with thrust production. Unique to

this study, only a percentage of the leading edge length is fortified by the stiffness of a circular cross section carbon fiber rod.

For each of the wings tested for thrust, digital image correlation (DIC) was utilized to extract deflections resulting from

standardized weights (0.3 g, 0.5 g, 1.0 g) attached to the wing by a Kevlar string. The intent of this is find correlation between

these deflections and the thrust output.

For the setup, each wing is misted with black paint and thin Kevlar strings are attached at the root and leading edge with

thin cyanoacrylate glue, allowing for the application of the loads. The experimental setup includes two Point Grey Research

Flea2 cameras that are aimed at the matte side of the Capran wing skin. Correlated Solution’s VIC 2010 picture capturing

software is used to take stills that are processed in VIC-3d. Two pictures at every load state are taken and the deflection

results from these are averaged to reduce error (Fig. 1.7).

The resulting tip deflection due to a 0.5 g weight plotted against the percentage of the plastic leading edge that is fortified

provides insight into the behavior of the wings. The bubble plot, Fig. 1.8, follows an exponential curvature with an

Fig. 1.7 On the left, a wing clamped in place and tested using DIC. On the right is an image of the DIC setup used to test for deflections. Speckled

with enamel paint, the wing is subjected to a 1 g load at the tip of its leading edge via a Kevlar string
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Fig. 1.8 A bubble plot presents the deflection data with a 0.5 g load obtained for different carbon rod percentages that occupy the plastic leading

edge. The sizes of the bubbles illustrate the amount of thrust obtained for the wings
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asymptote at zero deflection, indicating little deflection for wings with close to 100 % fortification. This expected result

brings validation to the procedure used to gather the deflection. Another interesting behavior of this plot is how some of the

data points have drifted to the left of the densely populated curve. This suggests that variables not considered in this plot

have reduced the deflection. There are reasons to believe that the batten angle variable played a role in reducing the

deflection of some of the points described in the plot.

1.7 Optimization

There is a multitude of variables that lend to the resulting thrust produced by a specific wing design. This complexity has

encouraged efforts to optimize in a three variable space, seen in Fig. 1.9, focusing on variables that have proven to be

strongly correlated with thrust output. The advantage of this is in the ease of populating the design space in a reasonable

amount of time, and that the results of this smaller study could lend to larger ones where previously constrained variables

could be allowed to vary. A technique called Efficient Global Optimization (EGO) is used to determine a set of wing designs

that are good candidates for producing more thrust than the best designs found in previous tests. In batches of 20 new

designs, the wings were tested for thrust production and a host of other parameters explained previously. EGO is able to

conjure designs by considering previous tests. Therefore, the optimization is guided, pivoting off of results obtained from

previous batches.

Table 1.1 explains the initial design space for the first 20 wings. After extensive testing, the space was altered slightly

to exclude unreasonable regions for wings 21–40. For example, the leading edge stiffness percentage range was reduced to

40–100 % since. Even though the prior range was feasible to manufacture, the excess deformation and poor results in

flapping led to concerns. Also, the angle of the batten was changed to a minimum of 10� to address structural support along
the trailing edge.
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Fig. 1.9 Three dimensional

design space with equally

spaced specimens. Variables

include aspect ratio, the

percentage of the leading edge

that the carbon fiber rod

extends (commercially

available), and the angle of the

one batten, measured from the

leading edge. For a detailed

illustration, refer to Fig. 1.3

Table 1.1 The table below details the three variables that dictate the design of each wing in the single objective, multi-variable optimization

Design space

Variable Range Description

Aspect ratio [0.55, 6.45] Contains six options of aspect ratio, rounded to the nearest one

Stiffness percentage [25, 100] Percentage of the leading edge that a commercially available carbon fiber rod extends

Angle of batten [0.55, 80.45] Angle of the one batten, measured from the leading edge
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1.8 Future Work

The optimization process is continuing and will hopefully create new knowledge for the design of wing reinforcement.

This study will continue to explore other variables that correlate with thrust production, expanding the optimization space in

areas such as larger aspect ratios. Along with that, future advances in the flapping mechanism are planned, hoping to increase

the reliability, control, and function of the device. One feature in particular that is of interest is the capability of commanding

wing position in the axis perpendicular to the flapping axis which is much in the same capability of natural fliers. In regard to

the optimization, the guide algorithm suggests higher thrust production in wings with aspect ratios beyond those chosen for

our study, so investigation of that is expected. Ultimately, this study hopes to create wings for usage on flapping micro air

vehicles.
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Chapter 2

Coarse-Resolution Cone-Beam Scanning of Logs Using Eulerian

CT Reconstruction. Part I: Discretization and Algorithm

Yuntao An and Gary S. Schajer

Abstract Computed Tomography (CT) is extensively used as a medical diagnostic tool, and increasingly for scientific and

industrial research. In the wood industry, there is a growing interest in using the CT technique to assess the quality of logs

entering a sawmill. Internal features of interest include knots, heartwood/sapwood boundary, rot and splits. Most commer-

cially available CT scanning systems are modeled on medical designs and provide high spatial and density resolution.

However, they are very complex and delicate devices and their cost is correspondingly high. So far, there is no commercially

available CT scanner that can meet the extreme scanning speed requirement, moderate affordability and severe working

environment in a sawmill. To address these challenges for using CT technology for industrial log scanning, a novel coarse-

resolution cone-beam CT scanning system has been developed. To accommodate the modestly accurate log transport

systems in sawmills and hence address the substantial associated lateral motions, an Eulerian approach is taken whereby the

CT reconstruction is based on the moving log rather than on the fixed space traversed by the log. This paper, the first of a

two-part report, describes a novel cone beam scanning concept, geometry-based coarse-resolution log models, customized

CT data processing, normalization and efficient cone beam reconstruction algorithms. The second part of this report will

describe the construction details and practical performance of a prototype device.

Keywords Log sorting • Log scanning • Cone-beam CT • Coarse-resolution CT • Log feature identification

2.1 Introduction

Wood is a highly variable natural material that requires an individual decision for each wood piece to identify the most

advantageous processing method. In this way the most appropriate and highest value products can be produced from the

available raw material. At present, log inspection is based on visual observation of surface defects and optical measurement

of external features [1]. The logs are then cut according to their observed characteristics. However, many quality-controlling

features are not visible on the surface, causing the resulting cutting to be far from optimal. Studies indicate that only half of

inspected logs are classified correctly by a human inspector [2]. Consequently, many logs are placed at the wrong breakdown

position, dramatically reducing the amount of high-value products obtained [3, 4]. It is estimated that the value of sawn

timber could increase by 7–15 % if the internal defects in logs were accurately known [5, 6]. This is a massive value increase

and urgently points to the need for an effective log scanning tool.

Computed Tomography (CT) is powerful technique to create 2-dimensional cross-sectional views of an object from

multiple 1-dimensional X-ray measurements called “projections”. These 2-D views reveal the internal features within the

object. Traditionally, CT has mainly been used as a medical diagnostic tool, but now is increasingly applied in industry.

There is a growing interest in using the CT technique to assess log quality in sawmills, both on the measurement side [6, 7]

and on the data analysis side [8–11]. CT is a powerful tool to identify quality-defining features such as knots, heartwood/

sapwood extent, rot and splits, and it provides rich information to guide subsequent manufacturing of high-value products.

CT scanning systems applied to log-scanning applications are modeled on medical designs and have very high

spatial and density resolution. Consequently, the equipment is complex, requires high-precision motions of sensors and
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specimen, and is very costly. In addition, the associated CT reconstruction is very computationally intensive. It requires

massive data collection, processing and data analysis to identify features of interest within the CT images. These

requirements do not fit well within a sawmill environment where the needs are for straightforward operation, tolerance

of inaccurate motions, and moderate affordability. The logs must be scanned, analyzed and have sawing decisions made in

real-time, often just 5–10 s per log. To address the challenges in applying CT technology to log scanning, a novel coarse-

resolution cone-beam CT system has been designed and prototyped here. The proposed system uses straightforward and

modest cost equipment, and uses advance (“a-priori”) knowledge of the specific geometry of saw logs to reduce dramatically

the quantity and quality of data required, the required precision of the relative motion of the X-ray sensors and measured

logs, and the scale of the CT image reconstruction computation. To accommodate the relative motion challenge, an Eulerian

approach is taken whereby the CT reconstruction is based on the moving log rather than on the fixed space traversed by it.

This paper is the first of a two-part series. It introduces the proposed cone-beam log scanning concept, the geometric log

models, the associated algorithms and computation procedures.

2.2 Conventional CT Versus Cone-Beam Coarse-Resolution CT

Conventional CT scanning functions by making X-ray measurements from multiple directions and mathematically

combining them to generate a 3-dimensional model of the scanned object [12]. Figure 2.1a, b respectively show a typical

medical-style third generation fan-beam CT scanner and a typical cone-beam CT scanner. For both scanning geometries, the

object of the measurement, commonly a patient in a hospital but here a log, stays at the center and an X-ray source and a line

or area detector rotates around the outside to gather the multi-directional series of radiographs required for the

CT reconstruction. These designs both require that the X-ray source and detector accurately rotate around the measured

object so as to maintain accurate spatial registration among the radiographs measured from the various directions.

The single-slice CT arrangement using a line-detector shown in Fig. 2.1a has to scan each cross-section individually and

thus operates relatively slowly. It also uses only a small area-fraction of the emitted X-rays, and so forces the use of a much

higher X-ray flux than required solely for the detectors. Use of an area detector such as in Fig. 2.1b with a cone-beam X-ray

source allows a large volume of an object to be measured simultaneously while gaining data from a much greater fraction of

the available X-rays. However, such systems are complex both in construction and in mathematical processing of the X-ray

measurement. In addition, commercial cone-beam detectors rarely are larger than 1200 (30 cm) across [12], and thus are not

sufficient in size for saw-log scanning. The low end of the range for saw-logs is 10–1800 (25–45 cm), so allowing for the cone

angle and some free space at the edges, a minimum detector size of 2400 (60 cm) across is required.

Fig. 2.1 CT scanning geometry: (a) third generation single-slice CT, (b) cone-beam CT
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2.3 Cone-Beam Log Scanning Concept

Log CT scanning can be a much more tolerant process than medical CT scanning. Logs are inanimate, so they can be moved

and maneuvered conveniently. The features of interest (knots, heartwood/sapwood boundary, rot and holes) are fairly large,

mostly in the centimeter range, so that they can be identified using measurements with relatively coarse spatial resolution.

Very significantly, logs have specific geometry, which is known in advance (“a-priori”). If used effectively, knowledge of

that geometry can greatly simplify and stabilize the CT reconstruction. In addition, the circular symmetry of logs allows easy

compensations for lateral rigid-body motions of the logs as they pass through the scanner. This is a very important feature

because the handling of the rough logs in sawmills cannot be done with the high precision that is required when

doing conventional medical style CT scanning. The practical saw-log CT scanning system described here incorporates

these features.

Figure 2.2 shows a schematic of the proposed log CT scanner. The scanner uses a cone-beam collimated X-ray source, a

lab-made large area X-ray detector and a log transport and rotation mechanism. The log to be inspected is rotated within the

cone-shape illumination space between the X-ray source and detector. During log rotation, X-ray images are taken at a series

of incremental angles, from which the log cross-sections within the illumination cone are reconstructed. The arrangement in

Fig. 2.2 has two key features: the log rotation mechanism and the large area detector. The log rotation mechanism allows the

use of a stationary source and detector, which avoids the difficulty of generating high speed, complex and meticulously

controlled rotation of X-ray source and detector needed in medical style equipment. This greatly simplifies the required

scanner hardware and makes the design much more practical and robust. The large-area detector dramatically increases the

scanned volume, and so makes possible the reconstruction of many slices simultaneously, thereby enabling a much higher

scanning speed. Mechanical details of the proposed log CT scanner hardware design and construction will be described in

Part II of this paper.

2.4 Geometry-Based Log Models

The a-priori information provided by knowledge of the specific geometry of logs allows substantial computation economy

through the use of geometry-based CT models. For most medical and industrial CT scanners, the typical CT geometry is the

square-grid pattern shown in Fig. 2.3d, which divides each cross-section into fine-meshed squares. The material density at

each square, called a “voxel”, is determined (“reconstructed”) from the X-ray measurements. This generalized geometry is

chosen because it accommodates internal structures of any geometry and maximizes the resolution to identify fine features of

interest.

In contrast, log scanning doesn’t require very high spatial and density resolution. In particular, logs have specific

geometrical shapes: in areas away from knots, they are generally circular with axi-symmetric cross-sectional features and,

Fig. 2.2 Proposed cone-beam log CT scanning
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where present, the knots start from the center and grow approximately in a sector shape through the perimeter. This a-priori

information makes possible the use of much simpler feature-specific log cross-section models instead of the commonly used

fine-meshed square pattern. Three coarse-resolution, geometry-based CT log models are proposed here. These three

geometric models target different internal features. The first model shown in Fig. 2.3a comprises annular regions. This

arrangement is suited for the clear wood regions between knots, where heartwood/sapwood, rings and rot tend to be axi-

symmetric. The second model shown in Fig. 2.3b comprises sector-shaped regions. This arrangement is suited to the knot

regions where the features are sector-shaped. Figure 2.3c shows a combined model, which is suitable when multiple features

are present simultaneously. All three log models divide the cross-section into feature-specific regions and tend to guide the

resulting cross-sectional reconstructions towards physically realistic solutions. The smaller number of unknown voxels

compared with the generic square grid shown in Fig. 2.3d dramatically reduces the quantity of X-ray measurements and the

size of the computation.

Two very important features of the geometry-based CT models Fig. 2.3a, b, c are their circular symmetry and their

containment of all the voxels within the log boundary. These features enable some pragmatic approximations to be made

when processing the measured data to compensate for the lateral rigid-body motions that occur when rough saw-logs are

moved within sawmills. This compensation is done by reversing the conventional arrangement where the voxels in Fig. 2.3d

are fixed in space and the specimen moves within that space. This arrangement requires very accurate motion of the scanner

and specimen. In contrast, the voxels in Fig. 2.3a, b, c are fixed to the log. In the subsequent discussions, it will be shown how

this arrangement substantially compensates for lateral rigid-body motions and log non-circularity.

2.5 General CT Computation Description

In each proposed CT model, X-rays fan out from the source, pass through the log and reach the large-area detector. The part

of the log within a given X-ray path attenuates the radiation according to the line integral of the density along that path [8].

The relationship between X-ray attenuation and log densities can be expressed using Beer’s Law as Eq. 2.1, where I is the

Fig. 2.3 Log geometric CT models: (a) annular model, (b) sector model, (c) combined model, (d) conventional model
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attenuated X-ray intensity, I0 is the unattenuated intensity, ρ(x) is the log density along the path length at position x, and β
is the basis weight coefficient [13, 14].

I

I0
¼ exp �

ð
ρðxÞdx

β

� �
(2.1)

Equation 2.1 can be linearized by taking logarithms on both sides:

ð
ρðxÞdx ¼ �β ln

I

I0

� �
(2.2)

where the left side of Eq. 2.2 represents the line integral of the material density along the X-ray path. This quantity

corresponds to the local basis weight (¼ density per unit area). After discretization, Eq. 2.2 can be written for the given ray as:

X
gjρj ¼ dj (2.3)

where gj is a set of discrete lengths corresponding to material densities ρj within a sequence of voxels along the overall ray

path. The quantity dj is the basis weight observed for the given ray according to the measured X-ray attenuation. For the

combination of all the rays within the X-ray cone, Eq. 2.3 can be generalized as:

X
Gijρj ¼ dj (2.4)

where Gij is a matrix whose entries represent the path length within ray “i” as it passes through voxel “j”. This equation can
be expressed in vector–matrix format as:

½G�fρg ¼ fdg (2.5)

where brackets and braces respectively indicate matrix and vector quantities.

2.6 Basis Weight Data Alignment

The cone-beam reconstruction in Eq. 2.5 requires the assembly of data vector {d} from the measured basis weight data. If

done with some care, this assembly can mostly eliminate the effects of any lateral rigid-body motions of the log within the

X-ray beam. Such motions are very damaging in conventional CT scanning and require very accurate control of the scanner

or specimen motion. The use of the geometrical CT models in Fig. 2.3a, b, c allow the effects of lateral rigid-body motions to

be accommodated mathematically by adjusting the arrangement of the data vector {d}. The following paragraphs describe

the proposed procedure.

2.6.1 Cylindrical Adjustment

For ease of manufacture, the large-area detector used here has a flat detection surface. However, mathematically, it would be

more convenient instead to use a curved detection surface in the form of a cylinder whose axis passes through the X-ray

source parallel to the longitudinal motion of the log. The measurement points (“pixels”) on the detection surface would then

be equally spaced in an angular sense. This gives the detector panel a circular symmetry to complement the circular

symmetry of the log model. The log and the detection cylinder have different centers.

Measurements Xi, which are linearly spaced on a flat panel detector, can be mathematically adjusted so that they appear to

be angularly spaced θi on an equivalent cylindrical detector. This is a fixed geometrical relationship:
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Xi ¼
DSD tan θi � ψ

2

� �

WD

n

þ n

2
(2.6)

where DSD is the distance between source and detector, WD is the detector width, n is the number of detectors within the

detector width, and ψ is the X-ray cone illumination angle subtended by the detector width. The corresponding basis weight

ba[i] at angular pixel “i” is evaluated from the integral of the linear basis weights b(x) bounded by the given angular pixel

ba½i� ¼
Ð Xi

Xi�1
bðxÞdx

Xi � Xi�1

(2.7)

This arrangement is applied column-by-column to all pixels to create the arrangement shown in Fig. 2.4b.

2.6.2 Rigid-Body Motion and Log Ellipticity Correction

The circular symmetry of the cylindrical panel detector shown in Fig. 2.4, together with the log-based CT models in Fig. 2.3,

can be exploited to enable corrections of rigid-body motions and non-circular log geometry. For example, consider a small

circumferential rigid-body motion of a log relative to the center of the X-ray fan shown in Fig. 2.5a. The effect is to shift the

measured radiograph along the arc of the X-ray detector from A-B to A0-B0. The radiograph image seen between A0-B0 is the
same as would have been seen between A-B had the rigid-body motion not occurred. Thus, a circumferential rigid-body

motion can simply be corrected by shifting the radiograph image between pixels A0-B0 back to the pixels A-B, which for

convenience is assumed to be in the center of the cylindrical panel detector.

Similarly, for radial rigid-body motions such as in Fig. 2.5b, the effect of the motion is to expand the radiograph image

A-B to A0-B0 (or contract it for an outward radial motion). Thus, a radial rigid-body motion can be corrected by scaling the

radiograph image circumferentially between pixels A0-B0 to the pixels A-B, and reciprocally scaling the basis weight data so
that the same amount of mass is represented within the resulting scaled radiograph image. This scaling concept can be taken

a step further to accommodate logs that are slightly elliptical. The arc length A0-B0 of the radiograph image in Fig. 2.5c

caused by a non-constant log diameter can similarly be scaled to fit the arc length A-B. Thus, this shifting and scaling of the

radiograph data around the cylindrical measurement surface can substantially eliminate the effects of rigid-body motions

Fig. 2.4 Flat and cylindrical X-ray detectors: (a) axial view, (b) side view
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and log non-circularity. The adjustment is not perfect because of small angle changes within the X-ray fan, but for modest

rigid-body motions and log diameter variations, the process is quite effective.

2.6.3 Geometry Normalization

The data shifting and scaling shown in Fig. 2.5 opens the opportunity to pursue to concept of arranging Eq. 2.5 in a

standardized form, where matrix [G] is the same for all sizes and positions of logs. The idea is to shift the radiograph data so

that the log appears as if it were in the center of the field, and to scale the data so that the log appears as if it had a “standard”

diameter. The actual diameter of the log ultimately needs to be used to scale the material densities computed for the

“standard” log to those of the actual log. Examination of the path lengths shown in Fig. 2.3 shows that the diameter of the log

relative to the X-ray source to detector distance does have some influence on relative path lengths, beyond just a simple

multiplier based on log diameter. However, for the small ray angles that occur when the X-ray source to detector distance is

much greater than the log diameter, this effect is modest.

2.6.4 Log Center and Radius Estimation

The ability to do the rigid-body motion and log ellipticity corrections shown in Fig. 2.5 depends on an ability to identify the

log position and diameter within the measured radiograph image. Doing this through image edge detection is unreliable

because the image edge information depends on just a small number of local pixels. These may be subject to noise,

especially if some local irregularity exists at that point on the log, say due to a branch. A more robust approach is to estimate

the log diameter from the entire radiograph image. This can be done by assuming that the log is circular and of uniform

density (physically not exactly true, but appears to be good computational approximation). The radiograph profile then has a

semi-elliptical shape. Its area is proportional to radius � axial height, while its centroidal height is proportional to axial

height only. Dividing the area by the centroidal height gives a remarkably robust estimate of the log radius:

r ¼ DSL sin
16 dψ

3π2

P
bð Þ2P
b2ð Þ

 !
(2.8)

Fig. 2.5 Measurement re-centering and uniform scaling: (a) circumferential motion, (b) radial motion, (c) ellipticity effect
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where r is the estimated log radius, DS is the distance between X-ray source to log center, b are the basis weight data, dψ is

the angular spacing between detectors after cylindrical correction, and i is the angular pixel index. The circumferential

position of the centroid of the radiograph gives the log center position:

c ¼
P

ibP
b

(2.9)

2.7 Path Length Computation in Cone-Beam CT

Alignment of the data vector {d} provides the right side of Eq. 2.5. The next step towards completing the CT reconstruction

is to assemble the path length matrix [G].

2.7.1 Single-Slice Path Length Computation

Figure 2.6 illustrates the single-slice path length computation for the three geometry-based CT models in Fig. 2.3.

The sequence of annulus radii in Fig. 2.6a, c is in equal increments of the square root of radius. In this way, the areas

of the annuli are equal, thereby approximately equalizing the subsequent computational accuracy of the material densities

within the annuli. The matrix [G] in Eq. 2.5 has elements Gij, which represent the path length of ray i as it passes through
voxel j. Matrix [G] is sparse, with much fewer than half of the elements having non-zero values. The path lengths within the

voxels for the annular and sector models in Fig. 2.6a, b can be computed geometrically. The path lengths in the combined

model Fig. 2.7c can be computed by evaluating the path lengths using the sector model in Fig. 2.6b with an “log radius”

equal to each of the annulus radii in Fig. 2.6c. The path lengths in Fig. 2.6c are equal to the difference of the path lengths of

the inner and outer radius sector model path lengths corresponding to each annulus.

Fig. 2.6 Voxel X-ray path computation: (a) annular model (b) sector model (c) combined model
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2.7.2 Multiple-Slice Path Length Computation

The geometry shown in Fig. 2.6 is appropriate for CT measurements within single cross-sectional slices. This single-slice

approach is used where X-ray measurements are made use line detectors such as in Fig. 2.1a, and is quite common in medical

applications. Here, to make fuller use of the X-ray data, the cone-beam arrangement shown in Fig. 2.1b is used. This

arrangement creates no conceptual change to the measurement, and the CT reconstruction Eq. 2.5 still applies. However, the

path length matrix becomes considerably larger and more computationally intensive to evaluate.

Figure 2.7 illustrates the geometry of the cone-beam scanning configuration. This cone-beam arrangement is very

challenging compared with the single-slice arrangement in Fig. 2.6 because the paths of the inclined rays in Fig. 2.7b

pass through multiple adjacent slices. This circumstance couples the calculations between adjacent slices so that they no

longer can be reconstructed separately; the voxel densities in all slices must be computed simultaneously. This feature

greatly multiplies the size of the matrix Eq. 2.5, but fortunately, with the coarse-resolution models used here, the resulting

size is still tractable. The resulting path length matrix is very sparse, and if care is taken to accommodate this feature,

significant computational economy can be achieved.

Path length computation for cone-beam model in Fig. 2.7 follows the same concept as the computation for the combined

model in Fig. 2.6c. First, the inclination of each ray on the cylindrical detector surface is determined geometrically. Then, the

radii at which the ray passes through each slice are determined. The path lengths for combined models of the type in Fig. 2.6

are computed, with the path lengths within each slice evaluated by subtraction of the path lengths in adjacent slices.

Computation of the path length matrix [G] is a computationally intensive process, taking some minutes to complete.

However, the process is much simplified by the data alignment process described above because the aligned data are placed

symmetrically within the scanner geometry, so only one quarter of the path lengths need be computed, and the others

assigned by reflections across the two symmetry axes. In addition, for a practical scanner arrangement where the cone-beam

angles are small, the data normalization previously described to form a “standard” log geometry means that the path length

matrix need be computed only once, stored, and recalled for use with all subsequent logs. Thus, the computation time of

matrix [G] is not an issue for real-time use.

Fig. 2.7 X-ray paths through the log specimen: (a) perspective view, (b) side view
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2.8 Density Inverse Computation

The path length computations and X-ray data normalization described above provide [G] and {d} in Eq. 2.5 for a single

X-ray measurement, a “projection”. In general, [G] is not square. For a single projection using the single slice arrangement in

Fig. 2.6, the number of rows equals the number of pixel measurements within the cylindrical detector, and the number of

columns equals the number of voxels within the geometrical model used. For multiple projections, the number of rows is

correspondingly multiplied, but the number of columns remains the same. Substantial computational economy can be

achieved by arranging the number of projections to correspond to the number of sectors used in Fig. 2.6b, c. That way the

path alignments relative to the sector pattern are the same for each projection, just rotated by an integer number of sectors.

Thus, the new rows required for the path length matrix [G] can be simply added by rotating the columns from the path

lengths computed for the first projection.

For the multiple-slice arrangement shown in Fig. 2.7, path length matrix [G] expands greatly to have a number of columns

equal to the total number of voxels in all slices within the log. The number of rows is much larger, equalling the number of

pixels within each panel detector image times the number of images used for the measurement. In conventional CT practice,

the resulting massive size of [G] requires the use of inverse solution methods such as filtered back-projection.

Here, the number of voxels is much smaller because of their feature-specific shapes, and so a direct solution of Eq. 2.5 is

feasible. The resulting highly over-determined Eq. 2.5 can be solved in a least-squares sense as:

½G�T ½G�fρg ¼ ½G�Tfdg (2.10)

where matrix [G]T[G] is square with row/column size equal to the number of voxels, which is a moderate size number

compared with the number of pixels used in all the projections. If care is taken with the sequence of doing the operations

[G]T[G], it is possible to form the result without explicitly storing the very large matrix [G]. Actually, it is necessary only to

store the part of the matrix for a single projection and then to rotate the columns as required to correspond to the alignment of

the subsequent projections. Matrix [G]T[G] is symmetric positive-definite and can be solved efficiently using a Cholesky

solver [15].

2.9 Discussion

The use of the feature-specific geometrical models in Fig. 2.3 for CT reconstructions substantially and fundamentally

influences the associated CT inversion. On one level, the geometric resemblance of the models to the physical features of the

logs being scanned has the effect of guiding the inversion towards physically realistic results. This important feature will be

seen in the experimental results shown in Part II of this paper. On a further and deeper level, the proposed approach is very

unusual in that the CT inversion is referenced to the log and not to a fixed volume in space, as is done in conventional

practice. By analogy to finite element modeling, the proposed approach may be described as “Eulerian”, while the

conventional practice is “Lagrangian”. One consequence is that the thrust of the CT calculation is focused entirely on

the volume of the scanned log; the three feature-specific models in Fig. 3a, b, c do not contain any of the external voxels seen

in Fig. 2.3d. A further consequence is that the CT inversion becomes fairly tolerant to small rigid-body motions of the log

relative to the X-ray source and detector. The measured data from the X-ray detector can be shifted and scaled to transform

the data to a “standardized” configuration, for which the path length matrix [G] is predetermined. This scaling is not perfect

because change in log diameter changes the angles within the scanned volume in a slightly non-linear way. However, for the

small angles used here (16� X-ray cone angle), the non-linearities are modest. This feature will have to be tested in practice.

At worst, predetermined path length matrices [G] will be needed for a compact sequence of different log diameters to

accommodate large changes in log size.

The shifting and scaling of the X-ray data to a standardized format enable the CT inversion to be done in a normalized

form. This is a great mathematical convenience. However, the results ultimately need to be referenced to the actual log

diameter to identify true physical dimensions. The X-ray measurements do provide an indication of the physical dimensions,

but the presence of radial rigid-body motions within a cone-beam geometry change the size of the scanned log image and

therefore impedes precise identification of dimensions. Multiple X-ray systems from different angles could be used to

resolve the ambiguity, but this would be a rather complex and expensive solution. A more practical approach is to use an

added optical scanner to identify log size and position. Such optical scanners are widely used in the wood industry and are

rugged and relatively inexpensive. Ultimately, the tolerance of small rigid-body motions is significant because it greatly
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simplifies the required mechanical arrangement for the needed X-ray scanner. In conventional CT practice, the measured

object stays stationary while the X-ray scanner system rotates around it. For medical applications, this approach is essential

because the objective of the measurement is a human patient, which cannot be conveniently rotated! But even in non-

medical applications, the same approach is used because the X-ray system can be rotated with much higher precision than

then measured object. This is certainly the case with logs in a sawmill. The logs are large and rough and cannot be moved

with great precision. The tolerance of rigid-body motions by the proposed CT arrangement makes acceptable the impreci-

sion of the log motions available in a sawmill and very greatly reduces the complexity, fragility and cost of the required

X-ray scanner.

2.10 Conclusion

This paper, the first of a two-part series, introduces the novel cone-beam log scanning concept, the coarse-resolution,

geometry-based log models, the associated algorithms and computation procedures. This proposed Eulerian approach has

several advantages over conventional medical style CT scanning:

1. It reduces scanner mechanical complexity by using a stationary X-ray source and detector while rotating the measured

object.

2. It uses feature-specific voxel geometries to guide and stabilize the CT reconstruction.

3. It is tolerant of rigid-body-motions and log ellipticity.

4. It reduces the number of features that need to be determined, thus reducing the scale of computation and effort for data

processing.

5. It used all data available within the X-ray cone beam, thus increasing the data content and stability of the CT inversion.

The practical demonstration of proposed log CT system will be introduced as the second part of this serial paper.
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Chapter 3

Coarse-Resolution Cone-Beam Scanning of Logs Using Eulerian

CT Reconstruction. Part II: Hardware Design and Demonstration

Yuntao An and Gary S. Schajer

Abstract Computed Tomography (CT) provides an attractive opportunity in the wood industry for quality assessment

of logs entering a sawmill to enable the material to be appropriately processed into maximum value products. A CT scanner

suitable for this task must be simple and economical, considerably more so than the complex and costly scanners typically

used for medical applications. Part I of this paper presented the design concept and the theory of operation of a specially

designed coarse-resolution cone-beam CT scanner. This second part focuses on the CT system hardware design, construc-

tion and performance. Key components are a large-format custom-designed X-ray detector panel, a log spiral-motion

mechanism and a real-time data acquisition system. These are described in detail. The coarse-resolution reconstruction

results for an example log using feature-specific models and algorithms introduced in Part I of this paper are demonstrated

and they compare well with CT reconstructions for same log using the same measurement with conventional filter back

projection algorithm. The good comparison gives confidence in the usefulness and applicability of the proposed CT scanner

design for industrial use in sawmills for log quality assessment.

Keywords Log CT scanner • Large area X-ray detector • Cone-beam CT • Coarse-resolution CT • Log feature identification

3.1 Introduction

Wood is a natural material and has highly variable structure. To process it efficiently in sawmills, it is essential to be able to

identify internal features such as knots, heartwood/sapwood boundary, rot and holes, so that appropriate cutting decisions

can be made. The highest value products can then be made from the given raw material. Some interesting log scanning

systems have appeared on the market, among which are some that use X-ray imaging by one or more line detectors viewing

the log from various angles [1, 2]. X-ray images only provide 2-D information, so the features in the third direction are not

well identified [3]. Although using multiple X-ray sources and detectors at different angles allows better perception of

internal features, this approach greatly increases the scanner system cost. In addition, the limited number of measurements

provides only limited capacity to identify log internal features. Several researchers have indicated that successful application

of CT log scanning in sawmill can greatly improve productivity and profit [4, 5]. However directly applying existing CT

technology to saw-log scanning is not an easy task to accomplish [6].

Commercial CT systems modeled on medical designs and don’t fit well with sawmill operation environment. They are

very expensive, beyond the budget of most sawmills. They are also mechanically complex and delicate, require high-

precision motions of sensors and specimen and thus won’t tolerate the severe working environment in a sawmill. They also

require massive data collection, processing and intensive CT reconstruction computations, thus are challenged by the

extreme scanning speed required for real-time operation.

In Part I of this paper [7], the use of X-ray CT scanning is explored and the particular challenges of using this technique in

sawmills are identified. These challenges include the need of the CT system to bemechanically robust and straightforward, to be

tolerant of material handling inaccuracies, and to be of modest cost. All these needs do not align well with the characteristics of

conventional CT scanners designed for medical use, which tend to be complex, highly precise and very costly devices.
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To address these challenges, a novel cone-beam CT scanning concept involving geometry-based coarse-resolution log

models is introduced, together with associated reconstruction algorithms. An Eulerian approach is taken to allow effective

CT reconstructions to be carried out even in the presence of significant lateral motions of the measured log during the

scanning process. In this paper, the hardware design of a prototype CT log scanner is described, example measurements

are illustrated, and CT inversion results are presented and assessed.

3.2 Cone-Beam CT Log Scanner

Figure 3.1 illustrates the major components of the prototype log scanner that was built. An industrial cone-beam X-ray

source (Comet MXR 160 kVp, 10 mA) illuminates an example log (amabilis fir, typically 40 cm diameter) secured within a

mechanical transport mechanism. The X-rays go on to be detected by a large-area X-ray detector, with the setup surrounded

by lead-lined X-ray shielding panels for personnel radiation safety [8]. Behind the shielding panels, not visible in the photo,

are supporting control and data acquisition electronics, and a CT inversion computer system. Except for the X-ray source, all

items were lab-built to meet the overall measurement needs, and were assembled at the Centre for Hip Health and Mobility

(CHHM) at the Vancouver General Hospital (VGH).

3.2.1 Large Area X-ray Detector

Medical X-ray detectors are designed to fit a human scale, so they tend to be too small for measuring saw-logs. The low end

of the diameter range for saw-logs is 25–45 cm, so allowing for the enlargement caused by the cone shape of the X-ray

illumination and adding some free space at the edges, a minimum detector size needed is 60 cm across. Commercial

area-type detectors are very costly and rarely larger than 30 cm across [9], so they are not appropriate for saw-log scanning.

Some researchers have proposed using many line detectors placed together to form an area detector for log scanning [10], but

this approach gives quite sparse data in the longitudinal direction.

Figure 3.2 illustrates the X-ray measurement system used here. It consists of a large-area (60 � 60 cm) X-ray scintillator

screen (Gd2O2S, Kyokko DRZ) [11], a reflection mirror and an EMCCD camera (Andor iXon 897). The scintillator absorbs

the X-rays that passed through the log and proportionally converts them into visible light. The mirror reflects the light and

allows placement of the camera outside the primary X-ray radiation path. The EMCCD (ElectronMultiplying Charge Coupled

Device) camera detects the low-level light from the scintillator and forms a 2-D measurement set. The EMCCD camera works

like a conventional CCD camera but with internal features that allow it to provide detection of extremely low light levels [12].

Pixel binning further increases effective light sensitivity and enables image processing at high frame rates. The detector system

design in Fig. 3.2 was chosen because it provides 2-D data and can be conveniently scaled up as needed for sawmill use.

Fig. 3.1 CT log scanner: (a) schematic design, (b) prototype assembly
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3.2.2 Log Carrier System and Scanner Control

Figure 3.3 shows the log rotation mechanism used here. The log sample is mounted using end plates on the rotation shaft of

the log carrier. (This is not a practical design in a sawmill, but is expedient in a compact lab). A stepper motor-pulley-belt

assembly (PowerPac 1.8� NEMA 34) drives the log rotation, with an incremental speed-control scheme providing controlled

rotation speed with appropriate accelerations and decelerations [13].

Figure 3.3b shows the shaft encoder (US Digital S1) used to monitor the log rotation. This log rotation monitoring is key

feature of the CT reconstruction scheme proposed in Part I of this paper. The objective is to make X-ray measurements at

angular intervals equal to the number of sectors in the chosen geometrical CT reconstruction model (see Fig. 3.3 of Part I [7]).

In this way, the scanning geometry at each measurement is the same relative to the CT reconstruction model, except for an

Fig. 3.2 Scintillator-EMCCD X-ray detector: (a) schematic design, (b) detector assembly

Fig. 3.3 Log rotation carrier: (a) overall view, (b) shaft encoder
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integer rotation of the sectors. The path lengths of the X-rays are then the same within the CT reconstruction model, apart

from a rotation of the sector numbering. This measurement procedure supports the Eulerian approach chosen for the CT

reconstruction of the log structure [7]. The shaft encoder is used to trigger frame acquisition from the EMCCD camera at the

angular intervals chosen for the sector CT model. This angle-based procedure has the further advantage of rendering the data

acquisition insensitive to log rotation speed so that accurately placed data can be acquired even during the acceleration/

deceleration phases of the log motion.

3.3 Sample Log Scanning Results

Log scanning tests were conducted to demonstrate the proposed cone-beam coarse-resolution CT scanning approach. The

example log is of amabilis fir, approximately 40 cm in diameter and 90 cm in length. Thirty-six X-ray images were taken at

10� rotational intervals of the log using the EMCCD camera, each with 1 s exposure time. CT reconstructions were then done

using the voxel models corresponding to Fig. 3.3 in Part I [7] with (a) 16 annuli, (b) 36 sectors, and (c) 36 sectors with 18

annuli. The same set of X-ray images was used for each of the CT reconstruction choices.

3.3.1 Cone-Beam X-ray Images

Figure 3.4 a shows a raw X-ray image, presented in the format of a photographic negative. In this image, the bright areas

indicate high material density (high X-ray absorption) and the dark areas indicate low material density (low X-ray

absorption). The vertical bright regions near the center indicate some knots within the log cross-section and the horizontal

dark streak shows a large radial crack. The curved outer boundaries of Fig. 3.4a show that the image is contains barrel

distortion from the wide-angle lens used to view the X-ray scintillator. A spline function based interpolation method [14] is

used to correct this distortion to produce the rectilinear image in Fig. 3.4b. This image is further adjusted to make the flat

panel detector appear as having a cylindrical surface and the image to have a normalized vertical size.

Figure 3.5 shows a series of normalized X-ray measurements at rotation positions of 60�, 120�, 180�. The vertical bright
areas in the center correspond to the high density of a cluster of four approximately equally spaced knots. Smaller nearby

knots appear as smaller light areas on each side. The horizontal dark line in Fig. 3.5a corresponds to a deep radial crack

(the log had substantially dried in the lab environment). View (a) is taken looking directly into the crack, so the crack appears

very prominently, while views (b) and (c) are oblique views and therefore do not clearly show the crack.

Fig. 3.4 Log X-ray images: (a) raw image, (b) barrel distortion correction, (c) cylindrical adjustment and geometry normalization
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3.3.2 Single-Slice Reconstruction

A single-slice inversion study was done an initial step to investigate the CT reconstruction characteristics of the prototype

X-ray scanner system with the three geometry-based voxel models. A single column of pixels was extracted from the center

of each of the set of 36 X-ray images exemplified in Fig. 3.5. These single columns of pixels simulate the data that would be

measured from a conventional line-detector system. This cross-section contains four knots approximately spaced at 90�

intervals and a deep radial crack.

Figure 3.6a shows the CT reconstruction created using a purely annular model. There are 16 annular voxels with radial

boundaries at regular intervals of the square root of log radius. This sequence is chosen so that all annuli have the same cross-

sectional area and thus have approximately equal measurement accuracy. This annular arrangement can effectively model

axisymmetric features; the bright periphery in Fig. 3.6a clearly indicates the higher material density of the sapwood just

below the bark of the log. Angularly arranged features such as knots are not displayed in this view. The sector-shaped

reconstruction shown in Fig. 3.6b, computed using the same X-ray image data, has the opposite characteristics. It clearly

indicates the cluster of four knots as bright sectors, and the deep crack as a dark sector. However, the sapwood presence is

not indicated. The combined model shown in Fig. 3.6c, using 18 annuli and 36 sectors, shows the sapwood and the knot/

crack features, but at the expense of greater reconstruction noise.

For comparison, Fig. 3.6d shows the filtered back-projection result using the same X-ray data as the previous three

geometrical models [15]. The sapwood, knot and crack features are also visible in the reconstruction, but with substantial

noise, causing the contrast to become quite low. In addition, substantial artifacts are created in the area around the outside of

the log where no material density exists.

The character of the results in Fig. 3.6 can be explored in more detail by representing the results in graphical form.

Figure 3.7a shows a plot of the reconstructed density profile along a log radius for the annular results shown in Fig. 3.6a.

A steadily increasing density trend can be observed, which is typical because most logs have a low-density pith, slightly

higher density heartwood region and much higher density sapwood. In this particular log, the sapwood density reduced to a

narrow ring close to the perimeter because the log had dried for a long time in the laboratory. A similar narrow ring of

sapwood can also be observed in Fig. 3.6c, d. Figure 3.7b shows a plot of the reconstructed density profile around the log

circumference for a sector results in Fig. 3.6b. In this graph, the knots observed in Fig. 3.6b appear as four sharp peaks and

the crack appears as a sharp valley. This graph has circular continuity so that the right side joins back to the left.

The graph shows the average density of the log is about 0.38 g/cm3, with the knot area density 0.45 g/cm3 about 20 %

higher than the average.

A very important characteristic of the geometrical CT models used here is that they produce reconstructions that are much

more robust and noise immune than those from conventional procedures. To illustrate this characteristic, a second scanning

of the same sample log was done using different measurement parameters (36 projections, 100 ms exposure time).

This change substantially reduces the X-ray measurement quality by the presence of substantial shot noise. Figure 3.8

compares the results of the second measurements with those of the higher quality measurements in Fig. 3.6. Figure 3.8a, b

respectively show the conventional filtered back-projection results using the higher and lower quality data. The much-

increased noise within the log and the artifacts outside the log are very evident. The corresponding results in Fig. 3.8c, d for

the sector model show a much more stable response and a much greater tolerance for the lower-quality data.

Fig. 3.5 Imaging log rotation: (a) 60� position, (b) 120� position, (c) 180� position
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3.3.3 Multi-slice Reconstruction

The single-slice reconstruction results are interesting because they provide useful comparisons with conventional practice

using line-detector measurements. It is further of interest to explore the capabilities of the cone-beam measurements to

reconstruct multiple parallel cross-sectional slices simultaneously. This is challenging mathematically because the off-axis

X-rays are inclined longitudinally as well as laterally, and so pass through multiple slices of the log. The mathematical

formulations described in Part I of this paper [7] take these features into account and allow the simultaneous evaluation of

multiple parallel slices from cone-beam data. Figure 3.9 shows the multi-slice sector results derived from the same data as

used for Figs. 3.6 and 3.7, but using the entire X-ray images, not just the central column. The diagram illustrates

the computed variation of log density along the length (56 slices horizontally) and around the circumference of the log

(36 sectors vertically). Figure 3.9a is named a “veneer” plot because it corresponds to the pattern that would be seen if a

veneer sheet were cut from the outside of the log. (Rotary veneer cutting is done using a large knife that peels the outside of a

log in much the same way that a pencil sharpener cuts a pencil. The cut is parallel to the outside cylindrical surface rather

than conical, thus producing a rectangular veneer sheet.)

Fig. 3.6 Log CT reconstruction results: (a) reconstruction using 16 annuli, (b) reconstruction using 36 sectors, (c) reconstruction using 18 annuli

� 36 sectors, (d) reconstruction using 36 filtered back projections
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Fig. 3.7 Log cross-section density plot: (a) annular density distribution, (b) sector density distribution

Fig. 3.8 Comparison between filtered back projection (FBP) and sector reconstruction: (a) FBP reference, (b) FBP with noisy data, (c) sector

reconstruction, (d) sector reconstruction with noisy data

3 Coarse-Resolution Cone-Beam Scanning of Logs Using Eulerian CT Reconstruction. Part II: Hardware Design. . . 27



The veneer plot in Fig. 3.9a clearly shows the four prominent knots vertically at the center, with two much smaller knots

appearing on the right side. Such knot patterns are very typically seen in rotary cut veneers. The horizontal dark line

corresponds to the radial crack. This is deliberately not a feature of commercial veneers because a crack in the log would

produce frequent cuts in the veneer sheet, causing it to break up into small pieces instead of forming into a long continuous

ribbon. (Veneer is cut from fresh logs that are still wet inside (“green”); they are deliberately kept wet to prevent them from

drying out and cracking like the log used here.) Figure 3.9b shows the average density within the parallel slices. The graph

prominently shows the locally elevated wood density caused by the presence of the central knot cluster. The two small knots

on the right produce a much smaller average density peak. These average density peaks provide a simple method for

identifying the location of knot clusters.

3.4 Discussion

The preliminary results presented here indicate a great practical potential for the proposed geometry-based Eulerian

approach to CT reconstruction. It is an approach highly tailored to a specific application: the scanning of logs in a sawmill.

This rough industrial environment differs greatly from the controlled laboratory environment that is the typical location of

CT equipment. The measurement needs in terms of spatial and density resolutions are much less demanding than for

conventional medical and scientific applications. Thus, the measurement equipment need not be so complex and costly.

For practical use, ruggedness, straightforward operation and moderate cost are essential to make the equipment a practical

proposition for use in an ordinary sawmill.

The X-ray equipment described here is homemade by generalists, and so it lacks the sophistication of specialized design.

Yet, even with the present design, the prototype equipment clearly shows the promise and capabilities of the proposed

geometry-based CT reconstruction approach. The feature-specific models are strongly tailored to the known geometrical

characteristics of logs. This a-priori information guides the CT inversions towards physically realistic results and stabilizes

the solutions against the noise in the X-ray data, which have relatively low quality compared with those from medical

CT equipment. In addition, the Eulerian approach that is taken, whereby the CT inversion is based on the log rather than on

the fixed space through which the log moves, provides substantial tolerance to the presence of rigid-body translations within

the log motions. Such motions are very damaging in conventional CT reconstructions and so highly accurate mechanical

systems are required, usually involving motion of the X-ray source and detector system, which is a complex challenge.

The proposed CT system design overcomes this challenge by keeping the X-ray source and detector system fixed, moving

the logs through the scanner using conventional sawmill style transport mechanisms, and allowing the geometrical

CT models to compensate for the resulting rigid-body motions.

The initial results presented here illustrate the noise tolerance of the geometry-based CT reconstructions and they also

suggest significant tolerance of rigid-body motions. No special care was taken to mount the log specimen exactly along the

rotation axis of the transport system, and an eccentricity of about 1 cm is present. Errors of this scale would be catastrophic

in medical CT scanning, but are not greatly problematic here. Further tests are planned whereby larger eccentricities will be

investigated to assess tolerance to rigid-body motion effects.

Fig. 3.9 Log longitudinal density profile: (a) sector veneer plot, (b) average sector density plot
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The present work has also explored the ability to use cone-beam X-ray data. This practice greatly expands the use of the

available data from the X-ray source. Traditional CT systems use a collimated X-ray beam to illuminate a line detector.

However, collimation is a subtraction process, where the majority of the available beam is discarded to leave remaining the

desired narrow X-ray line. In contrast, a cone-beam has little or no collimation and the entire X-ray beam is actively used.

However, the use of a cone beam creates a more complex 3-dimensional geometry within the X-ray fan, causing off-axis

rays to pass through multiple adjacent CT slices. Thus, all slices must be reconstructed simultaneously. Fortunately, the

coarseness and symmetry of the proposed CT reconstruction arrangement keeps the size of the calculation moderate.

In addition, the dimensional normalization that is possible with the geometry-based CT models allows some calculations to

be done in advance, so that the final reconstruction can be completed rapidly to meet the “real-time” requirements of a

sawmill. The present explorations into cone-beam use have started using a purely rotational log motion. Future work is

planned whereby the log will rotate and advance axially through the X-ray scanner in a spiral motion.

3.5 Conclusion

This paper, the second of a two-part series, explores the geometry-based CT concept proposed in Part I, describes the

prototype cone-beam CT log scanner and presents some example results. The prototype system realizes efficient cone-beam

X-ray scanning and uses the X-ray data with the coarse-resolution log models and algorithms. Effective single-slice and

multi-slice log density reconstructions are successfully achieved. The proposed geometry-based coarse-resolution log

reconstructions compare well with results from conventional CT reconstruction. The proposed CT approach is genetic

and can be also adapted into cone-beam and spiral-motion CT scanning. This research is currently in progress. The

availability of the location and size of internal features provide rich information to determine the grade of input logs

and to optimize the subsequent processing to improve the yield of high-quality products in sawmills. The promising

scanning results obtained give confidence in the usefulness and applicability of the proposed approach to practical

log scanning in sawmills.
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Chapter 4

Crack Nucleation Threshold Under Fretting Loading

by a Thermal Method

B. Berthel and S. Fouvry

Abstract The aim of this study is to develop a new experimental method to measure temperature field during a fretting test

in a cylinder on flat contact configuration. Analyze of temperature evolution during a fretting test with constant loading

shows that this latter can be decompose on a global warming and a sum on two periodic signal at fL and 2fL, where fL is the
loading frequency. Analyze of the thermal signal during a fretting test with step by step increasing of tangential force unable

us to develop an empirical method to determine crack nucleation conditions.

Keywords Fretting • Infrared measurement • Dissipation • Crack nucleation • Fatigue

4.1 Introduction

Fretting damage has been recognized as a problem in several industrial applications for years ago. Fretting is a small

amplitude oscillatory movement, which may occur between contacting surfaces subjected to vibration or cyclic stress.

Fretting is therefore encountered in assemblies of components and thus concerns a wide range of industries (e.g., helicopters,

aircraft, trains, ships, trucks, electrical connectors. . .). Fretting damage on the contacting surface is critically controlled by

the amplitude of slip displacement [1] and two sliding regimes can be defined: gross slip and partial slip regimes. Fretting is

characterized by sliding amplitudes always lower than the contact size. Under partial slip conditions the contact area is split

in a sticking and two sliding zones (cf. Fig. 4.1b) and the main damaging process is crack nucleation. Determination of crack

nucleation conditions requires time-consuming and expensive destructive methods giving dispersive results [2]. Locally,

fretting is a complex cyclic multiaxial loading and the aim of this study is to develop a new method based on previous works

on the field of fatigue to determine crack nucleation conditions. Indeed, assuming that the temperature evolution of a

specimen during a fatigue test is an indicator of plasticity at the microscopic scale, alternative method based on analysis of

self-heating during stepwise loading tests have been developed to rapidly provide fatigue limits in the case of uniaxial [3] or

multiaxial [4] loadings.

The paper is composed as follows: a rapid description of our experimental device is first made. A brief review of

computed temperature evolution method is then given. After that, an analysis of temperature variation during fretting test is

done. Finally, the developed method to determine crack thresholds is presented.
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4.2 Material and Experimental Device

4.2.1 Fretting Device

Cylinder on flat configuration and two steel alloys with specified heat treatments were chosen for this study. Tests have been

carried out using an experimental layout specially designed at LTDS (cf. Fig. 4.1a) [5]. A constant normal force P is applied

on the counter body causing an elliptic pressure over the contact zone with a maximal value pmax (cf. Fig. 4.1b). A cyclic

relative displacement δ is imposed leading to a macroscopic tangential force Q and a classical shear stress over the surface

witch exhibits its maximum qmax at the stick zone limit (cf. Fig. 4.1b). During tests, P, Q and δ are recorded. pmax, qmax and
the loading frequency fL were chosen to characterize our tests.

4.2.2 Destructive Experimental Procedure

Previous tests were performed to determine crack nucleation threshold by conventional method and this latter is describe in

this part. For each normal load P, several tangential load amplitudes Qa are tested to locate the crack initiation threshold.

All of the tests are investigated with respect to the following methodology. For all fretting tests, the sample is cut in the

middle of the scar perpendicular to the fretting loading. Then, the new surface created is polished and observed with an

optical microscope. The crack length and crack depth are measured. Note that the polishing and observation phase is

repeated triple in order to evaluate the homogeneity of the crack data. Only maximal cracks lengths were considered.

Therefore a threshold regarding the crack depth is defined to consider if crack initiated or not. This threshold is set at 10 μm.

4.2.3 Thermal Measurement

The camera used in this work was a FLIR SC7600MWIR 2.5–5 μm. The focal length of the optical lens is 25 mm. This camera

is equipped with an InSb 640 � 512 element detector. The maximal frame rate fa is 380 Hz and the noise-equivalent

temperature (NET) is lower than 25 mK. In this study the size of a pixel is about 0.16 � 0.16 mm2. The lens axis of the camera

Fig. 4.1 (a) Fretting device (b) shear stress and pressure distributions over the contact
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was kept fixed and held perpendicular to the lateral surface of the specimen during the mechanical tests (cf. Fig. 4.2a).
According to the high conductivity factor of steel alloys, it is assuming that the thermal image is very close to the

temperature below the contact. Observed faces of specimen and cylinder are coating with a black matt paint to increase

its emissivity.

For these first tests, a macroscopic scale was chosen. At this scale, specimen deformations can be neglected. Temperature

is average over a Zone Of Interest (ZOI – cf. Fig. 4.2b). The size of this zone is characterized by the Hertzian contact size a.
Vibrations and flexibility of the experimental device impose rigid movement body (rotation and translation) on the flat

specimen. A marker tracking method was chosen to eliminate these displacements (cf. Fig 4.2b).

4.3 Thermal Method

4.3.1 Computes Temperature Evolutions

To estimate the dissipative effect induced by microplasticity in measured temperature evolutions, temperature evolutions

were computed assuming that the material behavior remains elastic during the fretting tests (i.e. no intrinsic dissipation).

So only dissipative effects induced by friction in sliding zones were taking into account. Under partial slip conditions,

fretting loading is a non-propotionnal multiaxial fatigue loadind with small temperature variation and under classical

hypotheses formulated for fatigue tests the local heat equation can be written in the following simplified form [6, 7]:

ρC
@θ

@t
� kΔθ ¼ d1 þ sthe (4.1)

where k is the heat conduction coefficient, ρ the density, C the specific heat, θ the temperature variation defined by

θ ¼ T � T0, T the temperature, T0 is the equilibirum temperature at the beginning of the test, d1 the intrinsic dissipation

and sthe the thermoelastic source.

Thermoelastic sources were computed via the classical linear thermoelastic model applied to non-proportional multiaxial

loadings:

sthe ¼ �T0:α:tr _σð Þ (4.2)

where α is the thermal expansion coefficient and σ the stress tensor.

The knowledge of time evolution of surface traction distributions q [8] and constant Hertz contact pressure distribution

p allows computing the subsurface stress fields using elastic hypothesis [9] and time derivation of the stress tensors were

obtained by a finite difference method.

To estimate heat flux in slip zone of the contact induced by friction, tangential slip velocity vslip was derived from

analytical solution of tangential slip uslip [10, 11] (cf. Fig. 4.1b) and heat flux is given by:

Fig. 4.2 (a) Basic sketch of the camera position (b) temperature field
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ϕslip ¼ qvslip
�� �� (4.3)

This heat flux is split in equal part between cylinder and flat [12]. Somewhere else linear boundaries conditions were

chosen:

@θ

@~n
:~n ¼ �λA B= θ (4.4)

where λ is the thermal exchange coefficient between A and B (air or steel) while ~n is the normal of the surface.

To compute three dimensional temperature field evolutions for a cylinder/plane contact under partial slip an explicit finite

difference method was implemented using the Matlab programming language to resolve Eq. 4.1. Results are shown in

Fig. 4.7.

4.3.2 Temperature Evolution During a Fretting Test at Constant Loading

Figure 4.3 shows the variation of average temperature θ over the ZOI during a fretting test with following parameters:

pmax ¼ 800 MPa, qmax ¼ 520 MPa, fL ¼ 1 Hz and fa ¼ 100 Hz. On these latter, it can be observed a global warming of

about 0.15 �C, superimposed to oscillatory variation of temperature with maximal amplitude of about 0.02 �C. Temperature

stabilization is reached after several numbers of cycles. To identify frequency spectrum of the thermal response of the

specimen, discrete Fourier transformations were performed on the measured displacement by the marker tracking method

and temperature evolutions. Results are shown in Fig. 4.4a, b. It can be observed that displacement is not monochromatic,

Fig. 4.3 Temperature variation evolution

Fig. 4.4 (a) Single-sided amplitude spectrum of the displacement; (b) single-sided amplitude spectrum of the temperature variation
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two amplitudes levels can be determined: high level amplitude at fL ¼ 1.4 Hz and a lower amplitude at fL
0 ¼ 4.2 Hz.

A sinusoidal loading was imposed by the actuator but near the contact zone, loading shape was probably distorted by the

experimental device and the contact rigidity. Analysis of the temperature variation spectrum at Fig. 4.4b exhibits a high level

amplitude and a lower amplitude level respectively at fL and 2fL. We can assume that the high amplitude at fL is induced by

thermoelastic effect then amplitude at 2fL and global warming are induced by several dissipative effects like plasticity and

friction in the sliding zone of the contact.

To analyse the thermal signal, among several possible methods, a local least-squares fitting of the thermal signal was

considered in this work like in [6] and [7]. The temperature approximation functions account for the spectral properties

underlying previously. The local fitting function θfit of the temperature variation charts is chosen like this:

(4.5)

where the trigonometric time functions at fL describe the periodic part of the thermoelastic effects while the linear time

function and the periodic part at 2fL takes transient effects due to heat losses, dissipative heating and possible drifts in the

equilibrium temperature into account.

Thermal drift θd, amplitudes of periodic signals at fL and 2fL, respectably Af and A2f, can be defined by:

θd ¼ p1

Af ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p32 þ p42

p

A2f ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p52 þ p62

p
:

8>><
>>:

(4.6)

Figure 4.5 shows that evolutions of thermal drift θd, Af and A2f reach a stabilized value after a few number of cycles and

remain constant.

4.3.3 Temperature Evolution During a Fretting Test at P Constant

For several values of pmax, variable displacement tests were made [5]: the normal load was kept constant whereas the relative

displacement amplitude (δa) starts from a very low value, imposing a clear partial slip condition (with Qa < μP, where μ is

the coefficient of friction). When stabilized mechanical and thermal conditions were reached, δa was increased and then

Fig. 4.5 Evolutions of:

θfit, θd, Af and A2f
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maintained constant until a new stable situation was reached (cf. Fig. 4.6a). The imposed displacement, δa, was increased in
this way, step by step, until the contact makes the transition to sliding (Qa ¼ μP). During each step, evolution of the

temperature field on the surface of the flat was record by the infrared camera. The variation of average temperature over

the ZOI θ is shown in Fig. 4.6b for pmax ¼ 1000 MPa. At the begenning of some steps, a very small number of cycles in gross

slip can be induced by contact instability. These latters indroduce short but higth increase of the variation of temperature that

can be observed in Fig. 4.6 b.

For each step, stabilized values of θd, Af and A2f (respectively θd
sta, Af

sta and A2f
sta) were estimated and results are shown in

Fig. 4.7. Comparaison of order of magnitude between experimental data and numerical results show that for each stabilized

value, experimetal data are higher when qmax exceeds a therhold value (cf. Fig. 4.7). This difference of behavior can be

connect to the plasticity in the material because computed temperature were obtained with a thermoelastic behaviour. So,

evolutions of θd, Af and A2f can be considered as indicators of the microplastic behevior of the material and then indicators of

crack initiation contitions. The slope change in evolution of these stabilized values in Fig. 4.7 can be empiricaly connected

with a critical maximal contact shear stress qTH ginving rise to a fretting crack by the method describe in the next paragraph.

Fig. 4.6 (a) Principle of a variable displacement test; (b) evolution of the variation of temperature during a variable displacement test for

pmax ¼ 1,000 MPa

Fig. 4.7 Stabilised values of θd, Af and A2f versus qmax
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For each pmax, linear regressions of θd, Af and A2f forQa < 0.6P are made to determine the difference between these linear

regressions and experimental data for all qmax (cf. Fig. 4.7). To adjust the method, at pmax ¼ 1000 MPa yield valuesΔθd,ΔAf

and ΔA2f were set. These latter correspond to the diffecence between experimantal data and linear regression at the crack

threshold qd obtained by the destructive method. Finally, for all other test at different values of pmax, qmax corresponding to

these yield values was chosen as the crack threshold qTH obtained by the thermal method. Figure 4.8 shows the comparaison

between results obtained with destructive method resulting of severals days of expertise and thermal method developed in

this paper for four levels of pmax. Relative difference remains lower than 10 % fior the mean value.

4.4 Concluding Comment

In this paper, an experimental device using an infrared camera that enables estimation thermal effects accompanying fretting

loading on steel in a cylinder on flat contact configuration was presented. Thermal measurement was coupled to a markers

tracking method to eliminate rigid body movements induced by vibrations and rigidity of the fretting device.

During a fretting test with constant loading, results show that the temperature evolution averaged over a zone of interest

can be decompose on a global warming and a sum of two periodic signals at fL and 2fL, where fL is the loading frequency.

A local least-square fitting was proposer to approximate the temperature evolution. Results show that global warming and

amplitudes of periodic signals reaches stabilized value after several cycles.

During a fretting test with constant normal force but increasing tangential force step by step, results show that stabilized

value of drift and amplitudes of periodic signals of temperature can be empirically connected with crack threshold

determined by destructive method. Differences between thermal method and destructive method on the crack thresholds

were less than 10 %.
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Chapter 5

Crack Growth Study of Fibre Metal Laminates

Using Thermoelastic Stress Analysis

Rachel A. Tomlinson, Khurram Amjad, and Gonzalo Genovart Urra

Abstract The behaviour of crack growth in fibre metal laminates (FML) was investigated using Thermoelastic Stress

Analysis (TSA). Fatigue tests were performed on Single Edge Notch Tension (SENT) specimens and thermoelastic data

recorded. A Newton–Raphson iteration combined with a least-squares approach was used to fit equations describing the

stress field around the fatigue crack tip to the thermoelastic data. The stress intensity factor range was thus determined at

intervals of fatigue crack growth. By correlating the experimental results with a phenomenological crack growth prediction

model, it was shown that our thermoelastic methodology which had been used previously for crack studies in monolithic

metal specimens is capable of determining accurately fracture parameters in hybrid materials. The thermoelastic technique

also allows identification of the crack tip in the metal layer, thus fatigue crack growth rate was determined easily.

The experimental results agreed with the general trend reported elsewhere, of decreasing crack growth rate in FMLs.

Delamination between the metal and fibre layers in the crack wake was investigated by comparing thermoelastic data with

ultrasound measurements. It was found that the out-of-phase thermoelastic signal gave an accurate representation of the

delamination in the crack wake. TSA, therefore, shows great potential for several aspects of fracture study in FMLs.

Keywords Thermoelastic stress analysis • Crack • Fatigue • Fibre metal laminate • GLARE

5.1 Introduction

Glass Laminate Aluminium Reinforced Epoxy (GLARE) is a fibre metal laminate (FML) which has started to be used

extensively in aerospace applications due to its better damage tolerance and improved fatigue performance as compared to

the aluminium alloy. It consists of thin layers of 2024-T3 aluminium alloy and pre-preg. The aluminium layer is nominally

0.3–0.5 mm thick and the pre-preg layer is 0.13 mm thick, consisting of unidirectional S-glass fibres embedded with FM94

adhesive and has a nominal fibre volume fraction of 59 % [1]. Currently there are six standard grades of GLAREwhich result

from the different orientation and stacking order of pre-preg layers within the aluminium alloy layers [1]. In this study,

fatigue behaviour of GLARE 3–3/2 [AL/0�/90�/AL/90�/0�/AL] was investigated using the technique of Thermoelastic

Stress Analysis (TSA), also known as lock-in thermography.

In recent years Thermoelastic Stress Analysis (TSA) has been found to be an ideal method to study crack tip strain fields,

due to its non-contacting, full-field, data collection capabilities. The method is based on the principle that under adiabatic

and reversible conditions, a cyclically loaded structure experiences temperature variations that are proportional to the sum of

the principal stresses. These temperature variations may be measured using a sensitive infra-red detector and thus the cyclic

sum of the principal stresses on the surface of the structure may be obtained. An expression for the first stress invariant in the

region of the crack-tip can be derived from stress field equations and used to determine the fracture parameters, such as

the stress intensity factor [2, 3] and T stress [4]. The advantage of using TSA for such measurements is that the technique

provides a direct measure of fracture behaviour which has been invaluable in studies of crack closure [5], cracks in welds [6]

and crack-tip plasticity [7]. All these fracture studies have been on monolithic metal specimens but it is hypothesized that the

same methodology could be used to quantify the fatigue behaviour of FML materials. It has been demonstrated [8, 9] that
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TSA has significant potential for investigating damage and fatigue behaviour in FMLs but is believed that there are no

published literature on determining fracture parameters of FMLs using TSA. Therefore the aim of this work was use TSA

to investigate fatigue behaviour of a fibre metal laminate material in such a quantitative manner.

5.2 Test Specimen and Experimental Procedure

A GLARE 3–3/2 Single Edge Notch Tension (SENT) specimen was manufactured to the dimensions shown in Fig. 5.1, and

prepared by spraying one of its faces with matt black paint in order to increase the emissivity of the surface. The edge notch

was 2 mm long and 0.3 mm wide. For the purpose of calibration, an orthogonal strain gauge rosette was also bonded to the

back face of the specimen far away from the edge notch to ensure uniform stresses at that point. The strain gauge location is

given in Fig. 5.1. The specimen was loaded in a 100 kN load range MAND servo hydraulic test machine using two pin

jointed grips. The experimental arrangement is shown in Fig. 5.2.

Fig. 5.1 Dimension of GLARE 3–3/2 SENT specimen

Fig. 5.2 Experimental arrangement
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A constant amplitude tensile cyclic load with a maximum applied stress, σmax of 100MPa and the stress ratio, R of 0.3 was

applied at a frequency of 10 Hz for 450 � 103 cycles. Thermoelastic images of the crack tip region were recorded at regular

intervals during the fatigue crack growth using a Deltatherm 1410 Thermoelastic Stress Measurement System.1

A Newton–Raphson iteration combined with a least-squares approach was used to fit equations describing the stress

field around the fatigue crack tip to the thermoelastic data [2] and the mode I and mode II stress intensity factor (SIF)

ranges, ΔKI and ΔKII, were determined as shown in Fig. 5.3. As the specimen was loaded perpendicular to the crack,

negligible values of ΔKII were expected.

In a second set of fatigue tests, the same GLARE 3–3/2 SENT specimen was cyclically loaded with a maximum applied

stress of 65 MPa and the stress ratio of 0.5 for further 50 � 103 cycles at a frequency of 10 Hz and no crack growth was

observed. The maximum load was then increased to a maximum applied stress, σmax of 75 MPa and the stress ratio, R of

0.3 and the near steady state crack growth was observed for the test duration of further 250 � 103 cycles at a frequency

of 10 Hz. The stress intensity factors and the monitored crack growth for the second set of fatigue tests are given in

Figs. 5.4 and 5.5.
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5.3 Fatigue Crack Growth Mechanism in Glare

The general trend of decreasing SIF and steady crack growth rate were observed from the fatigue test results (see Figs. 5.3,

5.4, and 5.5). Many authors [10–12] have reported the general trend of approximately constant crack growth rate in fibre

metal laminates over a significant period of crack growth life. The reason for the decrease in SIF can be explained by the

analysis of the crack growth mechanism in FMLs. The fatigue crack propagation in GLARE involves crack growth in

the aluminium layers only, as the glass fibres are insensitive to fatigue [10]. The intact fibre layers in the wake of the crack

act as a second load path which significantly reduces the load transferred around crack in the aluminium layers. This effect of

crack bridging results in a decrease in SIF at the crack tip (as shown in Fig. 5.3) and thus a decrease in the crack growth rate.

Once the fibre bridging becomes effective, balance is established between the crack propagation in the aluminium layers and

the delamination growth at the interface, which results in a constant SIF (as shown in Fig. 5.4) at the crack tip and thus,

a constant crack growth rate (as shown in Fig. 5.5).

The intact fibre layers also induce cyclic shear stresses at the prepreg/aluminium interface, which causes delamination at

the interface. Delamination plays an important role in the GLARE fatigue mechanism as it decreases the bridging stresses in

the fibres, by allowing an increase in length over which fibres are elongated [10]. Delamination at the interface is the reason

why fibres don‘t break in the crack wake during the crack growth in the aluminium layers. Takamatsu et al. [11] and Toi [13]

in their study on FMLs reported almost no fibre breakage in the wake of the crack during the crack propagation in the

aluminium layers. Takamatsu et al. [11] investigated the crack length in the inner aluminium layers of GLARE 3–5/4, by

machining the specimen in the vicinity of the crack tip, and reported the difference between the crack lengths of the top and

inner layers to be about 8 % for the short cracks and 2 % for the long cracks.

5.4 Sub-surface Damage Detection in Glare

In order to investigate the delamination at the prepreg-aluminium interface further the phase images from the TSA data

were observed. In TSA the thermal signal recorded by the camera is correlated with a reference signal from the loading

device in order to filter out any background IR radiation and extract the TSA signal from the specimen. Each point in the

data field may be represented as a vector where the magnitude is the TSA signal and the angle is the phase shift between

the thermoelastic and reference signals. If adiabatic and reversible conditions apply, then the phase shift will be uniform

over the whole specimen. However if heat is generated, there will be a relative phase difference due to non-adiabatic

effects. Figure 5.6 shows the TSA signal and phase difference from the SENT specimen when the crack length was

14 mm. The phase in Fig. 5.6b has been shifted so that the far field is zero, so the map is really the phase difference relative
to the far field.
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Meola et al. [9] observed that the phase map gives an indication of the delamination at the prepreg/aluminium interface

but did not seek to use the data to quantify its extent. It is hypothesised that the phase difference of the thermoelastic image

(Fig. 5.6b) gives an accurate representation of the delamination size in the crack wake. A phase shift can be seen at both sides

of the crack wake, indicating some heat generation due to delamination. In order to obtain a measure of this out-of-phase

region and thus the delamination zone, a line plot of the phase difference as indicated in Fig. 5.6b was plotted in Fig. 5.7, and

the delamination width was measured as shown to be 2b ¼ 3.8 mm.

Ultrasonic scanning of the GLARE 3–3/2 SENT specimen was performed in order to compare the actual delamination

size with the one proposed from the map of phase difference in Fig. 5.6b. The delamination width, 2b measured from the

region near the crack tip from the ultrasound C-scan (see Fig. 5.8) was found to be approximately 4 mm, which is similar in

magnitude to the delamination width measured from the phase map of the thermoelastic image i.e. 3.8 mm. The delamina-

tion zones measured using TSA (Fig. 5.6) and Ultrasound (Fig. 5.8) are a very similar shape as well as size. Therefore it is

proposed that the phase difference method is an effective way to quantify the delamination zone since it has the advantages

over ultrasound of being fast and non-contacting.

Fig. 5.6 (a) TSA signal and (b) phase difference around a 14 mm long crack in a GLARE 3–3/2 SENT specimen
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5.5 Comarision of Experimental Results with the Phenomenological

Crack Growth Prediction Model

The experimentally determined SIF values for the steady state crack growth in GLARE were compared with the ones

determined from phenomenological prediction model proposed by Wu and Guo [12]. The prediction model is based on the

experimental observation of decreasing crack growth rate in GLARE which tends to a constant value, once the fibre bridging

becomes fully effective. According to the prediction model, the stress intensity factor equation for the steady state crack

growth in GLARE is as follows:

ΔKeff ¼ ΔS
ffiffiffiffiffiffi
πlo

p
(5.1)

where ΔS is the stress range and lo is the equivalent length, which is being defined as a material parameter. The crack growth

rate in GLARE can be determined from the Walker’s crack growth rate equation for the monolithic aluminium [14].

da

dN
¼ C½ð1� RcÞm�1ΔKeff �n (5.2)

where C, m and n are the coefficients of Walker’s equation for 2024-T3 aluminium alloy. Rc is the effective stress ratio

considering the effect of residual stress in the aluminium layers. In order to determine the effective stress ratio, the tensile

residual stress, Rc ¼ 19 MPa was calculated by applying the classical laminate theory.

The value of equivalent length, lo which according to Wu and Guo [12] is a material parameter was not available for

GLARE 3–3/2 in the literature. Hence, the mean crack growth rate of 2 � 10�5 mm/cycle determined from the crack growth

plot in Fig. 5.5 was substituted in Walker’s equation (5.2) to determine the effective SIF for the steady state crack growth in

GLARE 3–3/2 SENT specimen. These values were compared with those determined using TSA as shown in Fig. 5.9.

In order to determine the validity of this phenomenological model, the predicted values of crack growth rate were

compared with the crack growth rate curves for other GLARE grades found elsewhere in the literature. It was concluded that

the model is able to predict the crack growth rate in GLARE fairly well but it is limited in its range of applicability because

the equivalent length, lo doesn’t appear to be a material parameter, as it depends on other parameters as well such as

specimen width and the specimen type i.e. CCT or SENT. In their work on crack closure, Diaz et al. [5] noted that TSA gave

a direct measure of the effective ΔK, as is the case in this current work. This is a distinct advantage in such cases where the

material behaviour is not predicted easily.

Fig. 5.8 Ultrasonic C-scan

of the crack region of a

of 14 mm crack in GLARE

3–3/2 SENT specimen
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5.6 Conclusions

The aim of the current work was to investigate the fatigue behaviour of GLARE using TSA. By correlating the experimental

results with a phenomenological crack growth prediction model, it was shown that our thermoelastic methodology which

had been used previously for crack studies in monolithic metal specimens is capable of determining accurately fracture

parameters in FMLs. It was also found out that the phase map of the thermoelastic image gives an accurate representation of

the delamination size in the crack wake. The delamination size determined from the phase map correlated well with the one

determined from the ultrasonic scan of crack wake region. Based on these encouraging results, it was concluded that TSA

can be further developed into a novel technique for simultaneously assessing fracture parameters, monitoring the fatigue

crack growth and quantifying the sub-surface damage in FMLs with the aim of developing a technique which may be used on

not only laboratory specimens but also real engineering structures.
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Chapter 6

Crack Detection in Large Welded Components

Under Fatigue Using TSA

Andrew Robinson, Janice Dulieu-Barton, Simon Quinn, and David Howarth

Abstract Thermoelastic stress analysis (TSA) is used to investigate the initiation and growth of cracks in large welded

specimens under fatigue loading. The dimensions and weld geometries investigated are characteristic of those found in the

ship building industry, and specimens that have different weld geometries and have undergone different peening treatments

are examined. The application of such a technique in industrial situations is explored further by subjecting the specimen to

conditions that are representative of those found in service or those that could be realistically applied during construction and

assembly.

Keywords TSA • Non-destructive testing • Fatigue • Welded structures • Crack growth

6.1 Introduction

The fatigue of welded structures is a common problem, and research is on-going to further understand the mechanisms and

effects of various peening treatments, fatigue life extension, crack formation and crack detection [1]. It is known that design

limits based on small scale test coupons are not necessarily representative of larger scale problems. Moreover, when coupled

with the difficulty in incorporating variations in residual stress and variable loads that can be present in reality this often

leads to overly conservative design approaches being taken. This is especially true in the ship building industry where tensile

limits are often applied to the design of components that experience predominantly compressive stresses in service. In the

presence of reduced tensile residual stress such compressive stresses should be somewhat non-damaging, which would allow

an increase in allowable stress levels or reduced fatigue damage index.

With the quality of materials and processes being greatly improved in recent years, there is an opportunity to reassess

these structures and the design regulations [2]; in addition, new techniques are also available that may provide new means of

non-destructively evaluating these components. The primary specimens tested in the present work (Fig. 6.1) represent part of

a typical longitudinal stiffener to transverse web connection in a ship’s hull. The specimens incorporate the fillet weld detail

from large panels at which fatigue cracks are known to initiate and enabled a detailed investigation of the fatigue

performance of the fillet welded joint.

Thermoelastic stress analysis (TSA) is a quick, portable and robust non-contacting analysis technique that provides

full-field stress data over the surface of a cyclically loaded component [3]. It is shown to provide a wealth of data around

the welded joint, enabling full-field information about the stress distribution and crack evolution to be obtained. Use of

such a technique may help to provide valuable information about the presence of cracks or defects within a structure, and

help understand the mechanisms driving the growth of fatigue cracks; furthermore it may be possible to inspect large areas

of structural components in a quick and efficient way, using relatively inexpensive equipment and in real industrial

situations. TSA is based on the small temperature changes that occur when a material is subject to a change in elastic

strain, generally referred to as the ‘thermoelastic effect’. When a material is subjected to a cyclic load, the induced strain
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produces a cyclic variation in temperature. An infra-red detector is used to measure the small temperature change, ΔT,
and a direct relationship between ΔT and the change in the ‘first stressinvariant’, Δ(σ1 + σ2), or the sum of the principal

stressescan be established.

6.2 Experimental Procedure, Results and Discussion

When using TSA, the necessity for the cyclic load that is required to generate the temperature changeis often considered an

experimental disadvantage. In the case of fatigue testing, the fatigue loading itself can be used to provide the key element

required for this non-destructive technique. However, for the thermoelastic equation to be valid, there is a requirement that

the temperature change occurs adiabatically, which typically leads to relatively high loading frequencies and dictates that the

theory is invalid for areas experiencing heating [4]. It is also the case that the theory is invalid for regions experiencing cyclic

plasticity such as experienced at a crack tip. Furthermore the plasticity leads to heating and subsequent diffusion (i.e. non

adiabatic behaviour) and dissipation in the region of the neighbourhood of the crack. Therefore direct stress information

cannot be obtained from the measured temperature change in this region, however it is clearly shown that analysis of

temperature and phase data in these areas can still offer significant insight albeit qualitatively and further processing may

enable quantitative information to be obtained regarding the condition of the material and crack growth.

Steel specimens were subjected to a range of fatigue conditions including: tension-tension, compression-compression,

and variable mean stress and amplitude loading. The loading conditions (unless otherwise stated) were equivalent to a stress

amplitude of 200 MPa, and were cyclically loaded at a frequency of 10 Hz in a Schenck 630 kN servo-hydraulic test

machine. Steel butt welded specimens (Fig. 6.2) that had been subjected to laser and shot peening treatments were also

investigated under similar conditions. A Cedip Silver 480 M infra-red detector was used to obtain the thermoelastic data.

Figure 6.3 shows the temperature and phase data around the toe of the fillet welded joint, throughout various stages of the

fatigue life of the specimen. The specimen was loaded at 10 Hz in compression with a stress range of 200 MPa, R ¼ 0.1;

thermoelastic data was recorded at 5,000 cycle intervals and the plots shown are after (a) 10,000, (b) 150,000 and (c) 315,000

cycles. The displacement data was also monitored throughout the test. As the loading was compressive, failure was defined

to be when the fatigue crack has initiated on one face, and propagated through the entire thickness emerging on the opposite

side, as opposed to total failure into two pieces; this was monitored using visual inspection and a solution of soap and water.

The temperature data in Fig. 6.3a clearly shows the full field stress distribution around the weld toe. Often the stress

concentration factor around such joints are obtained using strain gauges; the benefit of thermoelastic stress analysis is that

the technique is full field, and the such stress information can be readily obtained from the temperature change through a

straightforward calibration process. It is also possible to identify a small difference on the right side of the weld toe (marked

with an arrow) in both the phase and temperature data. This correlates with a small lip in the weld profile suggesting a change

in the stress distribution and the likely initiation point of a crack. Obtaining thermoelastic data takes a matter of seconds, and

TSA may provide the ability to quickly inspect large areas or welded structures for potential surface defects and initiation

points.

The location of the crack is confirmed in Fig. 6.3b, where the temperature, and therefore stress distribution around the

weld toe has changed significantly. A small change indicating the start of a crack was first noted in the TSA data after

approximately 40,000 cycles; this was prior to any indication from strain gauge or displacement data. It is also noteworthy

that there is a significant change in the phase data; this change is indicative of non-linear behaviour which can include non-

adiabaticity, specimen heating, regions of plasticity, or large stress gradients. Figure 6.3c shows the crack after 315,000

cycles just prior to the failure criteria being met, and it can be seen that the crack has propagated across the entire toe and has

now grown laterally into the main body of parent material. It is also possible to identify the approximate location of the crack

Fig. 6.1 Longitudinal fillet

weld specimen
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tips from both the temperature and phase data and additional processing may elicit further information such as the extent of

the heat affected zone and crack growth rates. While it can clearly be seen that TSA is an excellent technique for providing

stress and crack growth information throughout the life of a component in a laboratory environment, it is not practical to

apply high cyclic loads to real structures in-service. The requirement for a relatively high cyclic frequency to achieve

adiabatic conditions is a further hindrance; it may not be possible to locally load a ship structure at 10 Hz and/or develop

such high stresses to provide a strong thermoelastic response.

The potential of applying TSA in the field has been explored further by subjecting the specimens to very low loading

amplitudes and low cyclic frequencies. A range of tests were performed, whereby the longitudinal fillet welded specimen

was subjected tocompressive stress ranges equivalent to 200, 100, and 20 MPa, and at loading frequencies of 10, 1, and

0.1 Hz. While the temperature data obtained is not fully thermoelastic, and therefore quantitative stress information cannot

be directly calculated, qualitatively it can be seen from Fig. 6.4 that the stress distribution, and therefore presence of cracks,

can still be inferred at the lower frequencies and loads.

Data was again recorded at 5,000 cycle intervals, and the primary difference between data taken at different loads and

frequencies is the change in magnitude of temperature recorded. Nevertheless, a clear evolution of the temperature change

around the weld toe can be seen from comparison of data sets throughout the test. Likewise, similar conclusions could be

drawn from the phase information.

Fig. 6.2 Butt weld specimen geometry

Fig. 6.3 Temperature (upper) and phase (lower) data throughout fatigue test, (a) 10,000 cycles, (b) 150,000 cycles, (c) 315,000 cycles
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6.3 Conclusions and Further Work

TSA has been shown to have the potential to be a non-contact technique for assessing the stress distributions around cracks

in welded structures. It is possible to obtain full-field stress information over large areas and obtain information about the

characteristic features of fatigue cracks. Furthermore, it has shown potential for application with in-service structures

through the possibility of obtaining data rich thermoelastic information at lower frequencies and loads that are more

realistically achievable in industrial settings. The data presented in this paper was obtained using a relatively high-tech

and expensive infra-red detector. Further work will be conducted using a more inexpensive bolometer.
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Chapter 7

Hybrid Thermoelastic Analysis of an Unsymmetrically-Loaded

Structure containing an Arbitrarily-Shaped Cutout

W.A. Samad and R.E. Rowlands

Abstract The most critical stresses frequently occur at holes or notches, thereby influencing structural integrity. The

prevalence of arbitrarily-shaped cutouts in engineering structures makes it necessary to be able to determine the state of

stress reliably at and near these discontinuities. The fact that external boundary conditions are often not well known in

practice complicates such situations. Unfortunately, theoretical solutions are seldom available for perforated finite

geometries, and like numerical methods, they require accurate knowledge of external boundary conditions. On the other

hand, traditional purely experimental methods typically do not readily provide the individual components of stress or

reliable results close to the edge of a cutout. Acknowledging the above, this paper describes the ability to evaluate the full-

field state of stress in an unsymmetrical-loaded finite structure containing an arbitrarily-shaped hole by processing the

recorded load induced temperature information with an Airy stress function and imposing the local traction-free conditions

discretely. As well as satisfying load equilibrium, the present hybrid-thermoelastic stress analysis (TSA) results agree with

those from measured strains and a finite element analysis.

Keywords Thermoelasticity • Arbitrarily-shaped cutouts • Hybrid

7.1 Introduction

Stresses have been determined in a symmetrically loaded tensile plate having an arbitrarily-shaped hole [1]. Since loading

and boundary conditions are rarely symmetrical in practice, this paper extends the approach presented earlier such that it is

applicable to more general and practical situations. The present hybrid-TSA approach combines measured temperature data

with an Airy stress function in polar coordinates, and imposes the local traction-free boundary conditions in order to

determine the full-field individual components of stress at and in the neighborhood of an arbitrarily-shaped hole in a finite

unsymmetrically loaded tensile plate, Fig. 7.1. Lacking an analytical coordinate system aligned with the boundary of the

cutout in Fig. 7.1, the local traction-free conditions are imposed discretely by determining the directions normal and tangent

to the edge at multiple locations on the boundary of the hole. The present lack of symmetry greatly increases the amount of

recorded temperature data required, the number of edge locations at which one must impose the traction-free conditions and

the number of Airy coefficients involved. These increased conditions aggravate the accompanying least-squares computa-

tion. The hybrid-TSA results agree with those from measured strains and finite element analysis (FEA).
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7.2 Experimental Details

A 6061 T-6 aluminum structure, Fig. 7.1, was used to assess the viability of the proposed approach. The structure is 27.94 cm

long, 7.62 cm wide, and 0.63 cm thick and at its center is an irregularly-shaped cutout whose exact geometry is unknown.

The profile of this arbitrarily-shaped hole was created by passing a B-spline through three defined points. The plate was tilted

at 13� from the horizontal axis and then loaded through the hydraulic grips of the MTS hydraulic machine, Fig. 7.1. The

lower hydraulic grip applied a cyclic loading varying from 500 lbs to 1,500 lbs (1,000 lbs +/� 500 lbs) at a rate of 20 Hz

while the top hydraulic grip held the specimen fixed. Prior to testing, the plate was polished using sand paper and degreased

to provide a clean smooth surface, after which the specimen was spray covered with Krylon Ultra-Flat black paint in order to

increase the thermal emissivity of the structure. Only two uniform passes were applied to the surface of the structure such

that any attenuation effects due to the paint thickness are minimized.

The load-induced temperature data, S*, were recorded by a liquid nitrogen cooled DeltaTherm model DT1400 camera.

The camera used here has a sensor array of 256 horizontal � 256 vertical pixels.

Under adiabatic and reversible conditions associated with the applied cyclic loading, the recorded TSA image, S*, in
Fig. 7.2 is proportional to the summation of stresses as follows [2]:

S� ¼ KΔS ¼ KΔ σ1 þ σ2 ¼ σr þ σθ ¼ σx þ σy ¼ σξ þ ση
� �

(7.1)

K in Eq. 7.1 is a calibration factor related to the relevant physical properties of the material, surface condition and TSA

system parameters [3] and σ1, σ2, σr, σθ, σx, σy, σξ and ση are the normal stresses in the principal, polar, Cartesian rectangular

coordinates, and normal and tangential to the edge of the hole, respectively. The calibration factor was obtained using a

similar TSA test but on a different non-perforated specimen since there is no region in Fig. 7.2 where the stresses are known.

7.3 Airy’s Stress Function

The hybrid approach combines analytical expressions for the stresses from derivatives of the Airy stress function, ϕ, with
measured data in Eq. 7.1. In the absence of body forces, a relevant Airy stress function satisfying the biharmonic equation,

r4ϕ ¼ 0, can be expressed as [4]

Fig. 7.1 Experimental setup and loading condition
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ϕ ¼ a0 þ b0lnr þ c0r
2 þ A0θ þ a1r þ c1

r
þ d1r

3
� �

sin θ þ a01r þ c01
r
þ d01r3

� �
cos θ

þ
X1

n¼2;3;4...
anr

n þ bnr
ðnþ2Þ þ cnr

�n þ dnr
�ðn�2Þ

� �
sinðnθÞ

þ
X1

n¼2;3;4...
a0nrn þ b0nrðnþ2Þ þ c0nr�n þ d0nr�ðn�2Þ

� �
cosðnθÞ (7.2)

where radius r is measured from the center of the hole, angle θ is measured counterclockwise from the horizontal x-axis,
Fig. 7.3 and N is the terminating index value of the series and can be any positive even integer.

Fig. 7.3 Test specimen dimension, coordinate systems and strain gage locations

Fig. 7.2 TSA image of perforated plate of Fig. 7.1
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Upon differentiating equation (7.2), the individual polar components of stress are as expressed as follows:

σr ¼ 1

r

@ϕ

@r
þ 1

r2
@2ϕ

@θ2
¼

1
r2 b0 þ 2c0 þ �2c1

r3 þ 2rd1
� 	

sin θ þ �2c01
r3 þ 2rd01

� �
cos θ�

PN
n¼2;3;4;...

annðn� 1Þrn�2 þ bnðnþ 1Þðn� 2Þrn
þcnnðnþ 1Þr�ðnþ2Þ þ dnðn� 1Þðnþ 2Þr�n


 �
sinðnθÞ

�PN
n¼2;3;4;...

a0n nðn� 1Þrn�2 þ b0n ðnþ 1Þðn� 2Þrn
þc0n nðnþ 1Þr�ðnþ2Þ þ d0n ðn� 1Þðnþ 2Þr�n


 �
sinðnθÞ

(7.3)
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þcnnðnþ 1Þr�ðnþ2Þ þ dnðn� 2Þðn� 1Þr�n


 �
sinðnθÞ

þPN
n¼2;3;4;...

a0n nðn� 1Þrn�2 þ b0n ðnþ 1Þðnþ 2Þrn
þc0n nðnþ 1Þr�ðnþ2Þ þ d0n ðn� 2Þðn� 1Þr�n


 �
sinðnθÞ

(7.4)

σrθ ¼ � @

@r

1

r

@ϕ

@θ

� �
¼

1
r2 A0 þ 2c1

r3 þ 2rd01
� 	

cos θ � �2c01
r3 � 2rd1

� �
sin θ�

PN
n¼2;3;4;...

annðn� 1Þrn�2 þ bnnðnþ 1Þrn
�cnnðnþ 1Þr�ðnþ2Þ � dnnðn� 1Þr�n


 �
cosðnθÞ

þPN
n¼2;3;4;...

a0nnðn� 1Þrn�2 þ b0n nðnþ 1Þrn
�c0nnðnþ 1Þr�ðnþ2Þ þ d0n nðn� 1Þr�n


 �
sinðnθÞ

(7.5)

With the separate stresses expressed analytically in terms of the various Airy coefficients, Eqs. 7.3 and 7.4 can now be

added together and substituted into the right hand side of Eq. 7.1 which relates the experimentally determined values of S
with an analytical expression for the quantity σr + σθ.

S ¼ σr þ σθ ¼
4 c0 þ 8r sin θd1 þ 8r cos θ d

0
1

þPN
n¼2;3;4;... 4 nþ 1ð Þrnbn � 4 n� 1ð Þr�ndn½ � sin nθð Þ

þPN
n¼2;3;4;... 4 nþ 1ð Þrnb0n � 4 n� 1ð Þr�nd0n½ � cos nθð Þ

(7.6)

Note that the separate expressions for the stresses in Eqs. 7.3, 7.4, and 7.5 necessitate knowing the Airy coefficients A0,
c1, c1

0
, an, an

0
, cn and cn

0
which do not appear in Eq. 7.6, and hence the need for additional conditions by which to evaluate all

of the necessary coefficients and consequently the separate stresses.

7.4 Traction-Free Conditions

The additional conditions are those from imposing the traction-free boundary conditions on the edge of the hole. A normal-

tangential coordinate system is employed here to impose the traction-free conditions at the edge of the cutout, Fig. 7.2.

Equation 7.7 is used to convert the stresses from polar r; θð Þ to normal-tangential ξ; ηð Þ coordinates on the edge of the hole

such that σξ and σξη can be imposed to zero.

σξ
ση
σξη

8<
:

9=
; ¼

cos2 ψ sin2 ψ 2 sinψ cosψ
sin2 ψ cos2 ψ �2 sinψ cosψ

� sinψ cosψ sinψ cosψ cos2 ψ � sin2ψ

2
4

3
5

σr
σθ
σrθ

8<
:

9=
; (7.7)

The angle ψ used in the transformation matrix of Eq. 7.7 is the angle between the normal direction, ξ, and the polar

radial direction, r, Fig. 7.3. In order to determine the angle ψ along the boundary of the hole, 1,272 discrete points on the

edge of the hole were first imported from a CAD model of the hole of Fig. 7.1. After which, a second order polynomial was
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fitted to a set of three neighboring boundary points. Differentiating the polynomial analytically provides the slope, hence the

tangential and normal directions and ultimately the angle ψ , at the midpoint of the polynomial. Repeating this process

incrementally at overlapping sets of neighboring points along the edge of the hole gives ψ at the 1,272 discrete positions on

the boundary.

7.5 Results

Once the TSA image has been recorded and calibrated, a set of linear isopachic expressions of the form of Eq. 7.6, as well as

the set of linear equations from imposing the local traction-free boundary conditions (σξ ¼ σξη ¼ 0) at the hole, can be

written in matrix form as follows:

A½ �ðmþ2hÞ x k cf gk x 1 ¼ df gðmþ2hÞ x 1 (7.8)

where [A] is the m + 2h by k Airy matrix composed of m isopachic Airy expressions of the form of Eq. 7.6 in terms of r and
θ associated with the m selected source locations of the input values of S as well as 2h ¼ 2,554 traction-free boundary

conditions of the form σξ ¼ σξη ¼ 0, {c} is the set of k unknown Airy coefficients and vector {d} includes the set of m data

values for S at the same set of image data locations used in [A] as well as the σξ ¼ σξη consequences on the edge of the hole.
The locations of the measured input TSA data were selected such that pixels were equally separated and distributed across

the component’s area of interest. Only recorded temperature values which originated at least two pixels away from the edge

of the hole were used. Based on that, the number of data points used here is m ¼ 19,600 while the number of Airy

coefficients used is k ¼ 90.
Figure 7.4 compares the isopachic stress contours of the reconstructed TSA image from the hybrid technique versus the

original TSA information. The good agreement between the two contour plots validates the choice of the number of Airy

Fig. 7.4 Contour plots of S from measured TSA (left) and reconstructed based on the determined Airy coefficients (right)
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coefficients and data points used (m ¼ 19,600 and k ¼ 90). Moreover, the advantage of hybridizing TSA data over solely

using TSA results is evident from Fig. 7.4 as the stress contours are cleaned of any noise or dead pixels and most importantly,

the of results right at the edge of the irregularly-shaped cutout are now available reliably.

For comparative purposes, an ANSYS finite element model was generated using Plane-82 isoparamteric elements to

model the unsymmetrically loaded tensile plate of Fig. 7.3. The boundary conditions at the ends of the specimen, Fig. 7.1,

were replicated numerically using different ways. Figure 7.5 compares the normalized hoop stresses from the hybridized

TSA data and finite element prediction.

Table 7.1 compares the hybrid TSA obtained normalized strains at a static load of 5,337.6 N with those from commercial

foil strain gages mounted on the transverse curved edge of the hole at each of θ ¼ 52�, 158�, 232� and 338�, Fig. 7.3 (left).

Angle θ is measured from the global horizontal axis as identified in Fig. 7.3.

7.6 Conclusion

The present paper demonstrates the ability to determine the independent components of stress on and near the edge of an

arbitrarily-shaped hole in an unsymmetrically loaded tensile structure by combining TSA data with an Airy stress function.

The traction-free conditions were imposed discretely on the edge of the hole using a different tangential-normal coordinate

system at each boundary location. Unlike purely analytical or numerical techniques, the present hybrid method enjoys the

Fig. 7.5 Stress contour plots of σθ/σ0 from FEA (left) and hybrid (TSA + Airy’s stress function) (right)

Table 7.1 Strain comparison from gage measurements, FEA and hybrid TSA method

εθ for a static load of 4,448 N (1,000 lbs)

Location on curved surface Strains from gages Average strain from gages Hybrid TSA FEA

θ ¼ 232
�

0.93 � 10�3 0.91 � 10�3 0.89 � 10�3 0.87 � 10�3

θ ¼ 52
�

0.89 � 10�3

θ ¼ 338
� �0.42 � 10�3 �0.41 � 10�3 �0.48 � 10�3 �0.44 � 10�3

θ ¼ 158
� �0.40 � 10�3
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advantages of not having to know the material properties or external loading conditions. Particularly the latter are often

unknown in practice. Utilizing a stress function in real (rather than complex) variables for other than a circular cut-out is

highly convenient. The approach smoothes the measured data and provides the full-field separate stresses. Moreover, and

unlike displacement-based techniques, these are accomplished without having to differentiate any measured data.
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Chapter 8

Quantitative Themographic Characterization of Composites

Steven M. Shepard

Abstract Thermography has become a widely accepted method for NDT of composite structures. The low thermal

effusivity of polymer and ceramic matrix components makes the time scale and signal strength of their response to thermal

excitation nearly ideal for thermographic inspection methods. At present, composite NDT applications are primarily

qualitative, based on identification of discrete flaws such as delaminations, voids, inclusions or unbonds. Quantification is

limited to flaw sizing, and to a lesser extent, measurement of flaw depth or thermal diffusivity. Using the Thermographic

Signal Reconstruction (TSR) method to interrogate each pixel time history individually, it is possible to accurately measure

flaw size and depth, and also to characterize the thermophysical properties of the constituent layers of a multilayer sample.

This type of material characterization task can be performed by quantitative analysis of the logarithmic time derivatives and

their attributes, obtained from the TSR analysis. However, a significant amount of information can be inferred from the basic

shape characteristics of the derivatives. As an example, we present a set of primitives that represent 2nd derivative responses

for various one and two layer material configurations.

Keywords Thermography • Nondestructive • Thermographic signal reconstruction • Primitives

8.1 Introduction

Active thermography has become a widely used method for Nondestructive Testing (NDT) of composite materials. In the

most basic configuration, the surface of a test article is subjected to a thermal stimulus, and observed with an infrared camera

as it responds to that stimulus [1]. The subsurface state of the sample is then inferred from the dynamic response of the

surface temperature, based on the assumption that subsurface variations in thermophysical properties, whether intentional or

anomalous, affect the flow of heat from the sample surface to the interior of the sample and result in transient surface

temperature changes. The stimulus is usually a transient heat source, although cooling excitation may also be employed.

This approach can be applied qualitatively, to identify subsurface anomalies, or quantitatively, to measure thermal

diffusivity or thickness of a sample. However, the accuracy of the measurement depends on several factors associated

with the 3 primary operations that comprise the method:

Thermal excitation – The type, duration and amplitude of the excitation method are selected to match the characteristics of

the test piece.

Surface temperature measurement – The sampling rate, wavelength, sensitivity and spatial resolution of the IR camera,

and the degree to which surface-emitted IR radiation is successfully measured, (as opposed to reflected background

radiation).

Data analysis and processing – In simple cases, large, severe flaws can be detected by viewing the unprocessed image data

from the IR camera. However, most modern implementations of thermography employ some degree of signal processing

to improve sensitivity and accuracy.

S.M. Shepard (*)
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8.1.1 Thermographic Flaw Detection and Materials Characterization

Thermography has been most widely used for flaw detection based on feature contrast, i.e. visual evaluation of the contrast

between an indication of a subsurface feature and the flaw-free sample background in the IR image. Effectively, the operator

identifies either “hot spots” associated with internal flaws that obstruct the flow of heat (e.g. a composite delamination), or

“cold spots”, indicating a subsurface inclusion that absorbs incident heat (e.g. water trapped in composite honeycomb core).

This approach is often employed for simple applications where the indication is obvious in the image sequence. While

relatively inexpensive and easy to implement, it requires subjective interpretation by the operator and is highly susceptible to

excitation nonuniformity. More significantly, it presupposes that a flaw-free background can be identified, or that it even

exists in a particular sample. For many applications, e.g. quality control, a discrete flaw may not exist, and the “flaw” may be

extended and larger than the field of view of the thermography system. In such cases, a seriously flawed and flaw-free sample

may not be distinguishable using contrast based analysis.

8.1.2 Single Point Analysis

Modern methods tend to eschew contrast analysis, and instead, employ approaches that treat each pixel as an independent

time history [2]. The most basic example of thermographic signal response is that of a defect-free, infinitely-thick slab

heated by an instantaneous, uniform source [3]. The solution for surface temperature relative to the pre-flash temperature in

this case is

ΔTðtÞ ¼ Q

e
ffiffiffiffi
πt

p (8.1)

where Q is the energy absorbed by the sample per unit area, and e is the thermal effusivity, given by

e ¼
ffiffiffiffiffiffiffiffi
kρC

p
(8.2)

where k, ρ and C are the thermal conductivity, density and heat capacity, respectively.

Taking the logarithm of both sides of Eq. 8.1, we observe that the logarithmic surface temperature decreases with a linear

dependence on the log of time, with slope �0.5.

logðΔTÞ ¼ log
Q

e

� �
� 0:5 logðπtÞ (8.3)

For the more realistic configuration of a slab with finite thickness L, we obtain a more complex series solution for surface

temperature (Fig. 8.1)

Tðx; tÞ ¼ Q

ρCL
1þ 2

X1
n¼1

e
αn2π2 t
L2 cos

nπx

L

� �
cos

nπx0

L

� �" #
(8.4)

where x and x0 indicate the depth of the heat source and field point, respectively. For front surface heating and measurement,

both x and x0 ¼ 0.

Comparing the log of Eqs. 8.3 and 8.4, we find that they behave identically immediately after excitation, but Eq. 8.4

deviates from straight-line behavior at time t*, depending on slab thickness (L) and thermal diffusivity (α) according to the

relationship

t� ¼ L2

πα
(8.5)
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It is often useful to express t* in dimensionless coordinates, where

τ ¼ αt

πL2
(8.6)

τ� ¼ 1

π
(8.7)

The physical significance of t* can be understood by considering Eq. 8.4 in the case where heating occurs at the front

surface (x0 ¼ 0) and temperature is measured at the back wall (x ¼ L). We find that at time t* the back wall reaches 91 % of

its maximum temperature.

8.1.3 Thermographic Signal Reconstruction

The Thermographic Signal Reconstruction (TSR) method is a widely used processing approach in composite NDT

applications [4–7]. It is particularly useful in situations where high sensitivity or automation is required, and has been

adapted to pulsed, step and modulated excitation. The method builds on the simplicity of the behavior of the logarithmic

temperature vs. time plot, and amplifies anomalous deviations from linearity. In TSR, the logarithmic temperature response

of each pixel is fit to a simple function (e.g. a low order polynomial), using a least squares fit algorithm. The resulting

equation is a replica of the original data that is free of temporal noise, enabling further processing without generation of

additional noise.

The derivatives of the logarithmic signal, calculated with respect to logarithmic time are extremely useful in identifying

and amplifying deviations from normal thermal diffusion [8]. Figure 8.2 shows the logarithmic surface temperature and

derivatives for a flaw-free slab. For an infinitely thick, flaw-free sample, the 1st and 2nd derivatives begin with constant

values of �0.5 and 0, respectively, and independently of the sample material or the amount of energy applied to the sample

surface. However, as time evolves, the presence of a subsurface interface perturbs normal 1-dimensional diffusion and

causes the derivatives to change in a predictable way.

8.1.4 Logarithmic Derivative Characteristics

The logarithmic derivatives calculated in TSR provide a useful means for non-imaging material characterization, so that

some information about the local subsurface state of a sample can be obtained from a single pixel time history, without

reference to an image or other pixels in the image. The derivative plots shown in Fig. 8.2 represent the ideal, limiting case of

a slab with adiabatic boundary conditions at the back wall, i.e. no heat passes through the back wall. While the scale of the

time  [diff*t / L^2]

log

back wall

1/π 1 1/π1/π^21/π^3

back wall max T
91% max T

Fig. 8.1 Rear wall (blue) and
logarithmic front surface

(black) temperatures. The

break from linearity in the

front surface temperature

occurs at the intersection of

asymptotes at time at time 1/π,
expressed in dimensionless

units of αt/L^2
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log plot may change with the composition of the slab or the amount of energy absorbed at the surface, the 1st and 2nd

derivatives of the adiabatic slab are invariant, maintaining their shape, but translating along the x axis as thickness or thermal

diffusivity of the slab changes. The logarithmic 2nd derivative can be approximated by a Gaussian function with amplitude

0.47 and standard deviation 0.5941. The 1st derivative, by definition, is the integral of the Gaussian, i.e. the error function erf(),

ranging between �0.5 and 0 [8]. The amplitude zero expresses a physical upper limit of the 1st derivative, since an

amplitude greater than zero would indicated a sample that is generating heat, rather than one that is cooling.

8.1.5 Logarithmic Derivative Primitives

It is possible to characterize several multi-layer situations beyond the adiabatic case using logarithmic derivative primitives,

which may be based on either 1st or 2nd derivative characteristics. In the multilayer case, overall derivative response can be

characterized according to the ratio of thermal effusivities (en) of the n layers (Fig. 8.3).

The 2nd derivative signals for cases a–c can be generated using inverse Laplace transform (quadrupole) modeling

(Fig. 8.4) [10]. It is useful to present these in dimensionless time coordinates so that varying geometries and material

properties can be compared. The response for case d is generated using finite difference modeling Fig. 8.5. We present select

2nd derivative primitives below:

(a) Adiabatic slab (e2 ¼ 0): The 2nd derivative is a positive Gaussian function, as described above (Fig. 8.2).

(b) 2-layer sample with infinitely thick second layer:

1. e2 < e1: The 2nd derivative is a positive Gaussian function with amplitude is less than that of the adiabatic case.

After the positive peak the derivative crosses zero and remains negative, approaching zero asymptotically (Fig. 8.4).

2. e2 > e1: The 2nd derivative is a negative function that reaches a minimum at a time later than t* and then crosses zero

and reaches a maximum, after which, it asymptotically approaches zero.

time  [diff*t / L^2]

log

1D

2D

1/π 1 1/π1/π^21/π^3

Fig. 8.2 Time evolution of the logarithmic front surface temperature and its 1st and 2nd derivatives, shown in dimensionless time units

Fig. 8.3 Basic sample configurations (a) adiabatic slab, (b) infinitely thick second layer, (c) second layer with finite thickness and adiabatic back

wall, (d) infinitely thick with laterally discrete adiabatic discontinuity
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(c) 2-layer sample with finite second layer and adiabatic back wall:

1. e2 < e1: Behavior is identical to infinitely thick 2nd layer e2 < e1 case, except that the negative derivative crosses

zero and displays a positive peak.

2. e2 > e1: Behavior is identical to infinitely thick 2nd layer e2 > e1 case, except that the signal displays a 2nd positive

peak associated with the back wall.

(d) Spatially discrete adiabatic flaw in an infinitely thick sample

1. The 2nd derivative reaches a positive peak at the time t* associated with flaw depth L, based on Eq. 8.5, where the

peak amplitude is less than or equal to that of the adiabatic slab. The signal then crosses zero and remains negative.

Approaching zero asymptotically (Fig. 8.5).

8.2 Experiment

A composite laminate sample was examined using flash thermography to demonstrate the behavior of logarithmic derivative

signals and compare image contrast and single pixel-based analysis methods for detection of embedded flaws. The flaws

represent varying degrees of difficulty of detection, and illustrate the issues involved in performing thermographic NDT on
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Fig. 8.4 2nd derivative for two-layer sample configurations with e2 < e1 (left) and e2 > e1 (right). The adiabatic slab is shown (gray) for
reference
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flaw depth is shown in gray for comparison
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composite samples. Experiments were performed on a 12-ply graphite epoxy test sample with plies orientation 0, �45, �90

and dimensions 11.900 � 7.200 � 0.1200. Eight polymer inserts with nominal thickness 0.100 were embedded in two identical

rows between plies 6 and 7, the approximate mid-depth of the panel. The inserts were square shaped with respective

dimensions of 100, 0.7500, 0.500 and 0.2500 per side. Flat bottom holes were also machined in a center row, with diameters 100

and 0.500, and depths 0.7000 and 0.6600, respectively (Fig. 8.6).

The samples were tested using a commercial flash thermography system with two quartz-xenon linear flash lamps, housed

in a reflective hood [9]. Each lamp is mounted in a reflector and driven by a 6 kJ power supply that provides a truncated

rectangular optical pulse with variable duration ranging from 10 msec to 200 microseconds. The system employs

a 640 � 480 pixel InSb camera operating in the 2–5 μm spectral range at a maximum full frame rate of 130 Hz (higher frame

rates are attained by reducing the frame size). Digital data from the camera is transferred to a PC in real-time, and the

temperature-time sequence immediately before, during and after flash heating is processed using TSR on each pixel in a

dedicated software program that displays the reconstructed signal, as well as its 1st and 2nd logarithmic derivatives and

various attributes of the derivatives.

The sample was placed 1200 from the camera lens and lamps and heated with a 3 msec duration rectangular flash pulse.

Data was acquired for 33 msec prior to the flash pulse and for 30 s after, at a frame rate of 30 Hz. The sample was inspected in

“as is” condition, i.e. no surface preparation was applied.

8.3 Results

8.3.1 Contrast Analysis

The unprocessed data sequence was compared to the processed TSR 2nd derivative sequence, so that they could be viewed

simultaneously in a running movie display. The flat bottom holes were readily detected in both sequences, although

the shape and size of each hole was more clearly defined in the derivative sequence. The inserts were only visible in the

derivative sequence. The “best” image of each sequence in terms of detection of the inserts was determined by evaluating

signal to background contrast for a square region covering 75 % of the actual insert size for the insert upper left corner of the

sample (Fig. 8.7).

8.4 Observations

The back wall and flat-bottom hole in the composite laminate correspond to the adiabatic slab and spatially finite adiabatic

flaw cases described by 2nd derivative primitives a and d described in Sect. 8.5 (Fig. 8.8). Both derivative signals display the

peak and zero crossing behavior predicted by the primitives. The peak associated with the flat bottom hole occurs earlier than

that of the back wall signal, consistent with the relative depth of the features.

11.9”

0.5
1”

1” 0.75” 0.5”
0.25”

7.2”

poly
insert

Hole 1 Hole 2

A B C D

1

2

Fig. 8.6 12-ply graphite

epoxy test sample with

polymer inserts embedded

mid-depth, and back-drilled

flat bottom holes
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The polymer insert has the characteristics of the adiabatic slab primitive. It is quite similar to the back wall signal, except

for the fact that it has slightly lower amplitude and its peak is delayed in time. Intuitively, this might seem curious, since the

inserts are at the same depth plane as the flat-bottom hole, and it is reasonable to expect their derivative peaks to occur

simultaneously. However, the amplitude of the derivative signal for a particular interface is determined by the ratio of

thermal effusivities of the constituent layers. As e2/e1 approaches unity, the interface becomes undetectable. Typical

effusivity ratios of graphite epoxy to air are on the order of hundreds, producing a strong derivative signal, based on

Table 8.1. However, the graphite epoxy to polymer ratio is <5, which accounts for the fact that the expected derivative

signal does not appear. However, the presence of the insert is observed later in the signal, in the retardation of the back wall

signal. Unlike the flat-bottom hole, the insert does not substantially block the flow of heat, but it does delay its arrival at the

back wall.

Fig. 8.7 Highest signal to background images from the cooling time sequence for the unprocessed IR image and the TSR 2nd derivative, based on

evaluation of the 100 insert in the upper left of the sample
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Fig. 8.8 2nd derivative of points corresponding to the back wall (gray), flat bottom hole (black) and a Teflon insert

Table 8.1 Typical thermal effusivities

Material Typical thermal effusivity [J/(m2 C √s)]
Graphite epoxy (perpendicular orientation) 1,240

Polymer film 750

Air (273 K) 5

8 Quantitative Themographic Characterization of Composites 65



8.5 Conclusions

The 2nd derivative primitives presented here are by no means comprehensive. Actual samples are likely to be some

combination of the primitive cases described here, subject to the usual limitations imposed by thermal diffusion, e.g. the

necessity for diameter to depth ratio >1 for discrete flaws. The primitives are intended to serve as broad classifiers, which

allow some qualitative assessment of local subsurface conditions to be made based on the behavior a single pixel. Using the

primitives, it is relatively easy to discriminate between the sample types discussed. Similar primitives can be created using

the logarithmic first derivative, or for samples with more layers. As demonstrated in the experiment on the composite panel,

features such as the polymer inserts, can occur that are not uniquely represented by a primitive. Cases such as these may

manifest themselves as perturbations of one, or more, of the primitives, exemplified by the delayed peak and reduced

amplitude of the insert relative to the back wall primitive.
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Chapter 9

Thermal Deformation of Micro-structure Diffuser

Plate in LED Backlight Unit

Chun-Cheng Chen, Chi-Hui Chien, Bo-Syun Chen, Ting-Hsuan Su, Jyun-Jie Li,

Jia-Wei Che, Jie-Lin Yu, and Zhi-Yan Wang

Abstract In this research, the thermal deformations and thermal warpages of micro-structure diffuser plate in LED

backlight unit subjected to long lighting state were studied. The thermal deformations and warpages were obtained by

adopting finite element method. In order to obtain more accurate finite element solutions, instead of using the data collected

from the existed literatures, the Young’s modulus, Poisson’s ratio, and thermal expansion coefficient of the micro-structure

diffuser plate were proposed to be measured by using micro tensile test and thermomechanical analyzer, respectively,

in advance. Then the measured mechanical properties were be used as the input data for finite element simulations.

By comparing the finite element results with the experimental results measured by using strain gauges, it can be seen that

the differences were within in 3 %. In this research, the thermal warpage phenomena of micro-structure diffuser plate

corresponding to different temperature were discussed. Also, the difference of the thermal deformation between conven-

tional diffuser plate and micro-structure diffuser plate were compared.

Keywords Conventional Diffuser Plate • LED Backlight Unit • Micro-Structure Diffuser Plate • Thermal Deformation •

Thermal Warpage

9.1 Introduction

Liquid crystal displays (LCDs) have been widely used in the information technology such as LCD-TV, LCD monitor, laptop

computer and mobile phones. Direct-type LED BLU answers LCD TV characters required to have wide vision, high

illumination, and high contract. An important element of most direct-type LED BLU is diffuser plate that diffuses and/or

refracts light directly from the LED and supports the other films and panel called Conventional Diffuser Plate. Lately, a new

and innovative product, Micro-structure Diffuser Plate (MDP), has been developed. MDP is used to refract light for the

purpose of collimating the light to the viewer, increase luminance and decrease number of LED at the same time as an

average power reduction of 30 % instead of conventional diffuser plate. MDP is optical device with one side covered by a

linear array of micro-structure. The direct-type LED BLU utilizes a lot of LEDs directly under the diffuser plate so as to

provide enough luminance to liquid crystal panel. However, it comes after that the high heat energy originated from the

LEDs in the LED BLU caused thermal problem, emitted heat results in a high thermal strain on compound material diffuser

plate. Common issues with MDP include plate distortion, which causes optical defects after long-term environmental

exposure, and scratching or flaking of the micro-structure surface. Due to the temperature increase, thermal deformations

will occur in the MDP and result mura, which will generate danger to the liquid crystal panel.

Using LED as a light source for backlights has a lot of benefits, as discussed in previous papers [1, 2], The direct-lit BLU

is comprised of several kinds of optical materials, such as a reflective film, diffusing plate, diffusing sheet, and reflective

film, etc [3, 4]. The diffuser plate is one of important components in LCDs and it is made from the Polymethyl Methacrylate

(PMMA) or PolyCarbonate (PC) or Polystyrene (PS). The diffuser plate is used to homogenize the distribution of the output

light resulting in the Lambertian distribution on it, which means equal luminance irrespective of the viewing angle.
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Kim et al. studied diffusion plate with PET/PC/PBT copolymer and PMMA diffusion plate modified with glass fibers in a

direct-backlight of a LCD, and both of them have better thermo-physical properties and water absorption compared with

conventional PMMA [5, 6]. Due to price of PS is lower than the others; PS material is used widely in conventional diffuser

plate and MDP. It is well known that the common disadvantage of Polystyrene is that its mechanical properties are quite

unstable. The environments in which LCDs may be operated are elevated temperature from LED. Chu et al. set up a

systematic analysis by using finite element analysis (FEA), computational fluid dynamics (CFD), and structure-heat transfer,

to simulate warpage due to heat source from CCFLs in the backlight module of a TFT-LCD TV [7]. Although MDP can

decrease effectively the number of LED and concentrate light to increase luminance in order to get out diffuser sheet or BEF,

yet structure of the top is different from bottom side that will lead to large deformation. Therefore, the considerable thermal

deformation of the MDP could possibly lead to poor display quality of LCDs but attention has not been paid on this issue no

matter in industrial or academic research. Moreover, Young’s modulus, Poisson’s ratio and Coefficient of thermal expansion

are the most fundamental properties in mechanics investigation. The micro tensile test was first employed to directly

measure Young’s modulus [8, 9]. The other hand, strain gauges were used to measure strain of the conventional diffuser

plate and the MDP in order to acquire really thermal deformation under BLU operating high temperature. The large

deformation from diffuser plate can cause quality issues on panel. C. Yi. Chu, et al. studied Thermal Analysis and

Experimental Validation on TFT-LCD Panels for Image Quality Concerns [10]. Park et al. analyzed the thermal deformation

of the sheet inside using FEM. The results of temperature distribution were shown in the finite element analysis comparing

with experimentation [11]. In the published literature, the investigation on the mechanical properties and thermal deforma-

tion of the diffuser plate is very limited, much less MDP. The purpose of this research is to study the effects of heat source

from LEDs to MDP using the 10 in. direct-type commercial LED BLU in compliance with mechanical properties from

experiment. On the other hand, the characteristics of the conventional diffuser plate and MDP can be compared with each

other. In this paper, we first proposed a methodology combining the micro tensile test, strain gauges and thermomechanical

Analyzer (TMA Q-400) to characterize Young’s modulus, Poisson’s ratio and Coefficient of thermal expansion of the

conventional diffuser plate and MDP from 10 in. direct-type commercial LED BLU. Simultaneously, the finite element

analysis (FEA), which was imported some above mechanical parameters, was utilized to simulate thermal deformation of the

conventional diffuser plate and MDP in order to verify the precision compared with our experiment data by strain gauges.

This paper verified the accuracy of the measurement parameters were, respectively, substituted into a numerical model based

on the finite element analysis (FEA) to simulate thermal deformation and verified their difference of with those of the

experimental results using strain gauges, simultaneously, to realize influence of micro-structures on the surface of the MDP

compared with the conventional diffuser plate.

9.2 Experiment

The 10 in. direct-type commercial LED BLU was used in this study as shown in Fig. 9.1. The BLU was comprised of several

kinds of optical materials such as one conventional diffuser plate (237.5 � 137.5 � 1.5 mm) or MDP (237.5 � 137.5

� 1.5 mm with microstructure), one reflective film and two diffuser sheets. The operating temperature distributions to the

surface of diffuser plates were measured by thermal couple. Then the temperature impacts on diffuser plates can be studied.

Besides, the Young’s modulus, Poisson’s ratio, and thermal expansion coefficient of diffuser plates were proposed to be

measured by using micro tensile test, strain gauges and thermomechanical analyzer, respectively.

The temperature histories of LED and two sides of the conventional diffuser plate or MDP were measured and recorded.

The data were taken every 5 min for 60 min continuously in order to study the temperature variation of the LED BLU

corresponded to thermal deformation of the conventional diffuser plate and MDP during operating status. Figure 9.2 shows

the temperature versus lighting time curves of each material of the 10 in. LED BLU, respectively. It can be seen that the

temperature variation will become stable after the LED BLU was on for 60 min. The raise of temperature was after 60 min of

the LED BLU, the diffuser plate is about 41�C on both surface-sides.

On the other hand, prepared in the dimensions following the suggestion in the ASTM D-638-03 [12], and its geometrical

configuration is shown in Fig. 9.3. After the preparation of the conventional diffuser plate and MDP according to the

prescribed geometry, it was gripped by the jigs of the micro tensile testing machine (Instron 5564).

Then the tensile force was applied, and the displacement and the applied load were simultaneously recorded by the micro

tensile testing machine. For the experimental setting, the acquisition frequency of experimental data is 10 times/s, and

the maximum load and speed are 5N and 5 mm/min, respectively. The relation between the stress and strain had been

addressed in the theoretical description of the micro tensile test [13]. Finally, Young’s modulus and Poisson’s ratio of the

conventional diffuser plate and MDP can be calculated from the slope of the fitting curve for stress versus strain relation
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and perpendicular strain gauges. Five specimens were tested and their results are averaged to represent Young’s modulus

and Poisson’s ratio. The experimental results of stress–strain relation of the conventional diffuser plate and MDP obtained

from micro tensile test in which the curve between the stress and strain is quite linear as Fig. 9.4 shown.

The measurement results of Young’s modulus of the conventional diffuser plate and MDP are listed in Table 9.1.

Simultaneously, the strain gauges were used herein to characterize Poisson’s ratio of the conventional diffuser plate and

the MDP. Since Poisson’s ratio of the conventional diffuser plate and MDP will be recorded by datalogger with computer.

The experimental results of the average value of five specimens are also listed in Table 9.1. The thermal effects on the

mechanical properties of the conventional diffuser plate and the MDP were also investigated by Thermomechanical
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Fig. 9.4 The experimental

results of stress–strain relation

of the conventional diffuser

plate and MDP

Table 9.1 Young’s modului

and Poisson’s ratios
Modulus(GPa) Poisson’s ratio

Conventional diffuser plate Ex ¼ Ey νyx ¼ νxy
Smaple1 2.596 0.367

Smaple2 2.621 0.361

Smaple3 2.649 0.342

Smaple4 2.586 0.356

Smaple5 2.618 0.331

Average 2.611 0.350

Standard deviation 0.024 0.015

MDP Ex νyx
Smaple1(X direction) 3.404 0.327

Smaple2(X direction) 3.329 0.331

Smaple3(X direction) 3.259 0.358

Smaple4(X direction) 3.513 0.334

Smaple5(X direction) 3.375 0.329

Average 3.376 0.336

Standard deviation 0.094 0.013

MDP Ey νxy
Smaple1(Y direction) 3.418 0.350

Smaple2(Y direction) 3.276 0.366

Smaple3(Y direction) 3.165 0.364

Smaple4(Y direction) 3.375 0.365

Smaple5(Y direction) 3.424 0.346

Average(Y direction) 3.332 0.358

Standard deviation 0.110 0.009
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Analyzer (TMA Q-400) to measure Coefficient of Thermal Expansion of the conventional diffuser plate and MDP in the X

and Y direction following the suggestion in the ISO 11359–2. Thus, Coefficient of Thermal Expansion of the conventional

diffuser plate and MDP were collected from the tested results of three specimens in the X and Y direction. The experimental

results of thermal expansion are listed in Table 9.2.

The 10 in. direct LED BLU was used in this study. The strain gauges were set on the surface of the conventional diffuser

plate or MDP with datalogger to record the thermal deformations at long-lighted temperature. Figure 9.5 shows the thermal

deformation of the conventional diffuser plate versus BLU lighting time, whose environment temperature was from 28:5�C
to 41�C, obtained from strain gauges with computer. Figure 9.6 shows the thermal deformation of the MDP versus BLU

lighting time, whose environment temperature was from 28:5�C to 41�C, obtained from strain gauges with computer. The

experimental results of the conventional diffuser plate and MDP obtained from datalogger and the measurement results were

compared to simulation by ANSYS software.

9.3 Numerical Approach

In order to analyze the distribution of thermal deformation in the conventional diffuser plate and MDP, The numerical

approach based on FEA was employed to construct the simulation model. The commercially available software, ANSYS,

was utilized. The procedure comprises four steps such as geometrical modeling, mesh design, boundary conditions and

Table 9.2 Coefficient

of thermal expansion
Thermal expansion(1/�C)

Conventional diffuser plate

Smaple1 6.68E-05

Smaple2 6.45E-05

Smaple3 6.34E-05

Average 6.49E-05

Standard deviation 1.75E-06

MDP

Smaple1(X direction) 7.39E-05

Smaple2(X direction) 7.66E-05

Smaple3(X direction) 7.50E-05

Average 7.51E-05

Standard deviation 1.38E-06

MDP

Smaple1(Y direction) 6.70E-05

Smaple2(Y direction) 6.46E-05

Smaple3(Y direction) 6.65E-05

Average 6.60E-05

Standard deviation 1.29E-06
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thermal deformation analysis. The geometrical modeling generates the input data for the analysis. Auto-mesh was used to

mesh the numerical model due to the shape of diffuser plates is a rectangular figure. Four sides of the modeling were free,

which was used as boundary condition for the initial thermal deformation analysis. From the results of initial thermal

deformation compares with experiment strain gauges in order to verify FMA simulation accuracy. Finally, using the

modeling, material properties, boundary conditions and thermal deformations to realize different diffuser plates and

boundary conditions lead to different results by FMA.

The size of the diffuser plate of the 10 in. BLU is 237.5 � 137.5 � 1.5 mm that is symmetric figure. Combining the

advantage of 3D design software Pro/E in modeling with the ability of finite element analysis (FEA) software ANSYS in

analysis and calculation, this paper built 3D solid model with Pro/E, then imported the model into ANSYS through interface

technology, finally established the FEA mechanical model of the conventional diffuser plate and MDP. The thermal

deformation distribution of the conventional diffuser plate and MDP under environment temperature is achieved by using

ANSYS to analyze and calculate. The meshed diagram of the conventional diffuser plate and the MDP respectively are

shown in Figs. 9.7 and 9.8, and the number of the elements is respectively 2,100 and 215,109.

The mechanical properties listed in Tables 9.1 and 9.2 and environment temperature from 28:5�C to 41�Cwere substituted

into the numerical model. Initial boundary condition was free at four sides. It was used to verify the accuracy of FMA

compared with strain gauges. Following above, FMA can be used to simulate thermal deformations using different boundary

conditions such as different temperature distributions or fixed at four sides at the conventional diffuser plate and MDP.
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9.4 Result and Discussion

It can also be seen in Table 9.1 that Young’s modulus of the conventional diffuser plate is lower than the MDP because of

micro-structure on surface of the MDP. The micro-structure can enhance the strength of substrate. So in the X direction

Young’s modulus of the MDP is much bigger than in the Y direction. In Table 9.2 simultaneously shows Thermal Expansion

of the conventional diffuser plate is isotropic, but Thermal Expansion of the MDP is anisotropic due to micro-structure is

covered on surface of the MDP, yet conventional diffuser plate is a flat plate. Therefore, the structure will cause obviously

degree of expansion different in the X direction and the Y direction. Figure 9.5 shows the thermal deformations of the

conventional diffuser plate versus BLU lighting time, whose environment temperature was from 28:5�C to 41�C, when the

LED BLU subjected to long lighting state, obtained from strain gauges with datalogger. The final thermal deformations of

the conventional diffuser plate are 0.0987 mm and 0.0573 mm in the X direction and the Y direction respectively.

Furthermore, Fig. 9.6 shows the final thermal deformations of the MDP are 0.1162 and 0.0563 mm in the X direction and

the Y direction respectively at the same environment condition. The thermal deformation of the MDP is bigger than the

conventional diffuser plate.

The same phenomenon also occurs for FEM to simulate by using ANSYS. Figures 9.9 and 9.10 show the thermal

deformations of the conventional diffuser plate obtained from FEA in the X direction and the Y direction at the same

environment temperature as above mentioned separately. The FEM shows the biggest thermal deformations of the

conventional diffuser plate in the X direction and the Y direction are 0.0965 and 0.0559 mm respectively, when its boundary

condition the Z direction was constrained, the X and Y direction were free. Figures 9.12 and 9.13 show the thermal

deformations of the MDP obtained from FEA in the X direction and the Y direction separately. The FEM shows the biggest

thermal deformations of the MDP in the X direction and the Y direction are 0.1123 and 0.0582 mm respectively, when its

boundary condition the Z direction was constrained, the X and Y direction were free.

Comparing Fig. 9.5 with Fig. 9.9, the thermal deformation of the conventional diffuser plate obtained from FMA that has

a deviation 2.23 % in the X direction at environment temperature 41�C. Comparing Fig. 9.5 with Fig. 9.10, the thermal

deformation of the conventional diffuser plate obtained from FMA that has a deviation 2.44 % in the Y direction at

environment temperature 41�C. The Thermal deformation obtained from FEM shows the results that are precise well

comparing with experiments by strain gauges. The results certify the properties of the conventional diffuser plate. The

results of FMA match the experiment results come from strain gauges. In the same way comparing Fig. 9.6 with Fig. 9.11,

the thermal deformation of the MDP obtained from FMA that has a deviation 3.36 % in the X direction. Comparing Fig. 9.6

with Fig. 9.12, the thermal deformation of the MDP obtained from FMA that has a deviation 3.37 % in the Y direction.

The Thermal deformation obtained from FEM shows the results that are precise well comparing with experiments by strain

gauges. In addition, it should be noticed that the results certify the properties of the MDP. According to above, when the four

Fig. 9.8 The meshed diagram of the MDP
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sides of the conventional diffuser plate and MDP were fixed, the bending of the thermal deformation come from LED high

temperature can be simulated by FEM. Those results can be utilized to analyze different boundary conditions, when bezel of

LED BLU constricts on four sides of conventional diffuser plate or MDP. Figure 9.13 shows the thermal deformation of the

conventional diffuser plate, whose environment temperature was at 41�C, obtained from FEA. The FEM shows the biggest
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thermal deformation of the conventional diffuser plate in the Z direction is 0.0219 mm when the four sides were fixed.

Figure 9.14 shows the thermal deformation of the MDP, whose environment temperature was at 41�C, obtained from FEA.

The FEM shows the biggest thermal deformation of the MDP in the Z direction is 0.0498 mm when four sides of the MDP

were fixed.
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9.5 Conclusion

In this paper, the characters of the conventional diffuser plate and MDP were researched by using experimental technique,

measuring temperature and thermal deformations. The results show good compatibility to demonstrate that the simulation

process successfully predicts the warpage phenomenon. The methodology can be further utilized to understand the

difference of characteristics between the conventional diffuser plate and MDP within the LED BLU such that the display

quality of the LED BLU could probably be improved or controlled through methodology above.
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Chapter 10

Polariscopy Measurement of Residual Stress

in Thin Silicon Wafers

K. Skenes, R.G.R. Prasath, and S. Danyluk

Abstract Near-infrared (NIR) Polariscopy has been used to find residual stresses in thin silicon wafers using phase shifting

techniques. This paper describes the usage of the ten-step phase shifting method to measure the in-plane residual stresses in

single- and multi-crystalline silicon wafers. We show how this technique can be applied to wafers without the application of

external loading. The system is calibrated with a beam of monocrystalline CZ silicon loaded in an in-plane four-point

bending fixture. The residual maximum shear stresses of the unloaded wafers are then determined. The shear difference

technique is used for obtaining the normal stress values. Results are compared before and after smoothing of the isoclinic

parameter, and its impact on the separated stress values is explained.

Keywords Phase stepping • Photoelasticity • Residual stress • Silicon wafers • Smoothing • Stress separation

10.1 Introduction

Residual stresses are of major concern in thin silicon wafers, and may negatively affect performance when the wafers are

involved in applications such as photovoltaic cells and electronic devices. These residual stresses may be introduced by the

temperature gradients present in crystal growth and other processing techniques or by the wafering process. Photoelasticity

is an optical non-contact technique which provides information on principal stress differences (isochromatics) and principal

stress directions (isoclinics) [1]. Several alternate techniques exist for measuring residual stresses, including Moiré

interferometry, x-ray diffraction, transmission electron microscopy and micro-Raman spectroscopy [2, 3]. Among all

these techniques Near-infrared (NIR) polariscopy is promising as a residual stress measurement tool for thin silicon wafers

due to its non-contact nature and balance between accuracy, spatial resolution, and computational efficiency. This paper

describes the usage of the ten-step phase shifting technique to measure the in plane residual stress in single and multi-

crystalline silicon wafers which are predominantly used in the fabrication of photovoltaic cells.

Digital transmission photoelasticity is regaining popularity as a residual stress measurement tool. Improvements in digital

cameras, computers, and image processing techniques allow for increased accuracy and precision. The use of phase shifting

is considered superior to load stepping or wavelength shifting due to its increased accuracy and sensitivity to stress

measurement. Danyluk’s group has shown that phase shifting can be used to measure stresses in PV silicon wafers [1, 4].

Brito et al. also used phase shifting to measure residual stresses in EFG ribbons [5]. The quality of the resulting photoelastic

parameters depends on various factors, including wavelength mismatch, inherent error in the optical elements, and optical

misalignments.

In the six-step phase shifting technique, lower levels of modulation in the retardation increase the noise level in the

measured isoclinic parameters (though the isochromatic data is quite accurate). High accuracy of isoclinic and isochromatic

data is required if stress separation into normal components is desired. Ramji and Ramesh [6] reported the “streak”

formation in stress separation is mainly due to the presence of noise in isoclinic parameter. Ramji and Prasath [7] have
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performed an error analysis using Jones calculus to quantify the efficacy of ten-step methodology in photoelastic parameter

estimation. Recently Prasath, Skenes and Danyluk [8] further investigated the effectiveness of the ten-step phase shifting

technique and performed a comparative study between phase shifting techniques. They recommended the ten-step method

over others for accurate photoelastic parameter estimation. In order to extract the normal stress components, there are many

auxiliary methods which may be used in tandem with photoelasticity. Among these, the shear difference technique is

recommended for its accuracy and simplicity.

10.2 Methodology

Photoelasticity is based on the stress-induced birefringence phenomenon. A schematic of the experimental setup is shown in

Fig. 10.1. It consists of a broadband light source, polarizer and NIR filter, input quarter wave plate, collimating lens pair,

output quarter wave plate, analyser and camera. A modified Canon EOS 50D digital camera with a resolution of

4752 � 3168 pixels and equipped with a 750 nm low-pass filter is used for recording images. The transmitted intensity

depends on the physical characteristics of the wafer and the wavelength of the light. Retardation of transmitted light occurs

when the material contains stresses. The relative retardation varies from point to point depending on the amount of residual

stress in the sample. Maxwell’s stress optic law can then be used to find the absolute magnitude of the differences in normal

principal stresses:

δ ¼ σ1 � σ2j j2πtC
λ

(10.1)

Where δ – Relative retardation

λ –Wavelength of light used

C – Relative stress-optic coefficient

t – Thickness of the sample

10.3 Ten-Step Method

Table 10.1 shows the orientation of optical elements with the corresponding intensity equations of the ten-step phase

shifting technique. The first four steps match the optical arrangements of the plane polariscope-based algorithm of Brown &

Sullivan [9]. The next six arrangements are identical to those of another six-step phase shifting technique based on a circular

polariscope arrangement. From the intensity data the isoclinic parameter is obtained as

Polarizer

Input Quarter
Wave Plate

Output Quarter
Wave Plate

Lens

Lens
Analyzer F–Fast Axis 

S–Slow Axis

Wafer

F

S

S
F

Light
Source 

Fig. 10.1 Schematic of the

circular polariscope setup
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θc ¼ 1

4
tan�1 I4 � I2

I3 � I1

� �
(10.2)

In Eq. 10.2, the subscript c indicates that the principal value of the inverse trigonometric function is used, and Ramesh [6]

recommends that θc be evaluated with the atan2 function. The isoclinic values obtained by Eq. 10.2 are within the range�π/4
to π/4. This must be unwrapped further to a range of �π/2 to π/2 before use for isochromatic evaluation through Eq. 10.3.

The relative retardation is obtained as

δc ¼ tan�1 ðI9 � I7Þ sin 2θ þ ðI8 � I10Þ cos 2θ
ðI5 � I6Þ

� �
(10.3)

The stress optic coefficient C is calibrated by using a four point bending method [10]. The usage of the ten-step method is

demonstrated for the problems of two beams, one single crystal and one multi-crystalline, subjected to four point bending.

10.4 Stress Separation and Smoothing Algorithm

The shear difference method uses the equilibrium equations of a free body as a mechanism to separate the stresses. This

allows for an integration scheme along lines parallel to the x-axis and y-axis [6] starting from a free boundary. The integral is

represented by the finite difference approximations

ðσxÞj ¼ ðσxÞi �
Xj

i

Δτyx
Δy

Δx ðσyÞj ¼ ðσxÞj �
δλ

2πCh
cos 2θ (10.4)

where Δx is the increment along x-axis, Δy is the increment along y-axis, and Δτyx is the increment in shear stress over Δy.
In-plane shear stress is then obtained by

τxy ¼ j σ1 � σ2 j
2

sin 2θ (10.5)

The major issue this stress separation technique is the accumulation of streaks in separated stress components due to the

presence of noise in isoclinic parameter. To counter this problem, we have performed smoothing operations using spatial

averaging. Equivalently, this averaging operation in the spatial domain corresponds to low-pass filtering in the frequency

domain.

Table 10.1 Orientation of optical elements for ten-step phase shifting technique

Polarizer Input QWP Output QWP Analyzer Intensity equations

π/2 – – 0 I1 ¼ Ib þ Iasin
2 δ
2
sin22θ

5π/8 – – π/8 I2 ¼ Ib þ Ia
2
sin2 δ

2
1� sin 4θð Þ

3π/4 – – π/4 I3 ¼ Ib þ Iasin
2 δ
2
cos22θ

7π/8 – – 3π/8 I4 ¼ Ib þ Ia
2
sin2 δ

2
1þ sin 4θð Þ

π/2 3π/4 π/4 π/2 I5 ¼ Ib þ Ia
2
ð1þ cos δÞ

π/2 3π/4 π/4 0 I6 ¼ Ib þ Ia
2
ð1� cos δÞ

π/2 3π/4 0 0 I7 ¼ Ib þ Ia
2
ð1� sin 2θ sin δÞ

π/2 3π/4 π/4 π/4 I8 ¼ Ib þ Ia
2
ð1þ cos 2θ sin δÞ

π/2 π/4 0 0 I9 ¼ Ib þ Ia
2
ð1þ sin 2θ sin δÞ

π/2 π/4 3π/4 π/4 I10 ¼ Ib þ Ia
2
ð1� cos 2θ sin δÞ
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10.5 Four Point Bend Specimen (MONO)

Four point bending was used as a calibration tool to obtain the stress optic coefficient [1, 10]. In this case, a silicon ‘bar’

sample was prepared by dicing a (111) semiconductor-grade single crystal wafer into an 8 mm-wide ‘bar’ and subjecting the

‘bar’ to a known load at the sample edge. The silicon bar had dimensions as shown in Fig. 10.2a and a thickness of 450 μm.

The dark field isochromatics are shown in Fig. 10.2b. The corresponding fringe order, raw isoclinic and smoothed isoclinic

data are shown in Fig. 10.2c, d, e respectively. The individual stress components obtained by the shear difference technique

are shown in Fig. 10.3. Upon closer observation of the σy plot in 3c, numerous streaks are generated due to the noise in

isoclinic data, driving the stress value up to a maximum of 25 MPa. After smoothing the isoclinic data the streaks are

completely removed and its value is reduced to 3 MPa as shown in Fig. 10.3d. The in plane shear stress plots obtained by

using raw and smoothed isoclinic data are shown in Fig 10.3e, f. Maximum shear stress is shown in Fig. 10.3g.

10.6 Four Point Bend Specimen (Multi Crystalline)

Figure 10.4 shows the experimental results obtained for a multi-crystalline wafer subjected to four point bending. The silicon

bar had dimensions as shown in Fig. 10.2a and a thickness of 280 μm. The dark field isochromatics are shown in Fig. 10.4a.

The corresponding fringe order, raw isoclinic and smoothed isoclinic data are shown in Figs. 10.4c, 10.2d, e respectively. To

show the influence of isoclinic noise in integration scheme, results obtained for both raw isoclinic data and smoothed

isoclinic data are shown. Note that in Fig. 10.4f, h, the σx and σy plot each contain many streaks due to the noise in isoclinic

data. After smoothing the isoclinic data the streaks decrease significantly in magnitude as shown in Fig. 10.4g, i. Maximum

shear stress is shown in Fig. 10.4b.
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10.7 Conclusion

Stress separation into normal components remains a challenge at low residual stress magnitudes due to lower levels of

modulation in the measurement and the occurrence of noise in the isoclinic parameter. To overcome this, smoothing of the

isoclinic parameter using spatial averaging is implemented for this study. Smoothing reduces the noise levels present in

stress separation by a significant amount, allowing features which were previously masked to be seen. This paper describes

the usage of ten-step phase shifting technique to measure the in plane residual stress in single, and multi-crystalline silicon

wafers which are predominantly used in the fabrication of cells in the photovoltaic industries.
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Chapter 11

Curvature from Residual Stress in Rapidly Quenched Amorphous

Metals Using Abrasive Layer Removal

Balaji Jayakumar and Jay C. Hanan

Abstract Due to the need for rapid quenching, residual stresses have been expected in amorphous metals. Early predictions

were high, but the measured stresses in cast and quenched alloys were significantly below predictions. Layer removal

methods to measure residual stress typically employ etchants or polishing to remove upper layers. Recently, significant

residual stresses were observed in a rapidly quenched (10�5 K/s) amorphous metal alloy using an abrasive layer removal

method blasting glass beads. While the prediction of a tempering state would imply a residual compressive surface stress,

this layer removal shows an opposite response. A significant curvature was obtained using an impact treatment method,

suggesting a change in the residual stress state. The ribbon thickness and resulting surface effects were characterized using

SEM. Bulk tension testing was performed on the treated ribbon to study the influence of the impact treatment on the

mechanical properties of the ribbon.

Keywords Amorphous metal • Curvature • Layer removal • Microstructure • Residual stress

11.1 Introduction

Amorphous Metal Ribbons (AMR) are rapidly quenched metals produced at a freezing rate of 10�5–10�6 K/s. The cooling

characteristics of the alloys require such high rates to retain an amorphous structure, limiting thickness. Due to the lack of

magneto-crystalline anisotropy and defects, they have found applications as soft magnetic materials. Their unique mechani-

cal properties have promise for structural applications, especially in the bulk form. The rapid solidification required for

manufacturing however limits the length scale.

Residual stresses, also referred as quenched-in stresses, are imparted on the ribbon during the rapid solidification process.

Applied stresses are a result of external loading on the ribbon while in operation, for example, a ribbon wound on a

transformer core [1]. Residual stresses are expected in rapidly solidified ribbons, from surface chilling that causes

temperature gradients as the ribbon cools through the glass transition [2, 3]. Depending on the nozzle shape and nozzle-

substrate distance, two processes are used. In Chilled block Melt Spinning (CBMS), a jet of liquid metal is ejected from

a circular nozzle several mm away from the spinning wheel and in Planar Flow Casting (PFC), rectangular nozzles with a

smaller gap are used [3]. AMR widths of 1–20 mm are manufactured using the CBMS; while greater widths in the order of

50–200 mm are manufactured using a PFC. In both the processes, non-uniform temperature distribution along the ribbon

thickness are predicted to cause high compressive stresses (σ < 0) near the surface facing the drum and tensile stresses

(σ > 0) are formed in the free surface [4]. Using layer removal methods, an analytical instant-freezing model has been

demonstrated to predict residual stresses in metallic glasses due to thermal tempering [2]. For Bulk Metallic Glasses

(BMGs), their visco-elastic nature, poor thermal conductivity and the high freezing rates lead to compressive residual

stresses on the surface and tensile stress on the interior. Substantial surface residual stresses (upto 900 MPa) have been

shown through analytical and Finite Element models [5].

In AMR manufacturing, due to the processing parameters such as the nozzle distance, orientation, shape, and platen

temperature, different quenched-in stress anisotropy and surface tension can be expected. These process variables influence
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the structure and physical properties [6, 7]. Like any production process, the quenched-in stresses depend on both the

macroscopic and the microscopic length scales. Controlling properties depend on the production process [6]. Surface or

bulk defects on ribbons from different processes may also vary for the same reason. This is also evident from the

in-homogeneities of rapid quenching demonstrated using experimental procedures [8]. As a result, sizeable curvatures

have been demonstrated with concavity towards the free surface. This is due to different solidification time taken by each

successive layer in the ribbon. Homogeneous models have been developed to predict the curvature in as-quenched ribbons.

Major curvatures have been postulated to result also from early solidification of edges due to a high cooling rate that adds

compressive stresses in narrow ribbons using CBMS. Wider ribbons manufactured using PFC maintains the ribbon flat

owing to the weight of the puddle [9]. Measuring and understanding the magnitude and direction of these residual stresses is

crucial in explaining their response to certain subsequent processing treatments.

With an interest in increasing the general plasticity of Bulk Metallic Glasses (BMGs), Shot Peening as a surface treatment

process has been widely studied [10–14]. Peening of a Zr -based BMG (Vitreloy 1) has shown a decrease in surface hardness,

which was also correlated to the compressive residual stresses on the surface. Also, a convex curvature was observed on the

peened surface of the BMG plate [10]. DSC measurements on shot peened Pd-based BMG show a reduced high temperature

peak, suggesting a uniform distribution and a partial relaxation of the glassy structure [12]. In the same work, peening has

shown to increase atomic mobility in annealed and subsequently peened samples. Studies on Zr-based metallic glass plate

[11] show that the maximum sub-surface compressive stresses caused due to shot peening is close to the uniaxial yield stress

of undeformed BMG. A change in bond orientation ordering is also observed due to plastic flow. Similar studies have

indicated that the flexion of the shot peened surface and microstructural deformation were observed with increase in peening

time or pressure. Interestingly, increasing shot-peening time or pressure did not increase the residual stresses [13].

Compressive residual stresses have also shown to increase the fatigue cycles for crack initiation [13]. In the work referenced

here, there was no evidence of crystallization induced by the peening. In certain BMG alloys, peening has been employed as

a method to induce useful residual stresses as a method to improve plasticity and the fatigue limits.

In this work, an abrasive layer removal method (referred hereon as impact treatment) on amorphous ribbons and the

resulting curvature due to a change in residual stress state is discussed. Different ribbon widths were tested using similar

conditions. The effect of impact treatment, on the ribbon thickness, curvature and their mechanical properties are discussed

here.

11.2 Materials and Methods

Amorphous Fe45Ni45Mo7B3 ribbons of 30 μm thickness and two different widths, 8 mm and 50.8 mm were used. Impact

treatment on the amorphous ribbon was performed using custom plates made of A316 steel, with 8 mm wide window slits,

held together using clamps (Fig. 11.1).

Impact treatment was performed using a sandblaster1 equipped with an enclosure, reclaimer and a dust bag. Glass beads

of the type BT-8 were used as the abrasive impact media (0.15–0.2 mm in diameter). The treatment was performed on the

ribbons while holding them between the custom plates. Bulk tension tests were performed on the 8 mm wide ribbon samples

using a hydraulic driven Instron UTM. ASTM E345 – 93(2008) “Standard Test Methods of Tension Testing of Metallic

Foil” was followed. Aluminum tabs were glued to the ribbon test specimen ends to avoid slippage from the grips (Fig. 11.2).

Applied strain was computed using a Laser Extensometer2 along with a datalogger suitable for recording compliance free

strain measurements. Micrographs on the ribbon surface and thickness measurements were taken using a field emission

Amorphous
Fe45Ni45Mo7B3 ribbon

Steel base plate

Diverging impact
of glass beads

Nozzle

Fig. 11.1 Schematic of the

“impact treatment” process

of metallic glass ribbon

1 Zero INEX 3048R.
2Model LE-05.
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scanning electron microscope (FESEM)3 equipped with a back scatter detector and EDAX system. X-ray diffraction4 was

performed with Cu-Kα radiation at tube parameters of 40 kV/40 mA. The detector distance to the center of diffraction

was kept at 30 cm which covers approximately the area of 20� in 2θ and 20� in χ with 0.02� resolution. A motorized five axis

(X, Y, Z (translation), χ (tilt), φ (rotation)) stage was used to move the measurement spot to the instrument center within

12.5 μm position accuracy. Sample positioning was controlled by a video-laser positioning system before each exposure to

ensure diffraction patterns come from the impact treated regions of the ribbon. Ribbon widths of 25.4 mm, 12.5 mm, 8 mm

were cut from the 50.8 mm precursor roll and subjected to impact treatment. Samples from the 8 mm precursor roll were

used for comparison. The mass of the ribbon to 0.01 g accuracy was measured before and after impact treatment. Both 8 mm

wide ribbons and 50.8 mm wide ribbons were subjected to impact treatment under a similar pressure.

11.3 Results

By varying the pressure of impact, time and distance several conditions of impact treatment were performed. Different

curvature responses of the ribbon were observed. Response of the ribbon for a blasting pressure of 0.5 MPa (75 Psi) from a

distance of 50 mmwas chosen for further examination, as the curvature in the ribbon in this condition was significant enough

to curl and close it onto itself. Results from tension testing of the 8 mm wide impact treated ribbons were compared to

untreated ribbons. Yield strength and the Young’s modulus were calculated from the resulting stress- strain data (Fig. 11.3).

The 8 mm wide ribbons and the 50.8 mm wide ribbons showed different curvature responses for the same pressure and

time of impact. The wider ribbons showed a significant curvature, enough to curl and close onto itself (Fig. 11.7), while the

narrow ribbon did not close, but showed slightly greater curvature. Different ribbon samples were cut from 8 mm wide and

50.8 mm wide precursor rolls and the mass of the samples were measured before and after impact treatment (Table 11.1).

The surface of the ribbon after impact was examined through SEM. Micrographs of the treated ribbon show a loss of

material. A 10–14 % decrease in the thickness of the ribbon was measured, while the edges of the ribbon were non-uniformly

distorted due to impact (Fig. 11.4).

11.4 Discussion

Bulk tension testing of impact treated ribbons show a 10 % increase in the modulus and a 11 % decrease in the yield strength.

However, the results from the tension tests are not statistically significant to show a difference in these properties due to

impact treatment. Unlike shot peened BMGs [10, 11, 14], there was no plasticity in the treated ribbon samples.

Each of the impact regions on Fig. 11.5 was 164 mm2 in exposure area. In tensile loading, the failure occurred in the

treated-untreated transition region of the ribbon, where edge distortions and thickness reduction were observed from SEM

measurements.

SEMmicrographs on the treated ribbon surface show regions of damage like micro-cracks, emanating from the surface of

impact, as seen in Fig. 11.6. A non-uniform stress distribution and a brittle response are seen. Hardness of the base plate

(A316 steel) may also influence the ribbon behavior. The process of impact potentially changes the residual stress state of the

ribbon. This was evident from a change in curvature (Fig. 11.7). There was evidence of layer removal from the thickness

Fig. 11.2 Tension testing sample, with impact treated regions

3Hitachi S4800-high resolution.
4 Bruker D8 Discover XRD2 micro-diffractometer equipped with the General Area Diffraction Detection System (GADDS) and Hi-Star 2D area

detector.
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measurements. While the prediction of a tempering state would imply a residual compressive surface stress, the layer

removal shows an opposite response. Tempering of conventional glasses stifle the cracks at the surface level around impact

and have shown to increase the bending strength [10]. BMGs benefit from compressive residual stresses for increasing

both plasticity [10, 11] and fatigue limits [13], MGs (this work) may also benefit from residual stresses. The slight increase

in the Young’s modulus of the impact treated ribbon may have resulted from a possible change in the bond length and

the equilibrium bond distance of the atoms, as peening has shown to atomic mobility in BMGs [11]. Further experimentation

is needed.

XRD measurements on impact treated ribbons show no signs of crystallization. This behavior is consistent with shot

peened BMGs [12]. The formation of significant curvature upon impact is interesting. Ribbons manufactured both using

CBMS and PFC has shown residual stresses due to manufacturing conditions [3, 4, 8]. External processing such as the

impact treatment changes the residual stress state on the ribbon, causing a change in curvature. As opposed to chemical

Table 11.1 Mass of the precursor before and after impact

Precursor roll width (mm) Sample width (mm) Mass (g) before impact Mass (g) after impact

50.8 50.8 2.48 2.50

50.8 25.4 1.27 1.27

50.8 12.7 0.61 0.62

50.8 8 0.42 0.42

8 8 0.50 0.48

Fig. 11.4 SEM micrographs of untreated (left) and impact blasted (right) amorphous Fe45Ni45Mo7B3 ribbons; Note the reduction of thickness

after impact, and the distorted edges
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Fig. 11.7 Radius of curvature on the impact treated ribbons from the 50.8 mm precursor roll

Fig. 11.5 Impact treated tension testing sample under tension (left); Failure region in the treated-untreated interface

Fig. 11.6 SEM micrographs showing damage area and cracks due to impact treatment
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etching processes, that relieve the compressive residual stress, impact forming apparently imparts tensile residual stresses on

the ribbon surface. The stress states on the free surface, contact surface, and ribbon edges also contribute to the observed

curvature. Ongoing work focuses on further reasoning behind AMR’s response to impact treatment. Quantification of

residual stresses imparted in this process and the influence of ribbon widths and resulting responses are under further

investigation.

11.5 Conclusions

Significant residual stresses were observed in a rapidly quenched (10�5 K/s) amorphous metal alloy using an abrasive layer

removal method. While the prediction of a tempering state would imply a residual compressive surface stress upon layer

removal, the abrasive layer removal showed an opposite response. Different ribbon widths show consistently different

responses, with possible reasons due to the difference in the residual stress states from the slip casting manufacturing

processes. Distorted ribbon edges with 10–14 % reduction in ribbon thickness were observed with SEM micrographs on

8 mm wide impact treated ribbons. Defects in the form of micro-cracks were seen to emanate from the impact treated

surface. Results from bulk tension testing show an insignificant decrease in the yield strength and a slight increase in the

Young’s modulus. The modulus difference is suggestive of a change in the average atomic bond lengths, and ongoing

investigations continue.
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Chapter 12

Slitting Method Measurement of Residual Stress Profiles,

Including Stress Discontinuities, in Layered Specimens

Michael B. Prime and David L. Crane

Abstract Layered specimens can, and often do, have discontinuities in residual stress across the material interfaces.

Stress discontinuities internal to specimens are notoriously difficult to measure, yet they can have profound impact on

debonding and other failures. The incremental slitting method, also known as crack compliance, is generally excellent at

resolving stress profiles even when there are high gradients. However, the data reduction for slitting usually involves some

smoothing, which makes it hard to resolve discontinuities. In this work, we start with a recent technique to analyze slitting

data using Tikhonov regularization, and extend that technique to allow stress discontinuities at material interfaces. The new

method is then demonstrated experimentally on several specimens, including metals and ceramics.

Keywords Residual stress • Slitting • Regularization • Layers • Inverse solution

12.1 Introduction

Residual stresses play a significant role in many material failure processes like fatigue, fracture, and stress corrosion

cracking [1, 2]. Residual stresses are the stresses present in a part free from external load, and they are generated by virtually

any manufacturing process. The subject of this study is the measurement of residual stresses in layered specimens using the

incremental slitting method [3, 4].

Incremental slitting generally provides excellent spatial resolution of residual stress profiles [5–8], but accurate resolution

of the discontinuous stress profile across layers is more challenging. Analyzing slitting data requires the solution of an elastic

inverse problem to calculate the original residual stresses based on strains measured during the incremental deepening of a

slit. Because the inverse solution tends to amplify noise in the strain data into larger noise in the stress profile, some type of

smoothing is usually used. However, such smoothing makes it difficult to resolve discontinuities. In fact, the most common

method for solving the inverse problem is to expand the stresses in terms of a continuous polynomial series [3, 9], which does

not allow for discontinuities at all. More sophisticated implementations of the series expansion method use piece-wise

polynomials [10] which can resolve discontinuous stress profiles [11–13]. However, using piecewise polynomials is

computationally intensive and numerically awkward.

In this work, we start with an inverse methodology that uses pulse functions and Tikhonov regularization [14] and has

proven to be superior to the series expansion method for resolving stress profiles with high gradients [5, 15]. A simple

modification of the pulse-regularization approach allows one to resolve discontinuities while still retaining the regularization

benefits of smoothing other portions of the stress profile. The method is demonstrated on several examples.
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12.2 Theory

12.2.1 Standard Pulse-Regularization

We first review the derivation of the traditional pulse-regularization method, for which the reader is referred to [14] for

greater details, before moving onto the formulation that allows for discontinuities. Before adding regularization, the pulse

method is equivalent to the “integral method,” long used for hole drilling [16]. Prior to inverting the equation to solve for

stress, the pulse method is given in equation form by

G σ ¼ d (12.1)

Where d is a column vector of the strains measured at each slit depth and σ is a column vector of the stresses originally

present over each increment of slit depth. G is a lower triangular matrix of the coefficients relating those stresses to the

measured strains, as illustrated in Fig. 12.1. The coefficients are usually determined using an elastic finite element analysis.

For an equal number of stresses and strains, inverting Eq. 12.1 returns a stress vector that exactly reproduces the measured

strains but generally results in a noisy solution and the undesired behavior that taking more data (meaning more depth

increments) results in a noisier solution. For solutions using pulse functions without regularization, the noise amplification is

usually kept small by using only a few unevenly spaced material removal increments. This approach is effective, but it

diminishes the data content of the calculation, and decreases the spatial resolution of the stress solution.

Tikhonov regularization applies a penalty function to some measure of noise in the calculated stress profile.

This procedure effectively smooths the stress solution. It diminishes the adverse effect of the noise without significantly

distorting the part of the stress solution corresponding to the “true data”. When implementing Tikhonov regularization,

Eq. 12.1 is pre-multiplied by GT and augmented by an extra term. The result is:

GTGþ β CT ST H S C
� �

σ ¼ GTd (12.2)

where the regularization comes from the matrix C which numerically approximates the second derivative of the stress

profile. For evenly spaced data, C contains rows (�1,2,�1) centered along its main diagonal. For uniformly spaced data,1

the matrix product H S C has the following structure (for simplicity, illustrated for four cut increments)

H S C ¼
ðh1 � h0Þ=W

ðh2 � h1Þ=W
ðh3 � h2Þ=W

ðh4 � h3Þ=W

2
664

3
775

s1
s2

s3
s4

2
664

3
775

0 0 0 0

�1 2 �1 0

0 �1 2 �1

0 0 0 0

2
664

3
775 (12.3)

Fig. 12.1 The coefficients Gij

correspond to the contribution

of the stress over depth

increment j to the strains

measured at slit depth i.
From [14]

1 See [14] for general formulas for unevenly spaced intervals.
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where the first and last rows of C are set to zero to eliminate the degenerate regularization that an “incomplete” (�1 2 �1)

pattern would produce at the end points.W is the part thickness in the cutting direction, hi is the slit depth at increment i and
matrix S in Eqs. 12.2 and 12.3 contains along its main diagonal the standard errors si in the deformation data di.

In Eq. 12.2, β is a weighting factor called the regularization parameter. β ¼ 0 indicates no regularization, and β > 0

indicates an increasing amount of regularization. The Morozov Discrepancy Principle [17] can be used to determine the

value of β that gives the optimal regularization that substantially reduces noise without significantly distorting the true

solution. Equation 12.2 can be solved for stress using basic matrix algebra operations.

12.2.2 Pulse-Regularization for Layers and Discontinuous Stresses

Adapting the regularization approach to allow for discontinuities at known locations is as simple as removing select rows in

theCmatrix. For any given discontinuity that is directly at the interface between two depth increments, there are two rows in

C that act to smooth across the interface that should be removed. An example of such a modified matrix for an example with

eight cut increments and the material interface between the 4th and 5th slit depth is given by

C ¼

0 0 0 0

�1 2 �1 0

0 �1 2 �1

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

�������������������

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

�1 2 �1 0

0 �1 2 �1

0 0 0 0

2
66666666666664

3
77777777777775

; σ ¼

σ A
1

σ A
2

σ A
3

σ A
4

σ B
5

σ B
6

σ B
7

σ B
8

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>;

(12.4)

where σAi , refers to the stress over depth increment i where that increment is in material A as compared to material B.

For visual illustration, lines are shown in Eq. 12.4 to indicate the material interface where a stress discontinuity is allowed.

Note that none of the (�1 2 �1) patterns in C cross the interface.

Further pairs of rows can be removed for additional interfaces. If the location of an interface is not known with sufficient

precision, more than two rows may need to be removed to ensure the discontinuity is resolved.

12.2.3 Calibration Coefficients

The calibration coefficients (G in Eqs. 12.1 and 12.2) are calculated using a finite element model, which is standard practice

for the slitting method [18, 19]. The calculation must model all n slit depths, and the ith slit depth must calculate a coefficient

for i pulse loads, making for n*(n � 1)/2 calculations. In this work, the Abaqus software [20] was used along with the Python
scripting interface, which allows for automation of the multiple calculations.

12.3 Experimental

12.3.1 Aluminum Clad Depleted-Uranium Fuel Plates

The purpose of the Department of Energy- National Nuclear Security Administration’s Global Threat Reduction Initiative’s

(GTRI) Reactor Conversion program, formerly known as the Reduced Enrichment for Research and Test Reactors (RERTR)

program, is to work with research reactor operators worldwide in an effort to convert reactors from the use of highly enriched

uranium (HEU) fuel to the use of low enriched uranium (LEU). In support of this effort, the Reactor Conversion program is
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working to develop new fuels to allow for the conversion of high performance research reactors worldwide. A significant

goal for GTRI’s Reactor Conversion program is converting high performance research reactors from highly enriched

uranium (HEU) dispersion fuel plates to low enriched uranium (LEU) monolithic fuel plates. This requires development,

qualification, and production of high-density, monolithic LEU-10Mo (wt. pct.) foils [21]. The monolithic fuel foils are to be

co-rolled with Zr and clad with 6061Al using hot isostatic pressing (HIP) [22].

For testing purposes, samples were prepared using Depleted Uranium (DU) instead of LEU. Through-thickness profiles

of the longitudinal residual stress were measured in two clad fuel plates with DU-10Mo elements, coated with a 20 μm
zirconium layer, sandwiched between layers of Al 6061. Both samples were slit using wire Electric Discharge Machining

(wire EDM) with a 100 μm diameter brass wire, and strain gages (two for redundancy) on the back face opposite the cut.

One plate had 0.61 mm thick DU off-center in a 4.6 mm total plate thickness and was slit in increments of 50.8 μm. The other

plate had 0.28 mm thick DU off-center in a 1.5 mm thick plate and was cut in increments of 25.4 μm. Figure 12.2 shows the

test setup and the strain data.

Fig. 12.2 (a) One of the plates in the EDM machine after slitting was completed. The strain gauges are on the opposite face. (b) strain data on the

thin plate and (c) on the thick plate

96 M.B. Prime and D.L. Crane



12.3.2 Multi-Layered Ceramic

As part of an effort to manufacture functionally graded ceramics and mesoscale heat exchangers [23–25], 18 mm diameter

multi-layered disk were fabricated using novel powder processing and sintering technology. A slitting measurement was

performed on a disk with a 0.875 mm thick alumina layer, a 0.835 mm thick mixed alumina-zirconia layer, and then a

0.943 mm thick layer of zirconia [26]. Here we present a re-analysis of the old data. Table 12.1 shows the elastic and thermal

expansion properties of the materials.

Figure 12.3 shows the experimental setup. A grinding wheel was used to initially make a diametrical slit 25 μm deep.

The diamond grinding wheel was 1.07 mm thick and 152.9 mm in diameter. The wheel was spinning at 3,600 RPM,

and approximately 1 μm was removed in each pass of the wheel while bathing the cut in coolant. A strain gage had been

mounted on the circular face of the specimen opposite the cut to measure the strain in the direction normal to the slit face.

A strain reading was taken after the cut. The slit was then deepened in increments of 25 μm, with a strain reading taken after

each increment.

The specimen was cut from the Alumina side to about 89 % of the specimen thickness. Figure 12.4 shows the data.

Because the specimen is curved from the same cooling deformations that cause the residual stresses, the strains are plotted

versus an average slit depth

12.4 Results

12.4.1 Aluminum Clad Depleted-Uranium Fuel Plates

The calibration coefficients (G in Eqs. 12.1 and 12.2) were calculated using a 2-D, plane strain finite element model that

included all the materials. The data was analyzed separately using the strain data from each gage as a check of repeatability.

Figure 12.5 shows the resulting stress profiles. Although the locations of the thin zirconium layers are indicated, they were

Table 12.1 Material properties used to calculate calibration coefficients in finite element model

Material E ν α
Alumina 350 GPa 0.23 8.1 � 10�6/C

Zirconia 200 GPa 0.3 10.3 � 10�6/C

50/50 265 GPa 0.267 9.07 � 10�6/C

Fig. 12.3 The test specimen during the slitting process
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too small for their stresses to be independently identified by the measurements. The stress profiles show modest stress levels

with significant discontinuities across the material interfaces. The stress magnitudes are generally limited by the yield

strength of the 6061 Al which is reduced significantly because of the thermal history during the HIP process [27]. To aid

interpreting the stresses, Fig. 12.6 shows a model of the stress profile in the thinner plate based on thermal expansion

mismatch and elasticity. Because the model was meant to be explanatory rather than predictive, the temperature change was

adjusted down to 200 �C (compared to HIP ΔT of ~ 530 �C) in order to get similar stress magnitudes. The basic nature and

slopes of the stress profiles in Fig. 12.5 are well predicted by the thermal mismatch and the requirements of force and

moment balance. The more complicated stress profile in the DU layer may come from residual stresses existing prior to the

bonding process or from localized plasticity at the material interface.

Figure 12.7 shows how well the inverse solution that gave the stresses in Fig. 12.5 fits the data. The root-mean-square

error for the fits ranges from about 1.5 to 2.5 με. Other inverse solutions, such as polynomial series, would not fit the data

nearly so well.
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12.4.2 Multi-Layered Ceramic

The calibration coefficients (G in Eqs. 12.1 and 12.2) were calculated using a 3-D, finite element model that included all the

materials. Figure 12.8 shows the mesh. The mesh does not include the curvature of the actual specimen because of the

difficulty of meshing the curved multi-layered part with the straight slits from the measurement.

The finite element model used coarser slit increments than the experiment. For simplicity of analysis, the strain data was

interpolated to the depth increments from the model and analyzed. Because of the part curvature, the experimental slit did

not simultaneously cross a material interface along the whole length of the slit. Rather, the crossing took several slit depth

Fig. 12.6 Prediction of stress profile in thinner plate based on thermal expansion mismatch and elasticity

Fig. 12.7 The strain fit given by the inverse solution matched the data much better than other inverse solutions
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increments. This issue made the resolution of the stress discontinuities across the interfaces more difficult, and extra rows in

the C matrix Eq. 12.4 were zeroed to allow the “discontinuity” to occur over two depth increments.

Figure 12.9 shows the through-thickness stress profile as determined by slitting measurements and the pulse-

regularization method allowing for discontinuities. The stresses are significant and vary approximately linearly within

each layer, with very large discontinuities across layers. A couple of stresses near the second interface appear as intermediate

values, in the region were discontinuities were allowed. These points probably reflect the inability to resolve the disconti-

nuity because of the non-uniform slit depth with respect to the interface boundary. For reference, Fig. 12.9 also plots the

results of a simple prediction of elastic, thermal-mismatch stresses using the properties from Table 12.1. The results agree

quite well with the trends in the results, with the results for a temperature change of 900 �C agreeing somewhat better than

the results for the actual temperature change of about 1,200 �C.
Figure 12.10 shows how well the inverse solution that gave the stresses in Fig. 12.9 fits the data. The root-mean-square

error for the fits ranges from about 4.8 με, with most of the misfit being evident for the data at shallow cut depths. A fairly

large β Eq. 12.2 was used to force the results to stress profiles with less curvature in the regions away from the interfaces. The

data for shallow slit depths is the most affected by the issue with part curvature, which is why more regularization was

needed in order to reconcile the data with a smoother stress profile.

Fig. 12.8 The finite element

model used to calculate the

calibration coefficients for the

data reduction procedure. The

model is shown in an

intermediate step with the slit

at partial depth

Fig. 12.9 Through-thickness

stresses measured in multi-

layered ceramic, compared to

elastic analysis of thermal

mismatch stresses
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12.5 Conclusion

Residual stress profiles in layered samples were measured using the incremental slitting method. Using a modified pulse-

regularization inverse solution approved to be superior to other approaches for solving the inverse problem because

simultaneously:

1. It was able to resolve gradients in the residual stress profiles

2. It allowed for smoothing of the solution where appropriate while at the same time allowing for stress discontinuities

across the layers

3. The resulting stress profiles were able to reproduce (i.e. fit) the measured strain data to within experimental accuracy.

With the power and flexibility of the modified pulse-regularization method, the ability to resolve discontinuous stress

profiles for the tests in this paper was limited by experimental issues. In the aluminum clad depleted-uranium fuel plates, the

plates were very wide and the layers were not of uniform thickness. In the multi-layered ceramic, the specimen was curved,

but the slits were straight. So in each case, it was difficult to precisely know the slit depth relative to the interface location.

For the fuel plates, it would have been possible to cut out a test specimen of thinner width without changing the longitudinal

stresses, and then get a better controlled slit depth relative to the interface location. For the ceramic, we plan to test a new

specimen with a symmetric layer arrangement and, therefore, no curvature.
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Chapter 13

Repeatability of the Contour Method for Residual

Stress Measurement

Michael R. Hill and Mitchell D. Olson

Abstract This paper describes the results of a residual stress measurement repeatability study using the contour method.

The test specimen is an aluminum bar (cut from plate), with cross sectional dimensions of 50.8 � 76.2 mm (200 � 300) with a
length of 609.6 mm (2400). There are two bars, one bar with high residual stresses and one bar with low residual stresses.

The high residual stress configuration (�150 MPa) is in a quenched and over-aged condition (Al 7050-T74) and the low

residual stress configuration (�20 MPa) is stress relieved by stretching (Al 7050-T7451). Five contour measurements were

performed on each aluminum bar at the mid-length of successively smaller pieces. Typical contour method procedures

are employed with careful clamping of the specimen, wire electric discharge machining (EDM) for the cut, laser surface

profiling of the cut faces, surface profile fitting, and linear elastic stress analysis. The measurement results provide repeatability

data for the contour method, and the difference in repeatability when measuring high or low magnitude stresses. The results

show similar repeatability standard deviation for both samples, being less than 10 MPa over most of the cross section and

somewhat larger, around 20 MPa, near the cross section edges. A comparison with published repeatability data for other

residual stress measurement techniques (x-ray diffraction, incremental hole drilling, and slitting) shows that the contour

method has a level of repeatability that is similar to, or better than, other techniques.

Keywords Residual stress • Repeatability • Uncertainty • Contour method • Aluminum

13.1 Introduction

Residual stresses exist in a component in the absence of external load, and while there is no obvious evidence of their

existence, they have potentially significant effects on part performance [1, 2]. There are many options for residual stress

measurement, each with advantages and limitations [3]. Thus, when choosing a residual stress measurement technique, it is

important to understand first what the measurement should provide (e.g., what components of the stress tensor, over how

many spatial dimensions), and secondly, the required precision expected from the measurement. While the contour method

has recently emerged as a useful technique for measuring residual stress [4], there is currently no published information on

its precision. This study develops data to quantify the repeatability of the contour method.

Repeatability is the precision provided by a measurement technique under repeatability conditions and is generally

quantified by the repeatability standard deviation. The repeatability standard deviation is the standard deviation of a given

measurand obtained under repeatability conditions [5], where repeatability conditions are defined as the conditions where

independent test results are obtained with the same method on identical test items, in the same laboratory, by the same

operator, using the same equipment, in short intervals of time. Since this paper regards a destructive residual stress

measurement method, it should be noted that identical test items cannot be used, so multiple measurements are made on

the same article, where the measurements are expected to be nearly identical. Also of interest is the repeatability limit,
defined as an expected maximum absolute difference between two individual test results obtained under repeatability

conditions, with a probability of approximately 95 %. Practically, the repeatability limit is 2.77 times the repeatability

standard deviation. Both the repeatability standard deviation and repeatability limit will be reported later.
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Measurements are made in two long aluminum bars of rectangular cross section, one bar that contains residual stress from

quenching and a second bar that is stress relieved by stretching. A carefully processed long bar is well suited to assess

repeatability of the contour method because, except near its ends, the bar is expected to have the same stress field at all planes

along the length. The rectangular cross section eases several practicalities associated with the contour method, including

issues arising from the “bulge error”, described in [6], that are mitigated with good clamping on the flat edges of the bar.

A second practicality made easier in a long bar relates to cutting artifacts that can arise during wire EDM when there is

a change in the thickness being cut; this issue is mitigated by cutting across the width of a bar of uniform thickness.

Thus, this specimen provides a good environment to study the repeatability of the contour method under best-case

conditions. As with any repeatability study, the data developed to not address the accuracy of the technique.

13.2 Methods

Measurements were done on two aluminum bars that were cut from 50.8 mm (2 in) thick rolled 7,050 aluminum plate.

The original plate was long, and in the T7451 condition, being over-aged and stress relieved by stretching. One bar, referred

to as the stress relieved bar, had no additional heat treatment; the second bar, referred to as the quenched bar, had an

additional heat treatment performed to introduce a higher stress. The quenched bar heat treatment was representative of that

used for the T74 temper [7], and consisted of solution heat treatment at 477 �C for 3 h, immersion quenching in room

temperature water with 16 % polyalkylene glycol (Aqua-Quench 260), and a dual artificial age at 121 �C for 8 h then 177 �C
for 8 h. The bar cross section is 50.8 mm (2 in.) thick, by 76.2 mm (3 in.) wide. The length of the stress relived bar is 610 mm

(24 in.) and the length of the quenched bar is 914 mm (36 in.), the latter being cut to 610 mm before making measurements,

as described below (Fig. 13.1). Material orientation was different in the two bars, with the rolling direction (L) along the

76.2 mm width of the quenched bar and along the 610 mm length of the stress relieved bar. We adopt a coordinate system for

residual stress measurement having an origin at the bottom left hand side of the bar cross section, with positive x along the

76.2 mm width, to the right, and positive y along the 50.8 mm thickness, upward.

Contour measurements, which involve cutting the sample through a given measurement plane, were performed at five

locations along the length of the bar (Fig. 13.1). The first contour measurement was at the center of the bar length (plane 1),

followed by contour measurements at the center of the remaining half bars (planes 2A, 2B), followed by two contour

measurements at the center of two of the quarter bars (planes 3A, 3B). In general, anytime a specimen is cut, the stress in the

body is altered, with the change being large at points close to the cut and negligible far from the cut. Therefore, it is generally

important to account for the effects of a cut on subsequent stress measurements [8]. In the present study, the original bar has

length L that is long compared to the width and thickness, and the measurements are far enough apart so that the contour cuts

are not expected to significantly alter the stress at the locations of subsequent measurements. Preliminary finite element

modeling suggests that if additional cuts were performed, stress measured in the smallest remaining piece, having length

L/8 before cutting, would be about 5 % smaller than measured in the pieces with initial lengths L, L/2, and L/4.
To reduce end effects from quenching, 152 mm (6 in.) was removed from each end of the quenched bar (Fig. 13.2,

planes 0A, 0B) before making contour measurements. Prior to cutting, four biaxial strain gages were attached to the top of

the bar at the two contour planes closest to the end planes, with two gages on each plane, as shown in Fig. 13.2. Biaxial strain

was recorded during the end removal process and stresses computed using plane stress Hooke’s law showed a negligible

change of stress (less than 5 MPa).

Detailed theoretical background for the contour method was provided earlier by Prime [4]. Detailed experimental steps

for the contour method have been provided by DeWald and Hill [9], with a brief summary given here. At each contour plane,

the specimen was cut in two using wire EDM. Cutting was performed with the specimen rigidly clamped to the EDM frame.

Following cutting, the profile of each of the two opposing cut faces was measured with a laser scanning profilometer to

determine the surface height normal to the cut plane as a function of in-plane position. For all measurements, surface height

data was taken on a grid of points with spacing of 200 � 200 μm, so that there were roughly 96,000 data points for each

surface. The two surface profiles were then averaged on a common grid, and the average was fit to a smooth bivariate Fourier

series. A level of smoothing is determined by choosing fitting orders during data reduction.

The residual stress on the contour plane was found with a linear elastic finite element analysis that applied the negative of

the smoothed surface profile as a set of boundary conditions on the cut plane. The finite element mesh used eight-node, linear

displacement brick elements with node spacing of 1 mm on the cut face, along both x and y, and node spacing normal to the

cut face that increased with distance away from the cut, being 1 mm at the cut face and 5 mm at the end of the bar. The mesh

was sufficiently refined such that when the node spacing is halved there is negligible change in stress. The model used an

elastic modulus of 71.0 GPa and a Poisson’s ratio of 0.33 [10].
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The average, repeatability standard deviation, and repeatability limit, were found for each measurement as a function of

in-plane position. The repeatability standard deviation was calculated as

s x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N � 1

XN
i¼1

σi x; yð Þ � σ x; yð Þð Þ2
vuut (13.1)

where, s(x, y) is the repeatability standard deviation at a given in-plane position (x, y), N is the number of measurements (5),

σi(x, y) is the measured stress at (x, y) in the ith measurement, and σ x; yð Þ is the mean measured stress at (x, y) [11].

13.3 Results

Measured residual stress for the stress relieved bar can be seen in Fig. 13.3, and used a fitting orders kx ¼ 1 and ky ¼ 2

(15 terms in the bivariate Fourier series). The results show low magnitude residual stresses around �20 MPa. The stress has

a banded structure with tensile stress at the top, bottom, and center of the bar with compressive regions between; a similar

banded residual stress field was seen in earlier measurements of residual stress in 7050-T7451 stress relieved plate [12].

Results for all planes are somewhat asymmetric about the mid-width (x ¼ 38.1 mm), with the right hand side showing larger

magnitude residual stress. This asymmetry is not expected in rolled aluminum plate, and may be a result of cutting

irregularities, as the cutting direction for all measurements proceeded along the +x direction (left to right in Fig. 13.3).

Results for planes 1, 2A, and 2B are nearly symmetric about the mid-thickness (y ¼ 25.4 mm) but results for planes 3A and

3B have some asymmetry about the mid-thickness, with the top having somewhat higher magnitude stress. This asymmetry

is also unexpected, as plate rolling, quenching, and stretching are typically symmetric processes.

The mean and repeatability standard deviation for the stress relieved bar can be seen in Fig. 13.4. The repeatability

standard deviation is small in the interior, under 5 MPa, and somewhat larger within about 2 mm of the upper and lower

Fig. 13.2 Dimensioned aluminum bar with contour planes and locations of four biaxial strain gages used to measure strain during end removal

(planes 0A and 0B) for the quenched bar. Normalized dimension shown, where W ¼ 76.2 mm
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Fig. 13.1 Dimensioned aluminum bar with contour planes. Normalized dimension shown, where W ¼ 76.2 mm
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Fig. 13.3 Stress in the stress relieved bar for (a) plane 1, (b) plane 2A, (c) plane 2B, (d) plane 3A, and (e) plane 3B

Fig. 13.4 Mean (a) and repeatability standard deviation (b) of stresses for the stress relieved bar



boundaries of the contour plane, reaching a maximum of 14 MPa at the left side of the upper edge. The repeatability limit is

proportional to the repeatability standard deviation, and therefore follows the trends seen in Fig. 13.4b, being less than

14 MPa in the interior and being larger near the upper and lower edges and having a maximum of 39 MPa. The absolute

maximum deviation of stress from the mean is 16 MPa, which occurs at the same location as the maximum standard

deviation.

Line plots of the stress along two orthogonal lines for the stress relieved bar, one horizontal along x at y ¼ 25.4 mm and

one vertical along y at x ¼ 38.1 mm can be seen in Fig. 13.5. The mean stress shows the banded or W profile along the

vertical, which was discussed above. Error bars show the repeatability standard deviation, which is a relatively large

percentage of the measured stress (around 30 % of the stress range). The line plots underscore the difference between most

measurements and a single outlier, plane 2B, that has a larger residual stress magnitude; this outlier significantly affects the

standard deviation.

The stress results for the quenched bar can be seen in Fig. 13.6, and used a fitting orders kx ¼ 1 and ky ¼ 1 (9 terms).

The results show much larger residual stresses than for the stress relieved bar, with magnitudes of about 150 MPa. The shape

of the stress distribution is roughly paraboloid, with tensile stress at the center of the bar and compressive stress at the

outside. These features agree with previous measurements of stress in quenched aluminum bar performed by Robinson et al.

[13, 14]. The stress measurements appear to be very consistent, with results for plane 1 deviating from the other

measurements to some degree

The mean and repeatability standard deviation for the quenched bar can be seen in Fig. 13.7. The repeatability standard

deviation is small in the interior, around 5–10 MPa, and somewhat larger within 5 mm of the edges, having a maximum of

20 MPa at the upper left corner. The repeatability limit follows the same trend seen in the repeatability standard deviation

(Fig. 13.7b), being 14–28 MPa in the interior with a maximum of 55 MPa. The absolute maximum deviation of stress from

the mean is 31 MPa in the quenched bar, which occurs at the edges of the 76.2 mm width.

Line plots of stress along two orthogonal lines through the sample center can be seen in Fig. 13.8 for the quenched bar.

The mean stress shows the paraboloid profile. Error bars show repeatability standard deviation, which is a small fraction of

the stress (maximum around 5 % of the stress range). Results for plane 1 are a slight outlier.

13.4 Discussion

The repeatability data for the two measurement sets suggest a similar level of precision for measurements in the stress

relieved and quenched bars. This indicates that the repeatability of the contour method may remain constant over the range

of stress magnitude addressed in this study. When measuring low magnitude residual stresses, as in the stress relieved bar,

the repeatability standard deviation is large relative to the resulting stress. This may or may not be acceptable, but there is not

Fig. 13.5 Line plots for the stress relived bar (a) horizontal along the vertical mid-thickness and (b) vertical along the horizontal mid-thickness,

where the error bars are the repeatability standard deviation. The outlier is plane 2B
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Fig. 13.6 Stress in the quenched bar for (a) plane 1, (b) plane 2A, (c) plane 2B, (d) plane 3A, and (e) plane 3B

Fig. 13.7 Mean (a) and repeatability standard deviation (b) of stresses for the quenched bar



likely to be a more precise alternative for two-dimensional mapping of such residual stress fields. For high magnitude

residual stresses, as in the quenched bar, the repeatability standard deviation found here is small relative to the stress

magnitude.

The results here depend on using a stress-free cut correction, suggested earlier by Prime [4], to account for variation of the

EDM cut from an ideal flat plane. This was accomplished by making a cut on a spare piece of the same material and cross-

sectional dimension, where the cut removed a small thickness (1.27 mm) of material and left behind a larger piece. Because

the cut was adjacent to a stress-free surface, the surface profile on the cut face is assumed a result of the EDM cutting process

and not stress release. The cut profile on the face of the larger piece, called the stress-free profile, was measured using the

same procedure as used during the contour experiments. The measured stress-free profile was then subtracted from

the profile measured during each contour measurement to correct for the non-flat EDM cut. The differences due to the

stress-free cut correction are nearly negligible in the quenched bar, but large in the stress relieved bar, with differences in

residual stress less than 20 MPa for both bars. The contour results for the stress relieved bar at plane 3A without the stress-

free cut correction in Fig. 13.9a can be compared with the corrected results in Fig. 13.3c, and the comparison shown as a line

plot in Fig. 13.9b show the significant effect for the stress relieved bar.

Previous studies of residual stress measurement repeatability give useful context to the results presented above. Published

repeatability studies were available for x-ray diffraction, incremental hole drilling, and slitting.

Fig. 13.8 Line plots for the quenched bar (a) horizontal along the vertical mid-thickness and (b) vertical along the horizontal mid-thickness,

where the error bars are the repeatability standard deviation. The slight outlier is plane 1

Fig. 13.9 Stress in the stress relived bar (a) without stress-free cut correction and (b) vertical line-out at the mid-width showing the stress with and

without the stress-free cut correction
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An x-ray diffraction repeatability study by Fry [15] made x-ray diffraction measurements for three different materials

(a shot peened CCr3 spring steel block, a quenched 7,010 aluminum block, and a ground piece of titanium alloy) using a

tabletop x-ray diffractometer to assess the instrument-operator repeatability. In each case, ten repeat measurements were

conducted, where the specimen was removed and replaced in the x-ray diffractometer between each measurement. In this

manner, the standard deviation of the measurement sets was established to be 8 MPa for the spring steel block, 3 MPa for the

quenched 7,010 aluminum block, and 18 MPa for the ground piece of aluminum. The good repeatability is consistent with

the minimal interaction between the test equipment and the test specimen in these measurements; one should expect

significantly larger repeatability bounds when performing stress versus depth profiling using x-ray diffraction with layer

removal on account of the greater interaction with the sample.

The study by Lee and Hill [16] made five measurements of residual stress versus depth from the surface using the slitting

method in thick blocks removed from a single plate of 316L stainless steel. The plate had been uniformly laser peened to

induce a deep residual stress field after which the plate was cut into blocks. Typical slitting method techniques were

employed with a single back face strain gage and incremental cutting by wire EDM. Residual stress profiles were found as a

function of depth from the surface using a polynomial basis. The maximum standard deviation of the five measurements

occurred at the surface, and was 15 MPa, but the standard deviation away from the surface was less than 7 MPa; the absolute

maximum deviation also occurred at the surface, and was 26 MPa.

Three incremental hole drilling interlaboratory reproducibility exercises have been performed [17, 18]. Two studies are

reported by ASTM on specimens nominally free of residual stress, where one study used stress relieved AISI 1018 carbon-

steel and the other used stress relieved 304 stainless steel, and where the hole drilling data reduction procedure assumed

constant residual stress as a function of depth [17]. The repeatability standard deviation in these two sets of nominally stress

free specimens was 14 and 12 MPa, respectively. A cautionary note [17] states that measurements on samples with non-zero

residual stress should be expected to exhibit larger variability than found for unstressed samples. A second note states that

additional variability should be expected when determining residual stress as a function of depth, a capability that was

recently added to the ASTM standard. A third study by National Physical Laboratory (NPL) in the United Kingdom

addressed reproducibility when determining residual stress as a function of depth with hole drilling. The NPL reported

results for a shot peened steel sample and a friction stir welded aluminum sample. Unfortunately, there is not a direct

reporting of the reproducibility standard deviation of the measurements, but rather stress versus depth for some of the

participating laboratories at some cut depths. The standard deviation was not reported, but was approximated by the present

authors, and ranged significantly depending on the material and underlying residual stress state, being lower for friction stir

welded aluminum (about 40 MPa) and higher for shot peened steel (several hundred MPa), with data dispersion being higher

near the surface and lower at 1 mm depth. There are three general cases that the repeatability studies fall into: surface

measurements with little mechanical interaction with the sample (e.g., x-ray without layer removal), mechanical interaction

with the sample but stress assumed constant with position (hole drilling), and mechanical interaction with the sample with

spatially varying stress fields (incremental hole drilling, slitting, and contour). These classes should be expected to show

increasing repeatability limits in the order listed for practical reasons. The contour method repeatability data developed here

suggest that the method has good precision relative to other residual stress measurement techniques, especially considering

that the measurement provides a two-dimensional map of a spatially varying stress field.

13.5 Summary

The present work has established repeatability data for the contour method in two long aluminum bars, one containing a low

level of stress, of about �20 MPa, and the second containing a high level of stress, of about �150 MPa. Five repeated

measurements in each part show repeatability standard deviation between 5 and 10MPa over most of the measurement plane

and about 20 MPa near the plane boundaries. The repeatability results for the low and high stress bars were nearly identical

even while the stress in each bar was significantly different. The level of repeatability found here is in reasonable agreement

with that found in other residual stress measurement repeatability studies. However, the repeatability data were gathered in a

relatively straightforward measurement configuration having a simple geometry and opportunity for secure clamping; more

complicated measurement configurations may lead to increased repeatability limits.
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Chapter 14

Repeatability of Incremental Hole Drilling and Slitting

Method Residual Stress Measurements

Adrian T. DeWald and Michael R. Hill

Abstract Residual stresses are of interest from an engineering perspective because they can have a significant influence on

material performance. For example, fatigue initiation, fatigue crack growth rate, stress corrosion cracking, and fracture are

all influenced by the presence of residual stress. The commonly used methods for residual stress measurement include

incremental hole drilling and slitting. This paper establishes the repeatability of these techniques through replicate

measurements on nominally similar specimens. Each technique was used to measure the residual stress in peened aluminum

plates at multiple locations. A statistical analysis of the data was performed to compare the level of repeatability obtained

using the two techniques. The standard deviation of the slitting method data was about 2 % of the peak stress magnitude,

compared with 5 % for the hole drilling measurements.

Keywords Residual stress • Incremental hole drilling • Incremental slitting • Repeatability • Aluminum

14.1 Introduction

Residual stresses are known to play a significant role in many material failure processes (e.g., fatigue, fracture, and stress

corrosion cracking). Tensile residual stresses are of concern because they accelerate fatigue crack initiation and fatigue crack

growth relative to what would occur in the absence of residual stress. Compressive residual stresses, on the other hand, have

the opposite effect and can be used to improve performance (hence life improvement processes like cold working of fastener

holes and shot peening). To effectively understand and predict residual stress effects on performance requires accurate and

reliable residual stress measurement data. An understanding of the measurement uncertainty is important.

Many methods exist for the measurement of residual stress including: hole drilling, slitting, contour, neutron diffraction,

and x-ray diffraction with layer removal. Each of these methods has particular advantages (e.g., repeatability, precision, and

measurement depth) and trade-offs (e.g., accuracy versus throughput, measurement depth versus sensitivity). Selection of

appropriate measurement methods is critical to obtaining residual stress data that suit an intended purpose. Only a limited

amount of data are available to quantify measurement repeatability for any of the commonly applied residual stress

measurement methods.

The objectives of this work are to quantify the repeatability of residual stress measurement for incremental slitting and

incremental hole drilling methods on peened aluminum test specimens. A description of the test specimens is given followed

by descriptions of the measurement methods and results obtained using each.
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14.2 Methods

Specimen description. Two test specimens were used for this study. Specimen A was a 7055-T7751 aluminum alloy plate

nominally 0.65 in. thick, with in-plane dimensions of 3.0 by 8.0 in. The material yield strength is 88 ksi. This specimen was

processed with a nominal shot peening treatment over the entirety of one 8 by 3 in. surface.

Specimen B was a 2324-T39 aluminum alloy plate nominally 0.35 in. thick with in-plane dimensions of 3 by 15 in.

The handbook yield strength for this material is 54 ksi. This specimen was processed using an intense peening treatment over

the entirety of one 15 by 3 in. surface.

Residual stress measurements. Residual stresses were measured in the test specimens using incremental hole drilling on

Specimen A and incremental slitting on Specimen B. While it would have been useful to study repeatability of both

measurement methods on a single specimen, the data reported here were developed at different times and to support different

programs of work.

Hole drilling. Hole drilling is a mechanical release technique for measuring near-surface residual stress [1]. Hole drilling

provides a measure of the residual stress in the plane of the surface, including the two normal stress components and the

in-plane shear component, over a shallow region (typically 0.020–0.080 in. depending on the experimental set-up

employed). The method involves drilling a small hole in the center of a strain gage rosette, which is specially designed

for the method. The measured strain change due to drilling of the hole is a function of the residual stress that was originally

present in the material. The coefficients relating measured strain to residual stress are determined though analysis

(finite element method). Using the coefficients, the residual stress is calculated based upon the measured strain data.

The hole drilling measurements performed here follow the basic ASTM procedure for non-uniform stress in “thick”

material [2]. A strain gage was attached to the material surface (0.062 in. gage size). The hole was drilled using a high-speed

air turbine with an inverted-cone carbide cutter. A 0.080 in. diameter hole was drilled to a depth of 0.040 in. in 0.002 in.

increments (20 increments). Residual stress was computed according to the ASTM standard, using coefficients for non-

uniform stress and Tikhonov regularization for smoothing.

Incremental hole drilling measurements were performed on Specimen A at locations 1.0 in. from each end of the

specimen ends. A spacing of 0.75 in. between adjacent measurement sites ensured negligible interaction between

measurements. Three measurements were performed near each end of the specimen, for a total of six measurements. It is

expected that the residual stress is similar at each location.

Slitting. The slitting method is a technique for measuring through-thickness residual stress [3]. Slitting determines a single

stress component over a depth range that typically spans about 90 % of the material thickness. In the slitting method, a slit is

cut in increments of depth into a body containing an unknown residual stress field. The strain released with each slit depth

increment is measured near the slit with metallic foil strain gages. Gages are typically placed directly below the slit, on the

back surface of the specimen. The measured strain versus slit depth data are used to calculate the residual stress that was

initially in the part through an elastic inverse solution.

The elastic inverse solution for the slitting method assumes that the unknown stress field can be expressed as a series

expansion

σxxðyÞ ¼
Xn
j¼1

AjPjðyÞ (14.1)

where Pj(y) are given polynomial basis functions and Aj are coefficients to be determined. Assuming elastic deformation

during slitting, and employing the principle of elastic superposition, the strain through the depth of the part can also be

expressed as a series expansion

εxxðaiÞ ¼
Xn
j¼1

AjCij ¼ ½C�fAg (14.2)

where εxx(ai) is strain at the gage location for slit depth ai, Cij is a compliance coefficient, [C] is a matrix having members Cij

(called the compliance matrix), and {A} is a vector of the unknown coefficients Aj, of the series expansion. If the residual

stress were given exactly by a single polynomial term Pj(y), the strain that would occur at slit depth ai is Cij. Therefore,
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Cij can be found by solving a usual elasticity problem, either exactly or using finite element analysis. Repeatedly solving the

elasticity problem for all basis polynomials and all slit depths provides all members of [C]. The polynomial coefficients of

the stress expansion {A} are then determined by inverting Eq. 14.2, in a least squares sense, using the measured strains

versus depth data.

fAg ¼ ½C�T ½C�
� ��1

½C�Tfεmeasuredg (14.3)

The unknown residual stress profile is then computed from Eq. 14.1.

Incremental slitting measurements were performed on Specimen B. Due to physical limitations of the method, five small

blocks were extracted from Specimen B prior to the slitting measurements. The removed blocks were nominally 0.7 by

0.8 in., and 0.35 in. thick. Since the original plate was processed uniformly and the blocks each have the same size, they are

expected to contain identical residual stress.

The slitting method was used to measure the residual stress as a function of the depth through the middle of each block.

A single strain gage with a grid length of 0.032 in. was applied to the back surface of each block directly below the center of

the slit. Slitting was performed on a wire EDM. Released strain was measured after each slit depth increment.

Repeatability calculations. Statistical analysis was performed on each stress versus depth data set to quantify measurement

repeatability. First, the arithmetic average of each data set was computed as a function of measurement depth. Next, the

standard deviation of the data from the mean was computed as a function of measurement depth. A relative standard

deviation was computed as the standard deviation divided by the maximum absolute value of the mean residual stress profile

(peak stress level over the depth of measurement).

14.3 Results

Hole drilling. A line plot of residual stress versus distance from the surface for the hole drilling measurements is shown in

Fig. 14.1. As expected for shot peened material, there is a thin layer of compressive residual stress near the surface. The peak

stress magnitude is near 40 ksi (45 % of yield strength). The compressive stress layer persists over a depth of nominally

0.010 in. There is slight compression beyond this depth, nominally �8 ksi at 0.010 in. depth trending towards zero over the

remaining measurement depth, which may be due to pre-existing residual stress in the material prior to shot peening (e.g., as

may arise from plate rolling).

Slitting. A line plot of the measured residual stress versus distance from the surface for the slitting measurements in shown

in Fig. 14.2. As expected for an intense peening treatment, there is a layer of compressive residual stress near the surface,

with high peak magnitude, near 55 ksi (85 % of yield strength). The compressive stress layer persists over a depth of

nominally 0.035 in. There is significant tensile stress below the compressive stress layer. The tensile stress is required to

maintain equilibrium in the material.

Measurement repeatability. The computed average value for each data set is shown in Fig. 14.3 (hole drilling) and

Fig. 14.4 (slitting). For hole drilling, the standard deviation ranges from 0.8 to 4.4 ksi over the depth range with the highest

standard deviation near the surface and near the final measurement depth. For slitting, the standard deviation ranges from 0.2

to 6.2 ksi over the depth range with the highest standard deviation near the surface. The plots include lines representing one

standard deviation from the mean for each data set. The relative standard deviation is plotted in Fig. 14.5 (hole drilling) and

Fig. 14.6 (slitting). The relative standard deviation in the hole drilling measurements ranges from about 12 % to about 2 %

over the depth range, with an average of 5 %. The relative standard deviation in the slitting measurements ranges from 11 %

to 1 %, with an average of 2 %. Overall, slitting results have better repeatability than hole drilling results.

For hole drilling, the relatively high variability near the surface is likely due to the high near-surface stress gradient, so

that measurements are especially sensitive to errors in incremental hole depth. The relatively high variability at deeper

depths is likely due to the reduction in measurement signal as the hole progresses deeper into the material and farther from

the surface-mounted strain gages.

For slitting, the relatively high variability near the surface is likely due to similar effects (high stress gradient and

sensitivity to slit depth). The slitting configuration used here does not suffer from the same loss in signal found for hole
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Fig. 14.2 Line plot of residual stress versus depth from the surface for the slitting measurements showing raw data from individual measurements

Fig. 14.1 Line plot of residual stress versus depth from the surface for the hole drilling measurements (a) σxx, (b) σyy, and (c) τxy
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Fig. 14.3 Line plot of residual stress versus depth from the surface for the hole drilling measurements showing raw data, average, and average

plus and minus one standard deviation (a) σxx, (b) σyy, and (c) τxy

Fig. 14.4 Line plot of residual stress versus depth from the surface for the slitting measurements showing raw data, average, and average plus and

minus one standard deviation
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drilling as the measurement depth increases. For a bottom gage configuration the signal is relatively good throughout the

depth range. The slitting repeatability reported here is consistent with the results found earlier by Lee and Hill [4].
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Fig. 14.5 Line plot of the

standard deviation normalized

by the maximum residual

stress versus depth from the

surface for the hole drilling

measurements
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Chapter 15

Drilling Speed Effects on Accuracy of HD Residual

Stress Measurements

C. Barile, C. Casavola, G. Pappalettera, C. Pappalettere, and F. Tursi

Abstract The effect, on the residual stress measurement accuracy, of the drilling speed of the end-mill during the

hole-drilling measurements was evaluated in Ti6Al4V. In spite of the well-known consideration that the highest achievable

speed should be used during hole drilling, very few experimental works exist analyzing the effects of using lower velocities.

Hole-drilling experiments were performed in this study by measuring the released strain by electronic speckle pattern

interferometry. A known stress state was generated by loading the sample in a four point bending frame up to 50 % of the

yield strength. Drilling speed ranging in 5,000 � 50,000 rpm was investigated by using an electronically controlled mill.

The expected stress field, evaluated by a numerical model in ANSYS®, was compared with the measured one at different

drilling speeds.

Keywords Drilling speed • Electronic speckle pattern interferometry • Hole drilling • Residual stress • Titanium

15.1 Introduction

Residual stresses (RS) can remain in a sample as the final result of the chain of manufacturing processes which are necessary

to produce the final part. An accurate knowledge of the entity of RS is a challenging but, at the same time, very important

task. Their presence, in fact, can strongly affect the performance and the fatigue life of the component itself [1]. Due to the

relevance of the topic a lot of experimental techniques have been developed ranging from X-Ray diffractometry [2],

to Magnetic Barkhausen Noise [3], to contour methods [4]. However the most widespread method for measuring RS is the

Hole Drilling Method [5] and it is actually the only one which is ruled by a standard [6]. HDM technique has undergone a lot

of developments both in terms of measurement procedures and computation techniques [7]. Despite of the huge amount of

work carried out on this topic only a few papers investigate what are the effects of the drilling speed on the accuracy of stress

measurements by HDM [8, 9]. In [8] it is suggested to use the maximum achievable speed while in [9] results for Al 6061-T6

and 304 stainless steel are presented; however much work is necessary to better defining the dependency of the accuracy on

the drilling speed and to enlarge the range of investigated materials. In this work, the effects of the rotation speed on the

accuracy of residual stress measurement on Ti grade 5 are investigated. A known stress field is induced in a pre-annealed

sample by a simple four-point bending frame. An electronic controlled drilling machine is then used to drill the hole up to a

depth of d ¼ 0.4 mm. Holes are drilled at three different velocities: 5,000 rpm, 35,000 rpm, 50,000 rpm. The first and the last

values represent the minimum and the maximum rotation speed attainable by the drilling system. Electronic Speckle Pattern

Interferometry (ESPI) [10] was used to detect the displacement map in correspondence of each drilling step. Residual

stresses are calculated through integral method.

C. Barile (*) • C. Casavola (*) • G. Pappalettera • C. Pappalettere • F. Tursi

Dipartimento di Meccanica, Matematica e Management, Politecnico di Bari, Viale Japigia 182, 70126 Bari, Italy

e-mail: casavola@poliba.it

M. Rossi et al. (eds.), Residual Stress, Thermomechanics & Infrared Imaging, Hybrid Techniques and Inverse Problems, Volume 8,
Conference Proceedings of the Society for Experimental Mechanics Series, DOI 10.1007/978-3-319-00876-9_15,
# The Society for Experimental Mechanics, Inc. 2014

119

mailto:casavola@poliba.it


15.2 Materials and Methods

15.2.1 Experimental Set-up

A four-point-bending test was executed on a Titanium (Ti-6Al-4V) grade 5 specimen. The stress field, induced by the load

applied, was measured by the hole drilling method combined with Electronic Speckle Pattern Interferometry (ESPI).

The ESPI hole-drilling measurement system used in this experiment is schematically reported in Fig. 15.1.

A beam from a DPSS laser source is split into two beams and focused into two monomode optical fibers. One beam is

collimated and illuminates the sample, while the second beam passes through a phase shifting piezoelectric system and then

it goes to the CCD camera where it interferes with the light diffused by the optically rough surface of the specimen. Initial

phase and final phase are evaluated by the four-step phase shifting technique, which allows to detect deformations released at

each step of the hole-drilling process.

The hole is drilled by means of a high speed turbine which is mounted on a precision travel stage. Turbine rotation ranges

from 5,000 to 50,000 rpm and is electronically controlled. The cutter is made by tungsten coated by TiCN and it has a

nominal diameter d ¼ 1.59 mm.

Experimental measurements were performed on a Titanium grade 5 (Ti-6Al-4V) specimen (248.5 � 42.5 � 3.0 mm).

Three rotation speeds were investigated in this work, respectively 5,000, 35,000 and 50,000 rpm. The aim of the work was to

evaluate the drilling speed effects on the accuracy of residual stress measurements. To this scope it was important to

guarantee that the measured stress only refers to the applied external reference load by avoiding to include any initial

residual stress field. To this purpose preliminary X-ray residual stress (XRD) measurements were performed in order to asses

if the as received material can be considered free from stress or it has to undergo to annealing process. XRD technique was

selected because it is a non-destructive technique that allows quantitative evaluation of residual stress. This data are essential

to define the proper heat relieving treatment. Initial residual stress measurements were executed on both the surfaces of the

specimen and in several points chosen in a random way.

The proper cycle was defined based on the specific material alloy and on the desired final value of residual stresses.

Figure 15.2 illustrates the effects of stress relieving on Ti-6Al-4V at five temperatures ranging from 260 �C to 620 �C for

periods of time ranging from 5 min to 50 h.

Specimen was heated up to 620 �C for 1 h and then cooled by air up to room temperature for 50 h according to [11].

The rate of cooling from the stress-relieving temperature is not critical. Uniformity of cooling is critical particularly in the

temperature range from 480 �C to 315 �C.
In order to test the efficacy of the heat relieving process several RS measurements were performed on the sample by

HDM. This technique was preferred to XRD at this stage because the presence of an oxide layer can influence the

diffractometric measurements and at the same time to ensure that the relieving process attained the desired results up to

the wanted depth. Finally, the HDM+ESPI method was utilized to evaluate the external four-point bending applied load

(Fig. 15.3). The distance between the inner supports was 133 mm, the distance between the external supports was 208 mm.

The hole was drilled up to 0.40 mm depth, each step was 0.05 mm. The holes were drilled along two lines on the

248.5 � 42.5 mm face of each specimen (Fig. 15.4). The distance between the centers of the holes of each line was set to

Fig. 15.1 Experimental set-

up for ESPI measurements of

strains relaxed by HDM
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12 mm to minimize the interaction between the holes. The two lines were located at 12.0 mm from each edge in order to

minimize edge effects and have sufficient distance between the center of the holes on opposite lines. The central holes were

6 mm from the centerline of the specimen in order to have a symmetrical distribution of the holes and enough distance from

the inner supports of the loading system.
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Fig. 15.2 Plot of the residual stress relaxation in Ti grade 5 at different heating temperatures [11]

Fig. 15.3 Schematic of the four-point bending frame

Fig. 15.4 Titanium grade 5 specimen
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For each drill increment the corresponding speckle pattern was recorded at four different positions of the piezoelectric

translator. These intensity maps were subtracted from the reference intensity pattern recorded on the sample before starting

the drilling procedure. This operation allows obtaining fringe pattern (Fig. 15.5) encoding the information about the

displacement experienced by the sample along the sensitivity vector. Accurate definition of the sensitivity vector, that is

to say of the angles of illumination and observation was performed by projecting a 5 lines/mm grating on the sample and by

measuring the projected pitch. Once displacement maps were obtained a derivative filter was used to get strain maps and

then integral method was used to calculate stresses.

15.2.2 Numerical Validation

A finite element model was developed in order to simulate the four-point-bending test. The specimen is long 248.5 mm,

tall 42.5 mm and thick 3.0 mm. Kinematic constraints were imposed in order to obtain an isostatic model and to reproduce

correctly the mechanism with which the load is transferred to the specimen. FE analysis was carried out with the ANSYS

13.0 commercial software [12]. The specimen was modeled with three-dimensional elements SOLID185 for solid structures.

It is defined by eight nodes having three degrees of freedom at each node: translations in the nodal x, y, and z directions.

Although specimen thickness is small compared to length, the bar under four-point-bending was however modeled as a 3D

specimen in order to account for asymmetries eventually occurring in the loading process or related with constraint

conditions.

The mesh included 256452 elements and 303282 nodes. All finite element analyses were run on a standard PC equipped

by an Intel® Core i7 processor and 8GB RAM memory. The structural analysis was completed in about 5 min.

Finite element model was realized in order to confirm the effectiveness of load apparatus. The convergence of stress field

experimentally induced and the one numerically evaluated was obtained by comparing strains in four different locations.

In these four locations, in fact, strain gages were previously applied on the back surface of specimen: two stayed along the

longitudinal axes (10 mm far from the inner supports and symmetrically with respect to the transverse axis) the other two lied

in correspondence of the transverse axis of specimen (5 mm far from the edges and symmetrically with respect to the

longitudinal axis). This comparison confirmed a good agreement between theoretical and experimental results and provide

a mean value of longitudinal stress (σx) of about 140 MPa.

Fig. 15.5 ESPI fringe pattern recorded at the end of the drilling process
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15.3 Results and Discussion

The map of longitudinal stress of the four-point bended specimen, numerically evaluated, is reported in Fig. 15.6.

Results obtained from XRD measurements on the as received sample are listed in Table 15.1, they differ for direction of

measurement and refer to longitudinal x axis of specimen and the transverse y axis.

Results show the presence of a not negligible level of residual stress both in the longitudinal and transverse direction of

the specimen underlining the necessity to apply a heat treatment for relieving stresses. As it was mentioned in the previous

section several HD measurements on the post annealed sample were performed. Measurements were executed on several

points up to 0.4 mm depth, that corresponded to the depth that will be used during four-point bending test, with step of

0.05 mm. The mean value of the measured stress was σx ¼ �11.0 MPa. This value resulted very low and in any case it was

subtracted to the stress values measured during the four-point bending test. In this way only the external stress was evaluated.

Figure 15.7 shows the results obtained by measuring the longitudinal stress on the four point bent specimen at three

different velocities on nine different points. Plotted results refer to the stress measured up to a depth of 0.4 mm. In the plot

the theoretical expected value is also shown.

As it can be inferred from Fig. 15.7 the average value of the measured stress state is coherent with the expected theoretical

value and almost independent from the drilling speed. However data corresponding to lower speed appear more scattered

than data recorded at the maximum speed. In fact the standard deviation for the measurement at 5K rpm is σ5K ¼ 26.6 MPa

Fig. 15.6 Longitudinal stress map evaluated via FEM

Table 15.1 Residual stress measured on the sample before annealing treatment

Point 1 Point 2 Point 3 Point 4 Point 5 Point 6 Point 7 Point 8 Point 9

Longitudinal stress [MPa] �82.1 �50.6 �85.7 �52.9 �79.4 14.6 �39.3 �57.2 26.9

Standard deviation [MPa] 18.5 12.8 19.3 13.3 17.0 5.3 12.8 6.4 21.8

Transversal stress [MPa] �52.6 �36.2 �59.6 �78.4 �45.6 �50.2 �39.1 �89.3 �42.3

Standard deviation [MPa] 11.9 9.3 8.2 14.8 9.4 7.8 11.7 12.4 5.1
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that is to say about 20 % of the nominal expected value. This value decreases at 35K rpm being σ35K ¼ 8.8 MPa that is

to say about 6 % of the nominal expected value and it reaches the minimum at 50K rpm where it is σ50K ¼ 3.9 MPa that is to

say less than 3 % of the expected theoretical value. In other words the accuracy and the repeatability of the measurement

diminishes by decreasing the rotation speed. This occurrence can be tracked back to the quality of the drilled hole (Fig. 15.8)

which appears to be compromised at lower speed.

15.4 Conclusions

In this paper the effects of the rotation speed on the accuracy of residual stress measurements by Hole drilling method and

ESPI was evaluated in Titanium grade 5 alloy. After an annealing process performed on the sample in order to relieve initial

residual stresses the specimen was loaded into a four-point bending frame in order to introduce a known field of stress. Nine

holes were drilled on the sample at three different rotation speeds of the cutting mill. Holes were drilled up to 0.4 mm and

subsequent displacement field was measured by ESPI. Deformation maps allowed to obtain, by the integral method, the

value of the relaxed stress. A comparison of the measured stress with the expected theoretical one showed a good agreement

in terms of mean value. However data obtained at lower speed appeared less accurate than those obtained at higher speed.

In fact the standard deviation found for the measurements increases up to 20 % of the expected value at 5,000 rpm while it

stays at less than 3 % at the highest speed attainable by the system that is to say at 50,000 rpm.
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Chapter 16

Ultrasonic Nonlinear Guided Waves and Applications

to Structural Health Monitoring

Claudio Nucera and Francesco Lanza di Scalea

Abstract Research efforts on nonlinear guided wave propagation have increased dramatically in the last few decades

because of the large sensitivity of nonlinear waves to structural condition (defects, quasi-static loads, instability conditions,

etc.. . .). However, the mathematical framework governing the nonlinear guided wave phenomena becomes extremely

challenging in the case of waveguides that are complex in either materials (damping, anisotropy, heterogeneous, etc.. . .)
or geometry (multilayers, geometric periodicity, etc.. . .). The present work develops predictions of nonlinear second-

harmonic generation in complex waveguides by extending the classical Semi-Analytical Finite Element formulation to

the nonlinear regime, and implementing it into a highly flexible, yet very powerful, commercial Finite Element code. Results

are presented for the following cases: a railroad track, a viscoelastic plate, a composite quasi-isotropic laminate, and a

reinforced concrete slab. In these cases, favorable combinations of primary wave modes and resonant double-harmonic

nonlinear wave modes are identified. Knowledge of such combinations is important to the implementation of structural

monitoring systems for these structures based on higher-harmonic wave generation. The presentation will also present a

specific application of nonlinear guided waves for the monitoring of thermal stresses in rail tracks to prevent buckling.

Keywords Nonlinear ultrasonic guided waves • Higher-harmonics • Semi-analytical finite element • Internal resonance

• Dispersion

16.1 Introduction

Traditionally the structural monitoring via ultrasounds has been accomplished measuring “linear” parameters of the waves

(amplitude, speed, phase shifts) to infer salient features of the inspected structure. However, it is well documented [6] that

“nonlinear” parameters are, in general, much more sensitive to structural conditions than their linear counterparts.

Furthermore the use of nonlinear guided waves is extremely attractive because guided waves combine the mentioned

high sensitivity typical of nonlinear parameters with large inspection ranges [3, 5, 14]. The aforementioned complexity of

the mathematical framework governing nonlinear guided wave propagation limited most of the previous works on elastic

waves to the linear elastic regime with the assumption of infinitesimal deformations.

However, different mechanisms (increase in wave amplitude, finite deformations, nonlinear strain energy potentials) can

give rise to nonlinear effects that eventually become of primary importance. Hence the governing equations need to be

modified accordingly: cubic (and possibly higher-order) terms must be included in the elastic energy density expression

[9, 16]. Among the manifestations of the nonlinear behavior, higher harmonic generation is considered in particular. In this

scenario, an initially sinusoidal stress wave of a given frequency distorts as it propagates, and energy is transferred from the

fundamental frequency, ω, to the higher harmonics, 2ω, 3ω and so on. For a practical use, this nonlinearity can be quantified

via an ultrasonic nonlinear parameter, β, well documented in literature [3].

While several investigations pertaining to nonlinear effect in solids and second harmonic generation were reported in the

past [7, 8], most of them were limited in their applicability to structures with simple geometries (plates, rods, shells) where

analytical solutions for the primary (linear) wave field are available in literature. In the present work the propagation of
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waves in nonlinear solid waveguides with complex geometrical and material properties is investigated theoretically

and numerically. For the solution of the nonlinear boundary value problem, perturbation theory and modal expansion

are used [7].

A numerical algorithm is introduced in order to efficiently predict and explore the nonlinear wave propagation

phenomena in structural waveguides of different complexity. After a brief description of the theoretical background, three

case-studies have been analyzed, namely a railroad track, a composite quasi-isotropic laminate, and a reinforced concrete

slab. Favorable combinations of primary and resonant secondary modes (nonlinear resonance conditions) were successfully

identified for these complex waveguides. The knowledge of these nonlinear resonance conditions is of primary importance

for the actual implementation of structural diagnostic systems based on nonlinear ultrasonic guided waves features.

16.2 Waves in Nonlinear Elastic Regime: Internal Resonance

In presence of finite deformations, large amplitude waves, nonlinear strain energy potentials and similar nonlinear

mechanisms, the generalized Hooke’s Law no longer applies and must be replaced by a proper nonlinear constitutive law.

Assuming that the body is homogeneous, isotropic and hyperelastic, it possesses a strain energy density ε that is an analytic
function of the Green-Lagrange Strain Tensor E such that the Second Piola-Kirchoff Stress Tensor S can be expressed as:

Sij ¼ ρ0
@ε

@Eij
(16.1)

where ρ0 is the initial density. It is known that in this scenario the strain energy can be expressed as:

ε ¼ 1

2
λI1

2 þ μI2 þ 1

3
CI1

3 þ BI1I2 þ 1

3
AI3 þ O Eij

4
� �

(16.2)

where I1 ¼ Eii, I2 ¼ EijEji, I3 ¼ EijEjkEki, λ and μ are the Lamé elastic constants and A, B and C are the Landau-Lifshitz

third-order elastic constants [10]. In Eq. 16.2 first order material nonlinearity was introduced. By substituting Eq. 16.2 into

Eq. 16.1 and keeping up to second-order terms in Eij we obtain the nonlinear stress–strain relation

Sij ¼ λEkkδij þ 2μEij þ δij CEkkEll þ BEklElkð Þ þ 2BEkkEij þ AEjkEki (16.3)

Using Eq. 16.3 inside the general momentum equation the Nonlinear Boundary Value Problem governing the propagation

of nonlinear elastic waves in isotropic, homogeneous and hyperelastic waveguides can be formulated in vector form as:

λþ 2μð Þr r � uð Þ � μr� r� uð Þ þ f ¼ ρ0
@2u

@t2
(16.4)

SLðuÞ � nr ¼ ��SðuÞ � nr on Γ (16.5)

where u is the particle displacement vector, ρ0, λ and μ are the defined above, f is the nonlinear term acting as a body force, nr
is the unit vector normal to the surface of the waveguide Γ and SL and �S are the linear and nonlinear parts of the second Piola-
Kirchoff stress tensor, respectively. The nonlinear boundary value problem in Eqs. 16.4 and 16.5 is solved in the following

using perturbation theory, which is based on writing the solution as sum of two terms, namely u ¼ u(1) + u(2), where u(1) is
the primary solution and u(2) is the secondary solution due to nonlinearity, this assumed to be small compared to u(1)

(perturbation condition). Using this condition the original nonlinear boundary value problem is divided into two linear

boundary value problems, namely the first-order and second-order approximations. Following [1] and [7], ifω is the primary

frequency that we suppose to convey into the system via a monochromatic wave, the first order nonlinear solution is

calculated through modal expansion using the existing propagating guided modes 2ω as:

vðx; y; z; tÞ ¼ 1

2

X1
m¼1

AmðzÞvmðx; yÞe�i2ωt þ c:c: (16.6)
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where c.c. denotes complex conjugates, vm is the particle velocity vector referred to the mth mode at 2ω and Am is the higher

order modal amplitude given by

AmðzÞ ¼ �AmðzÞeið2kzÞ � �Amð0Þeikn�z (16.7)

All the details regarding the calculation of the modal amplitudes can be found in [7]. At this stage it is important to

emphasize how the internal resonance mechanism, which in turn produces a cumulative nonlinear response, relies on the

simultaneous occurrence of two conditions, namely:

1. Phase Matching: kn
� ¼ 2k

2. Non-zero power transfer from primary to secondary wave: fn
surf þ fn

vol 6¼ 0

16.3 CO.NO.SAFE Algorithm

The Semi-Analytical Finite Element formulation (S.A.F.E.) in its linear fashion has been extensively discussed in the past

highlighting its great potential in efficiently calculating the dispersion properties of waveguide-like structures. These

properties are crucial for the implementation of any SHM system based on the use of ultrasonic guided waves. Concerning

the detail of the classical SAFE formulation, the interested reader is referred to [2]. In the present work the classical linear

formulation is extended to the nonlinear regime according to the theory discussed in the previous section. The resultant

Nonlinear S.A.F.E. formulation is implemented into COMSOL commercial code (CO.NO.SAFE). In this way the full

power of existing libraries and routines of the commercial code is exploited and the internal resonance conditions of several

structural waveguides of different complexity can be studied in a straightforward manner via user-friendly interfaces.

Furthermore, since all the nonlinear parameters involve gradients of the displacement field up to the third order [7],

high-order finite elements (at least cubic) need to be used in order to obtain meaningful results; this implement is not always

trivial for general non-commercial SAFE algorithm. Starting from the nonlinear boundary value problem described in

Eqs. 16.4 and 16.5, the displacement field is approximated in the cross-section of the waveguide and is enforced to be

harmonic in time and along the direction of wave propagation. For the generic eth element this reads:

ue ¼ NeUeei kz�ωtð Þ (16.8)

where Ne ¼ Ne(x,y) is the matrix of shape functions and Ue is the nodal displacement vector for the eth element. Assuming

this displacement field in (4–5) is the only trivial modification that needs to be done in the original FEM formulation. The

original quadratic eigenvalue problem is linearized doubling the space dimension [2]. The nonlinear boundary value

problem has been implemented in COMSOL using the general PDE solver engine. The COMSOL formalism for the

boundary value problem with Neumann B.C. (which corresponds to the guided wave propagation since a stress-free B.C.

needs to be applied) is:

r � crU þ αU � γð Þ � β � rU � aU þ λdaU ¼ 0 (16.9)

n � crU þ αUð Þ þ qU ¼ 0 (16.10)

where U represents the set of dependent variables to be determined and all the remaining quantities are matrix coefficients

admitting complex values, which is essential for viscoelastic materials. The nonlinear part of the algorithm has been coded in

MATLAB and connected to COMSOL using the LiveLink package.
In this way, once the dispersion properties are obtained, several possible combinations of potential resonant modes are

selected and analyzed. Resonant modes are identified making use of the phase-matching and non–zero power transfer

conditions discussed before. The possibility to assess internal resonance conditions for complex solid waveguides is crucial

for the efficiency of a given SHM inspection approach. In fact, once a resonant combination of modes is identified, nonlinear

response becomes cumulative, namely the amplitude of the second harmonic grows with distance [7]. In this way the

efficiency of the given nonlinear technique is dramatically maximized.
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16.4 Applications

16.4.1 Railroad Track

The widely used 136 lb RE railroad track was considered as first case-study. Due to the complex geometry of the cross

section, dispersion curves and, consequently, higher harmonic generation conditions cannot be calculated analytically. The

material properties considered are given in Table 16.1. The Landau-Lifshitz third-order elastic constants are detailed in [15].

The complexity of the guided wave propagation for this particular waveguide is evident considering the abundance of

possible propagative modes present (Fig. 16.1a) and the complexity of the phase-velocity dispersion curves (Fig. 16.1b),

especially at higher frequencies.

A flexural vertical mode was selected as primary excitation at 80 kHz. The results of the CO.NO.SAFE analysis disclosed

the presence of some synchronous secondary modes at 160 kHz with one in particular (slightly different flexural vertical

type) able to produce internal resonance. Figure 16.2a, b display the selected modes, while Fig. 16.2c spotlights the very high

value of modal amplitude related to the only secondary resonant mode; small amplitude values associated to the other

Table 16.1 Material properties assumed for the railroad track analysis

ρ [kg/m3] λ [GPa] μ [GPa] A [GPa] B [GPa] C [GPa]

7,932 116.25 82.754 �340 �646.667 �16.667

Fig. 16.1 (a) Exemplary

propagative modes in the rail.

(b) Phase-velocity dispersion

curves in the (0–200) kHz

frequency range with primary

and secondary modes

highlighted
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synchronous modes, for which power transfer is absent, are also shown in the same figure. The previous results point up a

favorable combination of primary and secondary wave fields able to maximize the nonlinear response of the waveguide.

16.4.2 Anisotropic Elastic Composite Laminate

A multi-layered composite laminate with unidirectional laminae in a quasi-isotropic layup was examined next. More

specifically, the selected system consists of eight unidirectional T800/924 graphite-epoxy plies with a stacking sequence

of [�45/0/90]S. Each layer has a thickness of 0.125 mm resulting in a total laminate thickness of 1 mm. The material

properties for each single lamina in the principal directions of material symmetry are: ρ ¼ 1,500 kg/m3, E11 ¼ 161 GPa,

E22 ¼ 9.25 GPa, G12 ¼ 6.0 GPa, ν12 ¼ 0.34 and ν23 ¼ 0.41 [11]. The stiffness matrix for each lamina was rotated

according to the angle between the fiber direction and the wave propagation direction [2]. In the following, wave propagation

was assumed at 0� with respect to the fiber direction 1 (the extension to cases where this angle assumes different values is

trivial). After all the matrices were rotated, the governing eigenvalue problem was solved as in the previous sections using

the rotated stiffness matrices in the constitutive relations. Periodic Boundary Conditions (PBCs) were employed to gain

computational efficiency [12]. The third-order elastic constants assumed for each lamina are: A ¼ 15, B ¼ �33 and

C ¼ �14 GPa [13]. The nonlinear post-processing was developed between 2.5 and 5.0 MHz. A complex primary mode

Fig. 16.2 (a) Selected primary mode at 80 kHz. (b) Resonant secondary mode at 160 kHz. (c) Modal amplitude plot for secondary propagative

modes
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combining attributes typical of axial and flexural horizontal modes was selected as input. One of the propagative modes at

the double harmonic (5 MHz) was found able to produce internal resonance. The results, in terms of modal amplitude plots,

are shown in Fig. 16.3 along with the primary and secondary modeshapes. It can be noted from Fig. 16.3 how drastic is the

predominance of the only resonant mode in terms of modal amplitude, when compared to all the other propagative secondary

modes existing at 5 MHz. Both primary and secondary modes concentrate the wave energy near the center of the waveguide;

consequently, this combination appears appealing for the inspection of the laminate because of the expected reduced wave

leakage into surrounding areas.

16.4.3 Reinforced Concrete Slab

The complexity here arises from the coexistence of two domains with very different material properties. Previous studies

have shown the influence of the reinforcement on the dispersion curves [12]. The present work analyzes the nonlinear

features of the guided wave propagation for this particular heterogeneous system. Likewise the previous case PBCs are used

to model the geometrical periodicity. The 2D periodic cell considered is 6 cm wide and 8 cm tall. The steel bars are assumed

to be 1.6 cm in diameter (Fig. 16.4a). Material properties assumed for the concrete domain are: ρ ¼ 2,133 kg/m3,

C11 ¼ 33.2 GPa, C66 ¼ 11.8 GPa [4]. For the steel bars, the following values were used: ρ ¼ 7,900 kg/m3, C11 ¼ 280 GPa,

C66 ¼ 80 GPa [12]. The CO.NO.SAFE algorithm was used with 40 kHz as the primary frequency. The primary mode

selected as input exhibits essentially a flexural horizontal displacement field.

The nonlinear results are presented in Fig. 16.4b. They reveal the presence of few asynchronous modes characterized by

relatively large power transfer (modal amplitude values inside the circle) and only a single resonant secondary mode able to

verify also the phase-matching condition. The nature of this identified advantageous combination of modes is represented in

Fig. 16.4b.

16.5 Conclusions

The use of nonlinear guided waves is gaining increasing attention in the non-destructive evaluation and structural health

monitoring communities. Proper application of nonlinear measurements requires a thorough understanding of the higher-

harmonic generation phenomena that can be expected for the test waveguide. In the present work, the classical S.A.F.E.

algorithm was extended to the nonlinear regime and implemented in a powerful multipurpose commercial FEM code

Fig. 16.3 Modal amplitude plot for secondary propagative modes, along with contour plots and 3D views of the selected primary and secondary

modes for the elastic composite laminate
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(COMSOL). The result is a new tool that opens new possibilities for the analysis of dispersion characteristics and, most

importantly here, nonlinear internal resonance conditions, for a variety of complex structural waveguides that do not lend

themselves to alternative analyses such as purely analytical solutions.

The specific “complex” cases that were examined include: complex geometry (railroad track), multilayered composite

panels (8-ply quasi-isotropic laminate), and heterogeneous periodic systems (reinforced concrete slab). In all these cases, the

proposed algorithm successfully identified appropriate combinations of resonant primary and secondary modes that exhibit

the desired conditions of synchronicity and large cross-energy transfer. These properties can be exploited in an actual system

aimed at monitoring the structural condition of the waveguide by nonlinear waves (detect defects, measure quasi-static loads

or instability conditions, etc.).
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Chapter 17

Defect Detection in Composite Structures Using Lock-In

Infrared Thermography

Arun Manohar and Francesco Lanza di Scalea

Abstract A Nondestructive Testing technique based on Lock-In thermography is proposed to detect delaminations present

in a composite wind turbine blade. Image processing algorithms and statistical Multivariate Outlier Analysis were used in

conjunction with the Lock-In thermography technique to counter ‘blind frequency’ effects and to improve the defect

contrast. Receiver Operating Characteristic curves was used to quantify the gains obtained by using the proposed approach.

Experiments were performed on a set of defects of various sizes that were incorporated during the construction of the wind

turbine blade at different locations and depths.

Keywords Infrared thermography • Multivariate outlier analysis • Composites • Wind turbine blades • Defect detection

17.1 Introduction

The U.S. Department of Energy has recently set a target of adding 300 GW of wind power over the next 20 years [1]. During

this period, a surge in production of wind turbine blades is expected. The Nondestructive Testing (NDT) community is still

in the process of developing inspection techniques and standards for composite wind turbine blades [2]. Infrared thermog-

raphy is an attractive NDT method for testing blades because of its full-field imaging capability. The problem of defect

detection using infrared thermography has been studied extensively in the literature [3–7]. The most common implementa-

tion is based on Pulsed Thermography which is very well suited for detection of shallow defects. For deeper defects, Lock-In

Thermography is generally preferred [8].

Lock-In Thermography [9–11] is based on the application of a periodic thermal energy input at very low frequency over a

test object’s surface. One of the main drawbacks of Lock-In Thermography is that ‘blind frequencies’ affect defect detection

[9]. To address this shortcoming, the current paper proposes performing Lock-In tests at multiple frequencies, and

subsequently applying Multivariate Outlier Analysis (MOA) to improve defect contrast and to counter the ‘blind frequency’

effects. Experiments were performed on 16 defects present in a 9 m test wind turbine blade at UCSD’s Powell structural

laboratories (Fig. 17.1a). The composite wind turbine blade was built using the CX-100 design developed by TPI

Composites and Sandia National Laboratory [12]. The blade contains materials and construction techniques similar to

those used for today’s typical turbine blade with lengths in the 40 m range [13]. Several defects were added to the low-

pressure side of the blade during the manufacturing stage. In this study, 16 delaminations defects were considered as shown

in Fig. 17.1b. The implementation of these defects in the structure was accomplished by placing specially designed pillow

inserts between the layers during the layup process. The inserts were developed at the Sandia National Laboratory and the

thickness of the inserts used in the blade was measured at 0.25 mm. The diameters of the inserts used were 12.7, 25.4 and

50.8 mm.
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17.2 Defect Detection Approach

Since the surface of the wind turbine blade was very reflective, the areas to be inspected were prepared by a thin coat of

black, water-soluble paint. The paint layer improved the heat absorption at the surface and minimized the reflection of other

heat sources present in the vicinity of the test area. For optimal detection of defects using the Lock-In technique, it is well

established that the depth of the defect must be less than the thermal diffusion length [11]. The thermal diffusion length, z, is

related to the thermal conductivity of the material, k, density, ρ, Lock-In frequency, f, and specific heat conductivity, c, by,

z ¼
ffiffiffiffiffiffiffiffiffiffi
k

πfρc

s
(17.1)

At some frequencies, commonly referred to as ‘blind frequencies’, the defects are undetected even though the thermal

diffusion length is greater than the defect depth. Thus, the ability to detect defects within the object depends on the Lock-In

frequency used. For a single-layer material, Eq. 17.1 can be used to compute the thermal diffusion length. However, the test

specimen that was used in the presented study is a wind turbine blade which has layers of different materials whose

properties and thickness are different. The calculation of the thermal diffusion length is not a straight-forward task. For the

presented study, numerous experiments were performed at different Lock-In frequencies in order to determine the sensitive

working range. Lock-In frequencies in the range of 30–70 mHz yielded the best results and were chosen for the experiments.

Lock-In Thermography is based on the application of a periodic thermal energy input to the surface of the object. When

the resulting heat wave encounters a defect, some of it is reflected, causing a phase shift with respect to the input heat wave.

The Lock-In Thermography setup that was used in the present study is shown in Fig. 17.2. The main components are the

function generator, lighting dimmer pack, halogen lamps, IR camera and laptop. The function generator was used to generate

the sinusoidal wave at a particular frequency and amplitude. The output of the function generator was fed into the lighting

dimmer pack that amplified the power of the signal and delivered to the halogen lamps. The lamps heated the blade surface,

which was imaged by the IR camera connected to the laptop for subsequent analysis. The IR camera used was a FLIRTM

A320G camera with a maximum frame rate of 60 Hz. The detector is a focal plane array uncooled microbolometer with

a spectral range of 7.5–13 μm, a resolution of 240 � 320 pixels, and Thermal Sensitivity of 50 mK.

Fig. 17.1 (a) The CX-100 composite wind turbine blade cantilevered at the UCSD Powell labs (b) Schematic of the delamination defects present

in the CX-100 wind turbine blade
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For the Lock-In heating, a pair of halogen lamps that were rated at 1,400 W maximum total power was used to heat the

test areas over three Lock-In time-periods. The temperature profile that was obtained at the surface can be compared to a

sinusoid plus a constant temperature slope that is a consequence of the multiple heating cycles. A typical temperature profile

at a sample location on the blade’s surface is shown in Fig. 17.3a when three heating cycles were used at a Lock-In frequency

of 50 mHz. At every location, linear fitting is performed to determine the temperature slope and the slope is removed from

the raw data. The resulting temperature-time distribution that is obtained after the temperature slope removal is shown in

Fig. 17.3b.

Fourier Transforms are then used to calculate the amplitude and phase at the Lock-In frequency at each spatial location.

The phase and amplitude values are then combined at the different spatial locations to form the phase and amplitude images.

The phase image is less susceptible to non-uniform heating and surface irregularities when compared to the amplitude image

[11, 14], and it was used for subsequent processing. The phase and amplitude images that were obtained over an area

Fig. 17.2 Experimental setup used in Lock-In Thermography test

Fig. 17.3 Temperature-Time history measured at a point on the surface of the blade for three heating cycles at a 50 mHz Lock-In frequency

(a) Before temperature slope removal (b) After temperature slope removal
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containing a 5.08 cm diameter skin-skin delamination at a depth of 1.3 mm from the blade surface are shown in Fig. 17.4a, b,

respectively. Figure 17.4a shows the presence of the 50.8 mm diameter skin-skin delamination at a depth of 1.3 mm from the

blade surface.

While the defect is visible, further contrast gains can be obtained through the use of image processing algorithms.

Figure 17.5a shows the distribution of image intensity in the phase image in histogram form. The intensity values are linearly

scaled between 0 and 1 using the maximum and minimum intensity values present in the image. Thresholding is performed

at an intensity value to yield a binary image. Simple morphological operations are then performed on the thresholded binary

image. The holes are filled in the binary image, followed by removal of isolated pixels (white pixel surrounded by eight

black pixels). Figure 17.5b shows the binary image that is obtained when the phase image is thresholded at a value of 0.7 and

Fig. 17.4 (a) Phase image

and (b) Amplitude image

obtained from Lock-In heating

at a 50 mHz frequency over

an area containing a 50.8 mm

diameter defect at a depth of

1.3 mm from the blade surface

Fig. 17.5 Sequence of image

processing steps performed on

a phase image obtained over

an area containing a 50.8 mm

diameter defect at a depth of

1.3 mm from the blade surface

(a) histogram of the intensity

distribution in the phase image

– intensity values are

linearly scaled between 0 and

1 (b) binary image that is

obtained by thresholding the

scaled intensity value at 0.7,

followed by application of

morphological operations

(c) boundaries of the

different connected

components (d) result of

morphological image

processing on the phase

image shown in Fig. 17.4a

138 A. Manohar and F. Lanza di Scalea



after the application of the morphological operations. The different connected components are identified and labeled as

shown in Fig. 17.5c. The area of the different connected components is then calculated, and the connected components

whose area is less than 5 % of the image area are discarded. The final result is shown in Fig. 17.5d. This final result yields

maximum contrast of the defect, and is also now suitable for the quantitative evaluation of the defect detection performance

via computation of the Receiver Operating Characteristic curves.

Since ‘blind frequencies’ affect defect detection in Lock-In Thermography, five different Lock-In frequencies in the

range 30–70 mHz were used at each defect location to ensure that at least one of the frequencies provides effective detection.

MOA [14] is an efficient way of combining the spatially registered Lock-In data that are obtained at a defect location at

different Lock-In frequencies. The discordancy test in the multivariate case is expressed by the Mahalanobis Squared

Distance, Dζ, which is a non-negative scalar defined as

Dζ ¼ ðxζ � �xÞT K½ ��1ðxζ � �xÞ (17.2)

Where xζ is the potential outlier vector, �x is the mean vector of the baseline, [K] is the covariance matrix of the baseline, and

T represents a transposed matrix. In this study, the data is five dimensional, corresponding to the five different Lock-In

frequencies used. Figure 17.6 compares the phase images obtained using Lock-In heating at 30, 50 and 70 mHz, respectively.

Notice that the phase images corresponding to Lock-In heating at 30 and 50 mHz clearly show the presence of defect. Lock-

In heating at 70 mHz is much less effective. Apart from helping counter the ‘blind frequency’ effects, the use of MOA helps

improving the Signal-to-Noise Ratio of the defective areas by statistically “adding” the contrast performance of multiple

Lock-In frequencies.

ROC curves are a quantitative indicator of performance when comparing different detectors [15]. For each detector and

the chosen detection threshold value, the True Positive Rate (TPR) and the False Positive Rate (FPR) can be calculated since

the actual locations of the defects in the blade and their sizes are known. In this study, the performance across different

thresholds is studied over the sixteen defects. The thresholds are varied between 0.1 and 0.9 in steps of 0.05. Figure 17.7

compares the performance of the different detectors against the MOA detector at a location containing a 5.08 cm diameter

skin-skin delamination at a depth of 1.3 mm from the blade surface. The line connecting the coordinates (0, 0)–(1, 1) is the

‘random guess’ line. The best detector is the one that has an ROC curve furthest away from the ‘random guess’ line towards

the top left corner of the ROC space.

To quantify the performance of the various detectors considered, the Area Under Curve (AUC) is computed for each of

the different detectors for all the 16 defects. Based on the calculated AUC values, it can be concluded that in 51 of the 80

total cases, the use of MOA yields higher AUC over Lock-In heating at any of the individual frequencies. The mean gain in

AUC that is obtained by using the MOA, compared to the 30, 40, 50, 60 and 70 mHz Lock-In frequencies is 0.96, 1.73, 1.79,

9.36, and 14.73 %, respectively. The overall gain in AUC obtained by MOA is 5.61 % over the individual detectors averaged

over the 16 defects.

Fig. 17.6 Comparison of different Lock-In frequencies at a location containing a 2.54 cm diameter defect at a depth of 1.3 mm from the blade

surface. The phase images were obtained at (a) 30 mHz, (b) 50 mHz and (c) 70 mHz frequency
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17.3 Conclusions

A novel approach based on Lock-In Thermography was proposed to address the problem of defect detection on composite

wind turbine blades. Sixteen defects ranging in size between 12.7 and 50.8 mm, were considered for this study. The depths of

the defects were in the range of 0.7–1.3 mm from the blade surface. Since ‘blind frequencies’ affect defect detection, Lock-

In tests were performed at five different frequencies at each defect location, to ensure that any defect could be detected by at

least one of the Lock-In frequencies. MOA was then performed on the spatially registered multi-frequency Lock-In data to

combine in a statistically robust manner, the defect detection performance of the multiple Lock-In frequencies. Prior to the

application of MOA, image processing algorithms including binarization and morphological operations were performed on

the raw Lock-In thermal phase images. The defect detection performance of the single Lock-In frequencies, and the

combined MOA, for various detection thresholds, was quantified via Receiver Operating Characteristic (ROC) curves.

The ROC’s plot the True Positive Rate (TPR) versus the False Positive Rate (FPR) computed for the known 16 test defects.

The ROC results demonstrate that the approach of sweeping multiple Lock-In frequencies and combining the phase image

results via MOA provides the nest overall defect detection performance compared to any single Lock-In frequency.

This result is important in Infrared Thermographic detection of defects in composite structures, where Lock-In schemes

are necessary to ensure enough penetration. The effectiveness of the MOA applied to Lock-In thermal phase images derives

from (1) the statistical addition of defect contrast yielded by multiple Lock-In frequencies, and (2) the mitigation of the

“blind frequency” problem affecting conventional Lock-In Thermography because several Lock-In frequencies are applied

at each of the defective areas.
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Chapter 18

Digital Image Correlation for Identification of Vibration Modes

Olli Puustinen

Abstract We investigate the suitability of digital image correlation for the identification of vibration modes. The research

focuses specifically on dynamic stereo-DIC measurements with two low speed cameras. First experiments are done in the

laboratory conditions. Static deformations of a tensile test specimen and of a thin plate in bending are imaged, to establish a

baseline for sensitivity to displacements and strains with our setup. Then the sensitivity is evaluated for dynamic laboratory

experiments in which free vibrations of the thin plate are imaged. We will show that unknown vibration parameters, such as

mode shapes of the plate, can be extracted from the measured data even for modes whose frequency is greater than several

times the frame rate at which the images are captured. The method is finally applied to static and dynamic measurements of

the flexibility and the vibrations of a structure during a field test in the context of a practical application.

Keywords DIC • Optical • Vibration • Mode shape • Natural frequency

18.1 Introduction

The object of this study is to investigate the suitability of digital image correlation [1] for the applications in mechanical

engineering and especially for the vibration identification. In the experimental part static and dynamic strain and displace-

ment measurements are performed with LaVision StrainMaster Digital Image Correlation system. In the static part the

deformation of the tensile test specimen and the thin plate is imaged and measured and displacements and strains

are calculated to establish a baseline for sensitivity to displacement and strains with our setup. The dynamic part includes

the imaging of the vibration of the thin plate and the calculation of the natural frequencies and the mode shapes of the plate.

The method is finally applied to static and dynamic measurements to investigate the flexibility of a structure during a

field test.

18.2 Experimental Procedure

All experiments were performed with two LaVision StrainMaster ImagerProX 2 M pixel 14 bit CCD cameras with the

resolution of 1,600 � 1,200 pixels and with the DaVis software. For image acquisition DaVis 7.2 and for strain and

displacement analysis version 8.1 was used. For the calibration in the laboratory experiments LaVision’s standard Type 7 3D

calibration plate was used. The target plate is marked with uniformly spaced markers. The calibration was performed by

obtaining three image pairs. The plate was tilted and rotated into different orientations during calibration. Three different

orientations and positions were used.

All the test specimens were covered with a computer designed optimal surface pattern [2]. The surface pattern on the test

specimen is presented in Fig. 18.1.
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For these laboratory experiments the surface pattern was attached on the test specimen using a laser tattoo paper made by

Crafty Computer Paper. This specific paper consists of two sets of paper, printing paper and adhesive paper. The pattern is

printed on the printing paper and the adhesive paper is attached on that. The pattern will now stick on the adhesive film,

which can be removed and placed on the specimen. By wetting the surface, the film can be removed so that the pattern will

stick on the surface of the specimen. Using this method we can achieve a pattern, which sticks quite well on the surface of the

specimen and is also flexible. Figure 18.2 illustrates the transfer process.

18.3 Imaging Free Vibrations of a Thin Plate

Before the dynamic experiment a statically bent 400 � 40 � 1 mm thin steel plate was investigated to establish a baseline

for sensitivity to displacement and strains with our setup [3]. The plate was fixed from both ends and loaded in a tensile test

machine until it buckled. This was imaged and the out-of-plane displacements were measured. After the measurement the

strain values were calculated from the displacement data. Because of the static nature of the first measurement very high

imaging frequency was not needed. To get enough pictures for further processing a frequency of 1 Hz was used. For the

evaluation 220 images were taken. After the imaging the displacement and strain calculations were done with DaVis 8.1.

In this section some imaging results of vibration measurement are shown. The measurements were performed in stereo by

using two cameras and therefore the out-of-plane displacements of the plate can be calculated. In Fig. 18.3 two images of the

out-of-plane displacements over measured area at different time points are presented. Also a raw image from the beginning

of the test is shown.

Fig. 18.1 Computer designed

optimal surface pattern

attached on a test specimen

Fig. 18.2 Attaching the

pattern on specimen using

a laser tattoo paper
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In Fig. 18.4 the vibration data plot of third test, in which the displacements are plotted over time, is shown.

The displacements in Fig. 18.4 are calculated average values over the whole area of the measured plate.

Figure 18.5 shows the z-displacement of the side profile of the plate. The fixed end of the plate is placed on the left side of

the graph and the free end of the plate is placed right side. Each curves of different color present the shape of the side profile

at different time points.

After the examination of the images and the graphs the data has been processed in Matlab software. The DaVis program

does not allow much control over further processing of the measured data. Therefore all the further data processing is done

with Matlab.

18.4 Solving Unknown Vibration Parameters

For the purpose of comparison, the first two mode shapes are calculated analytically. In the calculation the simple cantilever

beam model [4] was used. According to this model mode shapes of the clamped – free beam and the equation for the natural

frequencies are
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Fig. 18.4 Displacement – time plot (average displacement over the whole area)
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fðxÞ ¼ cosh βnx- cos βnx-σnðsinh βnx- sin βnxÞ; (18.1)

fn ¼ 1

2π
βn

2

ffiffiffiffiffiffiffiffiffiffiffiffi
EI

ρaL4
;

s
(18.2)

where fn is the natural frequency, E is the Young’s modulus, I ¼ bh3

12
, where b is the width and h is the thickness of the plate,

is moment of inertia, ρ is density and a is the cross-sectional area and L is the length of the beam. The parameters βn and σn
are the mode shape coefficients and their values are presented in Table 18.1. The test specimen was made of stainless steel

grade AISI 301 with density of 7,750 kg/m3 and Young’s modulus of 200 GPa. Thickness of the plate was varying a bit and

is approximately h ¼ 1.05 � 0.05 mm. Also a small error �10 mm in the length and a relative error of 1 % in the density

and Young’s modulus values is assumed. The total relative error of the natural frequencies can now be calculated from

following equation. The values in Eq. 18.3 are assumed relative errors of different parameters.

σfn
fn

¼ 1

2

σE
E

þ 1

2

σρ
ρ
þ σh

h
þ 2

σL
L

¼ 1%þ 1%þ 5%þ 5% ¼ 12% (18.3)

Table 18.1 shows also the first five analytically calculated natural frequencies of the plate. When the frame rate of the

cameras is considered, the most interesting frequencies are the first two. For the plate, which was used in the test, the first two

natural frequencies can be calculated as f1 ¼ 5:4 Hz and f2 ¼ 33:7 Hz.

Natural frequency values in Table 18.1 show that already a small variation in the thickness or length of a plate can make a

relatively large change in the frequency. If the frequency can be measured more precisely than the parameters in Eq. 18.1, it

could be also possible to use the frequency data to solve these parameters inversely. Analytically calculated mode shapes are

shown in Fig. 18.6.

The 3D data of the experiment was transformed into Matlab and all the processing was done there. The rectangular area of

interest was chosen over the plate and the average was taken along the horizontal direction. The vertical length of the area of

interest was over the whole plate.

In Fig. 18.7 the time dependence diagram of the vibration is shown. This data was the base from which all the following

graphs are calculated. The x-axis of the plot in Fig. 18.7 shows the time and the distance along the specimen is placed on the

y-axis. The top of the plot (y ¼ 0) presents the clamped end of the specimen. The color scale of the diagram represents

the out-of-plane movement of the specimen, where blue reflects the movement towards the camera and red away from the

camera.

Next the Fourier transform in time domain was taken. Figure 18.8 represent a surface plot of a Fourier transform of the

data showed in Fig. 18.7. From Fig. 18.8 one may easily find the peak at the frequency of 5.6 Hz which represents the first

mode of the vibration but it is also showing a peak at 6.2 Hz which corresponds to the second mode of the vibration. Due to

the low sampling frequency the second mode, which can be found from the figure, is most likely an alias of the real second

mode of the vibration. The shapes of the peaks in Fig. 18.8 represent the magnitude of the mode shapes of the vibration.

Next the mode shapes of the vibration of the plate, which we were able to solve, were calculated. The mode shapes with

their natural frequencies are presented in Fig. 18.9. In the figure the green line represents the first mode and the red line

represents the second mode. As said before, the second mode shown in the graph is the alias of the real second mode. The

blue curve in the figure represents the DC component.

Next figures created with DaVis demonstrate the first two mode shapes of the plate. In Fig. 18.10 the first mode is shown

left and middle and the second mode right.

Table 18.1 Mode shape coefficients and natural frequencies

Mode fn βn σn

1 5.4 � 0.6 Hz 1.8751040 0.7341

2 33.7 � 4.0 Hz 4.69409113 1.0185

3 94.5 � 11.3 Hz 7.85475744 0.9992

4 185.2 � 22.2 Hz 19.99554073 1.0000

5 306.1 � 36.7 Hz 14.13716839 1.0000
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Fig. 18.6 Analytically calculated first five mode shapes

Fig. 18.7 Time dependence of the vibration
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18.5 Conclusion and Further Work

The goal of this study was to identify vibrations of a rectangular plate by using the optical digital image correlation method

and solve the first natural frequencies and vibration modes. Because of the limit of the sampling frequency of the cameras it

was only possible to identify the first two modes of the vibration.

The analytically and experimentally calculated natural frequencies are presented in Table 18.2. As can be seen the

measured first natural frequency is quite close to the analytical value. This small difference can come for example from the

small variation of the plate thickness or length. Also the imaging process is very sensitive to noise so there can be small error

in the experimental value. Nevertheless the values are close to each other.

In the values of the second natural frequency there is a difference caused by the too low sampling frequency. The

calculated value of the second mode is in between of the DC component and the Nyquist frequency so it is most likely the

alias of the real natural frequency of the second mode.

In spite of the difference in the natural frequencies it was still possible to find the real vibration modes of the first two

natural frequencies. The calculated mode shapes are presented in Fig. 18.9. The measured mode shapes match quite well

with the mode shapes which were calculated analytically.

LaVision’s StrainMaster cameras, which were used during this thesis, had unquestionably too low frame rate for more

accurate vibration measurement. However, already with the low speed camera it was possible to measure the lowest natural

frequency of the vibrating object plate. If higher frequency vibration is needed to be measured, the high-speed DIC cameras

would be necessary for valid measurement. Experiments which were done during this thesis show that it could be also
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possible to use DIC for field testing and in future for example to monitor machine vibrations. Also by combining the slower

frame rate DIC measuring system with more accurate high-speed point measurements it could be possible to solve higher

natural frequencies. DIC method works quite reliable in laboratory conditions especially in static cases, but the experiments,

which are performed during this study, show that digital image correlation is also well suited for vibration measurements.

In future we are planning to use frame rate of 340 Hz cameras by Basler and try to solve higher frequency modes of a

similar plate. After the laboratory experiments similar field tests were performed, where the flexibility and vibrations of a

turret of a military vehicle were investigated. The field tests were successful but also for these tests the cameras which were

used, were too slow. With the new higher frame rate camera system it is going to be possible to perform more accurate and

complete measurements of this structure. We are also planning to combine a slower frame rate DIC measuring system with

more accurate high-speed point measurements to make it possible to identify higher natural frequencies.
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Chapter 19

Application of VFM for the Simultaneous Identification

of Visco-pseudo-hyper Elastic Constants of Rubbers

G. Chiappini, M. Sasso, M. Rossi, and D. Amodio

Abstract In this work, the Virtual Fields Method is employed in order to identify the parameters of constitutive models

describing the visco-pseudo-hyper elastic behavior of rubber-like materials; a cruciform specimen is subjected to several

biaxial loading/unloading cycles at different strain amplitudes, while load and full-field strain histories are recorded. The

material is considered from its virgin state and no conditioning is performed, so not only the hyperelastic and viscoelastic

characteristics have to be considered, but also the damage or Mullins effect has to be accounted for.

The numerical procedure here developed exploits the large amount of information provided by the experiment

(over 18,000 pictures are processed) and put them into equations of virtual work where the models constants are unknown.

It is worth to note that here all the material constants are determined simultaneously by solving a unique system of non linear

equations, instead of determine them separately from different tests.

Keywords Virtual fields method • Viscoelasticity • Hyperelasticity • Mullins effect

19.1 Introduction

In this work a complete mechanical characterization of the material is presented, consisting in the execution of several

experimental tests and on the calibration of the constitutive models describing the hyperelastic, viscoelastic and pseudo

elastic behavior of the material. Rubbers are widely used in many engineering fields, including bellow seals, hydraulic hoses,

tires, shock and vibration absorbers, and are often submitted to particular loading conditions, including large deformations

and repeated cycles along different time periods.

From a mechanical point of view, elastomers usually show a strongly non linear relation between stress and strain, which

is suitably studied in the framework of hyperelasticity; a number of numerical models are available in the literature. Indeed,

large-strain response of hyperelastic materials in quasi-static conditions and without irreversible strain phenomena has been

extensively researched since the works of Mooney [1]. Exhaustive documentation on this research topic can be also found in,

Ogden [2]. Besides hyperelasticity, elastomers exhibit some inelastic phenomena, e.g., hysteresis, permanent set and stress

softening. The latter, which is known as the Mullins effect [3, 4], consists in a change of the mechanical properties after that

the material has been subjected to a deformation; it occurs from first few cycles and evolves toward a stabilization after a

certain number of cycles (depending on the rubber, from less than 10 cycles to a 100). Both micro-mechanics and

phenomenological explanations have been proposed on this effect; the Ogden-Roxburgh model [5] will be used in the

present work, as it is implemented in commercial FEM codes [6]; since the material response in this model is governed by

different forms of strain energy function on primary loading and unloading, it is referred to as a pseudo-elastic model.

Dorfmann-Ogden also proposed a model for taking into account the permanent set in uniaxial conditions, which includes an

additional term in the energy formulation for the residual strains that can be generalized for unloading occurring at any point

of the primary loading path [7]. Furthermore, polymers have a unique response to mechanical loads and are properly treated

as materials which in some instances behave as elastic solids, and in some instances as viscous fluids. As such, their
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mechanical properties are time dependent and cannot be treated mathematically by the laws of either solids or fluids [8].

The fundamental difference between polymers and other materials resides in the inherent rheological or viscoelastic

properties: the constitutive relation between stress and strain is strongly influenced by time, even at room temperature.

Different approaches to viscoelasticity are possible; among them, that based on fractional calculus has received considerable

attention in recent years and has been used in characterizing the rheological behavior of viscoelastic materials by a number

of authors [9, 10]; nevertheless, widely used are the classical models based on spring and dashpot, that lead in the time

domain to material response functions described by a series of decaying exponential, known as Prony Series, which can

be integrated to obtain the response to a generic load or strain history by the hereditary integral equation, further adapted for

the large strain viscoelasticity [11]. Obviously, the correct modeling of all these aspects of the mechanical response is

fundamental to obtain reliable results from analytical or FE computations involving elastomers, and a comprehensive

material characterization is needed.

19.2 Constitutive Modeling of the Material

19.2.1 Hyperelasticity

The constitutive model here chosen for the description of the hyperelastic behavior of the rubber is the 3rd order Ogden

model [2], as it is widely diffused and applied in several FEM codes and is able to describe the stress–strain relation of the

material up to 400 % and more of elongation. Similarly to every model for hyperelasticity, it is based on the definition of a

particular strain energy function W. For an isotropic and incompressible material W is usually expressed as a function of the

principal stretches.

In plane stress condition, occurring for instance in the case of thin membranes subjected to in-plane loads, the principal

Kirchhoff stresses are expressed by:

σ1 ¼ λ1
@W

@λ1
; σ2 ¼ λ2

@W

@λ2
(19.1)

where W in the Ogden formulation is expressed by:

W ¼
X3
p¼1

μp λ
αp
1 þ λ

αp
2 þ λ

αp
3 � 3

� �
=αp (19.2)

being λ1, λ2 and λ3 the principal stretches. Exploiting the hypothesis of constant volume, Eq. 19.2 is reduced to:

W
�

λ1; λ2ð Þ ¼
XN
p¼1

μp λ
αp
1 þ λ

αp
2 þ λ

�αp
1 λ

�αp
2 � 3

� ��
αp (19.3)

which can be analytically derived according to Eq. 19.1 to formulate the principal stresses as explicit functions of the

parameters:

σ1 ¼ λ1
XN
p¼1

μp αpλ
αp�1

1 � αpλ
�αp�1

1 λ
�αp
2

� �.
αp ¼

XN
p¼1

μp λ
αp
1 � λ

�αp
1 λ

�αp
2

� �
(19.4)

σ2 ¼ λ2
XN
p¼1

μp αpλ
αp�1

2 � αpλ
�αp
1 λ

�αp�1

2

� �.
αp ¼

XN
p¼1

μp λ
αp
2 � λ

�αp
1 λ

�αp
2

� �
(19.5)
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19.2.2 Visco-elasticity Behaviour

Regarding the viscoelasticity, the model here used is a six terms Prony series, with relaxation times chosen a priori in an

evenly spaced from 10�1 s to 104 s. Here a consolidated Prony series has been adopted in view of simulating the real

behavior of an industrial component within a commercial FE software. The series of Prony used corresponds to a generalized

Maxwell model with six branches, which summarizes the material stiffness function of time in the following way:

EðtÞ ¼ E0 α1 þ
XN
i¼1

αi exp
�t

τi

� �" #
(19.6)

where E0 is the instantaneous stiffness (at an ideally infinite strain rate), while and αi and τi are the relative moduli and

relaxation times respectively. α1 represents the static stiffness (at an ideally zero strain rate) of the material, as a percentage

of the instantaneous one. In the minimization procedure, implemented in Matlab®, the relaxation moduli are constrained to

be positive and such that Σαi < 1. These constraints have the physical meaning that the compression stress is monotonically

decreasing with time but cannot change sign. It is important to note that the springs, and the corresponding stiffness in

Eq. 19.6, are hyperelastic springs; for this reason the large strain viscoelasticity theory needs to be applied. Here, we adopted

the typical updating formulas used in commercial FEM implementation [6], which in unixial stress condition reads:

σi;n ¼ σi;n�1 exp �Δt
τi

� �
þ αi exp � Δt

2τi

� �
σh;n � σh;n�1

� �
(19.7)

where the σi,n denotes the Cauchy stress in the i-th Maxwell branch at the n-th calculation steps, while σh,n denotes the purely
hyperelastic stress. The overall time dependent stress becomes:

σn ¼ σ1;n þ
X

i
σi;n (19.8)

where σ1,n is the quasi static hyperelastic stress, computed as the instantaneous stress reduced by a factor 1-Σiαi.

19.2.3 Mullins Effect

Assume that the material response can be described in terms of an energy function of the form W ¼ W(F, η). In addition to

the standard nonlinear elasticity theory, the scalar variable η has been added. Because of the influence of this new variable

we refer now to W as a pseudo-energy function. For isotropic and incompressible material in equilibrium it is

@WðF; ηÞ
@η

¼ @Wðλ1; λ2; ηÞ
@η

¼ 0 (19.9)

and stress is given by Eq. 19.3. During the deformation process η may be either active or inactive and switch between these

two states, remaining continuous all the time. According to Ogden and Roxburgh [5], the strain energy function is:

W λ1; λ2ð Þ ¼ ηW
�

λ1; λ2ð Þ þ φ ηð Þ (19.10)

where φ(η) is called damage function and it is subjected to φ(1) ¼ 0. It is clear that, when η1 is inactive, that is η1 ¼ 1,

this function reduces to the primary path. When η1 is active, that is during the unloading or when reloading up to the

maximum strain previously reached, the stresses are reduced of the factor η1:

σ1 ¼ ηλ1
@W

@λ1
; σ2 ¼ ηλ2

@W

@λ2
(19.11)
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The formulation proposed for η by Ogden-Roxburgh is

η1 ¼ 1� 1

r
erf

Wm �W
�

λ1; λ2ð Þ
mþ βWm

" #
(19.12)

where r,m and β are the coefficients to be determined,Wm is the strain energy density reached at the load inversion point, and

μ is the ground state shear modulus of the virgin material, equal to 0.5 · Σαμ.
Nevertheless, since the tested material exhibits a non negligible permanent set, the Palmieri-Sasso model [7], which

generalizes the permanent set model of Dorfmann-Ogden model for any inversion stretch, has been utilized. In this model,

a second damage function η2 and a residual strain potential N are introduced, so that the principal Cauchy stress becomes:

σ1;2 ¼ η1λ1;2
@W

@λ1;2
þ 1� η2ð Þλ1;2 @N

@λ1;2
(19.13)

The newly introduced functions η2 and N are in the form:

η2 ¼ tanh W
�

Wm=
� �αh i

tanhð1Þ= (19.14)

N λ1; λ2ð Þ ¼ 1

2
ν1 λ21 � 1
� �þ ν2 λ22 � 1

� �þ ν3 λ�2
1 λ�2

2 � 1
� �	 


(19.15)

On their turn, the coefficients νi in Eq. 19.15 and the exponent α in Eq. 19.14 are expressed by:

α ¼ J þ K
Wm

μ

� �
(19.16)

νi ¼ μ U � V tanh
λi;m � 1

Z

� �� �
(19.17)

where J, K, U, V, Z are the sought dimensionless parameters, λi,m is the i-th principal stretch at the inversion.

19.3 Application of VFM

In a generic inverse problem, where the geometry, the strain field and the applied load are given, the parameters governing

the constitutive equations have to be identified. However, these unknown parameters that depend on the material and on the

form of the adopted constitutive equations are not directly related to measured strain field; this means that a closed-form

solution is not available. Besides constitutive laws, also other equations of continuummechanics of solids must be verified at

each point of the specimen; they are the equilibrium and congruence equations. The VFM [12–14] incorporates these

considerations and exploits the large amount of experimental data provided by modern full-field acquisition methods like

DIC; it is based on the principle of virtual work; for a given solid of volume V where the inertia and volume forces are

negligible, this principle can be written as follows:

�
ð

V

σijε
�
ijdV þ

ð

@V

Tiu
�
i dSþ

ð

V

fiu
�
i dV ¼

ð

V

ρaiu
�
i dV (19.18)

where σ is the first Piola-Kirchhoff stress tensor, ε* is the virtual displacement gradient tensor, T is the distribution vector of

loadings acting on the boundary, ∂V is the part of solid boundary where the loading forces are applied, u* is the virtual

displacement vector, f is the distribution of volume forces acting on V, ρ is the density and a is the acceleration. An important

feature is that the above equation is verified for any kinematically admissible virtual field (u*, ε*). In a general case the
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constitutive equation can be written as σ ¼ g(ε), where g is a function of the actual strain components and is defined

involving the material dependent parameters. Considering also a static case, whit no acceleration and no volume forces,

Eq. 19.18 reduces to

�
ð

V

gij εð Þε�ijdV þ
ð

@V

Tiu
�
i dS ¼ 0 (19.19)

It is important to note that, if the actual strain field is heterogeneous, any new virtual field in Eq. 19.19 leads to a new

equation involving the constitutive parameters. Hence, the VFM is based on Eq. 19.19 written with a given set of virtual

fields, and the resulting system of equations is used to extract the unknown constitutive parameters. In Fig. 19.1 are

represented the three displacement maps corresponding to the virtual fields used, the blue color indicates no displacement,

while red indicates the maximum displacement. For reference, the virtual specimen is reported above the displacements

fields. It can be noticed that the dimensions a, b and w are fictitious in general; here they correspond to the size of the regions

of the undeformed configuration, in pixel, that are used for the implementation of the piecewise virtual displacement fields.

Considering a point on the surface of the specimen of x and y coordinates in a reference system with origin at the midpoint

of the specimen, the first virtual field applied is expressed by the following equation:

u� ¼ w

π
sin x

π

w

� �
cos y

π

2w

� �

v� ¼ w

π
sin y

π

w

� �
cos x

π

2w

� �

8><
>:

(19.20)

Fig. 19.1 Displacements associated with the three virtual fields
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and consists of an expansion/contraction of the specimen with the edges stuck; this virtual field is equivalent to the

imposition of the global balance of the work of internal actions, including shear, in the absence of external work; the

Eq. 19.19 becomes:

ð

S

σxxε
�
xxt

� �
dsþ

ð

S

σyyε
�
yyt

� �
dsþ

ð

S

σxyε
�
xyt

� �
dsþ

ð

S

σyxε
�
xyt

� �
ds ¼ 0 (19.21)

For the second and third virtual field, represented in the central and right map of Fig. 19.1, the area occupied by the

specimen was divided into five different areas, and has been assigned a different displacement law for each area, respecting

the constraints of congruence between neighboring areas; in this case the displacements of the edges are not null but are such

that it generates a virtual work by external horizontal forces. However it’s important to note that, in second virtual field, the

upper and lower edges of the virtual specimen have no displacements, and the left and right edges have only horizontal

displacements; in this way, the VFM method is able to filter out any effects that are unknown or unmeasured in the clamps

areas. So, the Eq. 19.19 for the these two virtual fields becomes:

ð

Sl

σijε
�
ij
t

� �
dsþ

ð

St

σijε
�
ij
t

� �
dsþ

ð

Sr

σijε
�
ij
t

� �
dsþ

ð

Sb

σijε
�
ij
t

� �
dsþ

ð

Sc

σijε
�
ij
t

� �
ds ¼ 2aPH (19.22)
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σijε
�
ij
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� �
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σijε
�
ij
t

� �
dsþ

ð
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σijε
�
ij
t

� �
ds ¼ 2aPV (19.23)

where the unknowns are the constants of the material present in the analytical expression of terms σij. These stress

components are expressed as a function of the constitutive model chosen: visco-pseudo-hyper elastic models in plane stress

condition.

19.4 Experimental Set-up

The experimental setup consists of a electromechanical tensile machine (Zwick®Z050 model), a CMOS camera with

resolution 1280 � 1024 (Pixelink® B371F model) at 25 frame per second, and the biaxial testing fixture for cruciform

shaped samples illustrated in Fig. 19.2a, which exploits the vertical movement of the crosshead to pull the specimen “arms”

in both vertical and horizontal direction.

The cruciform sample is glued onto ‘L’-shaped brackets, which are put in proper clamps in the biaxial testing machine;

two load cells allow to read load values in the vertical and horizontal directions. Though this system is designed with

Fig. 19.2 (a) cruciform specimen framed by a CCD camera (b) virtual nodes grid on the image for the DIC analysis
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different possibilities of adjustment, in this work only a 45� diagonal configuration is used that generate a globally

equal-biaxial stretching, because the shape of the sample allows to generate a strain field sufficiently heterogeneous.

Figure 19.2b shows the first picture of the undeformed specimen grabbed by the camera, with a regular grid of nodes that

are used in the DIC algorithm for the full-field computation of the strain distribution.

The sample has been subjected to loading/unloading cycles at three different levels of maximum strain (nominally

37.5 %, 75 % and 150 %, corresponding to 0.318, 0.600 and 0.916 in terms of logarithmic strain). In Fig. 19.3, it can be

observed how the specimen (and the virtual nodes grid) is deformed at the three different crosshead positions. It is important

to note that the machine has been operated in displacement control (with a crosshead speed of 150 mm/min), however, while

the load ! unload reversal occurred by imposing the strain level, the unload ! reload inversion occurred when the global

force fell below 10N.

Figure 19.4 shows the horizontal and vertical forces as functions of crosshead travel; in red is indicated the first cycle at

37.5 % of maximum elongation, in green is indicated second cycle performed up to 75 % and in blue is indicated the third

cycle that have reached 150 %; the x axis indicates the vertical displacement (almost coincident with the horizontal one).

For each amplitude, 30 cycles have been repeated.

While the specimen was undergoing stress cycles, the camera recorded digital images at a frequency of about 3.5 fps, for a

total of 18,000 images, subsequently processed through DIC analysis software to obtain the distribution maps of strain

components εx, εy, εxy and of the principal strains.

Fig. 19.3 Deformed grid nodes at 37.5 % (left), at 75 % (middle), at 150 % (right)

Fig. 19.4 Load–displacement curves on the two branches of the cruciform specimen
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In Fig. 19.5 are shown the contour maps relating to the first principal strain in correspondence of the three levels of

inversion; one can note that the maximum principal strain in certain areas of the specimen is well above the average

engineering value.

19.5 Fitting Results

A Matlab® numerical procedure has been implemented to minimize the discrepancy between experimental and numerical

data, using VFM Eqs. 19.21, 19.22 and 19.23. In order to reduce the computational time, not all the experimental points have

been used, but only five points in each loading or unloading stroke have been used; this led to a system of approximately

2,700 equations with 20 unknowns. The constrained minimization function fmincon has been adopted, which provided the

best coefficients reported in Tables 19.1, 19.2 and 19.3.

The corresponding load–displacement curve (for horizontal direction) is shown in Fig. 19.6, compared with the

experimental one; for the sake of clarity, only the first and last cycle for each amplitude are plotted.

A good agreement is observed in general, exception made for the decay of the stress peaks at the end of the loading paths,

that is slightly emphasized by the numerical reconstruction.

Fig. 19.5 Contour maps of first principal logarithmic strain: at 37.5 % (left), at 75 % (middle), at 150 % (right)

Table 19.1 Ogden model coefficients

μ1 [MPa] +0.8392

μ2 [MPa] +1.1718

μ3 [MPa] �1.1033

α1 +0.0560

α2 +2.2488

α3 �0.0012

Table 19.2 Prony series coefficients

τi [s] 10�1 100 101 102 103 104

αi 0.6501 0.1701 0.0028 0.0154 0.0153 0.0316

Table 19.3 Coefficients of the Mullins model with permanent set

r m [MPa] β [MPa]

3.3703 0.0836 0.5244

J K U V Z

�0.0331 0.0073 8.5801 �15.4302 3.5718
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19.6 Conclusions

This work proposed a procedure for the comprehensive characterization of the mechanical behaviour of an elastomeric

membrane. Using the experimental data from a unique cyclic test on a cruciform specimen, the coefficients of different

constitutive models have been identified, by means of the Virtual Fields Method. The equations of the internal and external

virtual work incorporated, simultaneously, the parameters of hyperelastic, viscoelastic and pseudo-elastic models available

in literature. The matching between experimental and numerical was fairly good; so, even if further work is needed to

improve and to validate the method, data suggests that is possible to characterize the complex behavior of rubber-like

materials by a unique, more complex test, that involves all the phenomena to be investigated.
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Chapter 20

Anisotropy Evaluation of Paperboard With Virtual Fields Method

J.M. Considine, F. Pierron, K.T. Turner, and D.W. Vahey

Abstract Paperboard is most often used as a structural material in which stiffness is a critical mechanical property. As such,

paperboard mills use stiffness as one of their quality control parameters. Some manufacturing variability of paperboard is

caused by changing material anisotropy, a behavior that is difficult to characterize. This work introduces a novel load fixture,

designed to produce full-field strains capable of anisotropic Qij evaluation without wrinkling the paperboard specimen.

Anisotropic Qij evaluation was accomplished using the Virtual Fields Method (VFM), a generalized inverse method.

A substantial effort was made to ensure material remained in its linear elastic regime. Qij determined by the VFM compared

favorably with those determined by ultrasonic and tensile coupon tests. An appropriate virtual field mesh was established by

a mesh density analysis.

Keywords VFM • DIC • Stiffness • Paperboard • Anisotropy

20.1 Introduction

Determination of mechanical properties of paper and paperboard is a critical part of quality control processes in paper mills

because these properties largely regulate product value. Variability of mechanical properties is rarely acknowledged outside

the industry [1]. One significant cause of variability is anisotropy. Anisotropy has many sources, some of which are fiber

misalignment (i.e., predominant fiber direction is not aligned with direction of web travel), nonuniform drawing forces and

uneven drying. As cellulose fiber materials are generally sold on a strength/weight or stiffness/weight basis, reduction of

product variability and mechanical property improvement are persistent goals of paper manufacturers. Two tests, tensile

coupon and ultrasonic, are the most common evaluations used for mechanical property determination; however, both have

difficulty assessing anisotropy. Whereas tensile testing is destructive and requires multiple specimens at several angles of

orthotropy, ultrasonic testing requires independent measurement of Q66 or Q12 [2] and depends on relatively few degrees of

freedom.

Some degree of anisotropy in cellulose fiber composites, such as paper and paperboard, is expected, because cellulose

fibers are themselves anisotropic [3]. Macroscopically, anisotropy is influenced by fiber orientation distribution and drying

stresses [4, 5]. Online stiffness measurement is used in process control [6] to reduce anisotropy.
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Full-field measurement techniques, such as DIC (digital image correlation), combined with analysis techniques devel-

oped to use this spatially dense data, offer another method to assess material anisotropy. In particular, VFM (Virtual Fields

Method) [7] provides a unique combination of speed, programming simplicity, and multiple parameter assessment from

a single test. VFM has been successfully employed to determine anisotropic plate bending stiffnesses [8] and through-

thickness rigidities of thick composite tubes [9].

The objective of this paper is to demonstrate the use of VFM with full-field DIC-measured strain data to determine the

anisotropic stiffnesses of a paperboard material by use of a novel load fixture. Appropriateness of this approach is

demonstrated by comparison with stiffness determined by the two commonly used methods, namely ultrasonic and tensile

coupon tests, which assume material homogeneity.

20.2 Material

Material was Whatman1 (Kent, U.K.) Chromatography Paper 3MM CHR, often called filter paper. It had nominal physical

properties of grammage 180 gm/m2, thickness 0.28 mm and density 635 kg/m3. Although no exact definition exists for the

term paperboard, this filter paper had a thickness generally associated with paperboards and will be referred to as paperboard

or filter paper. Filter papers are used in a variety of household, commercial, and scientific applications to capture particulate

matter. The material was 100 % cellulose, composed entirely of cotton linters, a cellulose fiber that is typically 5–10 mm

long. Paperboards are considered within the paper industry to be orthotropic. Paperboards contain variability from side-to-

side of the web and along web length. Side-to-side variability is generally much greater than variability along web length.

Paper machinery manufacturers have developed equipment to greatly reduce through-thickness variability.

20.3 Load Fixture

A specially designed load fixture is shown in Fig. 20.1. External forces are applied through four grips on the top half of the

fixture and measured with Sensotec (Honeywell International, Inc., Columbus, Ohio) Model 31BR load cells (range �444 N)

attached to Sensotec Model GM signal conditioners. The four grips located on the bottom half of the specimen are

stationary. Another fixture, not shown, was used to cut the specimen and properly locate and punch holes for each grip.

Prior to placing the specimen within the fixture, an alignment jig was used to adjust the top four grips to a precise starting

location such that the specimen would experience no forces upon initial placement in the fixture. The aluminum knobs

shown in Fig. 20.1b are rotated to generate a particular radial tensile force at that location. Multiple load configurations

were used to create a series of different full-field strains for Qij evaluation. For each load configuration, individual forces

were kept constant or increased, with respect to the previous load configuration, so that relaxation stiffnesses were avoided.

Fig. 20.1 Load fixture. (a) Schematic of load fixture. (b) Actual load fixture
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The 24.5-cm-diameter specimen was gripped at eight locations 45� apart. Grips consisted of two small brass plates

approximately 12 mm square. One plate had a threaded hole; the other a through-hole. Holes were punched at grip locations

in the specimen, which was then clamped between plates with a small bolt. A torque wrench was used to ensure uniform

clamping pressure for each grip. Special care was taken to prevent the top brass gripping plate from twisting and introducing

undesirable stresses on the specimen.

20.4 Digital Image Correlation

We examined the paperboard surface with a Dantec1; (Dantec Dynamics, Inc., Holtsville, New York) DIC system whose

details are listed in Table 20.1. Dot pattern was photocopied on specimens with a Sharp1; (Sharp Electronics Corp.,

Mahwah, New Jersey) MX-3100N copier. Static specimen images were captured by waiting 5 min after load application

was adjusted. A single reference image was used for each test. For each specimen, the first load configuration had forces

approximately 15 N greater, at each load grip, than forces for the reference image. Forces on the specimen for the reference

image were used to ensure that the specimen was planar.

20.5 Virtual Fields Method

An abbreviated introduction to VFM is presented here; a recent book [7] provides a more thorough presentation. For a plane

stress problem, the Principle of Virtual Work can be written as

ð

S

σ1ε
�
1 þ σ2ε

�
2 þ σ6ε

�
6

� �
dS ¼

ð

Lf

�Tiu
�
i dl (20.1)

where S is the area of 2-D domain, σi are stresses within S, ui
∗ are kinematically admissible virtual displacements, ɛi

∗

are virtual strains associated with ui
∗, �Ti are tractions applied on boundary of S, and Lf is the portion of S over which �Ti

are applied.

Assuming a linear elastic anisotropic material, the constitutive equation, using contracted index notation, is given by
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; ¼
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2
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5

ε1
ε2
ε6

8<
:

9=
; (20.2)

Table 20.1 DIC system components and parameters

Technique used Stereo image correlation

Camera Allied vision technologies (Stadtroda, Germany) Stingray Model F504B

Lens Computar (Commack, NY) M1614-MP2, 16 mm, f1.4

Lighting Red LED, 4 � 3 array, wavelength 610–640 nm

Interface IEEE 1394b – 800 Mb/s

Resolution 2, 452 � 2, 056

Sensor Sony (Sony America, New York, NY) ICX655, CCD progressive

Sensor size Type 2/3

Lens mount C

Field of view 38. 7 cm � 32 cm

Facet size 21 pixels, approx 3. 3 mm � 3. 3 mm

Software Istra (Dantec) 4-D v2.1.5

Smoothing 7 � 7 adaptive polynomial
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Substituting Eqs. 20.2 into 20.1 gives
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If the material is homogeneous, then each Qij is a constant and can be placed outside the integrals in Eq. 20.3. In practice,

six different ui
∗ are used in Eq. 20.3, one to identify each Qij. Special virtual fields simplify identification by choosing a ui

∗

so that only one integral term exists on the left side of Eq. 20.3. By approximating the integrals in Eq. 20.3 as discrete

summations, a system of linear equations is developed whose solution requires minimal computation. DIC provides

information on each ɛi throughout specimen surface and load cells provide values for each �Ti.
One of the most direct methods to create the virtual fields is to define a mesh of 4-node quadrilateral isoparametric elements,

as shown in Fig. 20.2. In order to have a kinematically admissible virtual field, grip nodes are virtually fixed in both u and v
displacement because they correspond to stationary grips in Fig. 20.1a. Additionally, load grips are restricted to radial

displacement corresponding to forces F4, F3, F2 and F1. VFM elements in Fig. 20.2 are not precisely rectangular as some

asymmetry of grip and force locations was created during fabrication. VFM meshes are not required to conform to specimen

boundaries. Some VFM elements lie completely outside the specimen area, S, while other elements straddle the external

boundary of S. Only terms in Eq. 20.3 with nonzero, experimentally-measured ɛi have a contribution to stiffness evaluation.

20.6 Supporting Tests

Ultrasonic tests were performed with a Nomura Shoji1; (Tokyo, Japan) SST-250 paper tester. Transmission probe oscillated

at 25 kHz. A central circular region of 15-cm diameter was examined for each specimen. Ultrasonic velocity was measured

from 0∘ to 175∘ in 5∘ increments. Q66 was determined by measuring shear wave velocity transmitted along the 2-principal

material direction using a second, modified SST instrument. Remaining stiffnesses were determined by nonlinear regression

of the stiffness transformation matrix [10].

Three tensile coupons were cut from each circular specimen after DIC and ultrasonic evaluations. Coupons were cut at 0∘,

45∘, 90∘ from 1-principal material direction. Coupons were 25 mm wide and each had a nominal gage length of 175 mm.

Specimens were tested in an Instron1; (Instron Corp., Norwood, Massachusetts) Model 5865 load frame with a grip

displacement rate of 0.5 mm/min. DIC images were captured at 1 Hz and used to determine longitudinal and transverse

strains. Longitudinal strains were used to determine Q11 and Q22; transverse strains were used to determine ν12; Q66 was

determined by stiffness transformation.

Fig. 20.2 Example of 36-element virtual mesh for Fig. 20.1a
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20.7 Results and Discussion

Table 20.2 gives VFM-evaluated Qij for the first and second tests of the same specimen, where tests are noted in column 1.

Units are km2/s2, or specific stiffness units, and are equivalent to MN � m/kg. To minimize effects of relaxation on

measurement, each subsequent load configuration had each of its forces held constant or increased from previous load

configuration. After the first test, the specimen was removed from the load fixture, grips were reset to their initial locations,

the specimen was re-installed in the fixture, and forces were introduced. Test 2 had small decreases in F1 and F4; however,

it appears that corresponding large increases in F2 and F3 avoided relaxation of the material.

Results shown in Table 20.2 indicate the specimen was generally oriented with its primary principal material direction

aligned vertically, because Q22 was greater than Q11. Each test had reasonable agreement for Q11, Q22, Q12, and Q66, as

demonstrated by acceptable COVs (coefficients of variation). COVs were generally below 10 % for the largest Qij. In both

tests, increases in applied forces tended to give reduced Qij.

Amount of anisotropy, as indicated by non-zero Q16 and Q26, was quite small. Habeger [2] suggested that anisotropy can

be characterized by comparing non-orthogonality of directions for maximums of Q11 and Q22. Using the mean values for Qij

from Table 20.2 Test 1, 1- and 2-directions differ by 90.1∘. Using mean values for the second test, 1- and 2-directions differ

by 89.7∘. Because the non-orthogonality was quite small, the specimen was considered orthotropic. One encouraging result

was the generally consistent opposing signs for Q16 and Q26, which is a necessary result from stiffness transformation of

orthotropic materials.

Q11, Q22, Q12, and Q66 decreased with increasing applied forces. This trend is shown graphically in Fig. 20.3,

where “norm” refers to 2-norm for applied force and stiffness. The largest stiffness values, Q11, Q22, and Q66, largely

control the 2-norm. Because the evaluation procedure described here determined secant Qij and the selected material was

known to be nonlinear, additional analyses were made to examine the possibility that the load configurations may have taken

the material into nonlinear constitutive behavior.

Determination of material nonlinear behavior is not straightforward for this load fixture. Because the geometry was

intentionally designed to produce sufficient strains, ɛi, for evaluation of all six Qij, it is not possible to directly determine

onset of material nonlinear behavior. Furthermore, nonlinear behavior is unlikely to occur simultaneously for each Qij.

Table 20.2 Qij evaluation for each test of the specimen using mesh in Fig. 20.2. Stiffness units (km2/s2), Force units (N). LC – load configuration

Test LC Q11 Q22 Q12 Q66 Q16 Q26 F1 F2 F3 F4

1 1 2.87 6.81 0.61 1.29 � 0.12 0.06 16.9 17.3 19.0 17.8

2 2.87 6.96 0.62 1.36 � 0.08 � 0.25 18.2 21.4 27.5 19.1

3 2.61 6.12 0.75 1.37 � 0.06 � 0.42 19.1 22.7 27.6 20.9

4 2.62 6.09 0.68 1.16 � 0.05 � 0.21 21.8 26.7 29.5 22.2

5 2.59 5.86 0.72 1.26 0.00 � 0.33 24.0 30.7 32.7 25.4

6 2.65 5.98 0.73 1.29 0.02 � 0.60 25.8 35.6 38.5 30.7

7 2.52 5.90 0.71 1.21 0.05 � 0.58 28.5 37.4 39.1 32.0

8 2.45 5.53 0.58 1.17 0.07 � 0.57 29.8 38.3 40.0 33.4

9 2.35 5.55 0.63 1.16 0.06 � 0.61 33.4 42.3 45.3 37.4

10 2.28 5.44 0.60 1.14 0.06 � 0.67 35.1 44.0 47.5 40.0

Mean 2.58 6.02 0.66 1.24 � 0.01 � 0.42

COV (%) 7.49 8.50 9.60 6.89 � 1,264.91 � 55.48

2 1 3.65 6.72 0.56 1.74 �0.08 0.13 17.8 16.0 17.9 15.6

2 3.25 6.66 0.58 1.63 �0.10 0.35 17.3 20.0 21.3 14.7

3 3.00 6.88 0.23 1.61 �0.31 0.37 18.2 22.7 24.3 17.3

4 2.95 6.68 0.47 1.55 �0.07 0.07 20.5 26.7 27.8 20.0

5 2.91 6.56 0.56 1.44 0.00 0.03 23.1 28.9 29.7 21.8

6 2.83 6.05 0.31 1.29 0.03 0.17 25.4 30.7 31.4 21.8

7 3.00 6.26 0.26 1.20 0.09 0.07 26.7 34.7 35.8 23.6

8 2.93 6.02 0.27 1.22 0.09 0.12 29.4 36.5 37.9 25.4

9 2.81 6.11 0.22 1.17 0.00 0.13 32.0 38.3 41.5 28.5

10 2.72 6.08 0.34 1.17 �0.00 0.18 36.9 44.0 44.3 33.8

Mean 3.01 6.40 0.38 1.40 �0.04 0.16

COV (%) 8.90 5.19 38.18 15.61 �331.35 69.44
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Figure 20.4 examines the manner in which forces induced strain in these tests. This figure suggests that the specimen

behaved linear elastically for each load configuration and for each test. Elastic behavior is illustrated by the relative

coincidence of points for each test.

Table 20.3 compares Qij for VFM, ultrasonic, and tensile coupon tests. Both ultrasonic and tensile tests assume linear

constitutive behavior. All three tests have reasonable agreement for Q11, Q22, and Q66, which provides further evidence that

the various load configurations in Tests 1 and 2 were within the linear material regime. VFM-evaluated Q12 were much

Fig. 20.3 Normalized stiffness, Qij, as affected by normalized applied force, Fi

Fig. 20.4 Examination of applied forces and induced strain for Tests 1 and 2
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smaller than ultrasonic and tensile Q12. Ultrasonic evaluation of Q12 is difficult and generally produces high values [11].

Additionally, Q66 and Q12 are effectively coupled in ultrasonic measurements because Qij are evaluated by stiffness matrix

transformation. VFM-evaluated ν12 were 0.11 and 0.06 for Test 1 and Test 2 respectively, which falls below the range of

ultrasonic ν12 values reported by Baum et al. [12]. Alternative explanations for Q12 disagreement between tests

include number of Qij evaluations and specimen area examined for each test. VFM evaluation was based on the mean of

10 Qij identifications; ultrasonic values were based on a single test; three tensile coupons were evaluated, but Q12 was based

on measurements made on two of those tensile coupons. If heterogeneity existed in the specimen, then relative area tested for

each test would influence identification. Test areas were 471, 177, and 131 cm2 for VFM, ultrasonic, and tensile tests,

respectively.

To determine Q66, significant effort was made to generate shear strains by creating a large force differential between

adjacent loading grips. Figure 20.5 shows DIC-measured strains for Test 1, Load Configuration 10 where F1 � F4 were

36.9, 44.0, 44.3, and 33.8 N, respectively. For this configuration, ɛ6 was near zero throughout the central region of the

specimen. However, if the force differential became too large, the specimen developed wrinkles and the test was terminated.

It is likely that some prior knowledge of approximate Qij may be used to create a specific load configuration optimized for

stiffness evaluation. Accurate determination of Q66 for thin webs is a challenge and successful Q66 evaluation here

demonstrates an alternative procedure, on a single specimen, without difficulties associated with ultrasonic and tensile tests.

VFM and ultrasonic tests had general agreement for both Q16 and Q26. When Q16 and Q26 are very near zero, their

evaluation tends to get masked by larger Qij for both VFM and ultrasonic tests. Ultrasonic test gave an angle of 90.1∘

between material 1- and 2-directions.

Figure 20.6 examines the influence of VFM element density on Qij evaluation. Unlike finite element convergence

analyses, increased VFM element density does not improve accuracy of Qij identification, but tends to amplify noise present

in experimentally measured strains. A very coarse mesh (i.e., 52 elements) smoothed strain gradients, which were real

features that were intentionally introduced in the load fixture. Reduction of norm(Qij) above 152 elements was caused by

increasingly ill-conditioned matrices used to evaluate virtual displacements, ui
∗, in Eq. 20.3.

20.8 Conclusion

This work introduced a novel load fixture designed to determine the anisotropic stiffnesses of paperboard with VFM. DIC

was used to determine full-field strains under a variety of multi-axial load configurations. Because paperboard is considered

to have nonlinear constitutive behavior, special analyses were introduced to examine material nonlinearity and elasticity.

Analyses demonstrated that the material remained in the linear elastic regime because VFM-evaluated Qij were repeatable

and compared favorably with those determined by ultrasonic and tensile coupon tests. Finally, the effect of VFM mesh

density was examined to ensure that an appropriately sized mesh was used in the analysis.

Table 20.3 Comparison of

different methods for evaluating

Qij, Units km
2/s2

Test Q11 Q22 Q12 Q66 Q16 Q26

VFM-Test1 2.58 6.02 0.66 1.24 � 0.01 � 0.42

VFM-Test2 3.01 6.40 0.38 1.40 � 0.04 0.16

Ultrasonic 3.33 7.12 1.94 1.68 0.12 � 0.14

Tensile 2.80 6.22 1.29 1.42 N/A N/A

Fig. 20.5 Strains for Test 1, Load Configuration 10, Units (mm/m)
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Chapter 21

Investigation of Fatigue Properties of Titanium Alloy

Applying Variational Infrared Thermography

P.J. Hou, X.L. Guo, and J.L. Fan

Abstract This paper describes the application of the infrared thermographic method to estimate the fatigue life of titanium

alloy. Using a variational thermographic method, fatigue tests were implemented in order to reckon the fatigue properties.

Infrared thermogarphy provides thermal images which are closely related to the limiting fatigue stress. The deformation

energy distribution can be determined on the hypothesis of the cycle index five million, relative to the limiting fatigue stress.

This variational thermographic method, based on the infrared thermography, is applied to rapidly estimate the fatigue limit

of titanium alloy. Through the comparison, the predicted fatigue behavior is confirmed in good agreement with the

traditional fatigue results.

Keywords Infrared thermographic method • Fatigue behavior • Titanium alloy • Energy approach • S-N curve

21.1 Introduction

Fatigue design requires statistical processing of numerous tests. However, the traditional evaluation methods are often

difficult to be performed for their time-consuming and expensive costing [1, 2].

So, a very important question is raised: How can we get a rapid estimate of the fatigue properties. The infrared

thermographic method was first proposed by Risitano et al. [6] by using the surface temperature increments as the major

fatigue indicator. Luong et al. [3–5] proposed to use the infrared thermographic method of the mean thermal energy

dissipated under a given number of cycles to get this fatigue limit. The infrared thermographic method, based on the analysis

of the heat during a loading fatigue test, was developed over the last 30 years. The fatigue limit can be evaluated in an

extremely short time. Fatigue failure will take place once the accumulated energy, due to plastic deformation, reaches a

constant threshold value. Based on this physical hypothesis, Fargione et al. [6] confirmed the connection between the fatigue

limit and the quantity of heat dissipation by testing a given element to failure. Many attempts have been made to measure the

fatigue limit fast, and so several studies were implemented. For instance, Pastor et al. and Fan et al. [7, 8] applied the infrared

thermographic method to investigate metallic fatigue behavior, including fatigue limits, fatigue class, and W€ohler S-N
endurance curves etc. In addition, Ummenhofer and Medgenberg [9] investigated the fatigue damage by a specialized data

processing method and developed the infrared thermographic method. The results demonstrated accordance with the

traditional test rather well. As a result of this, with the appearance of high resolution infrared camera, the infrared

thermographic method has a great revolution to fatigue study.

In the present paper, in order to get a rapid estimate of the fatigue limit, we used the infrared thermographic method

proposed by Luong et al. [4] to carry out the fatigue tests for titanium alloy. Pure titanium and titanium alloy are widely used

as structural aerospace materials mainly because it is a light-weight and corrosion-resistant material, as a consequence it is

important to understand the fatigue mechanisms. And the residual life prediction was proposed based on the hypothesis of

the cycle index five million, relative to the limiting fatigue stress. The focus of the paper is to confirm the validity of the

theoretical of the technique and to evaluate if the variational thermographic method is suitable in describing the residual life

of titanium alloy.
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21.2 Theoretical Models

21.2.1 The Infrared Thermographic Method

Fatigue damage is well known as energy dissipation accompanied by temperature changing. Most mechanical energy

transform into heat energy during this process, then dissipates to the surroundings. The temperature linked with energy

dissipation enables us to understand the energy transformation, toughness reduction and damping vibration of materials.

Therefore, the fatigue process can be qualitatively evaluated using the relative temperature increment.

During fatigue tests, to avoid any possible errors induced by the environmental perturbation and the experimental system

sensitivity, the relative temperature increment ΔT on the hot-spot zone of the specimen surface is used to describe fatigue

damage status:

ΔT ¼ Tm � T0 (21.1)

where Tm is the average temperature on the zone; and T0 is the initial temperature.

According to Luong [4], the fatigue limit is obtained as the stress level for which the temperature increment ΔT of two

different increasing rate intersect into one point. As a consequence, it is rapid to determine the fatigue limit by employing the

curves of the increase in temperature increment ΔT, and the temperature increment ΔT and the applied stress range Δσ have

a well correlation, experimentally and theoretically:

ΔTs ¼ a � Δσ þ b for Δσ < Δσ0
ΔTs ¼ A � Δσ þ B for Δσ � Δσ0

(21.2)

Where ΔTs is the stable temperature increment; Δσ is the applied stress range; Δσ0 is the fatigue limit; a, b, A, and B are

material constant.

21.2.2 The Energy Approach

From the energy dissipation point, fatigue failure will take place as soon as possible when the quantity of the energy per unit

volume reaches to a threshold value Ec. Ec, a constant value, is independent of loading sequence and level, and interaction of

loading is not taken into account. Fargione et al. [6] defined an energetic parameterФ, which enabled us to predict the whole

S-N curve of materials. Ec is documented to be positive feedback to the energetic parameter Ф. This parameter can be

intended by integrating the ΔT-N curve depicted by an infrared camera.

Ec / Φ ¼
ðNf

0

ΔTðNÞ � dN (21.3)

where Nf is the fatigue life.

A material from cyclic loading low than its yield limit but higher than its fatigue limit is defined by three phases.

The temperature rapidly rises in the initial stage (phase 1), then goes to an asymptotic value (phase 2), finally it increases

sharply before fatigue failure because of the plastic deformation (phase 3).

Due to the limited number of phase 1 and 3, the energetic parameter Ф can be simply expressed as:

Φ ¼ ΔTs � Nf (21.4)

Using the successive stepwise loading procedure, the energetic parameter is easily determined resorting to the infrared

thermographic method. To rapidly determine the fatigue behavior of materials and components, it is possible to get the

asymptotic temperature increment at each stress level, and then, based on Eq. 21.4, to calculate the relevant Nf. The entire

S-N curve can be plotted using the couples of Δσ and Nf.

172 P.J. Hou et al.



21.3 Experiment Investigations

21.3.1 Material and Specimen

The material used in the present research is TC4 titanium alloy, mainly composed of�0.30Fe,�0.10C,�0.05 N,�0.015 H,

�0.20 O, 5.5–6.8 Al, and 3.5–4.5 V in wt %. It is widely used as structural aerospace materials mainly due to its very high

yield strength of about 890 MPa and much low density of 4510 kg/m3. And the dimension of the specimen is presented in

Fig. 21.1.

21.3.2 Methods

Fatigue tests were carried out using a MTS810 servo-hydraulic machine with 100 kN capacity at room temperature without

disturbance of the external heat resource. The testing system is also composed of infrared camera, lock-in module,

computers and corresponding software [8] in Fig. 21.2.

Before tests, all the specimens were polished with fine grit papers, and then painted the specimens black to improve the

heat radiation. The stress ratio is set as R ¼ �1 with a frequency of 15 Hz. The stepwise loading procedure was applied to

the same specimen. To avoid fatigue damage accumulation, the stress was applied from 50 MPa with steps of 10, 20, and

50 MPa every 1,000 cycles until fracture. In addition, the thermal images on the hot-spot zone were recorded by the infrared

camera to perform the subsequent data analysis presented in Fig. 21.3.

Fig. 21.1 Size of the

specimen (unit: mm)

Fig. 21.2 Experimental

system
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21.4 Results and Discussion

21.4.1 Fatigue Limit

Temperature evolution is mainly attributed to the thermoelastic effect, plastic effect and heat conduction. The fluctuating

temperature is due to the thermoelastic effect, and the temperature amplitudes increase with the increasing cyclic loading.

Figure 21.4 is the curve of ΔT�σ used to get the fatigue limit by fitting the infrared data employing the Luong [4] method.

During the test, the temperature of the specimen surface was detected by the infrared camera. From the Fig. 21.4, the fatigue

limit of the TC4 titanium alloy is obtained as 540 MPa.

The elastic stress controls mechanical responses of tested specimens when the stress is less than 540 MPa. At this term,

the specimen mainly takes place elastic deformation, and the temperature increment is mainly induced by non-plastic

effects, i.e. viscosity effect etc. If the stress is higher than the fatigue limit, microcracks will initiate from the specimen

boundaries, such as: the corner and the free surface. They initiate along the axial direction of 45�, and then coalesce to form a

main crack. The main crack propagates perpendicular to the principal stress direction. The plastic strain energy accumulates

during the fatigue evolution. Most of the mechanical energy is dissipated as heat energy heating up the specimen.

Fig. 21.3 Hot-spot zone evolution
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Fig. 21.4 ΔT-σ curve
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21.4.2 S-N Curve

It is well known that the S-N curve is the most common presentation of fatigue data. Here we assume that the cycle limit

involved in the fatigue limit of TC4 titanium alloy aforementioned is five million. And the stable temperature increment ΔTs

corresponding to the fatigue limit was 3.90�C. Resorting to the stepwise loading procedure, all the stable temperature

increment ΔTs relate to the applied stress level σ is able to be determined by the thermographic method mentioned above.

The Eq. 21.4 allowed us to obtain the energetic parameter Ф, 1.95 � 107.

Using the least-square method, log(N) and log(σ) were fitted in the Fig. 21.5 by the limiting energy hypothesis.

Figure 21.6 shows the S-N curve of titanium alloy using the traditional method. According to the Figs. 21.5 and 21.6, the

two curves are very close through a direct comparison. Moreover, the fatigue limits between the traditional procedure σt and
energy approach σe achieves good accordance. The S-N curves represent median line meaning 50 % survival probability

with 95 % confidence level.
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Fig. 21.5 The S-N curve

by the traditional method
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Fig. 21.6 The S-N curve by

the energy approach
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21.5 Conclusions

1. The variational themographic method enables us to rapidly evaluate the fatigue behavior of TC4 titanium alloy with

a limited number of specimens.

2. The experimental tests demonstrate that the energetic parameter is a constant value which is a bulk property. It can be use

to predict the fatigue behavior of materials and structures.
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Chapter 22

Monitoring Materials Under Impact with Infrared Thermography

Carosena Meola and Giovanni Maria Carlomagno

Abstract Infrared thermography is becoming ever more popular and is embracing a constantly wider range of applications

going from medical diagnostics to building energy saving, comprehension of fluid-dynamic phenomena, etc. The present

paper is concerned with the use of infrared thermography in the materials science field, relating to the behavior of a material

under impact in a general sense. In particular, two different types of impact are considered: the impact of air jets over a

surface for heat transfer purposes and the impact of a solid object against a composite material. Owing to the first topic, the

attention is focused on the performance of the cooling devices, which generally are quench boxes equipped with arrays of

nozzles. To this end, laboratory tests are performed in an attempt to show the influence of some parameters, such as nozzles

flow rate and impinging distance, through measurements of convective heat transfer coefficients with the heated thin foil

technique. Regarding the second item, an infrared imaging system is used to monitor the unsteady thermal response of some

composite materials to low energy impact in order to gain more information about damage onset and propagation. For both

types of tests, the usefulness of an infrared imaging device is highlighted.

Keywords Infrared thermography • Impact tests • Convective heat transfer • Heated-thin-foil technique • Composite

materials

22.1 Introduction

Infrared Thermography (IRT) is a methodology which allows for: remote detection of thermal electromagnetic energy that is

radiated from objects in the infrared band, conversion of such energy into a video signal and representation of the object

surface temperature map. This represents a great potentiality to be exploited in a lot of application fields and for many

different purposes. For example, IRT may be used for diagnosis (in medicine, architecture, maintenance), or for understand-

ing of complex fluid-dynamic phenomena (flow instability, flow separation and reattachment), or for material characteriza-

tion and procedure assessment, which can help improving design and fabrication of products. As technology evolves,

infrared systems offer new opportunities for application; indeed, any process which is temperature-dependent may benefit

from the use of an infrared device.

The attention of the present work is focused on the behavior of a material under impact in a general sense by considering

either the impact of a gas, or of a solid object, onto a surface. In both cases an infrared imaging device is used to visualize the

surface temperature variation due to the impact. The visualized temperature map may be exploited to gain two different

types of information relating to the impacting fluid, or to the surface impacted by the object. In fact, in one case (gas impact)

the surface temperature can be used to evaluate, through measurements of the convective heat transfer coefficient, the

cooling/heating efficiency of the impacting fluid, which is to say the efficiency of the quench box producing the impinging

mass flow rate. In the other case (object impact), the local heating up of the impacted surface is a symptom of occurred

damage and then, the temperature map may be used to understand the failure modes of a material under impact.
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22.2 Impact by Air Jets

The temperature represents a critical parameter in many manufacturing processes like the glass tempering one, in which

cooling efficiency plays a key role, especially for relatively thin glass sheets. In the last years, the design of innovative

quenching (tempering) units, made by two nozzle arrays, with combined patent applications (able to increase production

with higher level of mechanical properties, scrap reduction, less geometrical deformation, less cumbersome stretching, less

time loss) has been the challenge of many researchers and specialists and is still an open question.

The heat transfer is influenced by many factors involving both geometrical (nozzle geometry, nozzle-to-nozzle spacing,

impingement distance, etc.) and fluid flow conditions (jet velocity, turbulence, entrainment, spent air exhaust, etc.).

Therefore, experimental tests, needed for the validation of cooling devices, have provided a multitude of data. In the same

time, the interest of many researchers was devoted to gain insights into the fluid-dynamics of impinging jets. As a

consequence, literature is full of papers (theoretical, experimental and numerical) dealing with either a single, or an array

of impinging jets, aimed at going through specific aspects such as the flow pattern after impingement [1], entrainment effects

[2], unsteady effects [3], influence of nozzle shape [4], influence of shear layer dynamics [5] and data correlation [6, 7].

However, the majority of papers is concerned with relatively low effective (specific) mass flow rate values, while large

values are often involved in real applications such as in glass tempering.

The tempering process produces inside the glass tensile stresses which increase its mechanical resistance, especially its

flexural strength, and reduces the risk of breaking caused by thermal shocks. Tempered glass is also a safety product because

it breaks shattering into small non-cutting fragments. The basic feature is to create a final condition of surface and edge

compression with the core having compensating tensile stresses. This is achieved by heating the glass above approximately

600�C and rapidly cooling it by blowing air uniformly onto both of the glass plate surfaces, simultaneously. Indeed, the

cooling phase is of paramount importance to obtain good tempered glass for two main reasons. It is important to transfer heat

uniformly from both surfaces because uneven heat extraction may produce bows, or warps. Then, it is important to sustain

the quench long enough till its stable condition, to avoid reheating of the glass surfaces from the still-hot core. Thus, of vital

importance is the performance of the cooling devices, which generally are quench boxes equipped with arrays of nozzles.

The governing parameters to be optimized are mainly: nozzles geometry, spacing between nozzles, flow rate and impinging

distance.

Herein, it is shown as the problem can be solved in laboratory by using infrared thermography to evaluate the convective

heat transfer coefficient hc, between a plate and the jets issuing from an array of nozzles and impinging onto such a plate.

22.2.1 Experimental Setup and Test Procedure

The convective heat transfer coefficient hc is evaluated with the steady state heated thin foil technique [8] which consists of

heating a thin metallic foil, or a printed circuit board, by Joule effect and computing hc with the formula:

hc ¼ q
0 � q

0
l

Tw � Taw
(22.1)

where q
0
is the Joule heating, q

0
l includes losses due to tangential conduction and radiation, Tw is the wall temperature and Taw

the adiabatic wall temperature. In the present work both Tw and Taw are measured with infrared thermography.

As shown in Fig. 22.1, the experimental apparatus [8], includes a target plate, which is a thin constantan foil (200 mmwide,

470 mm long and 0.050 mm thick) held flat by a stiffening fixture. The electric current to heat the target plate is provided by a

direct current stabilized power supply. The cooling air jet, generated by a compressor, goes through a pressure regulating

valve, a heat exchanger, a plenum chamber (quench box) where pressure and temperature are metered and flows through an

array of 5 � 5 nozzles; the diameter of each nozzle is d ¼ 6.5 mm and the spacing between nozzles in x and y directions is
respectively xx ¼ 40 mm and yx ¼ 20 mm. The surface of the constantan target plate is covered, over the side viewed by the

infrared camera, with a thin film of opaque paint of emissivity ε ¼ 0.95 (measured with the infrared system itself).

The test procedure is the following: switch on the blower; reach the desired flow rate value; wait (about 2 h) to reach

steady thermal conditions; then visualize the adiabatic wall temperature Taw and acquire the cold image; put on the electric

power supply; wait about 15 min to reach steady thermal conditions; visualize the wall temperature Tw and acquire the

corresponding thermographic image (hot image). The temperature in the plenum chamber To is continuously checked to

assure that both cold (Taw) and hot (Tw) images are acquired at the same To value (generally, very small variations occur
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between the two acquisitions). Each data set is obtained by averaging 32 thermal images in time sequence to reduce

measurement noise. Typical Taw and Tw images for effective flow rate meff = 6.6 kgm2/s, differential pressure Δp ¼ 130

mbar and dimensionless impinging distance z/d ¼ 4.6 are shown in Fig. 22.2.

The acquired images are analyzed and the hc values (Eq. 22.1) are evaluated. Losses due to radiation q
0
r are computed

according to the radiosity relation that expresses heat transfer by radiation between two grey bodies, one having a much

larger surface as compared to the other one:

q
0
r ¼ εσ T4

w � T4
a

� �
(22.2)

where ε is the total emissivity coefficient of the opaque paint, σ is the Stefan-Boltzmann constant and Ta is the ambient

temperature. The tangential conduction q
0
is evaluated by means of the 2D laplacian of the wall temperature Tw:

q
0
c ¼ skf

@2Tw
@x2

þ @2Tw
@y2

� �
(22.3)

where s and kf are thickness and thermal conductivity coefficient of the foil and x and y the coordinates parallel to the foil

surfaces. Losses due to natural convection are small as compared to other contributions and can be neglected. The

convective heat transfer coefficient hc can be reduced in dimensionless form in terms of the Nusselt number, Nu:

Nu ¼ hcd

ka
(22.4)
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Fig. 22.2 Taw and Tw maps for jets of Δp ¼ 130 mbar, effective flow rate meff = 6.6 kgm2/s impinging at z/d ¼ 4.6 (a) Taw map (b) Tw map
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with d nozzle diameter and ka thermal conductivity coefficient of air evaluated at the film temperature Tf:

Tf ¼ Tw þ Taw
2

(22.5)

Of course, ka is determined point by point on the whole imaged surface. In particular, Nu is independent of the heat flux

direction and so the plate can be either cooled, or heated, indifferently. A 3D map of the Nusselt number, for the same test

conditions as in Fig. 22.2, is shown in Fig. 22.3. As expected, the Nusselt number attains maxima in correspondence of each

jet axis and laterally decreases towards minima between adjacent jets.

22.2.2 Dimensionless Average Data Reduction

Data are also reduced in dimensionless form in terms of the average Nusselt number Num defined as:

Num ¼ hmD

ka
(22.6)

with hm the convective heat transfer coefficient averaged over the area of the hexagon indicated by the dashed area in

Fig. 22.4. The effective flow rate is calculated as ratio between the measured flow rate
0
m and the total blown area Af:

meff ¼
0
m

Af
¼

0
m

n xxyy
(22.7)

where n is the number of nozzles and xx and xy, as already specified, are the distances between nozzles in x and y directions.
Values of Num are plotted against the dimensionless impingement distance z/d for three different values of meff in Fig. 22.5.

As can be seen, Num increases with increasing meff and decreasing z/d.
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22.3 Impact of a Blunt Object

The impact of a blunt object against a surface may cause a certain level of damage, which mostly mostly depends on the

surface material and on the impact energy. Layered composites, due to their low interlaminar strength, are susceptible to

delamination, often resulting in considerable loss in strength, and possibly leading also to catastrophic failures in service.

Mostly dangerous is the impact at low energy, which, unlike in metals, does not produce visible damage on the composite

surface, but buried delamination between the layers, which is often very slight and difficult to detect. Thus, it is very

important, on one side, to understand the material behavior under impact for design purposes and, on the other side, to

discover the occurred damage in its incipient stage for preventative measures. An infrared imaging device may be used to

comply with both purposes. The use of infrared thermography was recently investigated by Meola et al. [9–11]; they proved

that high frequency sampling rate (900 Hz) makes possible even to appraise the thermo-elastic effects which take place in a

small time fraction [9]. Besides, Meola and Carlomagno [10] supplied information on the onset and propagation of impact

damage in a glass fiber reinforced polymer and proposed a relationship between the damaged area and the impact energy

owing to the effective striking surface.

Some images taken during an impact event are shown in the following. The attention is mainly focused on the onset of hot

spots which also coincide with damage loci in an attempt to gain new understanding on the impact damage mechanisms from

the thermal point of view. The analysis is performed by considering heat transfer by conduction. It is worth noting that,

unlike the previous case (jet impact) which involved a steady state phenomenology because of the continuous air blowing,

now the attention is focused on transient (unsteady) occurrences that accompany the impact of the object on the surface

opposite to the observed one.
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22.3.1 Materials and Test Setup

Two different composite materials are considered:

• A glass fiber reinforced polymer (GFRP) obtained from unidirectional E-glass fibers embedded in translucent epoxy

resin. Laminates 500 � 500 mm2 of stacking sequence [02/902]S are fabricated by the hand lay-up technology and cured,

under stamp, for 24 h at room temperature. After that, rectangular specimens 130 � 100 mm2 are cut and post cured in

oven at 60�C for 5 h. The overall thickness of each laminate is about 2.9 mm.

• A fiber metal laminate (FML) which includes three aluminum layers with two glass/epoxy layers in between them;

specimens are 130 � 100 mm2 and 1.5 mm thick. The external laminate surfaces are covered with a coating layer.

Impact tests are carried out with a modified Charpy pendulum including an impactor of hemispherical nose, 24 mm in

diameter. Specimens are held from the shorter sides while are free to move along the two longer ones. Figure 22.6 shows the

Charpy pendulum with the infrared camera positioned to view the specimen surface opposite to impact (Fig. 22.6a) and the

lodging of specimens (Fig. 22.6b). The used infrared camera is the SC6000 (Flir systems), which is equipped with a QWIP

detector, working in the 8–9 μm infrared band, of spatial resolution 640 � 512 pixels full frame and with a windowing

option linked to frequency frame rate and temperature range. The impact energy is set by suitably adjusting the falling height

of the Charpy arm.

22.3.2 Impact Tests and Data Analysis

Sequences of thermal images are acquired at 96 Hz during impact tests. More specifically, the acquisition starts few seconds

before the impact and lasts for some time after to allow complete visualization of the thermal effects evolution with respect

to the ambient temperature. To better account for the material thermal behavior, the first image (t ¼ 0) of the sequence, i.e.

the specimen surface (ambient) temperature before impact, is subtracted to each subsequent image so as to generate a map of

temperature difference ΔT:

ΔT ¼ T i; j; tð Þ � Tði; j; 0Þ (22.8)

i and j representing lines and columns of the surface temperature map. Therefore, a sequence of ΔT images is created. Some

ΔT images taken during impact are shown in Figs. 22.7 and 22.8. In particular, the images in Fig. 22.7 refer to a GFRP

specimen impacted at energy E ¼ 7.5 J, while those in Fig. 22.8 refer to a FML specimen impacted at E ¼ 4.5 J. In both

Fig. 22.6 Setup for impact

tests with the Charpy

pendulum (a) front side

(b) rear side
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Fig. 22.7 Thermal images of a GFRP specimen taken under impact at E ¼ 7.5 J (a) t ¼ 0 s (b) t ¼ 0.0104 s (c) t ¼ 0.104 s (d) t ¼ 2.104 s

Fig. 22.8 Thermal images of a FML specimen taken under impact at E ¼ 4.5 J (a) t ¼ 0 s (b) t ¼ 0.0104 s (c) t ¼ 0.031 s (d) t ¼ 0.104 s
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figures, the first image is showing an almost uniform ΔT ¼ 0 relating to the surface at ambient temperature before impact.

The second image (Figs. 22.7b and 22.8b) is taken 1/96 s after the first one. As can be seen, on the GFRP surface (Fig. 22.7b)

are clearly distinguishable the glass fibers with a hot spot in the central zone; such a hot spot enlarges fractions of a second

later (Fig. 22.7c) while other smaller hot spots appear. More later, all the hot spots coalesce into a unique warm zone

(Fig. 22.7d) due to lateral thermal conduction; of course, such a zone displays ΔT values lower than the hot spots in

Fig. 22.7c because of heat diffusion and cooling down towards ambient temperature. It has to be considered that, during

impact, kinetic energy passes from the impactor nose to the target; then, such energy is in part transformed into elastic

energy and in part dissipated through failures, vibrations, or friction. Since most of the dissipated energy is converted into

heat, the detection of the hot spots and their evolution supply information important for the comprehension of the impact

damage mechanisms. By comparing Figs. 22.7 and 22.8, it is possible to see the different behavior of a FML material with

respect to a glass/epoxy one. In fact, the image in Fig. 22.8b shows a central hot zone, which firstly enlarges quickly

(Fig. 22.8c) and after tends to rapidly disappear (Fig. 22.8d); this behavior is completely different from that of the image in

Fig. 22.7b, although both images are taken at the same time instant during the impact. This because the thermal effects are

driven by the thermal behavior of the viewed external layer of the FML which is made of aluminum and therefore has a much

higher thermal diffusivity.

For a quantitative analysis, ΔT values in three hot spots are plotted against the number of the image of the time sequence,

for a GFRP impacted at E ¼ 7.5 J in Fig. 22.9a and for a GFRP specimen impacted at E ¼ 12 J in Fig. 22.9b. More

specifically, in Fig. 22.9 are plotted average values in an area around each spot; such areas are named AR01, AR02 and AR03.

As can be seen, the plots of AR01 and AR02 (lines blue and red in Fig. 22.9a and lines light blue and brown in Fig. 22.9b)

display an abrupt ΔT increase followed by a slower decrease. The average ΔT values in AR03 in Fig. 22.9a increases more

slowly reaching the same maximum as in AR02. The average ΔT value in AR03 in Fig. 22.9b instead grows very slowly and

intersects the decreasing branch of the light blue line (AR01 spot) at about 0.3 s later. Owing to such different time evolution

and considering the stacking sequence and the thermal diffusivity, it is possible to infer that the spot AR03 in Fig. 22.9a is

located still within the first layer of fibers; some delay being possibly due to a local resin thickening which affects the local

thermal diffusion. Conversely, the spot AR03 in Fig. 22.9b refers to some damage occurred within an inner fibers layer.

As a final point, in Fig. 22.10 a comparison between the ΔT evolution in the FML specimen impacted at E ¼ 4.5 J and in

the glass/epoxy specimen (AR01) impacted at E ¼ 7.5 J is shown. It is possible to see a certain difference in the slope of the

rising tracts; this because the hot spot in glass/epoxy is due to the impact energy dissipated in the breakage of a superficial

fiber, while the warm zone in FML is due to delamination underneath the aluminum layer at the interface with the glass/

epoxy layer.
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Fig. 22.9 ΔT against time in different hot spots for GFRP specimens (a) GFRP impacted at E ¼ 7.5 J (b) GFRP impacted at E ¼ 12 J
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22.4 Conclusions

It has been demonstrated as, by simply monitoring the temperature variation experienced by a plate under impact load, it is

possible to gain information on either the impacting substance, or on the impacted one. Of course, this is possible by

choosing the suitable model and applying the appropriate heat transfer mechanism. Then, from the evaluation of convective

heat transfer coefficients, through the steady heated thin foil model it is possible to assess the performance of the flow rate

impacting a surface, which also means assessing the performance of quench boxes. On the other side, considering the heat

transfer mechanism by conduction through the thickness of a plate, it is possible to understand the reaction of such a plate

against a body impacting on it. In the jet impact, a steady state phenomenology is monitored, because of the continuous air

blowing, while, in the body impact, we are observing the transient (unsteady) occurrences that accompany the impact of the

body on the surface opposite to the viewed one. The same infrared imaging device can be used to obtain both types of

information by simply recording a sequence of images. The difference lies in the used test procedure and data analysis.

References

1. Glauert MB (1956) The wall jet. J Fluid Mech 1:625–643

2. Goldstein RJ, Sobolik KA, Seol WS (1990) Effect of entrainment on the heat transfer to a heated circular air jet impinging on a flat surface.

J Heat Trans 112:608–611

3. Monkewitz BR, Bechert DW, Barsikow B, Lehmann B (1990) Self-excited oscillations and mixing in a heated round jet. J Fluid Mech

213:611–639

4. Meola C, de Luca L, Carlomagno GM (1995) Azimuthal instability in an impinging jet: adiabatic wall temperature distribution. Exp Fluid

18:303–310

5. Meola C, de Luca L, Carlomagno GM (1996) Influence of shear layer dynamics on impingement heat transfer. Exp Therm Fluid Sci 13:29–37

6. Meola C (2009) A new correlation of Nusselt number for impinging jets. Heat Trans Eng 30:221–228

7. Gregory JM, Browne EA, Peles Y, Jensen MK (2011) The effect of area ratio on microjet array heat transfer. Int J Heat Mass Trans

54:1782–1790

8. Meola C, Carlomagno GM (2006) Intensive cooling of large surfaces with arrays of jets. In: Proceedings of QIRT 2006, Padova, CD Room

paper 064, 28–30 June 2006

9. Meola C, Carlomagno GM (2009) Infrared thermography to impact-driven thermal effects. Appl Phys A 96:759–762

10. Meola C, Carlomagno GM (2010) Impact damage in GFRP: new insights with infrared thermography. Compos Part A 41:1839–1847

11. Meola C, Carlomagno GM, Ricci F, Lopresto V, Caprino G (2011) Investigation of impact damage in composites with infrared thermography,

6th NDT in progress, Prague 10–12 Oct 2011.

1

20

15

10

5

0

10 19 28 37 46 55 64
Number of images

ΔT
 (

K
)

73 82 91 100 109 118 127 136 145 154 163

FML, E = 4.5J

Glass/epoxy, E = 7.5J

Fig. 22.10 A comparison of ΔT evolution with time in GFRP and FML specimens

22 Monitoring Materials Under Impact with Infrared Thermography 185



Chapter 23

Damage Induced Evolution of the Thermal Diffusivity

of SiC/SiC Composite

Jalal EL Yagoubi, Jacques Lamon, Jean-Christophe Batsale, and Marion Le Flem

Abstract This work is devoted to the experimental study of the effect of mechanical damage on the thermal diffusivity of

SiC/SiC minicomposite test specimens. This sample geometry is very useful for understanding the damage mechanisms and

their effect on mechanical and thermal properties. Relations between constituent properties (fiber/matrix/interface) and

minicomposite mechanical behavior have been developed in the literature. Nevertheless, literature review showed that no

experimental study has focused on the thermal properties of minicomposite under mechanical stresses. Lock-in thermogra-

phy was used to measure the thermal diffusivity during tensile tests while acoustic emission technique allowed damage to be

monitored. In this work, it is demonstrated that the evolution of thermal diffusivity is a reliable indicator of matrix damage.

Drop in thermal properties appears to be highly sensitive to matrix crack density.

Keyword Damage • Diffusivity • Composite • Thermography • Acoustic emission

23.1 Introduction

Damage – thermal diffusivity relationship is a crucial issue for both structural health monitoring and thermal design of

ceramic matrix composites. For more than a decade, SiC/SiC Ceramic Matrix Composites (CMC) have been investigated

with a view to use in nuclear reactors of new generation as refractory fuel cladding. This structural element should combine

mechanical strength, resistance to irradiation and oxidation, and high thermal conductivity [1–3]. The SiC/SiC shell must

contain the fuel and transmit the large amount of heat produced by the nuclear reaction, under severe operating conditions

(temperature, loading, irradiation). Although they consist of ceramic constituents, they exhibit a damageable elastic

behavior and a much higher toughness than bulk ceramics. Damage results from cracks located in the matrix and at fibre/

matrix interfaces which cause disruption of heat transfer and degradation of thermal conductibility with damage.

The local disturbances induced by cracks are revealed by infrared imaging. Thermal contrasts are potentially used in non-

destructive testing of composites to detect delamination cracks in laminates [4] or in impact damage [5]. Pioneering work in

[6] on unidirectional composites (RBSN/SiCf) and in [7] on laminated composites has clearly demonstrated the effect of

interfacial cracks on thermal diffusivity. The experimental results given in [8–10] for multidirectional reinforced composite,

showed that measurements of thermal diffusivity during mechanical test monitor the progression of damage.

The mechanical behavior of CMCs and damage phenomena are well known in the literature [11–14]. However,

the relationship between the degradation of thermal properties and damage has not been established experimentally.
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Thus, the intent of the present paper is to tackle this problem by investigating the influence of damage modes on the thermal

diffusivity of unidirectional composite (minicomposite) under uniaxial tension. The interest of minicomposites for the

investigation of microstructure-property relations has been well demonstrated in numerous studies [14, 15]. First, from a

practical point of view, the control of elaboration conditions (matrix infiltration) is not as complex as for multidirectional

reinforced composites (2D, 2.5D and 3D). Then, the behavior of damaged woven composite is dictated by the longitudinal

tows, which is reproduced in minicomposites [16]. Hence, minicomposite behavior has been studied extensively; This has

enabled the understanding and modeling of matrix cracking and multiple fibre breaks in [13, 14] and static fatigue behavior

in [17, 18]. However, no experimental study has focused previously on the thermal behavior of minicomposite under tensile

load. A previous paper combined micromechanics-based equations of matrix multiple cracking and equations of heat

transfer in the vicinity of cracks to end up with thermal conductivity-deformation relation [19]. This paper presents an

original experimental approach based on a combination of various techniques for monitoring of damage and thermal

behavior of minicomposites during tensile tests. Finally, thermal and mechanical behaviors of minicomposites are compared

in order to deduce the relationship between damage and changes in thermal properties.

23.2 Minicomposite

Minicomposite test specimens were made of single yarns consisting of 500 commercial silicon carbide fibres, a Pyrocarbon

(PyC) interphase of few tens of nanometres, and a silicon carbide matrix deposited via Chemical Vapor Infiltration

(SiC CVI). Matrix thickness ranged from 2–3 μm at the core to 8–10 μm at the rim. Figure 23.1 shows porosity inherent

to the CVI process of matrix deposition. Image analysis of polished sections was used for the determination of specimen

cross section areas as well as the fractions of fibre (Vf) and matrix (Vm). Two batches of minicomposites were prepared:

M1 : reinforced by Hi-Nicalon S commercial fibres (Vf ¼ 0.38);

M2 : reinforced by Hi-Nicalon commercial fibres (Hi-Ni) (Vf ¼ 0.3);

The main properties of SiC fibres are given in Table 23.1.

Fig. 23.1 (a) Scanning Electron Microscopy micrographs of the cross section of a SiC/PyC/SiC minicomposite showing the different phases

(matrix, fibre and porosity) (b) Image analysis for the estimation of the fractions of fibres and matrix

Table 23.1 Selected properties of SiC fibres (at 25∘C) a[20] b[21] c[22]

Fibres Hi-Ni-S Hi-Ni

Young’s modulus (GPa) 408a 270a

Strain to failure (%) 0.63a 1.04a

Density (g.cm�3) 3a 2.74a

Thermal conductivity (W.m�1. K�1) 18b 8b

Specific heat capacity (J.kg�1. K�1) 700c 690c
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23.3 Experimental

The experimental setup (Fig. 23.2) has been developed in order to study simultaneously the thermal and mechanical

behaviors of minicomposite. Minicomposites under load were heated using a laser beam while the thermal response was

recorded using an Infrared camera. Acoustic emission technique was used for damage monitoring. It gives real-time

information on initiation and evolution of damage. It was also useful to check that damage did not grow during the

measurement of the thermal diffusivity when the load was kept constant. In the following, the experimental setup is

described in detail.

23.3.1 Tensile Tests

Tensile tests were performed using an electromechanical testing machine (MTS). Metallic cylindrical tabs were glued at

both ends of specimens. The spacing distance (gauge length) was 30 mm. Specimens strain was derived from the

displacement of the upper crosshead using two inductive sensors (LVDT) for checking specimen straightness and grips

alignment. A compliance calibration technique was used in order to estimate the deformation of grips that was subtracted

from crosshead displacement (Cs ¼ 0.3 μm.N�1) [23]. Tensile tests were carried out under quasi-static conditions with a

crosshead displacement rate of 0.05 mm/min. The crosshead displacement was kept constant during thermal measurements.

23.3.2 Damage Characterization

An acoustic emission sensor (Pico sensors from Euro Physical Acoustic) was placed on each machine grips. Acoustic emission

events with an amplitude higher that the threshold (40 dB) were recorded during entire test, i.e. during loading-unloading at

LASER ( =532 nm) 
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Stage 

Infrared camera  
FLIR Titanium 520M 

MTS Testing machine 
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Fig. 23.2 Experimental setup

for the measurement of

thermal diffusivity under axial

tensile test
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constant rate as well as during the thermal diffusivity measurement under constant load. Then, the samples were observed after

failure in a Scanning Electron Microscope, using backscattered electron imaging, in order to count the number of matrix cracks

and measure crack spacing distance.

23.3.3 Thermal Diffusivity Measurement

The retained method was initially proposed by Angstr€om [24] and adapted subsequently by several authors [25–27].

It consists in creating a local oscillating heat source in the material and to process the temperature profile along the axial

direction. When periodical steady state is reached, a damped thermal wave out of phase propagates through the solid

medium. The estimation procedure of longitudinal thermal diffusivity, detailed in the next section, is based on the evaluation

of the damping and phase shift.

The local modulated heat source is provided by a laser beam of 532 nm wavelength emitted by a diode (1 W). The later is

powered by a signal generator that produces sine waves at the selected frequency. Then, the laser beam passes through a lens

to be focused on a diameter of about 100 μm at the surface of specimen. The thermal excitation system (diode and lens) is

mounted on three axes precision positioning stage in order to accurately control the spatial position of the spot. Thus, a heat

source is generated at the center of the minicomposite placed in the grips of the tensile machine.

An infrared camera (Titanium 520M from FLIR) captures the infrared signal (IR) emitted by the outer surface of

specimen. It has 320 �256 InSb sensors and is equipped with a 50 mm objective with an extension ring to reduce spatial

resolution to a size of about 80 μm. Infrared images are recorded at 100 Hz. Then a dedicated software (Altair-LI also

supplied by FLIR) is used to compute maps of damping and phase shift. It is worthnoting that the reference phase is assumed

to be given by the signal generator that is connected to the appropriate Lockin input of the camera. Infrared signal processing

to estimate thermal diffusivity, is detailed in the next section.

23.4 Infrared Signal Processing

In 1861, Angstr€om [24] measured the thermal diffusivity of a long and homogeneous isotropic metallic bar. A periodic

sinusoidal heat flux was generated, temperature was measured at the surface. Assuming one-dimensional heat transfer, this

experiment can be described by the partial differential equation in Eq. 23.1 with the boundary and initial conditions given in

Eq. 23.2:

@2T

@x2
� hp

λxS
T ¼ 1

ax

@T

@t
(23.1)

Where h is the convective heat transfer coefficient, p is the perimeter, S is the cross-sectional area, λx and ax are respectively
longitudinal thermal conductivity and diffusivity.

t ¼ 0 Tðx; tÞ ¼ 0

x ¼ 0 � λx
@T

@x
¼ ϕo þ Δϕosin ωtþ φoð Þ

x ! 1 Tðx; tÞ ¼ 0

(23.2)

The local heat flux is described by the following quantities: ϕo is the offset, Δϕo is the amplitude, ω is the pulsation and φo is

the reference phase.

In the periodic steady state, the solution T(x, t) of Eq. 23.1 is then expressed as the sum (Eq. 23.3) of a steady component,

noted TðxÞ and a periodic component, noted T ∗ (x, t) with a pulsation ω imposed by the heat flux at x ¼ 0.

Tðx; tÞ ¼ TðxÞ þ T� (23.3)
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For the purpose of thermal diffusivity identification, one focuses only on the periodic components given in Eq. 23.4:

T� ¼ AðxÞcos ωtþ φðxÞð Þ (23.4)

The amplitude and the phase difference of the wave are respectively given by Eqs. 23.5 and 23.6:

AðxÞ ¼ Aoexp �zrxð Þ (23.5)

φðxÞ ¼ φo � zix (23.6)

where zi and zr are as follows (Eqs. 23.7 and 23.8):

zi ¼ � @φðxÞ
@x

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2ax

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hp

ρCpS

� �2

þω2

s
� hp

ρCpS

2
4

3
5

vuuut (23.7)

zr ¼ � @ln AðxÞð Þ
@x

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2ax

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hp

ρCpS

� �2

þω2

s
þ hp

ρCpS

2
4

3
5

vuuut (23.8)

The product of terms (zi, zr) is denoted zπ and given by the following equation (Eq. 23.9):

zπ ¼ zi:zr ¼ ω

2ax
(23.9)

Then, for several experiments conducted at different pulsations (k experiments), the previous scalar equation (Eq. 23.9)

turns to a vectorial expression (Eq. 23.10):

Zπ ¼ 1

2ax
Ω (23.10)

where Ω and Zπ are the vectors associated to ω and zπ.
Finally, longitudinal thermal diffusivity is calculated using the least squares method [27]:

ax ¼ 1

2ðΩT � ΩÞ�1 �ΩT � Zπ
(23.11)

23.5 Results and Discussion

23.5.1 Tensile Behavior

The tensile stress-strain curves (Fig. 23.3) exhibit the features of the well-known elastic damageable behavior of CMCs that

has been investigated in previous papers [13, 14, 28]:

• an initial linear elastic domain of deformations for strains smaller than 0.1 %

• then, a non linear domain with upward curvature indicative of increasing compliance associated to transverse matrix

cracking (for strains smaller than 0.3 %)

• a second linear domain indicative of constant compliance, that is attributed to deformation of fibres

• and for strains close to ultimate failure, a non linear domain with upward curvature, indicative of fibre failures.
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Loading-unloading cycles demonstrate decrease in elastic modulus (Fig. 23.4). Furthermore, the presence of residual

strains and hysteresis loop during loading-unloading, are both indicative of dissipative mechanisms such as cracking and

friction at fibre/matrix interfaces. Finally, main material’s features derived from the tensile tests are summarized in

Table 23.2.
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Fig. 23.3 Tensile stress-strain curves that exhibit the features of the well-known elastic damageable behavior of SiC/SiC composites. (a) M1

(Hi-Ni-S fibres). (b) M2 (Hi-Ni fibres)
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Fig. 23.4 Degradation of Young’s modulus of SiC/SiC minicomposites extracted from loading-unloading cycles during axial tensile tests.

(a) M1 (Hi-Ni-S fibres). (b) M2 (Hi-Ni fibres)

Table 23.2 Material’s properties derived from tensile tests and microstructural observations

Minicomposite M1 M2

Young’s modulus (GPa) 395 360

Strain at the linear limit (%) 0.1 0.06

Strain at the matrix cracking saturation (%) 0.37 0.39

Strain to failure (%) 0.73 0.9

Mean crack spacing distance (at saturation) (μm) 376 128

Interfacial strength Weak Medium
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23.5.2 Damage Characterization

23.5.2.1 Microscopy

Scanning Electron Microscopy images show matrix cracks perpendicular to fibre direction after minicomposite failure

(Fig. 23.5). In the case of the minicompositeM1, the average crack spacing distance is 376 μm and the standard deviation is

167 μm. The material M2 exhibits a higher crack density, the average crack spacing distance is 128 μm and the standard

deviation is 43 μm. Then, one can derive the ultimate number of cracks (Ns) from the average crack spacing distance ðhΔLiÞ
according to Eq. 23.12. Hence, when the matrix cracking is saturated, the total number of cracks is equal to 79 for M1 and

234 for M2.

Ns ¼ L� hΔLi
hΔLi (23.12)

Where L is the minicomposite’s length (L ¼ 30 mm).

23.5.2.2 Analysis of Acoustic Emission

Figure 23.6 depicts the evolution of the cumulated number of counts during tensile tests. The cumulative number of counts

has been shown to be equivalent to energy in previous work [29, 30]. It reveals the four domains that have been identified on

the stress-strain curves:

• first, there was no acoustic emission at low strains below 0.08 % for minicomposite M1 and 0.04 % for minicomposite

M2, which indicates elastic deformations.

Fig. 23.5 Scanning Electron Microscopy micrographs showing randomly distributed matrix cracks after minicomposite failure
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Fig. 23.6 Dimensionless cumulative number of acoustic emission counts during axial tensile tests. (a) M1 (Hi-Ni-S Fibres). (b) M2 (Hi-Ni Fibres)
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• the steady acoustic activity in the second part of the curve results from matrix cracking. It did not include fibre failures,

as suggested by previous works [14, 16].

• in the third part, the acoustic activity is also steady and much less intense. It reflects a different and less severe

phenomenon, such as fibre/matrix sliding.

• and, the final intense activity announces ultimate failure of fibres.

23.5.3 Thermal Diffusivity

Thermal diffusivity was estimated under constant load during the tensile tests. It is worth pointing out that acoustic activity

was continuously recorded. The plots of cumulative number of counts clearly show that damage did not grow during the

thermal characterization. The thermal diffusivity data reveals three of the domains that have been identified above

(Fig. 23.7).

1. Under low strains corresponding to elastic deformations, thermal diffusivity was constant. This indicates that there was

no disturbance, as expected with elastic behavior. Then, this shows that elastic deformations do not affect thermal

diffusivity.

2. Under higher strains (<0.4 %) thermal diffusivity decreased by 10 % for minicomposite M1and by 30 % for M2. This
agrees with the phenomenon of matrix cracking that occurs in this deformation range.

3. At strains >0.4 %, thermal diffusivity was constant. This suggests that new causes of disturbance did not appear. This is

in agreement with the phenomena attributed to this domain of deformation (i.e. deformation of fibres and fibre sliding)

that do not increase damage. Nevertheless, it is worth noting that the measurement of diffusivity was not possible at

strains close to ultimate failure because of instability at the end of the test.

23.5.4 Relationship Between Damage and Thermal Diffusivity

In Fig. 23.8, the relative diffusivity (Eq. 23.13) is compared to acoustic emission (Eq. 23.15) and elastic modulus data

(Eq. 23.14) for deformations up to 0.65 %. The agreement in data indicates that elastic modulus, thermal diffusivity and

acoustic emission counts are equivalent indicators of matrix crack density.
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Fig. 23.7 Evolution of the longitudinal thermal diffusivity of minicomposites measured during axial tensile tests. (a) M1 (Hi-Ni-S fibres)

(ao ¼ 11mm2:s�1). (b) M2 (Hi-Ni fibres) (ao ¼ 6:2mm2:s�1)
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da ¼ aðεÞ
a0

(23.13)

dE ¼ EðεÞ
E0

(23.14)

dAE ¼ cðεÞ
cðεsatÞ (23.15)

where a0, E0 are the initial thermal diffusivity and elastic modulus, c is the cumulated number of counts, and ɛsat is the strain
at matrix cracking saturation. Then, Fig. 23.9 shows the empirical relationship between thermal diffusivity and number of

matrix cracks derived from acoustic emission. Diffusivity is inversely proportional to the number of cracks according to

Eq. 23.16. The slope β is 0.002 for M1 and 0.0013 for M2.

a

a0
¼ 1� βN (23.16)
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Fig. 23.8 Comparison of damage indicators derived from elastic modulus, thermal diffusivity and acoustic emission during axial tensile tests.

(a) M1 (Hi-Ni-S fibres). (b) M2 (Hi-Ni fibres)
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This relation was expected from the above comparison of acoustic emission and thermal diffusivity data since it has been

shown in [30] that the number of acoustic emission counts during matrix cracking provides a satisfactory measurement of

crack density. A close form for the coefficient β can be developed by combining models of fragmentation with thermal

equations. This will be proposed in a next paper. Furthermore, because of the instability which is inherent to fibres failure,

it was difficult to monitor the effect of fibre breakage on the thermal diffusivity. It seems that it can be concluded that thermal

diffusivity measurement confirmed that fibre failures occurred at high strains above 0.7 %.

23.6 Conclusion

An experimental approach to damage-thermal diffusivity relationship was developed on SiC/SiC minicomposites.

The longitudinal thermal diffusivity was measured during axial tensile tests using lock-in thermography. Evolution of

damage was monitored by acoustic emission technique associated to SEM observations. Thermal diffusivity was found to be

inversely proportional to the number of matrix cracks. Data on thermal diffusivity degradation confirmed previous results on

damage in ceramic matrix composites. They indicated that matrix damage and fibre failures appear in sequence. They

allowed understanding to be refined on damage mechanisms characterized by Young’s modulus changes or acoustic

emission count numbers. The longitudinal thermal diffusivity was found to be a reliable indicator of matrix damage in

minicomposites under uniaxial tensile stresses. In the deformation range associated to matrix cracking, this is a damage

parameter equivalent to Young’s modulus and acoustic emission. Yet, elastic modulus decreased after saturation of matrix

cracking, while diffusivity remained constant in the same deformation range which was attributed to sliding at fibre/matrix

interface. This phenomenon is consistent with Young’s modulus decrease, acoustic emission and residual strains increase.

This mechanism did not affect thermal diffusivity.

The comparison of models of matrix fragmentation and thermal equations will be useful to assess the damage-thermal

property relationships with a view to further extension to multiaxial conditions.
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27. Pradère C, Goyhénèche J, Batsale J-C, Dilhaire S, Pailler R (2006) Thermal diffusivity measurements on a single fiber with microscale

diameter at very high temperature. Int J Therm Sci 45:443–451

28. Guillaumat L, Lamon J (1996) Probabilistic-statistical simulation of the non-linear mechanical behavior of a woven sic/sic composite. Compos

Sci Technol 56:803–808

29. Forio P (2000) Thermomechanical behavior and lifetime of a sic/sic composite with a self healing matrix. Phd thesis, University of Bordeaux

30. Lamon J (2010) Stochastic models of fragmentation of brittle fibers or matrix in composites. Compos Sci Technol 70:743–751

23 Damage Induced Evolution of the Thermal Diffusivity of SiC/SiC Composite 197



Chapter 24

Identification of Welding Heat Sources from Infrared

Temperature Measurements

B. Beaubier, K. Lavernhe-Taillard, R. Billardon, C. Boucq, P. Laloue, and B. Darciaux

Abstract Welding-brazing is one of the various processes involving a heat source and used by car manufacturers to

assemble large thin steel sheets. The maximum temperature imposed to the assembled sheets by this welding-brazing

process is lower than the maximum temperature imposed by many other welding processes. However, considering the

dimensions of the assembled sheets – typically less than 1 mm in thickness and more than 1 m2 in surface – and the fact that

these sheets are subjected to various forming processes by plastic deformation before being assembled, the welding-brazing

process may induce more or less localized undesirable deformations of the assembly. The work presented herein is part of a

study the aim of which is to develop thermo-mechanical finite element simulations of the whole process in order to predict

these deformations – which may help and reduce development time and cost. The validation of such numerical simulations

is based on the comparison of numerical results and experimental evidences, which requires the development of well-

controlled and highly instrumented tests. This paper is dedicated to the identification of the heat source model representing

the welding-brazing operation. This identification is derived from the results of welding-brazing tests instrumented with

thermocouples and infrared cameras. Micrographic observations in the vicinity of the welding-brazing joint are used to

(partially) validate the numerical predictions of the Heat Affected Zone (HAZ).

Keywords Heat source • IR measurement • Heat transfer • Thermomechanical analysis

24.1 Introduction

More andmore efforts are made to reduce vehicle development cost and time. The development of predictive numerical tools to

simulatemanufacturing and assembly processes plays a key role to reach this objective.Welding-brazing is one of the processes

used by PSA Peugeot Citroën SA to assemble steel sheets with a joint made of a copper-silicon alloy. These sheets are thin –

typically 0.67–1 mm thick – and large – typically larger than 1 m2. Besides, before being assembled, these sheets are always

subjected to various forming processes inducing plastic deformations and residual stresses. Hence, the thermo-mechanical

loading imposed by the welding-brazing process may induce undesirable more or less localized deformations of the assembled

vehicle body (Fig. 24.1). These deformations depend on the heat source, clamping tools and thermo-metallurgico-mechanical

behaviour of the materials. Numerical simulations of the whole process should help and avoid expensive and long experimental

test campaigns when developing a new vehicle. However, the validation of such simulations – involving many complex

phenomena – requires to carry on well-controlled and highly instrumented experiments.

This study is dedicated to the identification of a representative heat source model to be used when simulating the welding-

brazing process with general-purpose finite element code ABAQUS [1].
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24.2 Experimental Setup

Welding-brazing tests were performed to assemble 0.67 mm thick steel sheets with a copper-silicon alloy. The final

geometry of the assembly is defined on Fig. 24.2. A plane sheet, referred as sheet (1), is laser-brazed with a V parting

line on a bended sheet, referred as sheet (2), with a 90� angle.
The sheets are made of XES steel provided to PSA Peugeot Citroën by ARCELOR-MITTAL. The brazing material

consists in a CuSi3 filler wire provided by Air Liquide Welding.

The welding-brazing is performed with a YAG TRUMPF laser source. A power of 2.4 kW was used during this study –

whereas nominal power of this source is 4 kW. Welding parameters are given in Table 24.1. Angles α and β* ¼ 90� – β are

defined in Fig. 24.3.

The temperature field on external surface of sheet (1) is measured using a FLIR SC3000 IR Camera [2]. The surface

is painted in black using QUEEN black paint with very low emissivity (equal to 0.93 � 0.03). The experimental setup is

completed with 7 K-type thermocouples spot-welded on sheet (2). The locations of the thermocouples with respect to the

brazing joint are defined in Fig. 24.4.

The hypotheses made to model the welding-brazing heat source are illustrated on Fig. 24.5. These hypotheses lead to a

hybrid model – unlike volumetric models that are generally used to describe welding heat sources used to assemble thick

parts [3]. This model consists in a 3D volumetric component that represents the heat input due to the welding-brazing joint

deposit, and a 2D heat flux corresponding to the heat emitted by the laser beam. When being deposited, the joint is assumed

to be at a constant temperature Tj. The surfacic heat source is modelled as a heat flux, Qbeam, which is, as a first

Fig. 24.1 Undesirable

deformations induced by

laser-brazing of the

automotive roof

Table 24.1 Laser-brazing parameters used in the experimental test

Power (W) Torch speed ws (m/min) Wire speed (m/min) Clearance d (mm) Angle α (�) Angle β (�) Intensity (A)

2,400 4 3.5 0 10 70 80

300

Front view
Scale : 1:4
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Fig. 24.2 Geometry of the

welding-brazing assembly
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approximation, assumed to be constant and uniform over a cross-section of the laser beam. Furthermore, since temperature

Tj is assumed to be close to the melting temperature of the copper-silicon alloy, i.e. roughly equal to 950 �C, the only

unknown parameter representing the heat source is Qbeam.

The response of thermocouples 1, 2, 4 and 6 is depicted on Fig. 24.6. It appears that a steady state is reached after the heat

source has moved along two-thirds of the total sample length. It is remarkable that the temperature reached by the

thermocouples – that are located 5 mm away from the joint – does not exceed 260 �C.
The evolution of the temperature measured with the IR camera is depicted on Fig. 24.7 as a function of time along a line

orthogonal to the laser-brazing joint – at a point where steady state has been reached. Figure 24.8 represents the temperature

contour lines derived from Fig. 24.7.

Both sets of measurements, viz. with the thermocouples and the IR camera, are consistent. Moreover, it can be concluded

that the heat source can be identified from the temperature measured with the IR camera at a given point during about 2 s.

Fig. 24.4 Experimental setup used for heat source model identification

Fig. 24.3 Sketch of the laser welding-brazing operation with the filler wire
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Fig. 24.5 Heat source modelling and laser brazing process parameters

Fig. 24.6 Temperature evolution measured by thermocouples along the brazing joint
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Metallurgical observations were also carried out in the vicinity of the joint as illustrated by Fig. 24.9. The microstructure

of the sheet material appears as being affected by heat, not only beneath the face facing the brazing joint but also beneath the

opposite face – and not in the core of the sheet. This change of microstructure corresponds to a recrystallization mechanism

that is promoted by temperature and local hardening of the material. This observation is an indication that the initial

hardening state of the material – as induced by the cold rolling process these steel sheets are submitted to – is not

homogeneous through the thickness of the sheet.
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Fig. 24.7 Temperature time evolution along an orthogonal line to the brazing joint

Fig. 24.8 Contour line of the temperature function of time and distance to the brazing joint
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Besides, isothermal tension tests were performed on specimens cut from the XES steel sheet in order to characterize the

thermo-mechanical behaviour of the material and identify ad hoc constitutive equations [4]. These experiments showed that

the critical temperature above which material recrystallizes is as low as 450 �C. This observation together with the

measurement of the extension of the Heat and Metallurgy Affected Zone in the vicinity of the brazing joint as defined on

Fig. 24.9 can be used to validate heat transfer simulations of the welding-brazing process.

24.3 Identification of the Heat Source and Validation

Heat transfer numerical analyses of the welding-brazing tests were carried out using finite element code ABAQUS [1]. In the

vicinity of the joint, the Heat Affected Zone – geometrically defined in accordance with previous experimental observations –

is meshed with DC3D8 solid elements – that are compatible with thermo-mechanical numerical simulations. Conversely, in

order to decrease computer cost, the remaining parts of the sheets are modelled with DS4 shell elements – that are also

compatible with thermo-mechanical simulations. For this kind of mixedmodelling, a proper connection between 3D and shell

elements has to be ensured. For temperature a connection between the temperature of themastermesh (3D) and the slavemesh

(shell) is performed. To cope with the temperature gradient through the thickness the proper degree of freedom (nsi) of the

shell node must be connected to the proper node of the solid mesh (ni) (Fig. 24.10).

As a first approximation, the possible thermal exchange by solid contact between the sheets away from the brazing joint is

not taken into account.

It is recalled that the only unknown parameter representing the heat source to be identified is Qbeam. The heat conductivity

of the steel sheets is known. However, it must be noticed that the radiation and convection exchanges between the sheets and

Fig. 24.9 Micrographies taken in the vicinity of the brazing joint
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the surrounding environment must also be considered as unknowns during the identification procedure. This heat exchange

is modelled by a global exchange coefficient h(T).

Parameters Qbeam and h(T) were determined by an iterative identification procedure. It is recalled that at a given point in

the vicinity of the brazing joint, the temperature increase during about 2 s is mainly dependent on the heat source parameter,

Qbeam, whereas temperature evolution during cooling is mainly dependent on thermal exchange coefficient, h(T,x).

The result of the iterative identification procedure is illustrated by Fig. 24.11 where the temperature evolution as

measured by a thermocouple at a particular point is compared with the numerical prediction.

Fig. 24.10 Connection between 3D and shell meshes
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24.4 Conclusions

A simple hybrid – surfacic and volumetric – model with few parameters is proposed to model a heat source representing a laser-

brazing operation. A first identification of thismodel has beenmade using the results of a simplewelding-brazing test campaign.

Additional studies are in progress to identify the thermal resistance representing the contact between the steel sheets.

Furthermore, thermo-mechanical simulations will be developed to predict the deformations during the welding-brazing

process. The validation of these simulations will be performed thanks to a new stereovision protocol developed for this

study [5].
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Chapter 25

Nondestructive Evaluation of Fiber Reinforced Polymers

with Lockin Thermography

Carosena Meola, Veronica Grasso, Cinzia Toscano, and Giovanni Maria Carlomagno

Abstract The first use of infrared thermography (IRT), as non-destructive testing technique, dates back to the 1960; but,

only recently it has been accepted amongst standardized techniques. At first, IRT suffered from perplexities and incompre-

hension but, starting from the 1980, it received renewed attention, with the exploitation and understanding of the underlying

heat transfer mechanisms. The attention of the present paper is focused on the use of the lockin technique for non-destructive

evaluation of fiber reinforced polymers. The intention is mainly to discover two different types of defects. One refers to the

inclusion of the backing film, which may act as defect initiator site once the component becomes a load-bearing structure.

The other one is the impact damage arising under low energy impact. Indeed, the damage produced by a low energy impact is

the most risky one because it does not produce any external visible sign, while some internal damage occurs, which may

grow in service with probable catastrophic consequences. Tests of the present investigation are performed with optical

lockin thermography with results being presented as phase images. Regarding the impacted specimens, the aim is to

highlight the damage distribution through their thickness.

Keywords Composites • Impact damage • Slag inclusion • Nondestructive evaluation • Lockin thermography

25.1 Introduction

Infrared Thermography (IRT) is generally referred to as a rather new technique of nondestructive testing (NDT) and

evaluation of materials, since it has been only recently recognized amongst the standardized NDT techniques. However, the

first commercial infrared system (named AGA Thermovision) entered the market in 1960. This system was initially used

for the inspection of electric/electronic components and later implemented for NDT purposes, such as testing of Polaris

rocket motors [1] and nuclear reactor fuel elements [2]. In the meantime, IRT became also attractive for the aerospace field.

In 1992, it was considered an emergent technique by the American Society for Nondestructive Testing (ASNT) and it was

fully recognized in the aerospace field in 2007 when the ASTM E2582, concerning application of flash thermography for

inspection of aerospace composite panels, was released [3].

The first approaches were somewhat deceiving, because of difficulties in data interpretation, turning the interest towards

other NDT techniques such as the ultrasonic method. It was over 20 years later that the heat transfer mechanisms [4] were

identified for data analysis opening the door to the exploitation of infrared thermography. From that time up to now, there has

been a proliferation of ideas regarding both hardware and software means for setting up effective techniques which are now

amongst the well recognized NDT procedures in the aeronautical field. For more details the reader is addressed to

international standards like the NAS410-08, or the European EN4179-09.

Basically, nondestructive testing with infrared thermography can be performed with two approaches, passive and active.

In the first one, the material is at a temperature initially different (sometimes higher) from the ambient one because the part is

inspected during, or suddenly after, a thermal operational cycle. For example in the aerospace field, passive thermography is

suitable for assessing presence of water inside fuselage panels of landing aircraft. In the active approach, an external

stimulation is necessary to induce adequate thermal contrasts. Along with the technical performance of IR imagers that is
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permanently improving, the progress of IR-NDT is strictly connected to heating devices. Optical heating was, and still is, the

preferred mode since it is simple to perform and effective for most of the applications. However, other systems, like air jets,

could be used owing to the characteristics of the surface under test and to the related information to be acquired.

In the majority of cases, non destructive inspection of materials with an infrared imaging system is performed with

the active mode, which consists in thermally stimulating the object (under exam) and monitoring its surface temperature

variation during the transient heating, or cooling, phase. The presence of an inhomogeneity in the object material affects the

heat propagation and causes a local surface temperature variation.

Basically, two thermographic techniques can be used for non destructive inspection: Pulse Thermography (PT) and

Lockin Thermography (LT); other techniques may be tailored for a specific need, which are mainly variants of PT and LT

because they include a different heating method, or a different processing algorithm.

The attention of the present work is devoted towards the use of lockin thermography for evaluation of some fiber

reinforced polymers involving either slag inclusions, or impact damage.

25.2 Test Setup and Procedure

Tests are performed with optical lockin thermography (OLT), which basically includes: the infrared camera ThermaCam

SC6000 coupled with the IrNDT lockin option, a halogen lamp for thermal stimulation and, of course, the specimen under

inspection. A scheme of the test setup is given in Fig. 25.1.

In OLT, the thermographic system is coherently coupled to a thermal wave source which is operated in such a way that a

sinusoidal temperature modulation results. This modulation is obtained from a non-linear electrical signal produced by the

lock-in module which allows also for frequency variation. The thermal wave propagates inside the material and gets

reflected when it reaches parts where the heat propagation parameters change (in-homogeneities). The reflected wave

interferes with the surface wave producing an oscillating interference pattern, which can be measured in terms of amplitude,

or phase angle, that, respectively, produces amplitude, or phase, images. The depth range for the amplitude image is given by

the thermal diffusion length μ while the maximum depth p, which can be reached for the phase image, corresponds to 1.8 μ.
A basic relationship relates the thermal diffusion length μ to the thermal diffusivity coefficient α and to the wave frequency f:

μ ¼
ffiffiffiffiffi
α

πf

r
(25.1)

Therefore, the material thickness, which can be inspected, depends on the wave period (the longer the period, the deeper

the penetration) and on the thermal material properties (thermal diffusivity). Generally, tests start at a quite high wave

frequency, at which only surface, or shallow, defects are visible. Later on, to inspect deeper layers, the frequency is reduced

until the entire thickness has been traversed, or the minimum selectable frequency has been reached. Results are generally

presented as phase images where a local variation of color indicates a local variation of phase angle and, in turn, a local

variation of material thermal properties. The images may be stored for successive analysis to acquire information about size,

depth and nature of defects.

Fig. 25.1 Schematic setup

for lockin thermography tests
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25.3 Slag Inclusions

The manufacturing process of composites is quite complex, involving two, or more, different materials, time steps and

setting up of many parameters; so, the final part is prone to slag inclusions. Often, fragments of the backing film remain

entrapped which act as delamination initiator sites once the component becomes a load-bearing structure. Such fragments, if

very thin, are difficult to be detected.

The geometrical limitations in the defects detection with infrared thermography were investigated by Meola et al. [5].

They analyzed both glass/epoxy and carbon/epoxy specimens with enclosed slag inclusions, of different materials and size,

and located at different depth by using both pulse and lockin thermography performed with the Agema 900 infrared system.

They found that, apart from the diameter (equivalent diameter), the defect thickness s plays a key role to mean that a thicker

defect is better distinguishable than a thinner one of the same diameter. In particular, it was observed a strong decrease of the

contrast for decreasing s/p below 0.1 (s and p being thickness and depth of defects); the latter was considered as limit for

defects detection. As stated later by Meola [6], defects of low s/p values are better resolved with the rear heating phase

thermography in which the transmitted part of the thermal wave is exploited rather than the reflected one. In fact, the

transmitted signal is less affected by degradation due to lateral thermal diffusion within the material thickness.

In the following, a carbon/epoxy step wedged specimen similar to that analyzed by Meola et al. [5] is considered. It is

180 mm wide, 400 mm long and is divided into eight steps (50 mm each) along its length; the specimen thickness S varies in
the range 2.6–6.6 mm. Three square Teflon inserts of thickness s ¼ 0.2 mm and side L ¼ 6, 12.7 and 16.9 mm respectively

are positioned at half thickness in each step and regularly spaced along its width as sketched in Fig. 25.2. Then, the defect

depth p varies in the range 1.3–3.3 mm, while s/p practically varies in the range 0.15–0.06. The camera is positioned at a

distance necessary to view the entire specimen width and so the step wedged specimen is scrutinized into three views, which

are named part 1 (S ¼ 2.6–3.8 mm), part 2 (S ¼ 4.3–5.5 mm) and part 3 (S ¼ 6.0–6.6 mm).

Some phase images are reported in the following Figs. 25.3 and 25.4. In particular, Fig. 25.3 shows the phase images of

part 1 (enclosing the three thinner steps 2.6, 3.2 and 3.8 mm thick) taken at heating frequencies f ¼ 0.2 (Fig. 25.3a), 0.15 Hz

(Fig. 25.3b) and 0.08 Hz (Fig. 25.3c). More specifically, for f ¼ 0.2 Hz (Fig. 25.3a) defects appear visible only on the

thinnest step (2.6 mm thick) but with a poor contrast. Such contrast enhances for a small decrease of the heating frequency to

f ¼ 0.15 Hz (Fig. 25.3b), when defects become distinguishable also in the successive 3.2 mm thick step. For f ¼ 0.08 Hz

(Fig. 25.3c), all defects in the three steps become visible.

Fig. 25.2 Sketch of the step wedged specimen

Fig. 25.3 Phase images of part 1 at different heating frequencies
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Figure 25.4 shows phase images of part 2 taken at two different heating frequencies f ¼ 0.05 Hz (Fig. 25.4a) and

f ¼ 0.03 Hz (Fig. 25.4b) and of part 3 taken at f ¼ 0.008 Hz (Fig. 25.4c). As can be seen, at the heating frequency of

f ¼ 0.03 Hz all defects in part 2 are resolved with a quite good contrast. Conversely, only signs of defects are perceptible on

the thicker part 3 (even at the relatively low heating frequency of f ¼ 0.008 Hz), while other details such as a non uniform

distribution of resin becomes important preventing detection of inclusions. It has also to be observed that for part 3 the ratio

s/p shrinks to 0.06 which is much smaller than the previously mentioned limiting value found by Meola et al. [6].

From a comparison between all the phase images herein shown, it can be observed that, by choosing the most adequate

frequency, it is possible to detect defects and enhance their contrast; naturally, to the extent that the ratio s/p does not drop

below a limiting value. Such value depends mainly on the relative thermal properties of host and buried defect materials and

on the infrared imaging device sensitivity as well as its overall performance. In fact, the previous limiting value of 0.1 has

been decreased to about 0.06 in the present case mainly thanks to the higher performance of the employed infrared camera

and of the new lockin arrangement.

However, a factor to be always taken into account is the manufacturing process. Actually, by looking at the phase images

(Figs. 25.3 and 25.4) it is possible to clearly see irregularities within the defects shape as well local variations of contrast.

Such differences are to be ascribed mainly to the manufacturing hand lay-up process. More specifically, two main problems

may arise during layering of a thin sheet of Teflon over a squashy surface (as maybe the resin impregnated fiber layer), which

are: loss of planarity and contraction of the nominal area. In addition, local resin thickening may be associated with the loss

of the original defect shape. Another factor, which may complicate the previous scenario, is the lateral thermal diffusion

within the host material; this entails a blurring effect that increases with increasing the defects depth.

25.4 Impact Damage

One main weakness of composites is their vulnerability to impact; generally, they are able to absorb the impact energy

within their polymeric matrix that distributes the energy in the material [7, 8]. In this way, a low energy impact does not

produce perforation, but delamination between the layers with no visible surface manifestation. Often, layers delaminate

under impact and tend to rejoin together very tightly once the impact force is removed. Therefore, this type of delamination

is of difficult detection. Then, it is important to develop ad hoc NDT techniques, which may be able to discover delamination

at its incipient stage and gain knowledge about the material behavior under impact for design purposes.

For the aims of this investigation, a glass fiber reinforced polymer (GFRP) obtained from unidirectional E-glass fibers

embedded in translucent epoxy resin is considered. A laminate 500�500 mm2 of stacking sequence [02/902]S is fabricated by

the hand lay-up technology and cured, under stamp, for 24 h at room temperature. After that, rectangular specimens

130�100 mm2 are cut and post cured in oven at 60 �C for 5 h; the overall thickness is about 2.9 mm. Such specimens are

impacted with a Charpy pendulum [9] at energies in the range 7.5–12 J. They are evaluated by lockin thermography

(Fig. 25.1) before and after impact.

Some phase images taken before and after impact are shown in the following Figs. 25.5 and 25.6 for the specimen GFRP-

1 and in Figs. 25.7 and 25.8 for the specimen GFRP-2. In particular, Fig. 25.5 shows phase images of the specimen GFRP-1

before impact, taken at heating frequencies 0.1 Hz (Fig. 25.5a) and 0.05 Hz (Fig. 25.5b). It is possible to see some dark

Fig. 25.4 Some phase images of parts 2 and 3
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(Fig. 25.5a) and white (Fig. 25.5b) stains that account for local porosity distribution. It is worth noting that a change of grey

level is experienced by features once they are surpassed by the thermal wave because of the blind frequency [10]. It is also

possible to distinguish, especially in Fig. 25.5b, the fibers orientation involving also a certain misalignment. Instead in

Fig. 25.6, phase images taken at different frequencies of the same specimen after impact at 7.5 J are reported; the viewed

surface is that struck by the impactor. From the four images, taken at decreasing frequency, it is possible to reconstruct the

quai-conical evolution of the damage through the specimen thickness. In fact, the phase image taken at f ¼ 0.5 Hz

(Fig. 25.6a) displays in its centre a slight mark, which enlarges as the frequency is decreased, that means (Eq. 25.1) going

more in depth through the material. At last, for f ¼ 0.008 Hz, which corresponds to a complete crossing of the entire

specimen thickness, the classical peanut shape (on the rear surface) can be recognized.

Analogously in the following Figs. 25.7 and 25.8, the conditions of the specimen GFRP-2 before impact (Fig. 25.7) and

the distribution of the impact damage through the thickness (Fig. 25.8) are illustrated. As a main difference the specimen

GFRP-2 has fibers horizontally aligned on the viewed surface as clearly visible in the figures, this has led to a 90� rotation of
the peanut structure. However, a larger extension of the damaged area is now observed because of the higher impact energy

(E ¼ 12 J); in particular, the peanut structure is clearly envisaged already for f ¼ 0.05 Hz (Fig. 25.8c). Indeed, looking

through Fig. 25.8c, it is possible to recognize a double peanut structure. One appears darker with lobes developing along the

horizontal direction; this is likely located under the fourth ply at 90� at the interface with ply at 0� (note the stacking

sequence [02/902]s). The other peanut structure, which appears lighter and vertically oriented, is likely located within

Fig. 25.5 Phase images of

the specimen GFRP-1 before

impact

Fig. 25.6 Phase images of

the specimen GFRP-1 after

impact at E ¼ 7.5 J
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fibers at 90�. In addition, by comparing Fig. 25.7 to Fig. 25.5, it is possible to see that the specimen GFRP-2 is affected by a

much greater level of porosity (Fig. 25.7b) with respect to the specimen GFRP-1 (Fig. 25.5b); however, porosity is almost

away from the area of impact and so it cannot have a direct influence on the damage produced by the impact. Nevertheless,

the presence of any defect may compromise the material strength and, in turn, its resistance as well its behavior to an

impact event.

25.5 Conclusions

Lockin thermography has been used for nondestructive evaluation of fiber reinforced polymer composites by considering

two types of reinforcing fiber: carbon and glass and by addressing two types of problems: slag inclusions and impact

damage. The obtained results show that it is possible to discover inclusions, which are very thin, their thickness being less

than 1/15 of their depth, and have thermal diffusivity very close to that of the material matrix. The technique effectiveness in

depicting the impact damage evolution through the material thickness has also been demonstrated.

Fig. 25.7 Phase images of

the specimen GFRP-2 before

impact

Fig. 25.8 Phase images of

the specimen GFRP-2 after

impact at E ¼ 12 J
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Of course, this may be enough in a rather qualitative (pass/fail) point of view, which is mostly the case in

post-manufacturing inspection of parts. Conversely, a more accurate data processing may be required to extract quantitative

information mainly for repairing purposes.
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Chapter 26

Realistic 3D FE Modelling of Peening Residual Stresses of Strain-Rate

Sensitive Materials with Oblique Incident Angles

F. Yang, Z. Chen, S.A. Meguid, and M. Guagliano

Abstract Shot peening is a widely used treatment to improve the fatigue life of metallic components by introducing

compressive residual stresses to the top layer of the components. Oblique incidence is often involved in the peening process

due to geometric complexity of the real components. It is therefore the purpose of this study to conduct a realistic 3D finite

element (FE) analysis of the peening process involving a large number of shots impinging simultaneously at a rate sensitive

target made from Ti-6Al-4 V. A periodic cell model is developed to examine the effect of oblique incidence. The periodicity

of the model is first validated by comparing the residual stress with that from a larger model. A parametric study is conducted

to investigate the effect of shot impinging angles upon the residual stress generation. It is found that normal incidence leads

to the largest residual stress magnitude and the compressive zone depth.

Keywords Shot peening • Residual stress • Finite element analysis • Oblique incidence • Rate sensitive

26.1 Introduction

Shot-peening is a cold-working treatment widely used to improve the fatigue life of metallic components in aerospace and

automobile industries [1, 2]. It is accomplished by bombarding the surface of the component with small spherical shots at a

relatively high impinging velocity. The impingement of shots causes an indentation surrounded by a plastic region. After

peening, a field of compressive residual stress is left in the near surface layer due to inhomogeneous elasto-plastic

deformation, which is beneficial for increasing the material hardness and retarding crack initiation under cyclic loading

conditions [3]. The effectiveness of shot peening is related to a number of parameters including shot parameters such as the

size, density, shape and mechanical properties of the shots, component parameters such as the geometry and mechanical

properties of the target, and the process parameters such as mass flow rate, impact velocity, incident angle, distance from the

nozzle and exposure time. In order to obtain a better control of the shot peening treatment, it is important to establish

quantitative relationships between these parameters and the resulting residual stress pattern [4].

Finite element (FE) simulations have shown an increasing power in investigating shot-peening process due to its

capability in separately investigating the effect of each parameter. Some researches simulated the single or a few shots

impinging on a large area of the target. This includes the contributions made by Gariépy et al. [5], Klemenz et al. [6], Wu

et al. [7], Meguid et al. [8]. However, in real shot peening practice, each incidence includes a large number of shots

impinging on the target simultaneously. The adjacent shots would influence the residual stress distribution and make it

different from that from a single or a few shots. For this purpose, Meguid et al. [9, 10], Majzoobi et al. [11] developed

symmetry models of square base to describe the simultaneous impacts of multiple shots using mirror symmetry boundary

conditions. Schiffner and Helling [12], on the other hand, used a symmetry cell of isosceles triangle base to investigate the

effect of adjacent shots. All these results showed that the effect of adjacent shots cannot be neglected.
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An important issue in shot peening is that the real target component often has a complex geometry. Therefore, oblique

impingements are often involved in the shot peening process [2]. However, oblique impingements were not sufficiently and

systematically investigated in the existing researches. Hong et al. [13] investigated a single shot impinging obliquely at a

large plate. Miao et al. [14], Kim et al. [15], Schwarzer et al. [16] investigated the oblique impingements of multiple shots at

a large region. Their work explored the effect of several parameters in the shot peening process. However, their models

cannot be used to simulate the simultaneous impingements of a large number of shots. On the other hand, the symmetry cell

models [9–11] are useful for simulating the simultaneous multiple shots of normal impingements, but they are not applicable

for the case of oblique impingements. Investigations on the simultaneous oblique impingements of targets have not been

found in literature. New models are needed for the simulation of multiple shots impinging simultaneously at oblique angles.

Another issue is related to the material properties of the target. The quick impingement of the shot causes rapid

deformation of the target material. Some authors used rate insensitive models [8, 17, 18]. Others [9, 15, 19] considered

strain rate sensitivity in their constitutive models. The results of [9] showed that the strain rate sensitivity of the target

material cannot be neglected. In this paper, the strain rate sensitivity is included in our material model for the target.

In this paper, we provide an accurate FE simulation of a large number of shots impinging simultaneously and obliquely on

a target made of rate sensitive material. The results of our work can provide an insight into the effect of obliquity in peening

treatments.

26.2 Finite Element Modelling

The situation envisaged is that a large number of identical shots simultaneously impinge a metallic target at an identical

incident angle θ as shown in Fig. 26.1a. The shots are assumed to be positioned in a periodic array with separation distance

D between adjacent shots. Utilizing periodicity and symmetry, a representative computational cell including half a shot was

generated and simulated as shown in Fig. 26.1b. A coordinate system was created so that z axis is along normal of the target

and all shots move within the xz plane. The cell has a rectangular columnar geometry with dimensions of D/sin(θ), D/2 and
H along three coordinates, respectively. The cell length along x axis changes with the incident angle in order to feature the

same flow density of the shot flux through area perpendicular to the flux direction. Considering the case with shots closely

adjoining each other,Dwas taken as twice as the shot radius R. The height of the cell was taken as 4R since this value is large

enough to screen the bottom boundary influence according to Ref. [9].

Fig. 26.1 FE model.

(a) Schematic plot of the

simulation situation;

(b) mesh and the coordinate

system
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Instead of the symmetric boundary condition in Ref. [9, 10], periodic boundary condition was used for the two lateral

facets at the ends of x coordinate to simulate the periodically distributed simultaneous oblique impingements. The periodic

boundary was implemented by coupling each degree of freedom (DOF) of the corresponding nodes on the two opposite

faces so that the two faces could deform synchronously. The two lateral facets at the ends of y coordinate were constrained

using symmetric boundary condition. The nodes were constrained against all displacements and rotations on the bottom

boundary.

The material models used by Meguid et al. [10] were also applied in this paper. The target was Ti-6Al-4V with Young’s

modulus E ¼ 114 GPa, Poisson’s ratio v ¼ 0.342 and density ρ ¼ 4430 kg/m3. The initial yield stress is σ0 ¼ 827 MPa and

the strain hardening parameters were extracted from the uniaxial stress–strain curve assuming isotropic hardening. The

strain-rate sensitivity was accounted for using the data of Premack and Douglas [20]. These data were incorporated in the FE

model by scaling the quasi-static stress–strain curve for different strain rates according to Fig. 7(b) in Ref. [10]. The shots

were modeled as rigid balls with density ρshot ¼ 7850 kg/m3 and radius rshot ¼ 0.18 mm. The impinging velocity was

chosen as V ¼ 75 m/s according to Ref. [13]. The impinging angle is 60� unless otherwise specified. The shot was modeled

as a rigid ball with an analytical spherical surface and the corresponding point mass and point rotational inertia positioned at

its centre. The target was discretized using eight-node solid elements with reduced integration. The mesh was refined near

the contact region with element size of 0.05R. The impact contact between the shot and the target was implemented using a

penalty algorithm with a friction coefficient of 0.3 according to Ref. [9]. The FE model was developed using the commercial

code ABAQUS/EXPLICIT version 6.1.

26.3 Verification of the Periodicity for the Proposed FE Model

Periodicity requires that the simulated cell can represent any larger region that is an integral multiple of the cell. To check the

implementation of periodicity for the newly proposed periodic model, a larger model as 18 times as the original cell model

was created. The larger model included nine shots in a 3�3 array. The length was 3 times as that of the original model. The

width was 6 times as that of the original model since the original model only included half of a shot. Periodic boundary

conditions were applied on the four lateral boundaries to couple the corresponding DOFs. Other parameters were kept the

same as the original cell model. Figure 26.2a, b compare the contour plots of the residual stress σxx in xz plane for the larger
model and the original model, respectively. Figure 26.3a, b compare the contour plots of the residual stress σxx on target

surface for the larger model and the original model, respectively. These results show that the original model including half a

shot and the larger model including nine shots generated consistent residual stress distribution results. Figure 26.4 compares

the trajectories of the shot centers in the original model and the larger model. The locations of the four representative shots

from the larger model were indicated in Fig. 26.3a. All the trajectory curves match very well with each other. These

consistencies confirm that the requirement of periodicity can be satisfied using our proposed model.
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Fig. 26.2 Comparison of the contour plots of the residual stress σxx in xz plane for (a) the larger model and (b) the original model
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26.4 Effect of the Incident Angle on the Residual Stress Distribution

A parametric study was conducted to investigate the effect of the incident angle on the obtained residual stress distribution.

For this purpose, a series of simulations were carried out with different impinging angles of shots. Other conditions remain

the same. Five angles were investigated as 30�, 45�, 60�, 75� and 90�. For all the simulation cases the shot initially impinged

at the origin which is positioned at the center of the top edge. Figure 26.5 compares the contour plots of the obtained residual

stress σxx within the xz plane in the same legend. It is found that increase of the impinging angle leaded to an increase of the

compressive zone area. This tendency can be more clearly seen in Table 26.1 from the depth of the compressive residual

stress zone dcompressive, which is determined from the zero stress position on the line along depth direction through the

maximum stress location. Table 26.1 also lists the magnitude and the x, z locations of the maximum residual stress σxx. It
indicates that the maximum residual stress also increases with the impinging angle. The depth of the maximum stress

location is deeper for a larger incident angle. While the x distance from the impinging location for the maximum stress

location is larger for the smaller incident angle. Figure 26.6 compares the contour plots of the residual stress on the top

surface of target. It indicate that the magnitudes of the residual stresses increase as the incident angle increases. These results

indicate that the normal incidence is the most effective scenario regarding to the residual stress development.

Fig. 26.4 Comparison of the trajectories of the shot centers

a

b

S, S11
(Avg: 75%)

+3.187e+08
+2.000e+08
+1.000e+08
+5.000e+07
+1.000e+07
+0.000e+00
−1.000e+07
−5.000e+07
−1.000e+08
−5.000e+08
−8.000e+08
−1.000e+09
−1.462e+09

Fig. 26.3 Comparison of the contour plots of the residual stress σxx on target surface for (a) the larger model and (b) the original model
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26.5 Conclusions

A 3D FE analysis of a large number of shots simultaneously impinging a rate sensitive component obliquely has been

presented. It is intended to provide insight into the effect of oblique impingement, often encountered in the peening process

as a result of the geometric complexity of treated components. A periodic cell model is developed by coupling the DOFs of

the corresponding nodes on two opposite periodic boundaries. The periodicity of the model is validated by comparing the

residual stress results with those obtained from a larger model. A parametric study is then conducted to investigate the effect

of incident angle upon the resulting residual stress profile. It is found that normal incidence leads to the largest residual stress

magnitude and the largest compressive zone area, therefore is the most beneficial incidence scenario regarding to residual

stress generation.

Fig. 26.5 Comparison of contour plots of the residual stress σxx in xz plane for different impinging angles

Table 26.1 Effect of impinging

angle on the distribution

characteristics of residual

stress σxx

θ (�) dcompressive (mm) σxx, max (MPa) xmax (mm) zmax (mm)

30 0.0925 1,020 0.0842 �0.0247

45 0.123 1,314 0.0630 �0.0371

60 0.153 1,492 0.0377 �0.0468

75 0.160 1,616 0.0102 �0.0565

90 0.164 1,641 0.0 �0.0546

Fig. 26.6 Comparison of contour plots of the residual stress σxx on target surface for different impinging angles
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Chapter 27

Water Cavitation Peening by Ultrasonic Vibration for Improvement

of Fatigue Strength of Stainless Steel Sheet

Tomohiro Sasaki, Shun Hasegawa, Masayuki Nakagawa, and Sanichiro Yoshida

Abstract Water cavitation peening has been applied to thin sheets of austenitic stainless steel of 0.1 mm in thickness. The

influence of cavitation peening on various factors related to the fatigue property of the material has been investigated. It has

been found that the fatigue limit is increased by about approximately 10 %, while no significant changes in the surface

roughness and the microstructure are observed. The residual stress evaluated by Full Width at Half Maximum (FWHM) of

X-ray diffraction, and the mean value of micro-hardness on the surface are slightly decreased in the peened specimen.

To investigate the origin of increase in fatigue strength, deformation behavior in the tensile test has been measured using

electronic speckle pattern interferometry. The optical fringe patterns by ESPI (Electronic Speckle-Pattern Interferometry)

during the transitional process from the elastic deformation to the yielding have shown that local plastic deformation due to

the strain concentration was suppressed by the cavitation peening.

Keywords Cavitation • Peening • Ultrasound • Surface treatment • Fatigue • Speckle interferometry

27.1 Introduction

Peening process is widely used as a surface treatment to improve the fatigue strength of mechanical components. Here

compressive residual stress introduced by peening is believed to counteract on the crack initiation. Recently, cavitation

peening technique [1–5] has been developed as a means of shot-less peening. In this technique, impact induced by cavitation

bubbles upon collapsing on the surface of the work is utilized to cause compressive residual stress. The cavitation bubbles

are formed by high-speed water jet [1–4] or ultrasonic oscillator submerged in water [5]. The cavitation peening process can

be applied to thin metal sheets or soft metals because the effect of surface damage due to excessive plastic deformation is

relatively small.

In the present work, the cavitation peening generated by an ultrasonic vibrator has been applied to thin sheets of austenitic

stainless steel, and the effect of residual stress, microstructure, and micro-hardness on the fatigue behavior has been

investigated. Consequently, the fatigue limit has been found to increase, while no significant changes in the factors related

to the fatigue resistance have been found. This suggests that the improvement of fatigue property of the thin sheet metal by

the cavitation peening arises from other factors. In order to some insight into the origin, deformation behavior in tensile test

has been investigated using electronic speckle pattern interferometry.
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27.2 Experimental Details

The material used in this study was cold-rolled stainless-steel sheet (18Cr-8Ni steel, AISI304) of 0.1 mm in thickness. The

mean crystal grain size of the base metal was approximately 30 μm. The specimens used for the fatigue test and the tensile

test were prepared by cutting the steel sheet in the roll direction with an electrical discharge machine. The specimen

geometry is shown in Fig. 27.1. The yield stress obtained from the tensile tests was 1,248 MPa.

The schematic of water cavitation peening equipment is illustrated in Fig. 27.2. An ultrasonic transducer with the power

of 2.5 kW and the vibration frequency of 19 kHz was used for the water cavitation peening. The cavitation bubbles are

generated by vibration via an ultrasonic horn with the tip diameter of 25 mm in water. The vibration amplitude of the horn tip

under no load condition in air was about 25 μm in peak-to-peak. The distance between the specimen and the ultrasonic horn

tip was 1 mm. The specimen was placed on a X-stage reciprocating with a constant speed of 5.0 mm/s and a stroke of 50 mm.

The cavitation peening was applied for 360 s to both sides around the necking part of specimen.

Load controlled fatigue test was performed on the peened specimen and the un-peened specimen. A sinusoidal waveform

at 40 Hz was employed for the loading configuration. The minimum load was a constant of 30 N, and the maximum loads

were 549–749 N (55–75 % of the yield strength of specimen).

X-ray diffraction analysis was conducted to the peened surface. The X-ray tube of Cu-Kα was operated at 40 kV and

30 mA. The specimen in this study was processed by cold rolling, thus the microstructure had the dual phase of austenite and

Fig. 27.1 Specimen

used for fatigue test

Fig. 27.2 Ultrasonic

cavitation peening equipment
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strain induced martensite. In addition, it was difficult to measure the residual stress by sin2 ψ method because of anisotropy

caused by the rolling texture. Therefore, the residual stress was qualitatively evaluated by a FWHM of a (220) plane peak

of austenite.

Deformation process in the uniaxial tensile test was observed by ESPI. Figure 27.1a shows the optical configuration

which has sensitivity of the longitudinal displacement along tensile direction (Y-axis). A dual beam ESPI [6] setup was

arranged horizontally parallel to the tensile direction. The light source was a continuous wave, semiconductor laser

oscillating at 660 nm. The laser beam was split into two paths by a beam splitter, and the two beams illuminated the tensile

specimen at an incidence of 38�. When the specimen was stretched by the tensile machine and the longitudinal displacement

occurred on the surface of specimen, the brightness of the superposed speckle field by the two beams changed. The image of

the specimen during the tensile test was captured by the CCD camera at a constant rate of 15 fps (frames per second).

The images of speckles due to these optical configurations were recorded into computer. The change in the brightness of

speckles due to each optical configuration was calculated numerically by subtracting 256 bit brightness data. Consequently,

the displacement contour representing the longitudinal displacement was obtained as the fringe pattern. The crosshead speed

in the tensile test was at a constant of 1.7 � 10�3 mm/s (Fig. 27.3).

Each contour in the fringe pattern represents equal value of the in-plane displacement components. Relationship between

the relative number of contour, n and the displacement component along the v, is given as a following equation [1].

n ¼ 2

λ
u sin θ (27.1)

where λ is the wavelength of the light source and θ is the angle of beam incidence. The coordinate in the pixel value of black

fringes appeared were measured in the subtracted image, and the fringe number was indexed from the stationary end of

specimen. The displacement values at measurement points on the fringe were obtained by Eq. 27.1. The values at the other

coordinates in the image were computed by bilinear interpolation. Longitudinal strain, εyy, is given by @v=@y.

27.3 Result and Discussion

27.3.1 Fatigue Resistance

Figure 27.4 shows the S-N plot of the base metal (un-peened) and the peened specimen. The number of cycle to failure tends

to be greater in the peened specimen shown by “○” compared to the un-peened specimen (“●”). The fatigue limit in the

peened specimen was found to increase by 10 %. It can be stated that the fatigue resistance was improved by the cavitation

peening process. X-ray diffraction peak of the specimens and the FWHMs are shown in Fig. 27.5. The results are compared

with a measurement result of an annealed specimen in order to compare with the low strain condition.

The diffraction peak is broadened by the cold working, thus the FWHM shows a large value in the un-peened and the

peened specimens. However, the FWHM in the peened specimen decreases compared to the un-peened. The peak location

slightly shifts to a larger angle by the peening. These values are indicative of that microscopic strain on the surface was

relaxed by the peening. Compressive residual stress on the surface is considered to be saturated by the rolling. On the other

Fig. 27.3 Experimental

arrangement
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hand, optical micrographs of specimens are shown in Fig. 27.6. The observation was carried out for the same location before

and after the peening. The surface roughnesses measured by a stylus type surface roughness tester were respectively 0.5901

and 0.5907 μm in maximum height of the depth. It can be stated that there was almost no morphological change in the

surface by the peening. Furthermore, the micro-hardness on the surfaces was shown in Fig. 27.7. The values of hardness have

variances with the range from 450 HV to 800 HV associated with the dual phases of the austenite and the strain induced

martensite. The mean hardness was found to show slight decrease by the peening. These results imply the decrease in the

micro-strain on the surface by the peening, and this fact leads to the relaxation of residual stress. It may be concluded that

the compressive residual stress does not affect the improvement fatigue resistance in this study.

27.3.2 Deformation Behavior in the Yielding

The fatigue test in this study was performed under the yield stress of specimen. Fatigue may progress by local plastic

deformation or crack occurrence associated with microscopic inhomogeneity in the material. Upper graph in Fig. 27.8 shows

the load–displacement curves of the un-peened specimen. The base material used in this study was a thin sheet with cold-

working, thus the mechanical property is different from that of general austenitic stainless steels. The clear yield points and

the yield drop were observed in the load–displacement curve. The difference in the deformation behavior between the

peened specimen and the un-peened specimen appeared in transitional process from elastic deformation to the yielding.

The lower images shown in Fig. 27.8 indicate the displacement contours (fringe pattern) of the un-peened specimen obtained

at several load levels. The patterns represent displacement along the tensile axis resulting from a constant time interval of

3.3 s (50 frames in CCD capture). The applied load corresponding to the fringe patterns were shown in the

Fig. 27.4 S-N plot

Fig. 27.5 X-ray diffraction

pattern for (220) peak of

austenite
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load–displacement curve. The fringes in the elastic range (Fig. 27.8a) were distributed in all the area of specimens. The

deformation can be considered to be entirely elastic. Before the yielding, the fringes begin to concentrate to one side of the

neck of specimen as shown in Fig. 27.9b, while the curve is almost linear in this load range. The concentrated fringes

develop to a discontinuous region as shown in Fig. 27.8c. Figure 27.9 shows the optical micrograph of the area of fringe

concentration. The shear bands inclined at about 54� to the tensile axis are observed and form a mesh pattern. A shear band is

formed by propagation of the grain slips. This indicates that local plastic deformation occurred at the neck. The shear band

subsequently grows toward the other side of neck until the maximum load. In the fringe pattern of Fig. 27.8d, the band

consisting of the large number of fringes is observed as a white band. When the white band grew across the width of

specimen as shown in Fig. 27.8e, macroscopic plastic deformation began with drifting of the shear band. In contrast, the

fringe patterns in the peened specimen showed a uniform change as shown in Fig. 27.10. The fringe concentration at the

beginning of local plastic deformation more gradually progresses as compared with the behavior in the un-peened specimen

(Fig. 27.10a–c). The interval of fringes decreases with increase in the applied load and consequently forms a white band

similar to the un-peened specimen at the yield strength.

Figure 27.11 shows results of strain analysis for the deformation behavior shown in Figs. 27.8 and 27.10. The strain

obtained from the fringe pattern indicates the values in the time interval corresponding to the subtracted frames. The analysis

Fig. 27.6 Optical

micrographs of the un-peened

and the peened surfaces

Fig. 27.7 Micro-hardness

on the surface
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Fig. 27.8 Load–displacement curve and fringe patterns before the yielding in the un-peened specimen

Fig. 27.9 Optical micrographs of the fringe concentration area

Fig. 27.10 Load–displacement curve and fringe patterns before the yielding in the peened specimen

226 T. Sasaki et al.



was performed for five regions with 1.6 � 30 mm as shown in Fig. 27.11, and the maximum values in the region were

plotted against the applied load. In the un-peened specimen, the strain rate starts to increase from the one side of specimen

(in order of No.1–5), while in the peened specimen, the increase in strain rate rapidly occurs at the all regions. The relaxation

of micro-strain by the peening as observed in the results of X-ray diffraction and micro-hardness leads to homogenization on

the surface, and this effect might suppress the crack initiation by stress concentration in the fatigue test.

27.4 Summary

Cavitation peening was applied to thin austenitic stainless steel sheets, and the effect of peening on the fatigue resistances,

the residual stress on the surface, the surface morphology, and the micro-hardness distribution were investigated. The

cavitation peening improved the fatigue strength of the specimen by about 10 %. The residual stress evaluated by FWHM of

X-ray diffraction, and the micro-hardness on the surface showed slight decreases in the peened specimen. It has been

concluded that the microscopic strain preliminary induced by cold working was relaxed by the cavitation peening. The effect

of the peening process appeared in the deformation behavior in the transition of elastic deformation to the yielding. The

optical fringe pattern measured by ESPI showed that the local plastic deformation due to strain concentration was suppressed

in the peened specimen. The results has revealed the effect of the cavitation peening on the homogenization of the surface.

The improvement of fatigue resistance by the cavitation peening is probably due to the effect of the homogenization on the

surface.
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Chapter 28

Effect of Residual Stress on Spallation of NiCrBSi Coating

Chen-Wu WU

Abstract The impact induced spallation characteristics of two specimens with NiCrBSi coating developed by different

treatments are investigated. Two typical spallation patterns corresponding to the two kinds of specimens are observed.

Theoretical analysis indicates that the difference in spallation characteristics is due to the residual stress. The initial stress

states for the two kinds of specimens are investigated. The outcomes verify that the compressive residual stress within the

coating will lead to large buckling region of the coating upon impact.

Keywords Coating • Impact • Residual stress • Spallation • Buckling

28.1 Introduction

Hard alloy coatings are widely used on the surface of the parts to improve its resistance to wear, impact and thermal

degradation. The adhesion of the coating to the substrate is crucial for the integrity of the component. Wu et al [1, 2]

developed an impact testing method to evaluate the interface adhesion of coating to substrate. In such method, a front-end-

coated light bullet is accelerated by powder gun or gas gun and impinged at the substrate side of the coated specimen. The

input compressive stress pulse would be reflected into tensile stress pulse at the test interface and ultimately makes the

coating to separate from the substrate. Moreover, their recent work also showed that the residual stress would influence the

impact responses of the coatings [3]. After the interface debonding, the off-plane displacement of the test coating will

introduce large in-plane tensile stress within the coating. Such in-plane stress will be influenced by the residual stress of the

test coating. Furthermore, the residual stress in the coating may also influence the propagation of the interface cracking.

Generally speaking, the interface debonding and coating stress should be mutually dependent. This may be the principle

mechanism why residual stress would affect the impact response of the coatings.

In the present work, the method of Bullet Impact is applied to study the dynamic fracture behavior of the NiCrBSi coating

on superalloy substrate. It has been shown that the residual stress within the NiCrBSi coatings can be different with different

processing conditions [4, 5]. In particular, the large residual stress can be reduced or even reversed by remelting after

spraying. As mentioned, the residual stress would greatly influence the fracture behaviors of the coating upon impact.

Therefore, this research focuses on relating the spallation pattern of the coating with its residual stress state.

First, experiments were conducted to investigate the spallation behaviors of the coating. The results reveal that two

distinct spallation patterns could be obtained for the coatings with different processing conditions, by which different

interface adhesion and different residual stress state were developed. Then, the residual stresses of the two kinds of specimen

were measured by XRD and related to the spallation patterns. Finally, the cause of the different spallation patterns is

discussed by considering the effect of residual stress. It is demonstrated that the residual stress can significantly influence the

cracking pattern of the coating when subjected to impact by a front-end coated bullet.
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28.2 Experimental Description and Results

28.2.1 Description of the Test

According to the bullet impact method, experiments are carried out as depicted in Fig. 28.1a, b. Two types of NiCrBSi

coatings are tested, of which one is as-sprayed coating and the other coating is subjected to re-melting after spraying. The

thickness of the superalloy substrate and coating is 5 and 0.3 mm, respectively. The planar dimension of the specimen is

about 150 � 100 mm. The cylindrical nylon bullet is used with its front end coated with nickel foil. The bullet diameter

is 12.7 mm and the bullet coating, nickel foil thickness is about 20 μm. And the length of the bullet body is approximately

50 mm, which is enough to avoid the disturbance from the secondary pulse reflected from the bullet rear of the bullet [1].

After the impact test, the specimen is observed and optical images are taken to investigate its spallation morphology.

28.2.2 Test Results

The coated bullet accelerates to about v ¼ 100 m/s and impinges at the specimen substrate. The typical spallation

morphology is shown in Fig. 28.2a, b, of which the bullets after test have also been provided. Obviously, the nylon bullets

front-end exaggeratedly cracked and expanded into mushroom geometry due to the severe impact.

The magnified central impacted region is shown in Fig. 28.3a, b. One can see that the clear separation is developed in

the impact region for the remelted specimen (Fig. 28.3a), comparing to interface debonding and radial cracking of the

as-sprayed specimen (Fig. 28.3b). Comparing to the re-melted coating, a larger spallation area on the as-sprayed specimen

was observed.

Fig. 28.1 (a) Sketch of the

impact test and (b) magnified

part of the specimen and bullet

Fig. 28.2 Photo after test

for (a) re-melted coating and

(b) as-sprayed coating
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As for the difference in the material states of the two kind of specimen, the remelting process would change the properties

of the coating, the interface bonding condition as well as the residual stress state. Strictly speaking, such factors may all

contribute to the dynamic fracture behaviors of the coatings. Considering the fact that there is not enough evidence at present

for the change of coating properties and interface bonding condition, only the effect of the residual stress state on the impact

failure of the coatings is taken into account.

28.3 Residual Stresses and Its Effect

The XRD method [6] was used to measure the surface residual stress in the coating as shown in Fig. 28.4a and a typical test

result is shown in Fig. 28.4b. The residual stresses were tested at the locations at different distances from the adjacent free

edge of the specimens. Two orthogonal surface stress components are measured for each test point considering the rectangle

geometry characteristic of the specimen. The tested orthogonal stress components are parallel to the orthogonal free edges of

the specimen.

The measured results reveal that the tested points are almost of equiaxial residual stress states. The algebraic average

residual stresses are obtained from the two stress components. The residual stresses versus the distance from the adjacent

free edge are graphed in Fig. 28.5a, b. Figure 28.5a, b represent the residual stresses of remelted coating and as-sprayed

coating, respectively. Considering the uncertainty of the measurement, about 20 % of the measured value should be regarded

as test error. It is indicated that the absolute value of the residual stresses for both coating decrease from the center to the free

edge of the specimen, for which it is conceivable that the residual stress should be gradually released by the free edge.

Basically, even considering the test uncertainty, the measurement results still indicate that large compressive residual

stress exists in the as-sprayed NiCrBSi coatings. However, this residual stress will be reduced greatly or even changed into

small tensile stress by the remelting treatment.

Such difference in residual stress may lead to the difference in the spallation patterns as shown in Figs. 28.2 and 28.3, with

which the theoretical descriptions on the spallation process are sketched as in Fig. 28.6a, b. In Fig. 28.6a, b, the last picture of

each case is shown in half plane view while the others are shown in cross section view. The off-plane displacement of the

coating under bullet impact will result in large tensile stress in the coating, especially around the edge of the impact region.

Such tensile stress will lead to fracture of the coating as shown in Fig. 28.6a. As for the clear interface separation between

coating and substrate, there is not much deflection in the coating relative to the substrate. Thus the impact induced interface

normal stress would not be significantly influenced by the in-plane residual stress [3]. Therefore the interface debonding will

arise once the reflected stress pulse arrive or exceed the interface strength σinter [2],

2v ρcð Þ1 ρcð Þ2 ρcð Þ3= ρcð Þ1 þ ρcð Þ2
� �

ρcð Þ2 þ ρcð Þ3
� �� � � σinter (28.1)

where, v is the initial impinged velocity of the bullet, ρ and c represents density and elastic wave velocity of the medium,

respectively. The subscripts 1, 2 and 3 are representing bullet coating, specimen substrate, and specimen coating.

In summary, as shown in Fig. 28.6a, the remelted coating subjected to impact test would mainly experience three

conditions in stages: interface debonding, coating fracture and coating fragment flying away.

If large compressive residual stress exists within the coating, the compressive residual stress may offset the tensile stress

resulted from impact. On the other hand, the large compressive residual stress will lead to buckling of the coating after the

interface debonding. The buckling will lead to propagation of interface crack, as shown in Fig. 28.6b. Once the interface

Fig. 28.3 Surface

morphology for (a) re-melted

coating and (b) as-sprayed

coating
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debonding is fully developed by the tensile stress pulse within the impact region, the circular plate buckling theory can be

approximately applied. Furthermore, the circular coating separated from the substrate is of boundary constraint more flexible

than being clamped while more rigid than pinned. Therefore, we can estimate the critical buckling radial stress σcr as [7, 8],

σcr � 0:7875� E= 1� ν2
� �� �� h=rð Þ2: (28.2)

Fig. 28.4 (a) Photo of residual

stress measurement and

(b) typical test result

Fig. 28.5 Residual stresses

of (a) re-melted coating and

(b) as-sprayed coating
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where E, ν is the elastic modulus and Poisson’s ratio of the coating, respectively; h and r represent the thickness and the

radius of the debonding region, respectively. If the elastic parameters [9] of the NiCrBSi coating of E � 200GPa, ν � 0.15

and geometrical parameters h � 0.3 mm, r � 6 mm are substituted into Eq. 28.2, the critical buckling stress should be about

400 MPa. As shown in Fig. 28.5b, the largest stress component is about 300 MPa. After being transmitted to the polar

coordinate component, the radial residual stress should be about 420 MPa. Considering the fact that a dynamic lateral

loading with impact, the actual critical buckling stress should be lower than that estimated by Eq. 28.2. Thus, it is believable

that the buckling would appear after interface debonding is developed within the impact region. Upon buckling of the

coating, the in-plane residual stresses will influence the interface stress due to the coating inclination relative to the substrate.

From the energy point of view, the off-plane deformation of coating will partially release the residual stress. Such reduction

in elastic energy can increase the energy release rate of the interface crack. Generally speaking, the interface crack will

propagate if the elastic energy release rate exceeds the interface fracture toughness. Therefore, the interface crack

propagation will be enhanced by the residual stress. Of course, the center region of the coating will also crack along the

circumferential direction as the tensile stress would increase with the further off-plane displacement of the coating segment

covered by impact region.

In summary, the as-sprayed coating subjected to impact test would experience conditions in four stages: interface

debonding, coating buckling with interface crack propagation, coating fracture and coating fragment flying away. The

major difference in the spallation process of the two kinds of coating is the large buckling of the as-sprayed coating. This

should be attributed to the contribution of the large compressive residual stress within these coating. As for the fact that the

remelting treatment can reduce the residual stress, the remelted coating would not experience the large buckling stage.

However, it is noteworthy that the remelting process may also increase the interface fracture toughness, which can hold back

the interface crack propagation and therefore prevent the buckling of the coating.

28.4 Conclusion

Two kinds of NiCrBSi coating are subjected to bullet impact test and two corresponding distinct spallation patterns are

observed. Residual stress measurements based on XRD indicate that large compressive residual stresses were developed

within the as-sprayed coating while the remelting treatment reduced such residual stress to a negligible level. Due to the high

compressive residual stress within the as-sprayed coating, large regime buckling of the coating will appear under impact. It is

demonstrated theoretically that the distinction in the spallation of the coating could have been resulted from the difference in

their residual stress states. Considering the fact that the remelting treatment can also change the interface strength, further

investigation is needed to separate the contribution of the improvement in interface properties.
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Chapter 29

Multiaxial Fatigue Resistance of Shot Peened High-Strength

Aluminium Alloys

M. Benedetti, V. Fontanari, D. Bergamini, M. Bandini, and D. Taylor

Abstract This paper is aimed at investigating multiaxial fatigue of shot peened Al-7075-T651 alloy. Plain axi-symmetric

specimens were subjected to combined in-phase tension and torsion loading, under nominal load ratio R ¼ 0.05 and

biaxiality ratio λ ¼ τa/σa ¼ 2. The results from multi-axial tests are discussed together with those obtained under pure

tension and pure torsion loading. Fatigue crack initiation sites have been investigated through scanning electron microscopy

fractography and the role of surface roughness on fatigue resistance has been analyzed. The initial and the stabilized residual

stress profiles were used to discuss the improvement in the fatigue response in the hypothesis of crack initiation and early

crack propagation as fatigue controlling parameters. For this purpose, several multiaxial fatigue criteria were used to account

for the residual stress field.

Keywords Multiaxial fatigue • Al-7075-T6 • Shot peening • Residual stresses • Fatigue criteria

29.1 Introduction

Aluminium alloys are an attractive class of materials for aircraft and automotive industry because of their high specific static

strength. In aerospace, aluminium alloys face ever stiffer competition from composites. In the automotive context, more and

more engine parts are being made from them. Usually, high static mechanical properties are induced in aluminium alloys by

dispersion hardening through solution and ageing heat treatments. However, aluminium alloys exhibit poor plain fatigue

resistance [1] and high notch fatigue sensitivity [2]. Accordingly, stress raisers, like holes, fillets and grooves, always present

in machine parts, are particularly detrimental to the fatigue response of these alloys, thus limiting their use in highly stressed

mechanical components characterized by complex shapes. For this reason, aluminium alloys are frequently subjected to

shot peening, particularly effective in incrementing the plain and notch fatigue strength of steels and light alloys. The shot

peening mainly results in three fatigue related modifications of the surface layers: roughness, residual stresses and work

hardening. Clearly, the surface roughening after shot peening is detrimental to the fatigue resistance due to the stress

concentration exerted by the surface dimples. In the literature, it is commonly accepted that the improvement of fatigue

strength is mainly induced by the introduction of compressive residual stresses in the surface region, responsible for both

retarded fatigue crack initiation and lower small crack growth rates [3, 4]. The role of work hardening on the fatigue response

is essentially indirect, since it strongly affects the stability of residual stresses by preventing them from relaxing due to

accumulation of plastic deformation [5].
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Up to now, the majority of investigations have been focused on uniaxial loading, whereas the effect of shot peening under

multiaxial fatigue loading is poorly understood. This topic is however of great interest, mainly for two reasons: (i) shot

peening introduces a fairly equibiaxial residual stress field, so it is desirable to know the response of high-strength Al alloys

under multiaxial loading in order to conveniently calibrate multiaxial fatigue criteria that can account for this biaxial stress

field. (ii) Structural parts made of high-strength Al alloys for aerospace applications (e.g., aircraft fittings, gears and shafts)

are frequently subjected in service to multiaxial loading (axial, torsion, bending); therefore, it is interesting to quantify the

beneficial effect of shot peening in the presence of such external multiaxial stress field.

This paper is aimed at investigating multiaxial fatigue of shot peened Al-7075-T651 alloy. Plain axi-symmetric

specimens were subjected to combined in-phase tension and torsion loading, under nominal load ratio R ¼ 0.05 and

biaxiality ratio λ ¼ τa/σa ¼ 2. The results from multi-axial tests are discussed together with those obtained under pure

tension and pure torsion loading. Fatigue crack initiation sites have been investigated through scanning electron microscopy

fractography and the role of surface roughness on fatigue resistance has been analyzed. The initial and the stabilized residual

stress profiles were used to discuss the improvement in the fatigue response in the hypothesis of crack initiation and early

crack propagation as fatigue controlling parameters. For this purpose, several multiaxial fatigue criteria were used to account

for the residual stress field.

29.2 Materials Experimental Procedures

The experimentation has been performed on the aluminium alloy Al-7075-T6, widely used for aeronautical applications,

supplied in the form of extruded bars with 15 mm diameter. The bulk material properties have been determined on five

standard monotonic tensile tests (initial strain rate of 1·10�3 s�1) performed in the longitudinal orientation. The results,

summarized in Table 29.1, show yield strength higher than 500MPa, combined with good material ductility (total elongation

of 15 %).

The fatigue characterisation has been carried out on plain axi-symmetric hourglass specimens whose geometry is

illustrated in Fig. 29.1. The microstructure has been tested with the stress axis parallel to the L-direction. The first type of

samples (Fig. 29.1a), with threaded end connections, has been used for pure tension tests. The second type of samples

(Fig. 29.1b), with straight-sided collet-grip, has been used for pure torsion and combined tension-torsion tests.

Part of the specimens has been subjected to controlled shot peening: the parameters of the peening treatment considered

are summarized in Table 29.2. The treatment employs small ceramic beads leading to a gentle and superficial effect, which

allow for higher fatigue performance as compared with larger beads [6].

Pure tension fatigue tests have been carried at a nominal frequency of 150 Hz using a resonant testing machine

(Fig. 29.2a), whereas pure torsion and combined tension-torsion fatigue tests have been carried out at a nominal frequency

Table 29.1 Monotonic tensile properties of the Al-7075-T651 alloy

E (GPa) σY0.2 (MPa) UTS (MPa) σF (MPa) T.E. (%) R.A. (%)

72 (�1) 515 (�5) 575 (�5) 760 (�10) 15 (�2) 20 (�2)

E elastic modulus, σY0.2 0.2 % yield stress, UTS ultimate tensile strength, σF true fracture stress, T.E. total elongation, R.A. reduction in area

Fig. 29.1 Geometry of the specimens used in this study. (a) Pure tension and (b) pure torsion and combined tension-torsion specimens. All

dimensions are given in mm
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of 2 Hz using an Instron 8874 servo-hydraulic biaxial machine with a 10 kN axial load cell and a torsion load cell of 100 Nm.

All tests have been performed under load control, loading ratio R ¼ 0.05, in laboratory environment. Combined tension-

torsion fatigue tests were carried out with a biaxiality ratio (i.e. the nominal torsion stress to the nominal (maximum) tensile

stress) equal to 2 and phase angle equal to 1 (in-phase loading).

Different stress levels corresponding to fatigue lives in the range between nearly 104 and 106 cycles have been

considered. Pure tension tests were terminated at 3 � 106 cycles when no fracture occurred, while pure torsion and

combined tension-torsion tests were interrupted at 1 � 106 cycles. The fatigue curves corresponding to 50 % of failure

probability, represented by the S-N curve:

σP50 ¼ σ0P50 � N
�1

k

f (29.1)

were determined by fitting the log(Nf) versus log(σ) results. The uncertainty range was assumed to be constant and

approximated by its centroid value. As a representative value of the scatter, the following expression was used:

Tσ ¼ 1 : σP90=σP10 (29.2)

P90, P10 denote the 90 % and 10 % levels of failure probability, respectively.

The analysis of the residual stress field induced by the peening treatments was carried out by measuring the stress profile

by XRD technique. For this purpose, an AST X-Stress 3,000 X-Ray diffractometer (radiation Cr Kα, irradiated area 1 mm2,

sin2ψ method, 11 diffraction angles (2θ) scanned between �45� and 45�) was used. The in-depth measurements were

performed step-by-step removing a very thin layer of material using an electro-polishing device.

Both initial and stabilized residual stress fields were measured. For this purpose, measurements were performed on tested

specimens after failure in a region far enough from the fracture surface (about 2 mm) so that the material rupture was

supposed not to have altered the residual stress field [6].

Table 29.2 Shot peening parameters

Treatment Material Bead size (μm) Bead hardness (HV1) Bead composition Almen intensity

Angle of

impingement Coverage (%)

B120 Ceramic 60–120 700 ZrO2 67 % 4.5 N 90� 100

SiO2 31 %

Fig. 29.2 Testing machines used in the present study. (a) resonant testing machine for pure tension tests, (b) servo-hydraulic biaxial machine for

pure torsion and combined tension-torsion tests
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29.3 Results and Discussion

29.3.1 Fatigue behaviour

The results of the pulsating bending fatigue tests as well as the P50 fatigue lines are compared in Fig. 29.3a–c for pure

tension, pure torsion and multi-axial loading, respectively, in the different material variants considered. The parameters

representing the fatigue curves corresponding to 50 % of failure probability, according to Eq. 29.1 and the results scatter,

expressed by Eq. 29.2 are listed in Table 29.1.

The peening treatment considered was effective in prolonging the fatigue life of the material, even in the presence of

multi-axial loading, as well as in reducing the large scatter in fatigue results displayed by the virgin material. This

improvement depends on the loading type, being more remarkable for torsion and combined tension-torsion with respect

to pure tension. This can be explained by the fact that under pure tension the entire cross section of the specimen is subjected

to the same external stress, while under torsional loading the outer material layer undergoes higher stress levels with respect

to the core. The beneficial effect exerted by the superficial compressive residual stress field induced by shot peening is then

expected to be different in the two loading conditions (Table 29.3).

a b

c

Fig. 29.3 Fatigue curves of the as-received and peened conditions: (a) pure tension, (b) pure torsion, and (c) combined tension-torsion loading.

Run-out tests are marked by arrows
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29.3.2 Residual Stress Field

XRD measurements were carried out on the fatigue samples in order to characterize the residual stress field prior to and after

fatigue testing. The obtained stress profiles are illustrated in Fig. 29.4. The initial residual stress profile displays a sub-

superficial compressive residual stress peak located nearly 20 μm below the surface and a depth of the surface layer

interested by compressive residual stresses equal to about 40 μm. The surface compressive residual stress amounts nearly

200 MPa. The error of the residual stress measurements is low (less than 50 MPa) within a depth of about 20 μm, where the

fatigue response is mostly dictated [6], whereas it increases noticeably at higher depths, presumably due to the very

elongated grain structure of the internal material layers that have not undergone recrystallization and hence grain refinement

during shot peening.

Figure 29.4 also illustrates the evolution of the residual stress field during fatigue life at two stress levels for each fatigue

loading type. It can be noted that the surface residual stress value remains approximately constant, being higher than

150 MPa, except for the pure tension test conducted at the highest stress level. The subsuperficial material layers undergo

significant residual stress relaxation, which is more pronounced for the pure tension test conducted at the highest stress level.

29.3.3 Fractographic Analysis

SEM observations carried out on the fracture surfaces of unpeened specimens revealed surface crack initiation under both

pure tension (Fig. 29.5a) and multiaxial loading (Fig. 29.5b). The plane of crack initiation is approximately orthogonal to the

specimen’s axis under pure tension, while it is inclined by an angle of about 30� under multiaxial loading (Fig. 29.5c). Crack

nucleation was found to occur in the superficial layers, about 50 μm below the surface, in the peened specimens subjected to

Table 29.3 Principal

results of fatigue tests
Loading Condition

W€ohler curve

k σP50 (MPa) Tσ
Pure tension As-received 11 480 1:1.25

Peened B120 9 650 1:1.23

Pure torsion As-received 28 290 1:1.18

Peened B120 14 470 1:1.08

Multi-axial As-received 10 390 1:1.25

Peened B120 18 255 1:1.18

Fig. 29.4 Evolution of the

residual stress profile during

fatigue life. The plot legend

indicates, beside the fatigue

loading type, the stress

amplitude expressed in MPa
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pure tension (Fig. 29.6a) and multiaxial loading (Fig. 29.6b). Similarly to the as-received condition, the plane of crack

initiation is approximately orthogonal to the specimen’s axis under pure tension, while it is inclined by an angle of about 30�

under multiaxial loading (Fig. 29.6c). No information about crack nucleation site under pure torsion was found because the

relative sliding between the crack faces destroyed the morphology of the fracture surfaces.

29.3.4 Fatigue Life Prediction

One of the aim of the present work was to identify the most suitable multiaxial fatigue criterion for predicting the fatigue

behaviour of high-strength Al alloys, even in the presence of a residual stress field. For this purpose, the uniaxial fatigue data

collected under pure tension and pure tension have been used to calibrate the material constants of three well-established

multiaxial fatigue criteria: Sines [7], Crossland [8] and Fatemi Socie [9].

The Sines criterion includes the octahedral shear stress amplitude, or equivalently the Von Mises equivalent stress

amplitude σVM,a, and the mean hydrostatic pressure pm in a linear equation of the form:

σVM;a þ αS � pm ¼ βS (29.3)

Similarly, the Crossland criterion includes the Von Mises equivalent stress amplitude σVM,a, and the maximum

hydrostatic pressure pmax in a linear equation of the form:

σVM;a þ αS � pmax ¼ βS (29.4)

Fig. 29.5 SEM micrographs of the fracture surfaces around the fatigue crack initiation sites in unpeened specimens. (a) pure tension

(σa ¼ 180 MPa, Nf ¼ 1 � 105), (b) and (c) combined tension-torsion (τa ¼ 120 MPa, Nf ¼ 2 � 105)
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Both Crossland and Sines criterion have been developed for proportional loading, since they assume a fixed orientation of

principal axes associated with the alternating components of strain.

The Fatemi Socie criterion is suitable also for non-proportional loading and is based on the identification of the critical

plane experiencing the maximum range of shear strain γa. In addition, it incorporates the mean stress by using the maximum

value of normal stress σn,max, acting the plane of maximum shear strain range.

γa 1þ αFS
σn;max

σY

� �
¼ βFS (29.5)

Figure 29.7a compares the predictions made by the three fatigue criteria with the experimental results from the multiaxial

fatigue tests carried out on the unpeened samples. It can be noted that all the criteria are in satisfactory agreement with the

experimental data, especially Crossland and Fatemi Socie.

The fatigue strength of the peened material is mainly dictated by the surface roughness and the residual stresses [6, 10].

The effect of the surface roughness was taken into account by incorporating into the fatigue criteria the stress concentration

factor determined in [6] for a similar peening treatment. Residual stresses were treated as mean stresses superimposed to the

oscillating stresses caused by the external cyclic load. Specifically, the surface residual stress value and an equibiaxial stress

field were considered according to Ref. [6]. Figure 29.7b–d compare the predictions made by the three fatigue criteria with

the experimental results of the peened specimens subjected to pure tension, pure torsion and multiaxial loading, respectively.

It can be noted that the Crossland criterion gives the best fatigue life estimations with respect to Sines and Fatemi Socie

criteria. Moreover, material response under pure torsion is satisfactorily predicted over the entire life interval, whereas the

response under pure tension and multiaxial loading is overestimated in the low cycle regime, presumably due to relaxation of

the surface residual stress observed in these loading conditions at high stress amplitudes.

Fig. 29.6 SEMmicrographs of the fracture surfaces around the fatigue crack initiation sites in peened specimens. (a) pure tension (σa ¼ 190MPa,

Nf ¼ 5 � 105), (b) and (c) combined tension-torsion (τa ¼ 140 MPa, Nf ¼ 1 � 105)
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29.4 Conclusions

The multiaxial fatigue behaviour of unpeened and peened Al-7075-T6 alloy has been experimentally investigated exploring

fatigue lives comprised between 104 and 106 cycles. The following conclusions can be drawn:

1. Shot peening is an effective method to improve the fatigue endurance of Al-alloys. Dispersion in fatigue resistance is

greatly reduced by shot peening.

2. Surface residual stresses are nearly stable during the fatigue life, especially at low stress levels. Subsuperficial layers have

a larger tendency to residual stress relaxation if they are subjected to tension.

3. The Crossland multiaxial fatigue criterion can satisfactorily predict the multiaxial fatigue response of unpeened and

peened high-strength Al alloys under proportional loading.

a b

c d

Fig. 29.7 Comparison between experimental and calculated fatigue curves. (a) unpeened material under multiaxial loading. Peened material

under (b) pure tension, (c) pure torsion and (d) multiaxial loading
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Chapter 30

Quantifying Residual Strains in Specimens Prepared

by Additive Layer Manufacturing

A.N. Okioga, R.J. Greene, and R.A. Tomlinson

Abstract Residual stresses and strains are prevalent in many components, especially those that are made using additive

layer manufacturing. The residual strains are superposed onto any applied load, which in experimental analysis may lead to

inaccurate results. The manufacture of a component with known residual strains in all build orientations will enable it to be

tested in its green state with results similar to an annealed counterpart. This study has been conducted to explore the

relationship between the orientation build of the component, and its thickness in relation to the amount of residual strain it

contains. The samples tested are made using Objet FullCure720 RGD720, and have an incremental thickness in order to

determine the relationship between specimen thickness and residual strain. The test method used is photoelasticity, in which

three analytical methods are implemented – Tardy compensation, Null-balance compensation and six-step phase-stepping.

It was established that one of the build orientations possesses no residual strains, and the phase-stepping technique produces

the most accurate results. This comparative analysis will aid the development of a simplistic method for manufacturing and

testing components with minimal residual strains via additive layer manufacturing. Eliminating the need for post-processing

will therefore enable time and cost savings.

Keywords Additive layer manufacturing • Build specifications • Photoelasticity • Residual strains

Nomenclature

α Relative retardation

θ Isoclinic angle

σ Principal stress (MPa)

fσ Stress optic coefficient

in Light intensity

N Fringe order

t Through thickness of specimen (mm)

X, Y, Z Global axes of coordinates

30.1 Introduction

Additive layer manufacturing is a technique that consists of building a component in layers. It is very useful in industry as it

allows for the manufacture of intricate components in a rapid manner and reduces the waste material. Because of its high

levels of precision, it is also used to make lattices and meshes for low density components. In addition to this, the same
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component can be replicated with little effort, as, for some additive manufacturing processes the production machine is only

required to read a Computer Aided Design (CAD) file, so larger batches of the same component can be easily manufactured

to a high level of accuracy and similarity.

There are many different types of additive manufacturing techniques, depending on the materials used and the form in

which the raw materials are. Some of the processes that require a powdered raw material for manufacturing components are:

laser sintering – for thermoplastics and elastomers; laser melting – for alloys; and electron beam melting – specifically for

non-ferrous alloys [1]. For material deposition processes, wire extrusion and blown powder processes are utilised. However,

the most common process is 3D printing, which is widely accessible and relatively simple to use, as the designed component

provides the build information via a CAD file. 3-D printing is a quick and effective method of creating complex components

with precision, hence its use in this study. The 3-D printing process is suitable for creating prototypes for testing using

photoelastic techniques, as some plastics used in the printing process possess birefringent characteristics. It alleviates

the strenuous task of producing intricate moulds and casting, hence allowing for greater accuracy and efficiency in the

production and testing of the samples.

Conventionally, when additive manufacturing is used to create components, there is residual strain created in the

direction of build due to shrinkage during curing of the material, as shown in a study conducted by Quintana et al. [2].

This is not a major deterrent, as relatively simple heat treatment methods allow for the alleviation of these stresses. However,

the heat treatment process requires specific apparatus that may be inaccessible to the user. Additionally, most thermoplastics

have a degree of sensitivity to moisture absorption from the environment, therefore the characteristics of the sample may

change slightly and degradation in material properties could result from excessive exposure to the environment [3]. It is

therefore more time efficient and financially lucrative to allow for a procedure that will enable the testing of the component

in its green state i.e. directly after build without further post processing, and therefore the aim of this study is to perform a

quantitative procedure to determine the specific residual strains within a component that is manufactured via additive

manufacturing, and an analysis on build orientation is carried out to inspect the most suitable orientation of build for minimal

residual stresses.

30.2 Materials and Experimental Methods

The material selected for this study was Objet FullCure720, manufactured by Stratasys Inc. This material is transparent and

exhibits birefringence, therefore it is ideal for photoelastic studies. To initialise the manufacturing process, a CAD file is

created and loaded into the printer system as a .stl file, which will determine the geometry of the final product. The build

layer, which is the thickness of each layer that is used to create the component, is then selected, which dictates the intricacy

of the product, hence manufacture duration. The manufacturing process involves layering heated material onto a platform

with thicknesses in the order of microns. The head of the printer deposits material as it moves along the platform and once it

has completed the layer, it repeats the process layer by layer to eventually create the 3-D model designed in the CAD file.

A specimen was designed to fulfil the following objectives:

1. To investigate the variation of strain with an increase in specimen thickness;

2. To examine the effect that build orientation has on residual strain, with particular interest in obtaining a ‘strain-free’

orientation for simplicity in analysis;

3. To determine the effect of residual strains experienced in the component with respect to the build-up layer;

4. To measure the specimen thickness at which triaxial effects are present, which create distortions and inhibit clarity of

results.

The test components viewed as useful for the fulfilment of all these objectives were sets of staircase blocks (Fig. 30.1),

which have incremental thicknesses and could incorporate all the information, whilst providing the same build environment,

therefore minimising changes and anomalies that can be brought about due to differences in build conditions. The CAD

file created contained three different specimens in the three build orientations, where the point of interest regarding the

orientation was the through-thickness of the ‘step’. Due to the rigidity of a set build-up layer in the printer prior to

manufacture, two batches of the blocks were made consecutively – one with a build-up layer of 16 μm and the other with

32 μm.

To gain a measure of the residual strains, photoelastic methods were implemented, as they provide a quick and effective

visualisation of the strains experienced within the component. A circular polariscope was used, and this yields isochromatic

fringes. The stress optic law (Eq. 30.1) is then implemented to obtain the principal stress difference (σ1 � σ2):
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σ1 � σ2 ¼ Nfσ
t

(30.1)

where N is the isochromatic fringe order, fσ the stress optic coefficient and t the through-thickness of the birefringent

specimen [4]. Since this is an elastic situation, the strains can be inferred from the stresses. The three main analytical

techniques used are Tardy method, Null Balance Compensation and Phase-stepping. These are implemented for comparative

studies, in order to validate results and determine the most effective photoelastic method of the three for this particular

application.

The Tardy method is the simplest approach, as it only requires the use of the grey-field spectrum of the polariscope. The

analyser is rotated by a known angle and a specific point of interest monitored to view the changes in fringe order – this

enables fractional fringes to be determined, as the fringe moves by a known distance in the sample, and the rotation gives the

angle by which the change has occurred [4]. As this study involved samples with minimal residual stresses, it was found to

be more effective to study each ‘stair’ partition and rotate the analyser to a point at which the fringe appears. For greater

simplicity, monochromatic sodium light (λ ¼ 589.3 nm) was used, in order for the specific full fringes to be determined.

Null balance compensation is a quantitative method of obtaining point to point fringe readings within the polariscope [4]

using a Null Balance Compensator manufactured by the Vishay Measurements Group. This is an instrument used to

establish accurate fringe readings by introducing a variable birefringence with known calibration that is adjusted to cancel

out the refractive index of the specimen under observation. This is because the magnitude of birefringence of the null

balance compensator and specimen are equal in magnitude, but opposite in direction, resulting in a net birefringence of zero,

indicated by a black fringe. The adjustment is carried out using a dial, whose turning gives a specific counter reading and,

using the calibration chart that accompanies the compensator, fringe order is easily obtained, with respect to the counter

reading. Because there is a linear relationship between the counter reading and fringe order, it is also a simple way of

obtaining the fringe order, hence the strains within the component. However, the greatest limitation of this method is

the tedious analysis due to a point to point data acquisition, and at very low fringes, there is no clear distinction in the

determination of fringe order. It is therefore ideal for initial calibration, but a more robust analytical technique is required to

define the holistic strain state of the system.

Phase-stepping is the most appropriate method for studying the specimen, as it gives a full field automated analysis by

using images presented by the rotation of both the output quarter wave plate and analyser, which varies the light intensities

from the specimen. In this method, there can be up to eight light intensities used for analysis, making it an over deterministic

process, hence reducing the threshold of error. In this particular study, the implementation of the six step phase-stepping

process developed by Patterson, Ji and Wang [5] is implemented, with the orientations in Table (30.1) yielding simultaneous

Eqs. 30.2 and 30.3 that provided the formulae used to determine the isoclinic angle (θ) and relative retardation (α) from the

different light intensities (in). Relative retardation is related to fringe order using Eq. 30.4.

Fig. 30.1 CAD drawings of the mutually perpendicular staircase blocks with (a) the build orientations specified by the global coordinates x, y and

z and (b) the orthogonal drawings to show build variation with respect to the orientations
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θ ¼ 1

2
tan�1 i5 � i3

i4 � i6

� �
(30.2)

α ¼ 1

2
tan�1 i4 � i6

i1 � i2ð Þcos2θ
� �

(30.3)

α ¼ 2πN (30.4)

Three build orientations are being investigated (Fig. 30.1), therefore the staircase blocks are observed in the plan and side

views (Figs. 30.2, 30.3, and 30.5). This allows the stress differences, as shown in Table 30.2, to be calculated.

Six blocks were manufactured – three blocks of each build layer, each built in a specific orientation as shown in Figs. 30.1

and 30.2, with dimensions shown in Fig. 30.2b.

30.3 Results

An initial visual inspection was carried out in the circular polariscope in dark field configuration, as shown in Fig. 30.3.

In order to present a clear contrast in the resulting fringe orders and allow for the same conditions throughout the analytical

process, the staircase blocks were separated into their build-up layer categories, and stacked on top of each other, with the

thinnest through-thickness at the farthest left in both set-ups.

From visual inspection, it is seen that there is an increase in fringe order as the through-thickness of the specimen

increases. This is mostly evident in blocks 2 and 3, which display significant fringe orders. Therefore an increase in

transmission length gives a higher fringe order, because the light has a further travelling distance and therefore retardation –

hence the difference in refraction is greater, when we consider that the difference in principle stresses remains constant

(Eq. 30.1).

It is also evident that the build orientation is highly significant if residual strains are to be alleviated. As shown in

Fig. 30.3, the blocks built in the z-direction have negligible residual strain when the through-thickness is viewed – they

display dark fringes throughout all the thicknesses. This allows for the testing of a component in its green state – depending

on the thickness. However, as the thickness increases, the black fringes appear to be slightly lighter, which signifies that

there is some residual strain in the component at a thickness above the optimal thickness. As thickness increases, there tends

to be a slight change in residual strain, although not as significant as in the other build directions. Using this method, it is

more evident to discern the changes in fringe order, hence select a suitable range of thicknesses, in this case below 15 mm.

It is also seen in Fig. 30.3 that there is a similarity between the X and Y build orientations, with the variation increasing

with a change in through-thickness. This could be useful when constructing components whose loading information is

required in two directions. As identified in Fig. 30.4, the residual stress from a side profile changes significantly, showing

blocks 2 and 3, built in orientations x and y (Fig. 30.1) now possess virtually no residual strains. The stacking arrangement is

still the same as in Figs. 30.2 and 30.3, with the exception of block 2 (central block) being inverted for balancing purposes.

However, the results still harmonize with block 3.

It has also been established that the finer the build-up layer, the greater the residual strains experienced in the component.

Referring to Figs. 30.3 and 30.4, the blocks with a build-up layer of 16 μm (left) had the greater possession of residual strains

in comparison to those with the build-up layer of 32 μm. To confirm this, null balance compensation was implemented to

Table 30.1 Orientations for the output elements in the implementation of the six-step phase-

stepping technique developed by Patterson, Ji and Wang: with the equations. yielding the

isoclinic angle Eq. 30.2, retardation Eq. 30.3 and fringe order Eq. 30.4 [5]

Intensity Output λ=4 plate orientation Analyser orientation

i1 0 π=4
i2 0 � π=4
i3 0 0

i4 π=4 π=4
i5 π=2 π=2
i6 3π=4 3π=4
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Fig. 30.2 The staircase blocks in their orientation of manufacture, in relation to Fig. 30.1 (a) Staircase blocks in their build orientation, and

(b) dimensions of the staircase blocks (mm)

Fig. 30.3 Dark-field fringe information of the staircase blocks for the build-up layers, 16 μm (left) and 32 μm (right) The blocks are stacked on top
of each other in the order block 1(top), block 2 (centre) and block 3 (bottom) and viewed in the Z direction – from the definitions in Fig. 30.1
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determine the specific variation (shown in Fig. 30.5). When a smaller build-up layer is implemented (closed symbols), there

are more partitions in the component that undergo curing and therefore there is greater shrinkage in the component, leading

to greater residual strains.

Because it has been established that the blocks with the 16 μm build-up layer possessed greater residual strains, those with

the 32 μm build-up layer were analysed to complete a comparative analysis between the three named photoelastic methods

that tests for their performance at low strains. The results yielded when all methods are compared numerically indicate that at

Fig. 30.5 Numerical results of the Null Balance Compensation for the test specimen as labelled in Table (30.2), showing evidently that build

orientation 1 is ideal as it contains minimal residual stresses when viewed in the Z direction

Fig. 30.4 Dark-field fringe information of the side profile of the staircase blocks for the build-up layers, 16 μm (left) and 32 μm (right) In this case,
the blocks are being viewed in the X-Y plane which yields residual strain in block 1, as the staircase build layers are stacked in this plane, causing

the shrinkage of the block to be most prominent

Table 30.2 Nomenclature of blocks for analysis, related to orientation and build layup, as shown in

Fig. 30.2

Block number Definition

11 16 μm build-up layer for block 1 (σx � σy)
12 16 μm build-up layer for block 2 (σx � σz)
13 16 μm build-up layer for block 3 (σy � σz)
21 32 μm build-up layer for block 1 (σx � σy)
22 32 μm build-up layer for block 2 (σx � σz)
23 32 μm build-up layer for block 3 (σy � σz)
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very small specimen through-thicknesses, there exists a wide margin error between all three photoelastic techniques, as

represented graphically in Fig. 30.6. This resulting margin is especially true for the Tardy method, which, as indicated, has

the greatest variation from all the other methods. Also, the phase-stepped values of the second ‘stair’, in both samples 22 and

23 have an anomalous result, which will be investigated further. If these two points are discounted, the resulting plots

relating through thickness to normalised fringe order is consistent with the null balance results. The reason for this is that

once the thickness has been normalised, there should be consistency in the fringe order throughout the specimen. However,

at thicknesses above 10 mm, the residual strain has greater consistency through all the methods, and, therefore, from this

analysis, it is suggested, if utilising the Tardy method with any of the others for comparative analysis, the specimen thickness

should be no less than 10 mm if residual strains are to be quantified, rather than annealed whilst viewing specimen in all three

dimensions.

Fig. 30.6 Numerical results

comparing the three analytical

methods for the 32 μm
staircase blocks (a) 21, which

allows the identification of

low values of N, (b) 22 and

(c) 23, which display similar

results indicating that there

are relatively uniform residual

strains through the thickness,

especially at through-

thicknesses above 10 mm

when all methods are utilised
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Nevertheless, as shown in Fig. 30.6a, the phase-stepping result indicates that if an orientation, such as that which was used

to manufacture block 21, is being used to create a component and one direction of view is the sole interest, it is more

advantageous to work with through-thicknesses below 15 mm. From visual inspection via Tardy Method and Null Balance

Compensation, the orientation yields zero residual strain. However, when phase-stepping is implemented, it is seen that

residual strains are present – although the normalised fringe order is approximately 0.01 fringe/mm for a range of through-

thicknesses, but it changes greatly at a thickness above 15 mm. This is a possible indication that there are triaxial effects

causing distortion if the component produced has a through-thickness above 15 mm.

30.4 Conclusion

In this application, it has been established that it is possible to test a material in its green state after 3D printing, as, if the

component is built in a specific orientation (in this case, Z direction), when analysed for residual stresses, they are negligible.

This implies that loads can be applied in that direction to the material, and the residual stresses will not superpose any

information onto the results. However, it was also recognised that this is true for a narrow thickness range, between 10 mm

and 15 mm, and for a thorough analysis, it is best to apply a digital photoelasticity technique, such as phase stepping, as it

allows for greater accuracy, as there is no element of human judgement in the determination of the residual strains

experienced in components built via 3D printing.
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Chapter 31

Parameter Determination of Anisotropic Yield Criterion

Jin-Hwan Kim, Frédéric Barlat, and Fabrice Pierron

Abstract The present study aims at identifying all the anisotropic elasto-plastic material properties from simple uniaxial

tension tests performed in two directions on steel sheet specimens having a complex geometry. A digital image correlation

technique is used for the full-field heterogeneous strain measurement. An appropriate elasto-plastic constitutive model is

adopted. The virtual fields method (VFM) is used as an inverse procedure to determine the constitutive parameters, which

are calculated using tensile test results obtained in rolling and transverse directions.

Keywords Optical method • Inverse method • Plasticity • Anisotropy • Advanced high strength steel

31.1 Introduction

Finite element analysis of metal forming is widely used in industrial practice to reduce time and costs in production. The

accurate determination of the elasto-plastic material properties of sheet metal is essential in providing reliable input in

metal forming analysis. Prior thermo-mechanical processing of sheet metal induces directional properties on the material.

To characterize the anisotropic plastic properties, several tests need to be performed. For instance, for the well-known stress-

based Hill 1948 model (plane stress state) [1] and Yld2000-2d model [2], four tests (three uniaxial tensile tests at 0�, 45� and
90� from the rolling direction and one biaxial tensile test) are required to derive the coefficients. This makes the

identification procedure time consuming and costly.

In this study, a new methodology is applied to identify the anisotropic yield function coefficients with reduced number of

uniaxial tensile tests. Especially, the expensive biaxial tensile test is not needed for the identification, which is a big

advantage in a practical point of view. In order to derive the anisotropic coefficients, simple tensile tests of thin sheet metal

specimens having a complex geometry are performed to acquire sufficient heterogeneous stress information. Full-field

logarithmic strain fields are measured through a digital image correlation technique. Then, an appropriate constitutive

model, which describes the anisotropic behavior adequately, is chosen. To determine the constitutive parameters, here the

necessity of an analytical tool arises. In this study, the virtual fields method (VFM) is used for an inverse identification of

the plastic material parameters from the heterogeneous stress state. In this paper, the methodology is introduced and

validated on a virtual test, using finite element simulations. Next, the proposed methodology is applied to identify the

anisotropic parameters of Hill 1948 yield criterion using experimental measurements.
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31.2 Methodology

31.2.1 Materials

An advanced high strength steel (AHSS) sheet, Dual Phase (DP) 780, is selected in this study. DP steels exhibit high

strength, high strain hardening and good ductility, making those versatile for many automotive applications.

31.2.2 Stereo Digital Image Correlation

The full-field measurement technique applied here is the stereo digital image correlation (SDIC), which is a 3D version of

the digital image correlation (DIC) [3]. In DIC, the area of interest (AOI) is composed of many small correlation windows

(subset, facet). The grayscale intensity distributions of all the subsets in undeformed and deformed stages are correlated,

allowing the measurement of 2D coordinates of each subset during deformation. SDIC utilizes two cameras with different

incidence angles for the calculation of 3D coordinates of each subset. The SDIC set-up is shown in Fig. 31.1.

Two 2448 � 2048 pixels 14 bit CCD cameras are used for SDIC. In order to use DIC, a speckle pattern is required on the

AOI of the surface where the full-field displacements are measured. A random pattern is made by spraying matt white paint

as a base and black dots are applied as seen in Fig. 31.1. Before loading a steel sheet specimen, a reference (undeformed)

image is recorded and sets of pictures at a constant acquisition rate are taken simultaneously by the two cameras.

Synchronized load data is obtained from the analog output of the tensile tester when images are taken. In this study, the

Vic-3D software (www.correlatedsolutions.com) is used for the calculation of undeformed and deformed coordinates of

AOI from the speckle pattern images.

31.2.3 Logarithmic (True) Strain

Next, the deformation gradient is obtained from the undeformed and deformed coordinates of each measurement data point

following the analytical procedure (interpolation method) used in [4] and the theory of finite deformation. The whole AOI is

meshed with triangular elements. Then, the deformation gradient F in each triangle can be calculated assuming a plane stress

state and incompressibility (det(F) ¼ 1). Then the Logarithmic strain tensor Eln is derived from the deformation gradient F

through the left stretch tensor V (V2 ¼ FTF) as in Eq. 31.1 [5].

Fig. 31.1 Views of stereo image correlation set-up
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Eln ¼
X3
α¼1

ln λαð Þrα � rα (31.1)

where λα and rα are the eigenvalues and eigenvectors of the left stretch tensor V.

31.2.4 Constitutive Model

It is essential to choose an appropriate constitutive model which can describe the plastic behavior in order to derive accurate

stress fields from the measured strain fields. In this study, Hill 1948 yield criterion for anisotropic material under plane stress

is assumed as an initial study. The associated plasticity flow rule and Swift hardening law are used.

Hill 1948 yield criterion (plane stress):

Φ σij; εp
� � ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðH þ GÞσ2xx þ ðH þ FÞσ2yy � 2Hσxxσyy þ 2Nσ2xy

q
� σsðεpÞ ¼ 0 (31.2)

Swift law:

σs ¼ K ε0 þ εp
� �n

(31.3)

where σs is the current yield stress and εp the equivalent plastic strain. In this case, the number of parameters to be identified

is six (H, F, N, K, ε0 and n) becauseH + G ¼ 1 (from the condition that the initial yield stress in the rolling direction is equal

to the initial yield stress in a simple tensile test).

31.2.5 The Virtual Fields Method

In this study, the virtual fields method (VFM) [6] is adopted to process the deformation fields obtained experimentally for the

identification of the constitutive parameters. The VFM is based on a relevant use of the equilibrium equations through the

principle of virtual work. The equilibrium equation in the case of elasto-plasticity for static loading, and in absence of

volume forces, can be written as follows:

�
ð

V

ðt

0

_σdt

2
4

3
5 : ε�dV þ

ð

Sf

T:u�dS ¼ 0 (31.4)

where _σ is the stress rate which is a function of _ε (actual strain rate), σ (actual stress) and unknown constitutive parameters,

V the measurement volume, T the surface tractions acting on Sf, ε* the virtual strain field derived from u* (the virtual

displacement field).

Proper choice of virtual fields enables the identification of material parameters if actual strain and load information are

provided by the experiment. In the case of elasto-plasticity, the identification is performed through an iteration procedure [7].

Since the constitutive parameters in the stress formula are unknown, initial values are estimated for the identification. The

quadratic gap between the internal virtual work and the external virtual work is minimized, leading to identification of

unknown parameters. In this study, virtual fields are defined empirically for the identification, which means that the virtual

fields are chosen by trial and error using simulated data. The virtual fields providing the most robust identification are

determined. These virtual fields are then kept for the identification with the actual experimental data. The virtual fields

selected in this study are shown in Eq. 31.5.

u�x ¼ sinðyÞ; u�y ¼ y (31.5)
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31.3 Results and Discussion

31.3.1 Numerical Validation

To validate the proposed approach, simulated measurements were produced using the Abaqus software. The initial step was

to find the geometry, which can provide the most heterogeneous stress state. Various geometries were investigated using von

Mises yield criterion with linear hardening. Plane stress state was assumed. The specimen configuration chosen in this study

is shown in Fig. 31.2a and the heterogeneous stress components at each measurement point obtained with this geometry are

plotted in the principal stress space as shown in Fig. 31.2b. The next step was to identify the anisotropic material parameters

using the VFM. Hill 1948 yield criterion with Swift hardening law under plane stress was assumed. The same identification

process used in the experiments was applied to the identification using the simulated data. To obtain similar number of

measurement points as in the experiments, very fine mesh size was applied first. Three nodes triangular shell elements were

used. After obtaining the undeformed and deformed coordinates of simulated measurement points, the whole AOI was

meshed with triangular elements. Then, the logarithmic strain fields of the AOI were calculated and the VFM was applied to

find the material parameters.

It was found that there is only one global optimum in the case of von Mises yield criterion with linear hardening (the

number of parameters: two). However, there exist many local optima with Hill 1948 yield criterion with Swift hardening law

(the number of parameters: six). Only when the initial guesses were close to the reference values, which were input in the FE

simulations, all the parameters were identified correctly. Therefore, it was decided to combine two tensile tests in two

different directions, one in the rolling direction and the other in the transverse direction. Interestingly, the VFM retrieved all

the constitutive coefficients within tolerable small errors regardless of the initial guesses in this case.

31.3.2 Experimental Results

Tensile tests in two different directions were carried out as recommended from the FE simulation. Fig. 31.3 shows the three

logarithmic strain fields of the DP780 specimen obtained from the tensile test in the rolling direction. The direction y is the

rolling direction and the direction x the transverse direction. The nicely distributed strain maps indicate that the alignment of

the specimen and the full-field measurement quality with DIC are very satisfactory.

In Table 31.1, the identified parameters by the VFM with two tests are compared to the reference values obtained with the

conventional methods (three uniaxial tensile tests at 0�, 45� and 90� from the rolling direction and one biaxial tensile test).

It can be seen that the identified values by the VFM and the previous data are in reasonably good agreement. Slight

Fig. 31.2 (a) Specimen

geometry (units: mm) (b)

heterogeneous stress state
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deviations of H and F parameters are mainly because the biaxial information is a bit insufficient. It is considered that this can

be improved if one more tensile test result in 45� direction is provided to the VFM. It can be concluded that the identification

of all anisotropic plastic parameters is feasible only when the tests can provide sufficient heterogeneous information for the

yield locus.

31.4 Conclusions

The present study took full advantage of the combination of the VFM and the full-field measurement technique with the

simple tensile tests in order to determine the anisotropic plastic properties of Hill 1948 yield criterion of an advanced high

strength steel specimen. Identification was successfully carried out with the VFM and the full-field measurements. The

current approach will be applied to more sophisticated yield criterion such as Yld2000-2d model in the future. In this case,

due to the increased number of parameters to be identified, more attention should be paid on selection of the virtual fields and

on the optimization algorithm.
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Fig. 31.3 Heterogeneous

logarithmic strain fields

of the DP780 specimen

Table 31.1 The identified parameters by the VFM

K ε0 n H F N

Reference 1,267.91 0.000094 0.1391 0.4951 0.4967 1.5242

Identified 1,182.58 0.0024 0.1478 0.6516 0.4207 1.5110
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Chapter 32

Performance Assessment of Inverse Methods

in Large Strain Plasticity

Marco Rossi, Marco Sasso, Gianluca Chiappini, Dario Amodio, and Fabrice Pierron

Abstract The Virtual Fields Method (VFM) is an inverse method which allows to identify the constitutive parameters of

materials from full-field measurements. The method relies on the principle of virtual work and, traditionally, is mainly used

to characterize the material properties. Nonetheless the VFM can also be used as an inspection tool to compare constitutive

models or experimental configurations. For instance, it can be adopted to compare different constitutive models in order to

find out which one is more suitable to describe the mechanical behaviour observed during an experiment. In this paper this

idea is applied in the case of large strain plasticity. A sensitivity study was conducted to evaluate how the specimen geometry

and the texture orientation influence the identification of the constitutive parameters. Then the method was used to compare

the performances of three constitutive models in reproducing the plastic behaviour of a given material. The studied models

are isotropic von Mises, Hill48 for normal and planar anisotropy. The work was conducted on simulated data.

Keywords Plasticity • Inverse method • Virtual fields method • Benchmark • Anisotropy

32.1 Introduction

A large number of plasticity models are nowadays available to describe the plastic behaviour of metals. These models try to

reproduce the complex phenomena which occurs in plasticity, e.g. anisotropy, kinematic hardening, void growth etc.

Starting from the classical von Mises plasticity theory, many other models have been developed, for instance Hill48 for

anisotropic plasticity [1], the Yld2000-2d model proposed by Barlat et al. [2] which has been extended in [3], Vegter and van

den Boogaard [4] used a piecewise description of the yield locus using Bézier splines, Bai and Wiezbicki [5] included the

dependence on the third stress invariant.

In practical engineering applications, the choice of a suitable theoretical model plays an important role. Indeed an

advanced model usually requires a more complex identification procedure and also the implementation in FE codes will be

more complicated. It is useful, in this case, to have a benchmark procedure that allows to have simple indications on which is

the best solution.

The virtual fields method (VFM) is an identification procedure used to identify the constitutive parameters in materials [6].

This method has been used in many applications [7] in particular in the plasticity fields several papers have been already

published. One of the advantages of the VFM compared to other methods, as the FE model updating [8], is the computation

time which is commonly very low since no FE computations are involved in the identification algorithm.
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For this reason the VFM represents a suitable benchmarking tool, indeed, in a reasonably short amount of time many

different constitutive models can be compared. Here, the experimental test is aimed to select the appropriate constitutive

model rather than to identify the parameters of an a priori chosen constitutive model. The idea will be explained in this paper

using simulated experiments.

Once the constitutive model is chosen using this technique further tests can be conducted to have a correct identification.

32.2 Theoretical Background

The VFM can be applied to many applications, the complete theory is detailed in [6]. Here, in particular, the VFM is applied

to plasticity at large deformations. The procedure consists in the minimization of a cost function which represents the

equilibrium equation written using the principle of virtual works. Dealing with large strains, the finite deformation theory

has to be employed to compute stress and strain. Let us denote Ψ the cost function and ξ ¼ {p1,p2,. . .,pN} a vector of the N
constitutive parameters which have to be identified. It follows:

Ψ ðξÞ ¼
XNvf

i¼1

XNstep

j¼1

ð

V

T1PK
j : δF�

i dv�
ð

@V

T1PK
j n

� �
� δvi dS

����
���� (32.1)

T1PK is the first Piola-Kirchhoff stress tensor, δv is a virtual displacement field defined by the user, δF• is the corresponding

virtual displacement gradient tensor, V is the volume of the specimen in the zone of interest, ∂V is the boundary surface and

n is the surface normal in the undeformed configuration. The cost function is computed for each measurement step of the test

and for each defined virtual field. Nstep and Nvf are the number of measurement steps and adopted virtual fields, respectively.

The first integral of Eq. 32.1 can be viewed as the virtual work of the internal forces and the second one as the virtual work of

the external forces. The stress is computed using the first Piola-Kirchhoff stress tensor, i.e.:

T1PK ¼ det Fð Þ σF (32.2)

where σ is the Cauchy stress tensor and F the deformation gradient. The Cauchy stress tensor is obtained from the strain field

measured in the specimen surface using a full-field measurement technique. The constitutive model is used to pass from

strain to stress, therefore the Cauchy stress is a function of the constitutive parameters ξ. According to the VFM, the

parameter vector ξ is iteratively varied by a minimization algorithm in order to find out the best set of parameters which

minimize the cost function of Eq. 32.1. The procedure is discussed in depth in Rossi et al. [9] where the theoretical approach

is presented for a general three-dimensional state of stress.

Such a method can be adapted to different plasticity models. In this paper three of them have been used, the standard von

Mises plasticity, the Hill48 model for normal anisotropy and the Hill48 model for planar anisotropy [10]. The equivalent

stress for von Mises is:

σeq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σx2 � σxσy þ σy2 þ 3τxy2

q
(32.3)

for Hill48, in case of normal anisotropy:

σeq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σx2 � 2R

1þ R
σxσy þ σy2 þ 2ð1þ 2RÞ

1þ R
τxy2

r
(32.4)

where R is the Lankford parameter [11]. In case of planar anisotropy, the equivalent stress becomes:

σeq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðgþ hÞσx2 � 2hσxσy þ ðf þ hÞσy2 þ 2nτxy2

q
(32.5)

where f, g, h and n are parameters which can be computed from the Lankford parameter at different orientations. If we

assume that the equivalent plastic strain σeq is equivalent to the yield stress in the rolling direction, i.e. 0�, it can be shown

that [12]:
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g ¼ 1

1þ R0

; f ¼ 1

1þ R90

; h ¼ R0

1þ R0

; n ¼ 1

2
þ R45

� �
1þ R0

R90

� �
g (32.6)

Where R0, R90 and R45 are the values of the Lankford parameters measured at orientation 0�, 90� and 45� respectively. The
same hardening law was used for the three models, i.e. the Swift law [10]:

σeq ¼ Kðpþ ε0ÞN (32.7)

where σeq is the equivalent stress of Eqs. 32.3, 32.4, and 32.5, p is the equivalent accumulated plastic strain and K, ε0 and N
are the parameters to be identified. Summarizing, the number of parameters for the different models are listed in Table 32.1,

the three models have an increasing complexity with 3, 4 and 6 parameters. From a practical point of view, the choice of the

Hill48 model for planar anisotropy requires at least three tests in three different directions to evaluate the six parameters.

In the following sections it is shown how the VFM can be effectively used to choose the most suitable model for a given

application.

32.3 Validation on Simulated Data

The procedure was tested using strain fields coming from a FE model. The FEM results and the used geometry are illustrated

in Fig. 32.1. The geometry is a simple notched specimen. Such geometry is rather easy to manufacture from sheet metal

specimens and it is often used to identify the material properties, also in plasticity [12]. The material orientation is such that

the 0� is oriented with the tensile direction that is the vertical direction (y) in this case.

The strain fields illustrated in Fig. 32.1 look quite heterogeneous, however, unfortunately, the stress components activated

during the test does not vary significantly. Indeed, in order to maximize the effectiveness of the VFM procedure, the

experiment should generate an heterogeneous stress/strain field which cover a large set of stress/strain states. In Fig. 32.2, the

stress components obtained during the simulated test, normalized with respect to the equivalent stress, are illustrated.

From Fig. 32.2 it turns out that only a small part of the stress space is covered with the used experiments. More effective

geometries can be evaluated in future studies. The benchmark is performed using three imaginary materials, one isotropic,

one with normal anisotropy and one with planar anisotropy. The used parameters reproduce the behaviour of steel sheet

metals Table 32.2.

For each material, the VFM was applied using the three plasticity models. At the end of the minimization procedure the

value assumed by the cost function is used as benchmark value to identify the best model. It is worth nothing that, in this

case, the focus is not on the accuracy of the identified parameters, but on the possibility of using a simple test to choose the

best constitutive model.

Two virtual fields were used in the evaluation of the cost function of Eq. 32.1, that is:

δv1 ¼
δvx ¼ 0

δvy ¼ y=L

(

δv2 ¼
δvx ¼ x

W

yj j � Lð Þ
L

δvy ¼ 0

8><
>:

(32.8)

Table 32.1 Parameters

to be identified
Plasticity model Parameters #

Von Mises K,ε0,N 3

Hill48 for normal anisotropy K,ε0,N,R 4

Hill48 for planar anisotropy K,ε0,N,R0,R90,R45 6
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Fig. 32.1 Specimen geometry and computed strain fields, εxx, εyy and εxy, respectively

Fig. 32.2 Stress components obtained with the used notched specimen. The stress components are normalized with respect to the equivalent

stress σeq

Table 32.2 Materials used

in the FE model

Material

Input parameters

K ε0 N R/R0 R45 R90

[MPa]

Isotropic 1,000 0.02 0.5 – – –

Normal anisotropy 1,000 0.02 0.5 1.8 – –

Planar anisotropy 1,000 0.02 0.5 1.8 1.1 2.5
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L is the semi-length of the inspected area and W is the semi-width of the middle section. The coordinate system is chosen

such as the origin is placed at the centre of the specimen. The virtual work of the external forces for the two virtual fields is:

ð

@V

T1PK
j n

� �
� δv1 dS ¼ 2fj (32.9)

ð
@V

T1PK
j n

� �
� δv2 dS ¼ 0 (32.10)

where fj is the total tensile force at increment j. The results are illustrated in Fig. 32.3 in terms of comparison between the

internal and external virtual work for the three considered materials. In Table 32.3 the results in terms of final value of the

cost function is shown. In Table 32.4 the identified parameters in the different benchmark tests is listed.

When an isotropic material is used, the cost function is almost the same using the three models. In this case it is obviously

more convenient using the simple von Mises model with three parameters. In case of normal anisotropy the cost function value

obtainedwith the vonMisesmodel ismuch higher than the other twowhich are very similar. This is clear also from the graphs of

Fig. 32.3. When a material with planar anisotropy is used, a large difference is observed between vonMises and the Hill models

however, in this case the cost function using the Hill-normal model is eight times larger than the one used the Hill-planar model.

Fig. 32.3 Comparison between internal (IVW) and externale (EVW) virtual work in the three investigated material at the end of the identification

procedure
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The distinction between normal and planar anisotropy is more difficult to individuate, this is probably due to the specimen

geometry which generates a stress/strain field not very heterogeneous, see Fig. 32.2.

The interesting outcome of this study is that, looking at the identified parameters of Table 32.4 the benchmark is effective

even if the VFM procedure is not able to correctly identify the parameters.

32.4 Conclusions

In this paper a benchmark procedure to choose the best plasticity model for a given application is presented. The procedure

relies on the cost function obtained using the VFM. The low computational cost of the VFM allows to compare many

different models in a reasonable amount of time. The procedure has been tested on simulated experiments. The chosen

experiment is tensile test on notched specimens which produce a moderate heterogeneous stress/strain field. Using the

described procedure it is possible individuate the best model even though the VFM procedure is not able to correctly identify

the constitutive parameters. This shows the potentiality of the proposed procedure for testing applications, however the test

geometry should be optimized and the procedure should be validated on real experimental cases.
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Chapter 33

Optical: Numerical Determination of the Flow Curves

of Anisotropic Steels and Failure Prediction

G. Mirone

Abstract A combined experimental – numerical method is presented here for the stress–strain characterization of ductile

anisotropic metals.

The experimental side of the method is based on the simultaneous video acquisition of tensile round bars from two

different angles, for determining the true stress-true strain curves of highly anisotropic ductile metals.

Then the material-independent MLR correction, derived in previous works from numerical simulations of tensile tests

with many different metals, is applied to the experimental true stress- true strain curve, so obtaining an accurate post-necking

flow curve of the material.

The proposed procedure is applied to tensile specimens of an X100 steel for piping, machined with different notches

along different orientations within a rolled plate cut from a large size pipe.

The flow curves and the Hill parameters identifying the behavior of the X100 steel are derived by applying the proposed

procedure to the tests of smooth specimens alone; the experiments with notched specimens are then simulated by finite

elements, using as input the material data from smooth bars. The experimental – numerical comparison evidences the

accuracy of the whole material data used and, in turn, the suitability of the proposed procedure.

Finally, the Bao-Wierzbicki damage model is implemented in a subroutine ran together with a new series of FE analyses,

obtaining failure predictions very close to experiments.

Keywords Damage • Fracture • Anisotrpopy • Necking • Triaxiality

33.1 Introduction

The stress–strain characterization of anisotropically plastic metals is based on the experimental derivation of two series of

stress–strain data: the hardening curve, defining the evolving size and position of the yield surface as the plastic strain flows, and

the parameters defining the shape of the yield surface. Both these series of data are defined according to the yield criteria adopted.

While for soil-like and pressure-dependent granular materials the yield surface is a tapered cylinder (variable cross

sections), [1–3], for metals it is not yet completely clarified whether or not the hydrostatic stress affects the elastoplastic

stress–strain response and, then whether or not the cross section of the yield surface is constant or not.

The effect of the second stress invariant is just taken into account by the isotropic and kinematic hardening functions,

while the effect of the third stress invariant, causing non-circularity of the cross-section of the yield surface, is modeled by

various models for plastic “induced” anisotropy [4–6]. In this paper we deal with a highly anisotropic X-100 steel for piping

whose anisotropy is mainly due to rolling and cold-forming of the pipe sheet, so the Hill model for plane stress-induced

anisotropy is adopted.

Whatever anisotropy model is used, the hardening curve must be derived from experiments in which the evolving cross

section and load are acquired. The true curve obtained in this way must be then postprocessed in the post-necking strain

range, for eliminating the effect of neck-induced triaxiality on the load/area ratio, and finally obtaining the real hardening

curve [7–11].
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Due to the remarkable anisotropy the cross section of the round bar specimens loses its circularity very soon after the first

yielding, and becomes a very flat ellipse at the test end, so, the usual optical techniques for acquiring the true curve in the

post necking range cannot be used anymore; here a method is presented for overcoming this obstacle.

Once the true curve is obtained with the new procedure proposed, the post-necking correction method developed in [12]

for isotropic-plasticity materials, is implemented here also for the highly anisotropic X100 steel.

The anisotropy material constants are derived partially from experiments with smooth specimens machined along

different orientations, partially from reverse-engineering methods helped by finite elements simulations.

The quality of the material characteristic data so obtained is evaluated by simulating other experiments, different from

those used for the characterization. As closely are simulated the non-characterization tests, as better the material data is.

Then also the ductile damage is modeled according to various damage models, for predicting failure initiation; again, the

comparison of the failure predictions with experiments indicates how accurate are the models implemented.

The effect of triaxiality in determining/accelerating failure is modeled as in the Wierzbicki approach [13–16], while the

effect of the Lode angle (or the third stress invariant) on failure is modelled in a different way based on various other

viewpoints [17–23].

33.2 Stress–Strain Characterization of Anisotropic Materials by Tension Tests

The true stress – true strain curve, simply named “true curve”, takes into account for the large strains and the cross section

decrease occurring in the tensile specimen:

σTrue ¼ F

A

εTrue ¼ Ln
A0

A

� �
(33.1)

As the specimen deforms uniformly and maintains its constant cross section, the data in Eq. 33.1 is equal to the equivalent

stress necessary for characterizing the elastoplastic stress–strain response of isotropic metals:

σTrue ¼ F

A

εTrue ¼ Ln
A0

A

� �
(33.2)

Where F is the current load, A0 is the initial cross section and A is the current cross section.

If the tensile round specimen is made of isotropic materials, then the cross section can be determined by simply measuring

the radius (A0 ¼ π a0
2, and A ¼ π a2), but if the material is not plastically isotropic, then the specimen cross section after

yielding can be considered elliptical, with semiaxes a and b.

σTrue ¼ F

π � a � b
εTrue ¼ Ln

a0
2

a � b
� �

(33.3)

Then, both a and bmust be determined from experiments, and in Fig. 33.1 is depicted the scheme for explaining how such

a task can be accomplished.

Two cameras acquire video sequences of the evolving specimen shape from two different sight lines, in principle at

random angles.

Assuming that the distances between each camera and the specimen is much greater than the cross section size, follows

that the sight lines r2 are parallel each other and to the axis of camera 1, as well as the r2 lines are parallel each other and to
the axis of camera 2.
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Each couple of dashed parallel lines defining an apparent diameter can be described by Eq. 33.4 below:

yi ¼ �qi þ mi � x (33.4)

where

mi ¼ TanðαiÞ
qi ¼ di

2 � CosðαiÞ

8<
: (33.5)

with the subscript i ¼ 1, 2 referring to data from the first or the second camera, respectively.

The elliptical cross section can be represented by the following equation:

x2

a2
þ y2

b2
¼ 1 (33.6)

so the points P1 and P2 can be obtained as intersections between axes (33.4) and the ellipse (33.6).

Generally, the intersection between an axis and an ellipse lying on the same plane consists of two points; by coupling the

equations of an ellipse with that of a line, the following equations are derived, returning the x coordinates of the two

intersection points:

xi ¼
a2diSecðαiÞTanðαiÞ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4a2�b4 � a2�b2di2SecðαiÞ þ 4a4b2TanðαiÞ2

q

2 � b2 þ a2TanðαiÞ2
� � (33.7)

if the intersecting axes are r1 and r2 in Fig. 33.1, the two intersection points for each axis degenerate in a single tangent point
like P1 and P2 and the terms under square root in Eq. 33.7 must vanish: this condition gives a new equation for each video

camera:

4a2�b4 � a2�b2d12Secðα1Þ þ 4a4b2Tanðα1Þ2 ¼ 0

4a2�b4 � a2�b2d22Secðα2Þ þ 4a4b2Tanðα2Þ2 ¼ 0

(
(33.8)

By solving the coupled Eq. 33.8, the final expression for the semiaxes is obtained:

a ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d1 � Secðα1Þð Þ2 � d2 � Secðα2Þð Þ2

4 Tanðα1Þ2 � Tanðα2Þ2
� �

vuut

b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d1 � Secðα1Þð Þ2 � Tanðα1Þ2 � a2

q

8>>>><
>>>>:

(33.9)
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Fig. 33.1 Elliptical cross

section and cameras setup
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So three experimental measurements (the two apparent diameters d1, d2 together with the angle α between camera

mountings and main anisotropy axis), are sufficient for deriving the cross section of tensile specimens made of anisotropi-

cally yielding metals. And the knowledge of the current cross section together with that of the current load allow to easily

calculate the true curve through Eq. 33.3.

Given that the anisotropy directions do not change nor rotate during a tension test, α can be measured only once at the test

end, before the specimen halves are removed from their fixtures.

The proposed procedure can be applied to round tension specimens machined along any orientation, with smooth or

arbitrarily notched shapes.

For the induced anisotropy is adopted the Hill 48 yield criteria,

f ð~σÞ ¼ a1 � ðσy � σzÞ2 þ a2 � ðσx � σzÞ2 þ a3 � ðσx � σyÞ2
þ 3 � a4 � τyz2 þ 3 � a5 � τxz2 þ 3 � a6 � τxy2 � σEq�ISO

2 (33.10)

and, given that the strain history generating the material anisotropy is mainly of the plane-stress type (rolling and cold

working of pipes metal sheet), the Hill 48 criteria takes the following simplified form:

a1 ¼ σAv2

2

1

σ902
þ 1

σN2
� 1

σ02

� �
; a4 ¼ σAv2

2σN2
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 � r45 þ 1

3

r

a2 ¼ σAv2

2

1

σ02
þ 1

σN2
� 1

σ902

� �
; a5 ¼ 1

2

a3 ¼ σAv2

2

1

σ02
þ 1

σ902
� 1

σN2

� �
; a6 ¼ 1

2

(33.11)

with

σN ¼ σ0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r90 � ð1þ r0Þ
r0 þ r90

s
¼ σ90

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r0 � ð1þ r90Þ
r0 þ r90

s

σAv ¼ σ0 þ 2 � σ45 þ σ90
4

(33.12)

Six constants are then necessary for completely identifying the anisotropy response of the material: σ0, σ45, σ90, which are
the first-yield stresses of smooth tensile specimens machined at 0�, 45� and 90� to the rolling direction, and r0, r45, r90,
expressing the strain ratios εWidth/εThick between the strain along the width and that along the thickness of the same 0�, 45�

and 90� specimens.

The strongest underlying assumption of the Hill criteria is that the yield stresses ratios and the strains ratios along

the various directions are constant all over the strain histories, so, for determining the hardening curve σAv(εEq0), just the
hardening curve along a single direction can be derived by experiments and then opportunely scaled by the constant ratios.

In this work, smooth and notched tensile round specimens are machined along the longitudinal (0�) direction of a pipeline
made of steel of the X100 grade. The size of the available steel block was not sufficient for machining specimens of

appropriate size also at 45� and 90� to the rolling direction.

Then, the hardening curve and the parameters σ0 ¼ 648 MPa; r0 ¼ 0.525 are obtained from the experiments with smooth

specimens; the yield stress σ90 ¼ 750MPa is provided by the steel supplier, while σ45, r45 and r90must be derived by reverse

engineering, due to the unavailability of specimens at 45� and 90�.
The experimental procedure proposed here for deriving the true stress–true strain curves is applied to the available

0� specimens, but the method is not restricted to any material orientation.

Three identical smooth round tension specimens are machined (slightly elongated ISO 6892 specimens), Fig. 33.2 and

Table 33.1 showing their shape and dimensions.

The cameras are supported by a fixture holding them at a 90� angle each other, and a goniometer is placed below

the specimen fixture for reading the angle between anisotropy semiaxes and camera sight axes, at the end of each test

(see Fig. 33.3).

From each video sequence, single frames are extracted at selected time intervals, at which also the load is read from the

testing machine sample file.
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Simple image analysis measurements give the apparent diameters d1 and d2 of Eq. 33.9, so the semiaxes and the current

cross section can be calculated. Then, Eq. 33.3 give the experimental true curve for the 0� smooth specimens.

The true curve is finally corrected by the MLR function in the post-necking range for obtaining the flow curve σ0(εEq0):

MLRðε� εNÞ ¼ 1� 0:6058 � ðε� εNÞ2 þ 0:6317 � ðε� εNÞ3:� 0:2107 � ðε� εNÞ4
σ0ðεEqÞ ¼ σ0TrueðεTrueÞ �MLRðε� εNÞ: (33.13)

In Fig. 33.4 is reported the experimental estimation of the true stress σ0True (scattered points), the best fit curve of

experimental points (higher solid curve) and the neck-corrected flow stress (lower solid curve).

Among the remaining unknown anisotropy parameters, those from 45�-oriented specimens are found to play a negligible

role on the available experimental data, while r90 strongly affects the ellipticity ratio of 0
� smooth specimens. So r90 is varied

in FE analyses until the semiaxes ratio from FE evolves as it does in the experiments (see Fig. 33.5) and the value of

660 Mpa, 0.60 and 0.85, identifying the constants set named “Hill 22”, are adopted for σ45, r45 and r90, respectively.

33.3 Experiments and FE Simulations for Validating Material Data

Other specimens are machined from the X100 steel block, according to Fig. 33.6 and Table 33.2.

The true curves of the notched tensile specimens are obtained according to the procedure presented here, as also in these

cases the considerable anisotropy leads to highly elliptical cross sections (see Fig. 33.7), requiring double camera video

samplings.

Fig. 33.2 Specimens

geometry

Table 33.1 Specimens

dimensions
Specimen d [mm] D [mm] R [mm] L [mm]

Smooth 9 9 1 55

Fig. 33.3 Experimental setup and fractured specimens sections
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Below are reported the experimental data from the tests of the above specimens, together with the numerical predictions

obtained by using the material data of the previous section for the simulations of the current tests.

For the tensile tests are reported the true stress-true strain curves, the load-elongation curves and the ellipticity ratio of

semiaxes, while for the fracture specimens, only the load – notch opening curves are considered Fig. 33.8.

All the numerical predictions for the tensile tests are very close to the experimental findings up to failure, confirming that

the material data obtained are capable of correctly describing the stress–strain behavior of the material.

This means that the experimental procedure for determining the true curve (dual camera and elliptical cross section

model) and the post-necking correction of such a curve (MLR function derived from isotropic materials) are also suitable for

characterizing materials exhibiting very pronounced induced anisotropy.
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Table 33.2 Dimensions of

round notched tensile specimens
Specimen d [mm] D [mm] R [mm] L [mm]

R2 6 9 2 55

R10 6 9 10 55

Fig. 33.7 Fractured notched tension specimens
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Fig. 33.8 True curves and load-elongation curves from tensile tests
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After failure initiates and rapidly propagates in the necked cross sections, experimental curves abruptly disappear, while

the numerical curves, “unaware” of any failure, continue without any visible discontinuity up to the last step of the

elongation imposed to the FE model Fig. 33.9.

33.4 Triaxiality, Lode Angle and Damage Modeling

According to most current theories about ductile fracture, failure initiation is a local phenomenon promoted by the stress

triaxiality (expressing the 1st stress invariant), the plastic strain (promoted by the 2nd stress invariant) and the Lode angle

(expressing the 3rd stress invariant).

Triaxiality factor and normalized Lode angle are defined as in Eq. 33.14:

TF ¼ σH
σEq

X ¼ 27 � σ01 � σ02 � σ03
2 � σ3Eq (33.14)

Local failure is assumed to be the consequence of a damage functionD(εEq0 TF, X) reaching a critical value. Here the path
dependence of damage and failure is ensured by imposing that D contains an integral function, the effects of variables TF
and X are assumed to be uncoupled, and the critical value is assumed to be a material constant:
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Fig. 33.9 Ellipticity ratio curves from tensile tests and deformed FE meshes of notched specimens
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DðεEq; TF;XÞ ¼

ÐεEq
0

f ðεEq; TFÞdεEq
ÐεEq
0

gðεEq; TFÞdεEq
DðεCr; TF;XÞ ¼ Dcr

(33.15)

where εCr is the critical strain at which local failure initiates.

So, after the critical damage is evaluated along a given stress/strain/triaxiality/Lode angle history for which experimental

data is available, the critical strain can be predicted for every other arbitrary stress/strain/triaxiality/Lode angle history, and a

general failure criteria is inferred in this way.

The dependence of damage on TF is assumed to be that proposed by Bao andWierzbicki, so the damage function becomes:

DðεEq; TF;XÞ ¼

ÐεEq
0

TF � dεEq
gðεEq;XÞ (33.16)

The curves FE-D1 in Figs. 33.10 and 33.11 show the numerical response where the effect of X on damage is switched off

(only TF and εEq affect failure).
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As visibile in Eqs. 33.14, 33.15 and 33.16, the effect of the Lode angle on failure of axisymmetric specimens can be

almost neglected because X is close to unity all over the test and also because the specimens undergo a very fast fracture

propagation; on the contrary, the above effect is extremely important when modeling the C(T) fracture specimens because

these exhibit much lower values of X at the crack front and because the slow crack propagation largely affects the overall

response of the fracture specimen.

33.5 Conclusions

A method is proposed in this paper for deriving the true curve of round specimens made of highly anisotropic steels, all over

the strain history including the post-necking range, up to failure.

Also, a material-independent necking-correction function, developed in previous works for many different isotropic

metals, is used here proving its suitability for anisotropic steels as well.

The accuracy of the complete experimental-analytical procedure for calculating the true curve and for correcting it in the

post-necking phase, is verified by using the obtained material curve as the input for FE simulations of various tests (notched

round tension bars and C(T) fracture specimens) substantially differing from those used for the derivation of the whole

material curve (smooth round tensile bars).

In case of axisymmetric tension tests, the material behaviour can be simulated by the stress–strain data alone, with a

remarkable degree of accuracy, because the fracture phenomenon only occurs at the very final stages of the test and does not

influence the overall specimen response.
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Chapter 34

Advanced Biaxial Cruciform Testing at the NIST Center

for Automotive Lightweighting

Mark A. Iadicola, Adam A. Creuziger, and Tim Foecke

Abstract Modeling of sheet metal forming operations requires mechanical properties data at very large tensile strains and

various biaxial strain paths. Typically these data are developed along strain ratio paths that are linear and monotonic, but

actual forming strain paths are nonlinear and not necessarily monotonically increasing. A unique planar-biaxial testing

facility at the National Institute of Standards and Technology (NIST) has been designed to address non-linear strain paths

and other long standing measurement needs. The system uses a combination of four independently controlled hydraulic

actuators, with either displacement, force, or strain feedback control, to deform the material, while measurements of the

material response is accomplished through a unique combination of digital image correlation and X-ray diffraction. Results

of commissioning tests are presented for displacement and force control along different axes. The system was able to deform

the sample in the elastic and plastic regimes. The results show the difference between the displacement and strain paths

followed, as well as some unexpected behavior (e.g. buckling). Other expanded system capabilities for future use are briefly

described.

Keywords Biaxial deformation • Cruciform • Digital image correlation • X-ray diffraction • Infrared imaging

34.1 Introduction

The drive for improved fuel efficiency is pushing the auto industry to remove weight from their entire vehicle fleet. A major

target for this lightweighting is the sheet metal components (e.g. unibody frame, doors, hoods, deck lids, and fenders). One

method to achieve these goals is moving to advanced high-strength or lower density sheet metals, but designers need more

robust material models for these materials to make full use of their potential. The more robust models must be calibrated

through the entire forming strain range (plastic strains often>0.20 m/m) and complex strain paths (e.g. plane-strain followed

by uniaxial transverse deformation). Classic models calibrated using simple uniaxial tests are not sufficient to capture the

evolving material properties during complex and/or multistage forming processes. More complex models require more

complex data for calibration. These data often are developed through bilinear strain paths, where samples are strained in a

first stage, unloaded, machined, and then deformed through a second linear strain path. The possible effects of unloading and

machining include changes in the material response. Biaxial deformation is occasionally used, but typically is performed

over a single linear strain path, especially for tests to very high strains (e.g. bulge testing). Cross-shaped (cruciform) biaxial

testing could be used to perform some nonlinear strain paths without unloading, but currently is typically used for linear

strain paths and still suffers from biaxial failure at strains (typically <0.05 m/m) well below the forming limits (strains

� 0.30 m/m) for the same material [12]. These tests also require modeling (that assumes a constitutive law) to relate the

applied loads to the stress and strains in the gauge section.

To address these and other long standing issues the National Institute of Standards and Technology Center for Automo-

tive Lightweighting (http://www.nist.gov/lightweighting/) in Gaithersburg, MD has developed an advanced biaxial testing

facility over the last few years which uses a unique combination measurement systems integrated into a high capacity biaxial

testing machine. The facility is designed to test cross-shaped high strength sheet metal samples, although other shapes and
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materials can be tested. The overall system is designed to permit large biaxial strain through controlled non-linear and

non-monotonic strain paths without unloading the sample. The mechanical testing machine can run a static test in force,

displacement, or strain control, or any logical combination of these methods, on each axis. The strain control and

measurement is achieved through a combination of non-contacting two-dimensional (2D) real-time and three-dimensional

(3D) post-processed digital image correlation (DIC) systems. An X-ray diffraction (XRD) method similar to [5, 9] is used to

determine the surface biaxial stress state through measurement and analysis of the crystal lattice strains at a spot in the

specimen gauge section. Optional non-contacting measurement of surface temperature can be performed using a 2D infrared

(IR) imaging camera system. This paper describes the facility’s basic mechanical testing capabilities (using force and

displacement control) for one candidate specimen shape, and presents the results from some of the commissioning testing.

The additional strain control and other measurement systems will be described in a general way with the details left for

future work.

34.2 Facility Description

The biaxial cruciform mechanical testing machine is oriented horizontally (Fig. 34.1a) with the surface of the specimen

level and about 1.5 m (5 ft) above the laboratory floor. The XRD and 3D-DIC systems are attached to the machine frame

above the specimen, and the IR camera and 2D-DIC systems are attached to the machine frame below the specimen

(Fig. 34.1). The 3D-DIC and IR systems could be repositioned without loss of functionality, but when the 2D-DIC system

is used for strain control the system must have clear line-of-sight of the specimen gauge section. The XRD system is hung

from a moveable gantry frame, and when XRD measurements are required the gantry is positioned directly above the

specimen (Fig. 34.1a). In this paper, we will only discus the basic mechanical testing system and 3D-DIC measurement

systems. Details of the other systems (i.e. 2D-DIC, infrared imaging, and X-ray diffraction) will be discussed in a future

paper.

34.2.1 Mechanical System

The mechanical testing system in based on four independently controlled hydraulic actuators (X1, X2, Y1, and Y2 shown

in Fig. 34.1) aligned in orthogonal pairs (X-axis and Y-axis). Each actuator has a �500 kN force capacity, and has a

�50 mm displacement range from a reference distance of 640 mm between grip faces on each axis. Control feedback

signals include: displacement position from four linear variable differential transformers (LVDTs) and force from four

load cells, one for each actuator. The actuators can be programmed individually or in pairs using various combinations of

these control signals. For cruciform testing, the actuators are typically controlled in axis pairs (matrix mode). In matrix

mode, each axis displacement is the sum of the actuator displacement for each pair (positive tension and negative

compression, resulting in a total range of �100 mm), and the difference between the displacements for each axis is an

offset displacement (e.g. negative toward X1 and positive toward X2). The force in matrix mode is reported as the

average between each actuator in the pair (positive tension and negative compression), and the difference between the

force on each pair of actuators along an axis is reported as an offset force for that axis. For cruciform shaped samples, the

offset force is typically controlled to zero to prevent shearing of the specimen arms on the orthogonal axis. The system

allows the specific signal used for control during a test to be changed without unloading the specimen (e.g. force control

to a given displacement followed immediately by displacement control to an additional amount of force), but does not

allow a switch from matrix mode to independent actuator control while under load. The control modes are also axis

independent allowing one axis to be controlled by one signal while the other is controlled by a different signal (e.g.

simultaneous force control on X-axis and displacement control on the Y-axis). Care must be taken in programming a

logical loading sequence that does not result in an unstable and uncontrollable situation. A classic example is the use of

displacement control during compression testing where buckling may occur, as opposed to using force control that can

become unstable if buckling occurs. The designed maximum loading rates for matrix mode control are 50 kN/s in force

control and 20 mm/s at maximum force in displacement control.
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34.2.2 Digital Image Correlation

Digital image correlation analysis measures the motion of a high contrast pattern on the surface of a specimen [16]. This can

be accomplished with a single camera to measure the 2D displacement of a flat surface, or using a multi-camera system to

measure the 3D shape and motion of a flat or curved surface. The cruciform facility has three DIC systems: one real-time

2D-DIC for control feedback (not used in the examples shown here) and two full-field 3D-DIC systems to measure strains in

the gauge section and loading tabs that require post-processing analyses.

Each of the 3D-DIC systems uses a pair of Point Grey GRAS-50S5M-C five mega pixel CCD cameras viewing the

specimen surface from a slightly oblique angle (Fig. 34.1). One system views only the middle 50 mm by 50 mm of the gauge

area (using a pair of Sigma 105 mm f/2.8 EX DG telephoto macro lenses), while the other has a field of view approximately

200 mm by 200 mm (using a pair of Schneider-Kreuzach XenoPlan 1.9/35-0901 compact lenses) to monitor the end tabs

extending from the gauge area. In this way, the strain response of both the global (overall view) and local (center of the

gauge section) areas of the specimen are measured on the top of the specimen independent of the 2D-DIC strain control

monitored on the bottom surface (Fig. 34.1). The 3D-DIC cameras have a maximum frame rate of 5 Hz at full resolution.

An estimate of the noise and systematic errors can be made using an analysis of the undeformed pattern as imaged by this

camera system configuration. Based on this analysis the total uncertainty (assuming � one standard deviation) is �140

� 10�6 strain and �280 � 10�6 strain for the global and local systems, respectively. Engineering strain (e) is used

throughout this paper, but other strain measures could be used as well.

34.2.3 Data Acquisition and Synchronization

Since each system is running almost completely independent of the other systems, synchronization of the data can be a

challenge. The mechanical testing system can acquire the control and feedback signals during procedures for later analysis.

There is also the ability to acquire more external signals (digital or analog). The 3D-DIC system can acquire up to eight

analog signals simultaneously with the image acquisition, which are selected here to record force and displacement signals

from the mechanical testing system.
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XRD Head

3D-DIC

2D-DIC

Specimen

IR
 C
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Fig. 34.1 (a) Annotated photograph and (b) schematic representation of the cruciform specimen, various measurement systems, and actuator

positions (X1, X2, Y1, and Y2)
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34.2.4 Other Measurement Systems

In order to follow a realistic non-linear strain path, accurate strain control will be required. A two-axis contact extensometer

measurement was attempted, but resulted in premature failure due to specimen damage caused by the extensometer’s point

contacts. Various non-contact strain measurement methods were considered, and a 2D-DIC system was determined to

balance the needs for accurate real-time high-strain measurement and ease of use. This system has recently been added

below the specimen (Fig. 34.1). An X-ray diffraction system is mounted above the specimen (Fig. 34.1), and is designed to

serve multiple purposes. The first is to be used to measure the interatomic lattice strain to estimate the stress at a point using

the “sin2ψ” method [14], similar to [5, 9], but for cruciform specimens rather than forming limit specimens. The system

shown in Fig. 34.1 has two detector pairs that permit measurement of two different reflections. These could be used to

measure two phases in the same sample simultaneously, and may be used to determine the load partitioning between

multiple phases. Another potential use for the XRD system is to monitor the amount of phase transformation seen in

particular alloys during plastic deformation (e.g. transformation induced plasticity, TRIP, steels). An infrared camera has

been added below the specimen for use monitoring adiabatic heating during plastic deformation or phase transformations.

This system could also be used for during elevated temperature testing. Detailed descriptions and testing of these systems

will be included in a future paper.

34.3 Biaxial Specimen Design

The use of cruciform shaped specimens to determine the biaxial mechanical properties of sheet metal material is quite

common [2, 4, 6, 8, 10, 12, 15], but the exact design of the specimen varies widely [1, 3, 7, 11, 13, 17]. Most designs try to

develop a uniform strain region in the gauge section for simple linear strain paths. This is done through either adding

reentrant radii at the meeting point of the arms (Fig. 34.2a), or constraint relief slits in the arms (Fig. 34.2b), or a combination

of both. Finite element analyses are typically used to optimize on a basic design with some success, and these same analyses

are needed to estimate the stress in the gauge section based upon the load imposed on the arms and an assumed constitutive

law. These specimen geometries invariably fail outside the center gauge section at strains well below the biaxial forming

limit strains, due to inevitable stress and deformation concentrations in the corners or near the slits in the arms. In some

designs, the center of the gauge section is machined to a thinner cross-section (Fig. 34.2c) to achieve higher strains or even

failure in the middle of the gauge area. Although this is less desirable than using the as-received sheet, it is a reasonable

starting point for specimen design. In this paper, the specimens use a geometry similar to [1], but enlarged in the plane of the

specimen (Fig. 34.3). Abu-Farha et al [1] reported achieving failure in the center of the gauge section for heated specimens.

The results of our testing show that this simple scaling in the plane of testing was not sufficient to force failure in the middle

of the gauge area (see Sect. 34.4), but did permit the basic commissioning testing of our biaxial cruciform system. The

specimen as designed in Fig. 34.3 was able to achieve plastic strains in the gauge area, but was also susceptible to buckling

along some loading paths.

A-AA

A
a b c

Fig. 34.2 Cruciform specimen design themes commonly seen in the literature: (a) reentrant corners, (b) relief slits in the arms, and (c) reduced

thickness in the gauge area
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34.4 Results

A series of tests were performed to verify the capacity, control, and measurement systems of the new facility. The results

presented here are a small portion of those tests, and demonstrate just some of the systems capabilities. Examples 1 and 2 are

cruciform tests performed exclusively in force or displacement control along simple paths. The 2D-DIC system for strain

control was not yet installed at the time of these tests. For both examples shown here, the system control was in matrix-mode

with the offset force on each axis set to 0 kN. In Example 1, the strains were intended to be limited to the elastic regime, but

some small plastic straining (residual strain when unloaded) did occur near the end of the test. In Example 2, strains well into

the plastic regime were intended, but resulted in nonlinear buckling behavior. No buckling was seen in Example 1.

34.4.1 Example 1: Force and Displacement Control in the Low Strain Regime

In this example, a mild steel sample machined to the specimen geometry shown in Fig. 34.3 was used. The intention of this

test was to verify the displacement and force control in the elastic regime, but some plastic deformation did occur.

Figure 34.4a, b, and c show the resulting paths followed in displacement, force, and strain space, respectively. This is the

data acquired by the 3D-DIC system, and the strain measured by analyzing the images including the specimen loading tabs.

Each path has key points labeled A through I where control paths were changed. The arrows show the direction of time

increasing along each segment of the path, and the matrix control mode is noted as “dc” for displacement control and “fc”
for force control (strain control is not used in this example). For this example, the same control mode was applied to both

axes, which is denoted by the “XY” label for each control mode (Fig. 34.4). Force offset control is used on both axes and set

to 0 kN. Equi-biaxial force control is demonstrated on segment A-B, where as equi-biaxial displacement control is

demonstrated on segment D-E. Segments B-C and C-D demonstrate displacement control resulting in behavior between

the uniaxial and equi-biaxial strain conditions. At the end of segment C-D, there is a 4 min pause when the system was

placed in manual control and unloaded slightly to balance the forces between the axes before the equi-biaxial unloading

segment D-E. Uniaxial force control (not to be confused with uniaxial deformation) is demonstrated in segments E-F-G in

the X-direction and G-H-I in the Y-direction, where the transverse force is held near zero in each case. During these

segments plastic deformation occurred. The results of the plastic deformation can be seen at point G (at zero force) where

there is a residual strain, and similarly for point I (at zero force) where there is a residual strain. It is interesting to note that

BB

91
5±

5

20
0±

2

D 133±1

1.
0±

0.
1

Any radius, no sharp corners SECTION B-B

11ga steel sheet stock (0.1196”)

60±1

Fig. 34.3 Cruciform geometry used in examples shown here (dimensions in mm)
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segments E-F-G and G-H-I that exhibit plastic deformation do not exceed the load levels for segments A through E where

no residual strain was seen (Fig. 34.4c). This example also demonstrates an important point in understanding cruciform

testing, which is that even in the elastic range (A through E) the shape of the paths are not identical in displacement

(Fig. 34.4a) and strain space (Fig. 34.4c), thus the grip/arm displacement ratio does not indicate the applied strain ratio in

the gauge section even for elastic deformation.

34.4.2 Example 2: Combined Force and Displacement Control in the Plastic Regime

Example 2 uses the same specimen as Example 1, but deforms the sample well into the plastic regime. This example also

combines the control modes in each segment such that one axis might be in displacement control while the other is in force

control. Figure 34.5a, b, and c plot the resulting paths in displacement, force, and strain space, respectively, similar to

Fig. 34.4 for Example 1. Again, key points are labeled with letters A through J where the control paths were changed, and

arrows show the direction along these paths. The matrix control modes are still shown as “dc” and “fc” for displacement and

force, respectively, but “X” and/or “Y” are added to show to which axis this is applied. For example, segmentB-C labeled “fc-
XY” is performed in force control along both axes, where as segment A-B labeled “dc-Y” and “fc-X” is performed in
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282 M.A. Iadicola et al.



displacement control along the Y-axis with simultaneous force control along the X-axis. Again, the offset force is set to 0 kN

along both axes. Since this is the same specimen as Example 1, pointA is located at the same displacement, force, and strain as

the end point (I) in Example 1. Note that the residual strain after Example 1 (I in Fig. 34.4c) is not as visible at the initial point
in Fig. 34.5c because the axis range is much larger in Fig. 34.5c than in Fig. 34.4c.

Similar to Example 1, the shape of the displacement and strain paths do not agree, this is especially true in the segments

where buckling is present. Buckling occurred at three locations in the loading paths. For clarity dashed lines (Fig. 34.5) are

used for segments where the specimen was buckled. The first occurred near the end of segment A-B, and was a small

(�0.35 mm out-of-plane) “S” shaped buckle along the X-axis of the gauge section (Fig. 34.6a). During segment B-C this

buckle is removed, but another larger buckle forms (�1.75 mm out-of-plane) with the same shape along the Y-axis in the

gauge section (Fig. 34.6b). This larger buckle remained through segments C-D and D-E, and was finally flattened by the end
of segment E-F. The third and final buckle occurs at the end of segment G-H, and is another large “S” shaped buckle

(�2.25 mm out-of-plane) aligned again with the X-axis (Fig. 34.6c). Since the system was in force control and this buckle

occurred near PX ¼ 1 kN, the buckling resulted in a sudden jump in displacement (Fig. 34.5a) and strain (Fig. 34.5c) during
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segment G-H that is barely visible in the force (Fig. 34.5b) near point H. This final buckling remained to the end of the test.

The onset of each buckling event occurred when the force along one axis approached zero. One might expect the specimen

design in Fig. 34.3 with a reinforced (thicker) area around the thinner gauge section could result in the some elastic

compressive force being transferred from the thicker reinforced ring to the thinner gauge section along the axis being

unloaded resulting in buckling. This is consistent with each buckle shape (Fig. 34.6) being along the axis that is approaching

zero force (Fig. 34.5b). Modeling is planned to verify this hypothesis. This may result in a specimen design that has an

envelope of applicability that is limited in part by a no buckling restriction.

Without 3D shape data, assessment of when the buckling occurred would be difficult, and quantifying the shape almost

impossible. In addition to providing this 3D shape, the 3D-DIC system also has the advantage that its measurement of strain

is not effected by the out-of-plane motion that may result in fictitious strains when using typical 2D strain mapping systems.

The maximum strains achieved were (eX)max ¼ 0.036 and (eY)max ¼ 0.054, in the X and Y directions respectively.

Although these are less than the expected forming limit strains for this material, the strain level is close to or above the

strain limits seen for a specimen without a reduced thickness gauge section for a similar material [12].

34.5 Summary

Based on the testing performed and the results shown here the new biaxial testing facility at the National Institute of

Standards and Technology Center for Automotive Lightweighting meets or exceeds its basic design specifications.

Mechanical control has been demonstrated using various combinations of force and displacement control in both the elastic

and plastic regimes. Full-field displacement and strain mapping was sufficient to track the specimen response, and is capable

of tracking strain localizations and buckling phenomena. The specimen geometry used was not sufficient to obtain failure in

the center of the gauge section, and will require further development. The geometry did show that it is very sensitive to

potential buckling. Based on the results shown here, the system is capable of testing complex loading paths without

unloading and re-machining the samples, assuming a specimen geometry can be found that does not buckle or result in

premature failure at the edges of the gauge area.

Fig. 34.6 3D-DIC height, Z, contour data in perspective plot showing buckling in Example 2 during segments (a) A-B, (b) C-D, and (c) G-H in

Fig. 34.5
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34.6 Disclaimer

Certain commercial equipment, instruments, or materials are identified in this paper in order to specify the experimental

procedure adequately. Such identification is not intended to imply recommendation or endorsement by the National Institute

of Standards and Technology, nor is it intended to imply that the materials or equipment identified are necessarily the best

available for the purpose.
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Chapter 35

An Enhanced Plasticity Model for Material Characterization

at Large Strain

L. Cortese, G.B. Broggiato, T. Coppola, and F. Campanelli

Abstract An experimental campaign on some isotropic steels for pipeline applications has been put forth. It was based on

tests with different stress states: tension on smooth and notched geometries, torsion, three point bending, plane strain, and

combined tension-torsion. The aim was the characterization of the material elasto-plastic behavior up to large strain and the

calibration of a ductile damage model for failure estimation.

Results from tension and torsion were to be used for plasticity behavior description: from both of them, it is possible to

retrieve the material true-stress true-strain curve until final failure. Unexpected differences were found. A critical interpreta-

tion led to the hypothesis that the ordinary isotropic J2-plasticity modelization could not predict all experimental evidences,

starting frommedium deformations, with increasing errors when plastic strain builds up. To approach this issue, an enhanced

plasticity model has been developed and implemented into FEM code. It is a modification of a formulation widely used for

geomaterials, which can take into account the influence of triaxiality and deviatoric effects on plastic accumulation.

In addition, it allows a progressive transition from the Von Mises criterion, which demonstrated to be accurate for small

strains, to a more complex formulation. A preliminary calibration of the model has been provided. This has been accom-

plished using a multiple-target inverse approach, exploiting experimental global data and FEA, by means of a dedicated

optimization procedure. Appreciable improvements have been observed in terms of experimental-numerical match.

Keywords Ductile materials • Mechanical testing • Large strains • J2-J3 plasticity model • Inverse calibration

35.1 Introduction

The J2-plasticity is the most used theory for ductile isotropic materials; as its name suggests, it assumes that yielding and

flow stress are governed by the second deviatoric stress invariant only.

Limits of J2-plasticity are well-known since the works of Lode [1], Ros and Eichinger [2], Taylor and Quinney [3], who

demonstrated that the model was not able to accurately reproduce all experimental evidences.

Nevertheless, the correlation with experimental outcomes was found to be sufficiently good, in particular for the low-

medium plastic range, so that the J2-plasticity, also thanks to its ease of calibration and implementation, has been widely

employed for research purposes and industrial practice. The use of more comprehensive theories has been for a long time

considered to add just more difficulties than benefits [4].

Nowadays, due to the improved ductility shown by materials, the correct identification of the plastic behavior up to very

large strains has become a compelling instance, particularly for engineering applications where the modeling of stress and

strain distribution at critical points, originated from complex loading conditions, is needed. Moreover, also ductile damage

accumulation strongly depends on the state of stress, so that plasticity issues cannot be neglected for a good assessment of

ultimate resistance of materials. It is then no coincidence that, in recent years, attempts to overcome J2-plasticity drawbacks
have come from the ductile damage community.
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Several alternative plasticity models have been proposed. Starting from extensive experimental studies [5–7], Brunig [8]

and Kuroda [9] have found out that a plasticity model involving the first stress invariant also allows a more accurate

prediction of deformation, localization and fracture behaviors in pressure-sensitive materials.

The contribution to yielding and flow stress of the third deviatoric stress invariant (J3) has also been investigated, and the
opportunity of including it in the yield function has been discussed by the way of theoretical considerations, experimental

tests and micromechanical analyses [10–12]. For many materials, the introduction of a J3 term in the yield function [13, 14]

seems to accommodate a systematic discrepancy between the Von Mises (i.e. J2) criterion and the experimental results.

Plasticity models involving three stress invariants are put forth and experimentally validated in [15–17]. Here, the third

deviatoric stress invariant is incorporated into the so-called Lode parameter, for the first time introduced in [1], to provide a

method of differentiating between the Tresca and the Von Mises yield criteria.

It has to be mentioned that soil and rock mechanics has long recognized [18–20] a need for including the Lode stress

parameter into constitutive laws. Indeed, the yield function proposed here comes from a customization of the one devised by

Bigoni and Piccolroaz for geomaterials [20].

Starting from outcomes of an experimental campaign, this paper aims to formulate and make effective, through a proper

calibration procedure, an enhanced plasticity model that would be able to overcome some drawbacks of the classical J2
plasticity theory.

In the next section, experimental evidences from tension and torsion tests, proving deficiencies of J2-plasticity, at least at

large strains, are reported for three ductile isotropic steels.

Afterwards, an enhanced J2-J3 based model plasticity is proposed and outlined, and it is tuned through a multiple-target

inverse calibration procedure.

35.2 Experimental Results

Three steels, supplied in form of seamless pipes commonly used in automotive applications (33MnB5 and 25MnCr6) and in
oil pipeline construction (API 5L grade 65), have been tested. Their overall mechanical properties, together with the delivery

state and pipe dimensions are outlined in Table 35.1.

These materials, widely used in actual applications, exhibit a highly ductile behavior, much higher than many others

tested in the literature.

All materials can be regarded as fully isotropic. Proof of isotropic behavior may be deduced from their tensile properties

in longitudinal and tangential direction, as also demonstrated for steels coming from the same family [21]. Moreover, all of

them are supplied after the final high temperature heat treatment, which reset any deformation induced anisotropy due to the

manufacturing process.

Specimens were extracted in the pipe longitudinal direction, at mid thickness position. Their dimensions have been

defined according to the available thickness, choosing smaller geometries (type 2 in Fig. 35.1b) for lower thickness pipes.

An extensive experimental campaign has been carried out on these steels, with the initial goal of calibrating a ductile

damage prediction model.

Tension tests on smooth and notched cylindrical bars have been executed on a 250 kN servo-hydraulic MTS machine;

torsion tests have been performed on a custom-made tension-torsion biaxial machine designed and built by some of the

authors [22]. Both the equipments are available for testing at the Mechanical and Aerospace Engineering Department of

Sapienza Università di Roma. Bending tests and plane strain tensile tests have been performed at the laboratories of Centro

Sviluppo Materiali Spa (Castel Romano, Roma).

In a preliminary step, true stress-true strain curves derived from tension tests have been employed to describe material

hardening. Such curves were obtained directly from experimental data until the onset of necking, while the large strain range

was characterized by means of an inverse calibration procedure [23], under the assumptions of J2-plasticity.

Table 35.1 Mechanical properties of investigated materials

Delivery state

Pipe dimension [mm]

Yield stress [MPa]

Ultimate

stress [MPa]

Elongation

at break [%]Diameter Thickness

Grade 65 Quenched and relieved 406 20 440 530 18

33MnB5 Annealed 65 8 455 615 15

25MnCr6 Normalised 80 10 380 560 28
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At a later stage, also data from torsion tests have been used to determine true stress-true strain curves: in this case, a direct

calibration procedure is available [24]; again, J2-plasticity was assumed.

Figure 35.1 shows specimen geometries for tension and torsion tests.

Provided that J2-plasticity is accurate, the stress–strain curves coming from both approaches should have to be identical.

Conversely, a remarkable discrepancy has been found.

Figures 35.2 and 35.3 report curves derived through the two calibration approaches: it can be noticed that, starting from

low-medium deformation, they begin to differ. This is systematically observed for all tested materials. The difference

becomes larger as further deformation builds up. Regularly, torsion curves are lower than tension ones.

Such differences cannot be due to any error in the inverse calibration procedure used to determine the true stress-true

strain curve after necking from tensile test. In fact, for all materials, necking occurs at 0.09�0.11 of plastic strain, while

curves start diverging appreciably from at least 0.20 on. Furthermore, if extended curves were wrong because of an incorrect

inverse calibration, numerical simulation of tensile test using curves from torsion would match experimental results. This

does not happen. For the sake of brevity outcomes of such verification are not reported here.

In order to account for this discrepancy, the hypothesis is that, at least at large strains, subsequent yielding is governed not

only by the second deviatoric invariant stress but also by Lode parameter and, possibly, by hydrostatic pressure.

Fig. 35.1 Specimen geometries: (a) tension test; (b) torsion test
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35.3 Formulation of the Enhanced Plasticity Model

The plasticity theory described in this section is valid under the assumptions of material homogeneity and isotropy, plastic

incompressibility [25], isotropic hardening behavior, pressure insensitivity (i.e., no yielding occurs under hydrostatic tension

or compression).

It is worth mentioning that the latter assumption is reasonable for investigated materials, but can be easily removed if

necessary: the proposed model has a general formulation that, by means of a proper calibration (different from the one

discussed here), could be used to describe a pressure-sensitive behavior also.

The adopted yield function comes from a customization of the unified yield function by Bigoni and Piccolroaz [20],

which, in its formulation for pressure-insensitive materials, reduces to:

F ¼ q

gðXÞ � k (35.1)

where q ¼ ffiffiffiffiffiffiffi
3J2

p
is the equivalent Von Mises stress; g(X) is a function of the Lode parameter X ¼ 27

2
J3
q3 :

gðXÞ ¼ cos β
π

6
� 1

3
arccos γXð Þ

� �� ��1

(35.2)

The function g(X) is able to model the shape of the yield surface deviatoric section.

The three material parameters are:

– k, which characterizes the isotropic hardening effect and depends on the accumulated plastic strain;

– β 2 ½0; 2� which governs the so-called strength-differential phenomenon;

– γ 2 ½0; 1Þ which gives a sort of polygonal shape to the yield surface, with more or less pronounced sharp corners.

Function (35.1) reduces to classical yielding function for suitable values of β and γ: Von Mises criterion is obtained for

β ¼ 1 and γ ¼ 0; Tresca criterion is obtained for β ¼ 1 and γ ! 1.
Readers should refer to Bigoni and Piccolroaz work [20] for a more exhaustive investigation on Eq. 35.1.

From here on, inspired by Eq. 35.1, an enhanced plasticity model (EPM) is devised.

First of all, to determine material constant k, the expression (35.1) can be specialised for a uniaxial state of stress. In this

case X ¼ 1, q ¼ σY so that:

k ¼ σY
gðX ¼ 1Þ (35.3)

Furthermore, according to Figs. 35.2 and 35.3, it seems reasonable to postulate that investigated materials yield according

to a Von Mises criterion for low plastic deformations; as the equivalent plastic strain ε p reaches a threshold value (εth),
subsequent yield surface distorts in the deviatoric plane. Such a distortion is governed by the accumulation of plastic strain,

so that the new yield surface can be described by:

q
gðX ¼ 1Þ
gðXÞ � σY ¼ 0 (35.4)
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with:

β ¼ 1 εp � εth
βðεpÞ εp > εth

�
and γ ¼ 0 εp � εth

γðεpÞ εp > εth

�

Note that for X ¼ 1 (as in tensile stress state), (35.4) reduces to the Von Mises criterion independently from the level of

plastic deformation: this is consistent with the assumption that led to Eq. 35.3.

Since γ is initially zero and must go towards 1, yield surface evolves to a polygonal shape with corners (Fig. 35.4a).

It can be proven that the curves in Figs. 35.2 and 35.3 diverge too much for the effect being caught by a variation of the

yield function produced by the γ parameter alone. Concerning β, it follows that it must increase towards 2 to capture

the experimental evidences; as a consequence of this parameter variation, the yield surface tends to lose its symmetry as

shown (Fig. 35.4b).

Fig. 35.4 Yield surface,

section with σ3 ¼ 0: (a)

variation of γ at fixed β;
(b) variation of β at fixed γ
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Based on the above mentioned remarks, the following laws are selected to describe variation of β and γ with equivalent

plastic strain:

β ¼ 1 εp � εth
2� exp½�bðεp � εthÞ� εp > εth

�
and γ ¼ 0 εp � εth

1� exp½�aðεp � εthÞ� εp > εth

�
(35.5)

Hence, parameters to be identified are εth, a, b.
Besides the yield function, a proper flow rule has to be postulated. Here, an associated flow rule is assumed:

dεpij ¼ dεp
dFðJ2; J3Þ

dσij

dεp is the equivalent plastic strain increment,
dF

dσij
are derivatives of Eq. 35.1 with respect to tensor stress components.

As stated in [14], as far as pressure-sensitive materials concern, the flow rule is associative in the deviatoric plane only, in

order to fulfill plastic incompressibility.

35.4 Calibration Procedure

The plasticity model has been coded into MSC Marc FEM software as user subroutine.

Parameters εth, a, b have been calibrated by exploiting experimental data of the Grade 65: the first parameter has been

trivially identified from stress–strain curves (see Fig. 35.2), εth being the equivalent deformation value where tension and

torsion start to differ significantly from each other. For all the others, an inverse calibration has been performed. At the end,

the procedure allowed to select the parameter set that provided the best match between experimental tests and

their numerical simulation. The comparison has been carried out in terms of force-displacement and torque-rotation

global quantities of tension, torsion and combined tests. The geometry used for the biaxial test is shown in Fig. 35.5.

Fig. 35.5 Specimen

geometry for tension-torsion

combined testing
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The displacement to rotation ratio of this test has been kept constant and equal to 0.67 mm/rad (so far just one combination

has been run and used, but others are on the way).

A c++ code has been developed to handle this optimization process and the interaction with FEM analysis. Both zero and

first order methods (simplex and Levengberg-Marquard respectively) have been used for the minimization procedure. The

L2 norms of the difference vectors (between experimental and corresponding numerical data of the tests) have been

considered as error functions.

Table 35.2 reports the best fit parameters obtained with this methodology:

Figures 35.6 and 35.7 show the experimental-numerical match in terms of global quantities, for the different kinds

of tests. Numerical data are collected from FEM simulations, and are relative to the final calibrated EPM model runs.

In Fig. 35.6, load–displacement curves are presented, for the tension test (Tens-01/Tens-02) and for the axial load

component of the biaxial test (TT-01/TT-02). Figure 35.7 illustrates torque-rotation results of the torsion test (Tor-01/

Tor-02) and of the twist part of the biaxial test (TT-01/TT-02).

The level of agreement is excellent, with maximum error below 5 % for all tests.
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Table 35.2 Best fit parameters

of the plasticity model for steel

grade 65

εth a b

0.2 4.2 0.15
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35.5 Conclusion and Further Development

Starting from some experimental evidences showing some limits of the J2 plasticity theory in the range of large strains, an

enhanced plasticity model has been developed and implemented into a commercial FEM code. This model assumes that

plastic evolution is governed by the J2 and J3 invariants of the deviatoric stress tensor. Tension, torsion and biaxial tests

have been performed on a grade 65 steel, and the results have been used to setup the model. The calibration has been

accomplished by means of an inverse procedure: the best parameter set has been found minimizing the error between global

quantities, collected from the three kinds of tests, and the corresponding outcomes of the FEM simulations of the tests

themselves. The resulting experimental-numerical match was indeed very good. This proves how the proposed model can be

properly tuned, and also how it is able to predict experiments under different multiaxial states of stress. As future

developments, other biaxial tests, with different combination of loads, will be executed, to make the calibration even

more sound, and to provide additional data for validation purposes. Also all alloys will be shortly investigated.
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Chapter 36

Residual Stress and Phase Transformation Map for Impact

Fatigued Zirconia

M. Allahkarami and J.C. Hanan

Abstract Chipping failure is a principle concern of bi-layer porcelain-zirconia restoration ceramics. Residual stress and

phase transformation play a key role in the strength. In order to study the monoclinic to tetragonal phase transformation and

residual stress in the fatigued zirconia layer, several 2D X-ray diffraction frames on a flat disk sample were collected. Phase

transformations were mapped using 2D micro X-ray diffraction of 441 frames at 50 � 50 μm spacing automatically

positioned on an impact region. Yttria–zirconia tetragonal phase transformations to monoclinic zirconia and monoclinic

yttria were observed, mostly at the impacted area. Residual stresses were measured using the micro X-ray diffraction sin2ψ
method. Important observations include the range in measured residual stress from a compressive stress, �300 MPa, up to a

tensile stress of +650 MPa; and up to 100 % phase transformation from tetragonal to monoclinic.

Keywords Residual stress • Phase transformation • Diffraction mapping • Zirconia • 2D X-ray frame

36.1 Introduction

Zirconia core veneered with porcelain crowns have been used widely for clinical restoration due to their superior aesthetics,

excellent biocompatibility, inertness, low plaque accumulation and remarkable strength. Residual stresses created as a result

of thermal expansion coefficient mismatch between the core and veneer layer is desired to be compressive at the porcelain

surface. Compressive residual stress at the surface of a crown inhibits crack initiation and improves damage tolerance. This

works similar to the introduction of a surface layer of compressive residual stress in high cycle fatigue (HCF) turbine engine

components [1]. Compressive residual stress at the crown surface makes the crown a more durable, longer lasting restoration

by preventing moisture, saliva, and other corrosive materials from entering surface defects. When tensile load is applied to

compressive residual stress surfaces, the compressive residual stress first compensates the tensile load [2].

Although yttria stabilized tetragonal zirconia (Y-TPZ) exhibits a flexural strength of 900–1,200 MPa, a structural phase

transformation from tetragonal to monoclinic phase may take place under local stresses long before the far field stresses

reach this limit [3]. Such stress induced phase transformations involve volume expansion that changes the compressive

residual stress induced into the porcelain surface [14]. The structure expansion due local phase transformation from

tetragonal to monoclinic is believed to act as a crack closure mechanism and adds more strength [4, 5]. Maximum service

loads of a restoration may experience in a patient’s mouth is 4–6 times bellow than ultimate strength of zircinia ceramic core

material. However even with such a low bite load, a considerable number of failures have been reported at early years of

service [6]. Such early failure could be attributed to fatigue cased by cyclic load and the presence of residual stresses induced

by grain anisotropy and thermal expansion mismatch. In spite of the low magnitude loads, it is expected that tetragonal to

monoclinic phase transformations take place.

A 2D X-ray diffraction technique has been implemented to map phase transformations for a sectioned crown that was

loaded to fracture, but only elastic strain for the (101) tetragonal peak was used for stress correlation with the phase

transformation [7]. Biaxial residual stress measurements with the sin2ψ method using a laboratory micro X-ray diffraction

system, is well established. Zhang et al., validated the result of stress measurements in zirconia with X-ray diffraction by
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comparing it with nano indentation [8]. A method of combined phase transformation and residual stress measurement by

X-ray diffraction has also been reported, but only for line scans [2]. A two dimensional phase mapping combined with

residual stress measurement requires a long time to on conventional laboratory scale diffraction systems. Using a 2D

detector, the exposure time is remarkably reduced [9, 10]. Diffraction phase mapping using 2D detectors could be performed

even on non flat samples [11]. In this present work, using an accurate motorized five axis stage, point size beams down to a

few μm in diameter, 2D area detectors, and a laser video auto z-alignment system, 2D maps of phase transformation and

residual stress were collected on a fatigued zirconia disk sample.

36.2 Materials

The material under study is a 1 mm thick disk made of sintered polycrystalline zirconia stabilized by the addition of 3 mol%

yttrium oxide (3Y-TZP). The zirconia disk was fabricated with typical dental laboratory thermal treatment procedures for

fabrication of all ceramic zirconia-porcelain systems. In order to simulate the dentin layer, the disk sample was mounted on a

polymer base [12]. The load applied to dental restorations in their service life is limited to 150 N maximum [12]. To create

a stress induced phase region, a cyclic load of 150 N at the peak and at a frequency of two cycles per second was applied to a

0.5 mm zirconia layer using a 1.9 mm tungsten carbide ball indenter with a custom load frame [13, 14]. To ensure that the

sample remains accurately aligned on the translation stage after a particular cyclic loading step, a precision kinematic base

was used.

36.3 Method

The residual stress measurements were conducted using a Bruker D8 Discover Laboratory X-ray diffractometer equipped

with a Hi-star 2D area 1024 � 1024 pixel detector. The detector was kept at the maximum sample distance of 299.5 mm, as

frames collected at a long detector distance have more strain resolution and diffraction rings are more distinguishable.

A focusing optic was used to achieve a beam diameter of 50 μm with Cu-Kα radiation at tube parameters of 40 kV/40 mA.

Bruker’s General Area Diffraction Detection System (GADDS) in SLAM command mode was used for data collection. In

SLAM command mode, GADDS automatically invokes commands from a script file. GADDS initializes given measure-

ment configurations such as 2θ, sample height (z), measurement coordinates on sample (x,y), rotation (φ) and tilt (χ) using a
precise motorized five axis sample stage. Calibration of the system was checked by collecting a diffraction pattern from a

NIST standard polycrystalline corundum sample prior to conducting the experiment.

36.4 Results and Discussion

The contact region under the indenter is of particular interest since it represents a locally impacted region similar to the

clinical situation. A gradient of material properties between the center of impact and a far field region is expected. Due to

impact fatigue, phase transformation from tetragonal to monoclinic zirconia occurs in relation with the superimposed

residual stresses, which also adjusts after the phase transformation. Measuring a gradient change in the phase transformation

coupled with residual stresses in the contact region with a non-destructive test is one goal of this work.

Selecting a proper mesh size is an important step for designing XRD mapping experiments. Optical microscope

observation, as illustrated in Fig. 36.1a, shows cracks only in a small region under indenter tip. Both the sample and

indenter are made from high toughness materials and are hard to deform, resulting in a small impact region when they are in

contact. Figure 36.1b shows a top view from optical microscopy of the sample superimposed with a target grid (red).

A simulation of a single indent using ABAQUS 6.9, illustrated in Fig. 36.2, also indicates that the impact region is small

and very intense at the contact region. The stress field also extends a similar distance into the depth of the zirconia compared

to the diameter of the indenter. X-rays of 8 keV, as used here, only penetrate 25 μm into the surface.
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After 40 k cyclic fatigue steps, at the area under the indenter and in the vicinity of the indenter, phase transformations

were mapped using 2D micro X-ray diffraction of 441 frames at 50 μm � 50 μm spacing automatically positioned on the

impact region. More details on experimental parameter selection for phase mapping is published by authors in previous

reports [2, 3]. Comparing frames shown in Fig. 36.3a, b and c; X-ray diffraction at a far distance from the indenter shows

the zirconia was completely tetragonal and with no observable monoclinic peaks, while measurement in the middle of the

contact region indicated significantly intense monoclinic reflection peaks. Frames collected at halfway between the center of

the impact and far distance showed monoclinic peaks in addition to tetragonal peaks, as shown in Fig. 36.3b. Figure 36.3d

illustrates χ integration of the 2D diffraction data as intensity versus 2θ. This suggests that the phase transition discussed

above was created by impact damage.

The micro X-ray diffraction patterns collected have a combination of monoclinic Zirconium Oxide peaks

(011,110,�111,111, and �102) and tetragonal zirconia peaks (101 and 110) at 2θ diffraction angles between 18� and 38�.
All peak intensities were extracted for the data set using GADDS mapping software and results were saved as a matrix.

Contour plots of the transformed structure, as shown in Fig. 36.4a, indicates that the zirconia poly-crystalline tetragonal

structure greatly exhibits phase transformation to monoclinic at the impacted region up to 100 %. This phase transformation

is generally associated with stress concentration under the indenter tip, as shown in Fig. 36.4b.

For residual stress measurements in high 2θ angles, a total of 1,746 frames were collected. This means at each of 441

measurement locations, four frames with different sample tilt values were collected to cover 60� of ψ angle. All frames cover

2θ from 63� to 83�. The (004) tetragonal zirconia peak and (�231) monoclinic zirconia peaks were selected for stress

calculation using the sin2ψ method [2].

In spite of the fact that there are localized variations, a correlation between the phase transformation and residual stress

exists. The residual stress varies in the range of �100MPa far away from indent. But is more volatile between a compressive

stress of�300 MPa up to a tensile stress of +650 MPa at the contact zone. Figure 36.5 shows a scatter plot for the correlation

between residual stress and phase transformation content. It reveals that when the phase transformation is less than 50 %, the

residual stress value is mostly tensile and less than 200 MPa. When 30–50 % of the tetragonal phase has not transformed to

monoclinic, the residual stress is mostly compressive, while after this percentage of phase transformation, the residual stress

was tensile and linearly increased up to 650 MPa.

This result is in contrast to earlier work published from single load to failure where the transformation to monoclinic

phase in zirconia was associated with a resulting relief of residual stress. Here the residual stress is greatest when the

transformation to monoclinic is more severe. This suggests the transformation can be different in low load fatigue. Possibly,

this is due to a more gradual transformation. Some have observed microcracking associated with the phase transformation

[15]. Such microcracking could relieve residual stresses.

Fig. 36.1 (a) Area under the indenter and in the vicinity of the indenter (b) impact region superimposed with a target grid
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While the local stresses can be high from the indentation, local stresses from grain-grain interactions can be even

more significant [16]. These local stresses superimposed on the applied stress are the likely initiation of first early fatigue

cycle phase transformations. Seeing that the residual stresses increase with transformation suggests that the transformation

zone would continue to grow more severe with additional loading events. Clearly, this mechanism can be a contribution to

the limited lifetime of ceramic dental restorations and needs further study.

Fig. 36.2 (a) Simulation model illustrated with a course mesh for visulzation (the actual model was cunsructed with much finer mesh). (b) X-ray

diffraction measurment grid super imposed on a stress distribution map in the surface of the flat zirconia sample under compression by a rigid

Tungestan carbide indenter. (c) Stress distribution cross sectional view
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Fig. 36.3 X-ray diffraction frames: (a) far from the contact region, (b) middle of the contact region, (c) center of the contact region, (d) Indexed

micro-XRD spectra showing phase identification for the above corresponding frames

Fig. 36.4 (a) Color plot that represents the total area under three monoclinic peaks, (b) biaxial residual stress map
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36.5 Conclusion

The experimental procedure used here fatigued zirconia disks in order to determine the effect on the residual stress state and

phase transformation. The results indicate that cyclic fatigue at a relatively small load does change the state of the residual

stress in the sample with associated phase transformation. It was observed that the zirconia polycrystalline tetragonal

structure exhibits up to 100 % phase transformation at the impacted region from clinically relevant fatigue loads with a

resulting compressive residual stress of �300 MPa up to a tensile residual stress of +650 MPa in the fully transformed

region.
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Chapter 37

Characterization of Silicon Photovoltaic Wafers

Using Infrared Photoelasticity

T.-W. Lin, G.P. Horn, and H.T. Johnson

Abstract Reliability of silicon photovoltaic (PV) wafers is strongly influenced by defects and residual stresses from the

crystallization and wire-sawing processes. Information about defects and stress in each wafer is important for improving the

solar cell efficiency. An approach is developed for characterization of defects and residual stresses on silicon PV wafers.

Utilizing a lock-in photoelastic imaging technique, the infrared grey-field polariscope (IR-GFP), retardation images are

generated for individual silicon PV wafers taken from industry-grown single crystal stock. Full-wafer scale retardation

images are compared with band-to-band photoluminescence (PL) images from the same wafers. The lock-in photoelastic

imaging allows for better identification of defects than standard band-to-band PL imaging. Analytical models of elasticity

are used to generate retardation patterns for dislocations and the residual thermal stresses. The theoretical retardation profiles

are compared with the photoelastic image for defect identification and residual stress analysis. The approach is capable of

relatively rapid wafer imaging, automated defect detection and stress analysis, and thus may be suitable for integration as an

in-line reliability control process.

Keywords Silicon • Dislocation • Residual thermal stress • Photoelasticity • Defect detection

37.1 Introduction

Residual thermal stresses and defects such as dislocations can affect performance of silicon photovoltaic (PV) wafers.

Manufacturing processes of the PV wafers involve crystallization of silicon material and subsequent cutting and wire-

sawing, which generate residual stresses, dislocations, and cracks. Solar cells with high densities of defects and high residual

stresses are found to have reduced efficiencies due to the shorter carrier lifetime. Defects act as recombination sites for

electrons and holes, shortening their diffusion lengths in the silicon PV wafers [1, 2].

During the crystallization process, silicon undergoes solidification and cooling from its melting temperature to room

temperature. The temperature gradient within the ingot causes thermal stress in the material. Large residual stresses in the

bulk silicon crystal often result in undesired wafer deformation. Dislocations become active in the crystal when the thermal

stresses on a particular slip system produce a resolved shear stress larger than its critical value at elevated temperatures [3,

4]. PV wafers with high residual stresses are vulnerable to fracture during the solar cell fabrication processes, if there exist

defects acting as stress concentrators [5]. Understanding the defects and residual stress distribution in each wafer is

important for improving the reliability and performance of the PV solar cells.

There are several non-destructive techniques for characterization of the as-cut silicon PV wafers. Infrared transmission

(IRT) imaging is used to locate defects that are not observable in visible light. The spatial resolution of IRT is limited by the

wavelength of the light source, making it difficult to detect smaller defects with this method. X-ray topography is capable of

imaging slip bands and dislocation loops. High temperature applications are possible since the x-ray image provides good

contrast even at 1,000 �C [6]. However, a synchrotron radiation facility is required for this method. Photoluminescence (PL)

is widely used for measuring minority carrier lifetime in PV wafers [7]. Defects such as dislocations show up on PL images
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as darker regions, since the PL signal emitted from these sites is lower. Although the intensity of the PL signal reveals the

location of defects and dislocations in the wafer, their associated stress fields are not available. Photoelasticity is used for

experimentally analyzing different types of defects in the PV wafer, including cracks, inclusions, grain boundaries, and

dislocations [2, 5, 8]. The birefringence image given by photoelastic measurement shows changes in the refractive indices

due to strain in the wafer. Both the stresses associated with defects and the thermally induced stresses are measureable.

Among various photoelastic methods, the infrared grey-field polariscope (IR-GFP) has demonstrated the ability to perform

rapid silicon wafer inspection at rates that may be applicable to industrial applications [9].

In this study, infrared photoelastic measurement of silicon PV wafers is performed using IR-GFP. Analytical model is

used for calculating the dislocation stress and the residual thermal stress that occurs during crystallization of the silicon

ingot. The birefringence image generated using IR-GFP is explained based on thermal elasticity and dislocation stress

theories. It is possible to interpret the GFP image and understand the generation mechanism of the thermally induced and the

dislocation associated stress fields.

37.2 Characterization Methods

The silicon PV wafers are mono-crystalline, grown using an 8 in. Czochralski (CZ) process. A particular crystal orientation

is selected by using a seed crystal. The seed crystal is brought in contact with the silicon melt and pulled out of the melt with

a relative rotation to the crucible [10]. Therefore, the solidified silicon grows into a cylindrical ingot. After the silicon ingot is

grown, subsequent cutting and wire-sawing processes are performed. The dimensions of the as-cut square PV wafer are

150 mm on each side and 300 μm in thickness.

Photoelastic measurement of industrial as-cut silicon PV wafers is carried out using an IR-GFP system built by Stress

Photonics. A charge-coupled device camera with resolution of 1380 � 1030 pixels is utilized in the system, with an

adjustable focusing camera lens to achieve a 20 � 24 cm2 field of view.

A GFP image of a representative silicon PV wafer is shown in Fig. 37.1a. The intensity on the image indicates magnitude

of the optical retardation caused by the stress-induced birefringence in the wafer. The relation between the birefringence

(n1 � n2) and the optical retardation is

δ ¼ dðn1 � n2Þ (37.1)

where d is the thickness of the wafer and n1 and n2 are refractive indices along the fast- and slow-optical axes that are

perpendicular to each other. The change of the refractive indices depends on the impermeability tensor Bij, which contains

dielectric properties of the silicon. Therefore, Eq. 37.1 can be written as

Fig. 37.1 Measurement of PV wafer A using (a) IR-GFP, maximum and minimum retardations are 13.8 and�5.2 nm, respectively; (b) PL image,

showing intensity of the illuminated signal; the dislocation slip bands present on both images, while the thermal residual stress profile presents only

on the GFP image
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δ ¼ n30d

2
B1 � B2ð Þ (37.2)

where B1 and B2 are the principal values of Bij, and n0 is the original refractive index of silicon when there is no stress in the
crystal [11]. For incident light that propagates normal to the wafer surface, the birefringence is related to the difference of the

two principal values of the tensor Bij that are associated with the two in-plane principal axes. The impermeability tensor

depends on the stress states in the silicon through Pockels’ law, or

Bij ¼ πijklσkl (37.3)

where πijkl are the elasto-optical coefficients of the silicon. The theoretical retardation is calculated for each point in the

silicon wafer according to the stress state of the point. For comparison between the experimental and the theoretical results, a

2D retardation profile image can be found by integrating the retardation through the thickness of the wafer, since the

measured GFP image is obtained in the same way.

Photoluminescence (PL) measurements are performed to obtain band-to-band image of the PV wafers. A laser with

800 nm wavelength is used as the excitation source of the PL signal. Electrons in the silicon are excited into the conduction

band and drop back to the valence band by illuminating light with wavelength of 1.1 μm. Defects in the wafer can introduce

other paths for electrons and holes to recombine without the illumination.

37.3 Results and Discussion

Qualitative inspection of a typical IR-GFP image of a silicon PV wafer shows a superposition of two distinct stress fields. A

macro-scale stress pattern is shown across the wafer in Fig. 37.1a, where dark regions are located on the upper-left and

lower-right corners, and bright regions are located on the upper-right and lower-left corners. Grey represents zero retardation

on the GFP image, while dark and bright regions indicate high retardation with opposite sign. The center of the wafer

shows relatively low retardation. The four-lobe shape that consists of the dark and bright regions is due to the residual

thermal stresses.

There are also thin lines of highly concentrated retardation distributed across the wafer and oriented at 45� to the wafer

edge. The intensity of the retardation signal of each line is localized along the line direction and is distinct from the

background intensity. It shows a bright region on one side of the feature and a dark region on the other side. The orientation

of the lines and highly concentrated residual stress fields suggest that dislocation slip bands in the PV wafer result in these

lines in the GFP image.

Figure 37.1b shows a PL image of the same PV wafer. Similar to the GFP image, the dislocation slip bands are also

observed in the PL image. The lower PL intensity indicates a shorter minority carrier lifetime at the slip bands, which is due

to a higher recombination rate of electrons and holes [1]. Therefore, the PL imaging has become the standard method for the

qualitative detection of defects in the solar industry. One of the significant differences between the PL image and the GFP

image is that the four-lobe pattern does not present in the PL image, thus the defect signal is uniquely identified through PL.

However, the PL image does not provide any information regarding the residual stress state of the wafers from the defects or

the thermal processes. The GFP image provides all of those qualitative results from the PL image, with additional

information about the stress states in the wafer.

Characterization of the silicon PV wafers using IR-GFP has an advantage in its ability to image the stress fields associated

with the slip bands. In some cases, this allows location of defects that are not visible with PL imaging. Figure 37.2 shows the

GFP image of another silicon PV wafer (Fig. 37.2a) and the PL image of the same wafer (Fig. 37.2b). From the PL image,

one might conclude that this is a relatively defect-free wafer. However, the GFP image shows several dislocation slip bands

near the center and upper parts of the wafer. It also shows the four-lobe pattern due to the residual thermal stress. Defects

such as dislocations in the wafer are often associated with localized stress fields. Since the stress-influenced area is larger

than the size of the defect, it is possible for IR-GFP to resolve very small defects that are not visible in the PL image.

Precipitates, vacancies, and newly initiated cracks are not easily visible, especially when their sizes are close to the optical

limitation of the instrument. For silicon PL imaging, it often requires an exposure time from a few seconds up to a minute.

The PL image becomes smeared due the scattering of the PL light and or the insufficient incident light, which can lower the

contrast and reduce the resolution of the PL image [7].
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To explain the characteristic features of the GFP image, it is essential to study the generation mechanisms of the stresses

that develop during the silicon crystallization process. During the crystal growth of the silicon, the temperature in the silicon

ingot is close to the melting temperature, while the temperature on the surface of the ingot is lower. Residual thermal stresses

occur due to this temperature difference.

An analytical thermo-elastic model is applied to describe the thermal stress field in the silicon ingot grown with the CZ

process. For simplicity, the geometry of the ingot is assumed to be a cylinder with infinite length. Thus, the problem can be

solved assuming plain-strain conditions in the ingot. Furthermore, axisymmetric stress fields are expected since there is

symmetry about the axis of the cylinder. In polar coordinates, the prescribed temperature at the center of the ingot is denoted

as T0 at r ¼ 0 and the temperature on the surface of the ingot remains at TR, where r ¼ R. By solving the axisymmetric

plane-strain problem, following [12], the nonzero thermal stress components associated with the prescribed temperatures are

the hoop stress and the radial stress expressed by

σrr ¼ 2αEðT0 � TRÞ
ð1� νÞ

X1
s¼1

e�mt

β2s J1ðβsÞ
J1 βsð Þ � R

r
J1

r

R
βs

� �� �
(37.4)

σθθ ¼ 2αEðT0 � TRÞ
ð1� νÞ

X1
s¼1

e�mt

β2s J1ðβsÞ
J1 βsð Þ þ R

r
J1

r

R
βs

� �
� r

R
βsJ0

r

R
βs

� �� �
(37.5)

where m ¼ Kβ2s=ρcR
2, α is the thermal expansion coefficient, K is the thermal conductivity, c is the specific heat, ρ is the

density, E is the Young’s modulus, ν is the Poisson’s ratio, J0 and J1 are Bessel’s function of the first kind, and βs (s ¼ 1,2,

. . .) are the roots of J0(βs) ¼ 0. A time constant t is assumed as the duration for the surface temperature to change from T0 to
TR. The stress fields are transformed in Cartesian coordinates. The retardation from thermal residual stress is calculated

using Eqs. 37.1, 37.2, and 37.3. A plot of the theoretical retardation profile due to thermal stress is given in Fig. 37.3a.

A time constant t ¼ 0.01 and a temperature difference of 1,000 �C is chosen to fit the theoretical plot to the experimental

result. Figure 37.3a shows the four-lobe retardation field due to the thermal stresses. Once the retardation profile of the

residual thermal stress is found, comparison between the GFP image and the theoretical retardation profile can be used to

identify defects in the wafer. Deviation between the experimental and theoretical retardation profiles gives the location of the

defects.

In order to interpret the linear features caused by the dislocation slip bands, it is necessary to understand the crystallo-

graphic structure of the PV wafer. The CZ-grown single crystal silicon wafer has [001] wafer surface normal direction.

Silicon has diamond crystal structure and cubic symmetry. There are 12 slip systems in the crystal, with the close-packed

planes {111} and the slip directions<1 �1 0>. For simplicity, only edge dislocations are considered here. The location of the

edge dislocation is assumed in the PV wafer, based on its orientation on each slip plane. As an example, the slip system with

Fig. 37.2 Measurement of PV wafer B using (a) IR-GFP, maximum and minimum retardations are 8.6 and �8.3 nm, respectively; (b) PL image,

which does not show the dislocation slip bands and the thermal residual stress profile
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(111) slip plane and ½1 �1 0� slip direction is considered. The stress fields of each edge dislocation are expressed by the theory
of isotropic linear elasticity [13], which gives

σ11 ¼ �Dx2
3x21 þ x22
� �

x21 þ x22
� �2 ; (37.6)

σ22 ¼ Dx2
ðx21 � x22Þ
ðx21 þ x22Þ2

(37.7)

σ12 ¼ Dx1
ðx21 � x22Þ
ðx21 þ x22Þ2

; (37.8)

σ33 ¼ νðσ11 þ σ22Þ (37.9)

where D ¼ Gb=2πð1� νÞ, G is the shear modulus, b is Burgers vector of the edge dislocation in silicon. These stress fields

are transformed in crystal coordinates of the wafer.

The retardation due to the dislocation stresses is calculated using Eqs. 37.1, 37.2, and 37.3 and plotted in Fig. 37.3b. An

array of 20 edge dislocations is selected as an example for the plot. The theoretical retardation plot of the dislocation slip

bands has positive value on one side and negative on the other side, which corresponds to the line patterns shown in

Figs. 37.1a and 37.2a. The width of the slip band is approximately the thickness of the PV wafer. This is expected since the

dislocation lines are oriented on the (111) slip plane and intersect both the front and back surfaces of the wafer [6].

37.4 Conclusions and Future Work

This study provides a method for characterization of the stress fields and the defects in single crystal silicon PV wafers.

Using IR-GFP for the infrared photoelastic measurement, the dislocation slip bands and the thermally induced residual stress

fields in the wafer are visualized. Comparison between the GFP images and PL images shows that the IR-GFP measurement

is able to reveal defects that are not detected by the PL technique. Both the global stress field due to CZ crystallization and

the localized dislocation stress field are analyzed using simple linear elastic models. The stress fields shown in the GFP

images are interpreted by comparing to plots generated from the theoretical models.

Fig. 37.3 Theoretical retardation profile due to (a) an estimated residual thermal fields and (b) an array of 20 edge dislocations in (111) plane and

½1�10� slip direction
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The IR-GFP system used for this study utilizes a visible light charge-coupled camera as its sensing component.

The dynamic sensing range of the camera is primarily in the range of the visible light, with a smaller sensitivity for the

near-infrared range. It is desirable to use an infrared camera with better sensitivity in the near-infrared and mid-infrared

range.
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Chapter 38

Acoustic Emission Analysis of Aluminum Specimen Subjected

to Laser Annealing

C. Barile, C. Casavola, G. Pappalettera, and C. Pappalettere

Abstract This paper deals with the study of acoustic emissions (AE) from aluminum Al5068 specimen during local

annealing process by a laser diode source. The heating cycle, obtained by irradiating the surface of the specimen, causes a

change in the local stress state which can be studied by X-Ray diffractometry; at the same time acoustic emissions can be

recorded as a consequence of residual stress relieving.

This hybrid approach provides evidence of the presence of a correlation between stress relieving and the number of

signals of acoustic emissions recorded during the heating and the cooling stages. Annealing cycle was repeated several times

and acoustic emissions were detected during each cycle; the amount of residual stresses along the longitudinal direction was

measured at the end of each cycle as well. The number of acoustic signals exhibits the typical behavior due to the Kaiser

effect while residual stresses show a quite regular decrease from cycle to cycle. Mechanical tensile tests have also been

performed on the same specimen tested at four different loads. In this case too, experimental results show evidence of Kaiser

effect, however a steeper reduction of the number of signals is observed with respect to the thermal tests.

Keywords Aluminum • Acoustic emission • Laser annealing • Residual stress relaxation • Mechanical test

38.1 Introduction

Acoustic emissions are generated in solid materials subjected to both thermal and mechanical stresses or deformations.

They can be related to several sources i.e. motion of dislocations, crack nucleation, crack propagation etc. The acoustic

emissions technique detects stress waves produced during the transient release of energy in stressed materials [1, 2], it is a

non-invasive technique that can act both in active and in passive way.

AE are detected in the ultrasonic range of frequencies by using high sensitivity piezoelectric sensors having the resonance

frequency equal to the frequency of the ultrasound signal to be monitored. The AE technique is characterized by the

possibility to detect the energy release of stressed component even when it depends on a strictly localized phenomena. In this

work, in fact, a high power laser diode was focused on an aluminum specimen in a localized spot, in order to relax the

residual stress. Despite of the huge amount of work which has been done in characterizing the different sources of acoustic

emissions, much work has to be done in studying the stress relaxation process as a generator of acoustic events.

This paper aims to connect the stress relaxation obtained by the annealing process with the level of detected acoustic

signals. The specimens analyzed were subjected to thermal cycles in order to induce local stress relaxation. X-ray

diffractometer was used to quantify the amount of relaxed stress. AE sensors were used to detect the acoustic emission

events generated during the annealing process. Mechanical tests were also performed and in this case too AE signals were

detected. Kaiser effect was observed both in thermal and mechanical tests but showing a different damping behavior.
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38.2 Materials and Methods

38.2.1 Thermal Tests

Acoustic emission events are identified by a set of shots (hits) [3]. If a voltage threshold value is fixed, the hits represent the
number of times the voltage generated from the PZT sensor overcomes that threshold. Every shot is characterized by an

intensity value proportional to the energy of the detected event [4]. Preliminary experiments were carried out to find an

optimal value for the threshold. A too low value of the threshold, in fact, would introduce too much noise in the

measurement; on the other hand if the value is too high no signal can be detected. A value of 30 dB was used during the

entire experimental plan, this value is in agreement with the findings of [5] for annealed Al 2219.

During the experimental tests, acoustic emissions were monitored both during laser annealing cycle and during cooling;

subsequently the efficiency of the cycle, in terms of obtained stress relaxation, was evaluated by means of an X-ray

diffractometer (XRD). In other words residual stresses were evaluated on the as received sample and at the end of each

heating cycle. In order to perform this measurement an XRD with a Cr source was used. Beam was collimated through a

3 mm diameter collimator.

The experimental tests were carried out on prismatic aluminum specimen (Al 5068), with 10 � 10 � 160 mm

dimensions. Two sensors (Table 38.1 [6]) were placed on the surface of the specimen 30 mm far apart one from each

other (Fig. 38.1), and at the same distance from the area heated by the laser beam.

First of all the initial state of residual stresses was measured on the specimen. Successively the laser was focused at the

center of the analyzed area.

Due to the elliptical shape of the laser spot, two different and orthogonal directions of measurement were chosen in order

to estimate the effects of the different power density in both directions. Longitudinal and transverse ones were replicated

three times for each point.

The cycle was realized through a high power laser diode (GaAlAs), with a nominal power of 100 W and a wavelength of

830 nm (Fig. 38.2).

Table 38.1 Main characteristics

of the Mistras Pico sensor used in

this work

Characteristichs of the Pico sensor

Peak sensitivity 54 dB

Operating frequency range 200–750 kHz

Resonant frequency 250 KHz

Temperature range �65–177 �C
Dimension 5 � 4 mm

Fig. 38.1 Sensors positioning
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A proper cycle was defined to reach an effective relaxation of residual stress. Laser and cycle parameters were chosen on

the basis of already existing studies [7]. The following parameters defines the adopted thermal cycle:

• Current 5 A;

• Laser power 16.3 W;

• Heating cycle 20 s;

• Cooling 240 s.

Acoustic emissions were monitored and recorded continuously during the heating cycle. At the end of the cycle a new

diffractometric measure was carried out on the same point previously measured and annealed, in order to quantify the

effective relaxation. Annealing cycles were repeated three times for each point.

38.2.2 Mechanical Tests

In this part of the experimental, acoustic emissions from the sample were recorded during a tensile mechanical tests. Iterative

loops of loading and unloading [8] were applied on the specimen. The load value was reached under displacement control.

This operation was repeated five times for each set maximum loading value. Then a new set of cycles was executed up to an

increased load value. An uniaxial electro-mechanical MTS static machine was used, having a load capacity of 30 kN

(Fig. 38.3).

Four loading and unloading cycles for each of the following loading levels: 8, 11, 14 and 17 kN. Each cycle was

replicated five times.

At the beginning of a new set of cycles the specimen was removed and repositioned to ensure the start of the test on a zero

load.

During all tests, acoustic emissions were recorded and monitored continuously.

38.3 Results and Discussion

38.3.1 Thermal Tests

Results of the diffractometric measurements and the number of recorded Hits per each cycle are reported in Table 38.2.

As reported in Table 38.2 it results that the number of the recorded hits decreases during consecutive cycles. This

phenomenon is more evident if a fitting of the number of hits as a function of the number cycle is done. In this way it can be

observed that the number of counts for each cycle of thermal load tends to decrease as a negative exponential function. The

exponent depends on the sequential number of the thermal cycle. Figure 38.4 compares the different exponential curves

corresponding to three different annealed point.

Fig. 38.2 Diode pump

solid-state laser used for

the laser annealing cycle
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Fig. 38.3 Uniaxial static

testing machine MTS Alliance

RT/30

Table 38.2 Diffractometric

measurements and number

of hits per cycle

# Cycle # Hits σ [MPa]

1 8 �116.6

2 2 �106.4

3 1 �94.1

4 1 �84.8

10

9

8

7

6

5H
its

4

3

2

1

1 1.5 2.5 3.52
# Cycle

3 4

0

Fig. 38.4 Fitting of the

number of hits versus the #

of cycle. The three curves
refer to the result obtained

on three different points
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Since all the thermal cycles are equal (i.e. with the same times and the same temperatures both during heating and

cooling), reducing the number of counts in the various cycles can be considered representative of the presence of thermal

Kaiser effect. This effect causes the tendency to decrease the number of hits in thermal cycles after the first one, according to

a negative exponential law:

# Hits ¼ a�eðb�NÞ (38.1)

Where N corresponds to the number of the thermal cycle.

The average value found for the exponential coefficient was b ¼ �1.202.

This correlation between the thermal behavior and the counts of acoustic emissions may be better understood considering

that the application of thermal loads, cause the formation and/or the propagation of micro cracks and defects [9]. They

represent a source of acoustic emissions. Jointly to this phenomenon and due to the same thermal cycle, a variation of

residual stress is obtained. This interpretation of data justifies the acquisition of a greater number of hits for the first cycle

than in the other ones.

Kaiser effect affected thermal cycles after the first one, resulting in a reduction of the number of hits per cycle. This trend

can be justified by considering that if the same thermal load is applied for all the cycles, after the first one [10] there is no

longer formation and/or propagation of micro-cracks. The thermal stress, in fact, is not sufficient to allow crack propagation.

For this reason there is no further activity of acoustic emissions except than that connected to residual stress relaxation.

Growing the number of thermal cycle repetition this phenomenon becomes more evident, because fewer defects cause

emissions; it remains a residual term of acoustic emissions caused by the variation of the residual stress.

In Figs. 38.5 and 38.6 it is shown that the effect of the applied thermal cycle is a quite constant reduction of residual stress

while, contemporarily the number of recorded hits drop down drastically.

Fig. 38.5 Residual stress

[MPa] versus number

of cycles

Fig. 38.6 Number

of recorded hits versus number

of cycles
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38.3.2 Mechanical Tests

The behavior observed during the annealing was found also during tensile mechanical tests even if appearing different from

a quantitative point of view.

In Table 38.3 acoustic emission data, in terms of recorded hits, are shown for each loading cycle.

Mechanical cycles of loading and unloading, after the first one, determined a decrease in terms of recorded Hits. In

Fig. 38.7a is reported, as an example, the curve referred to the test performed at 8 KN. The curve trend is very similar to the

thermal one, but the damping is much greater than in the previous case.

Mechanical applied loads caused the nucleation and/or propagation of micro-craks and internal/superficial defects. These

events produced acoustic emissions signals. During the first load application there is a considerable amount of acoustic

emissions, even more than two orders greater than that observed in thermal tests. The difference between mechanical and

thermal test can be attributed to the difference in the of stressed volume in the two tests. Thermal load was focused on a small

spot on the surface of the specimen, mechanical one involved the whole specimen.

After the first load application, the number of cracks and defects didn’t increase substantially. So the emission linked to

this phenomenon is almost absent, causing a considerable reduction of the number of the recorded acoustic emissions. The

number of counts for each following load cycle had a tendency to decrease, according to a negative exponential function. It

results interesting to underline that the number of emissions detected didn’t tend to zero but reached a minimum value,

depending on the load applied. This value is related with the background noise connected to acoustic signals produced by the

tensile machine itself.

A constant term has to be added to the exponential equation in order to properly describe the behavior of the number of

hits as a function of subsequent loading cycles.

# Hits ¼ a�e b�Nð Þ þ c (38.2)

Where N corresponds to the number of the mechanical cycle.

The constant c represents is introduced to quantify the background noise of testing machine, i.e. a minimum number of

emissions (proportional to the applied load) recorded in any test carried out.

Experimental tests show a proportionality between the applied load and the number of emissions recorded. So applying a

greater load corresponds to record a greater number of hits.

This type of test confirms the presence of the Kaiser effect in mechanical tests as in thermal one. The exponent

characteristic of this function is smaller than in thermal case (larger in absolute value). The calculated mean value for b

in the case of mechanical loading was b ¼ �7.68 to be compared with the value b ¼ �1.202 obtained during thermal tests.

This can be explained in view of the fact that the effect of the residual stress variation was not present in mechanical tests,

and so the acoustic emission was totally related to the nucleation and/or propagation of micro cracks and internal defects.

Table 38.3 Number of hits

in five load step
Test 8 KN 11 KN 14 KN 17 KN

1 3,263 5,088 6,048 6,604

2 1,891 2,590 2,998 3,898

3 1,610 2,605 3,190 3,680

4 1,603 2,670 3,209 3,650

5 1,585 2,359 3,008 3,634
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Fig. 38.7 Plot of the number

of hits versus the number

of test in mechanical

tensile test
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38.4 Conclusions

In this work the correlation between the acoustic emission and a localized annealing treatment of stress relaxation was

analyzed. Results obtained allowed to identify a negative exponential law to describe the number of hits recorded in each

thermal cycle. Results showed a relation between the application of thermal gradient and acoustic emissions, confirming the

release of elastic energy during the residual stress relaxation. The presence of a thermal Kaiser effect justifies the falling

detections in following cycles. Mechanical tests were also carried out. These tests confirm the presence of the Kaiser effect

however, without the influence of residual stress relaxation, the exponential falling appear to be steeper.
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Chapter 39

Optical Analysis of Weld-Induced Residual Stress by Electronic

Speckle-Pattern Interferometry

Sean Craft, Saugat Ghimire, Bishwas Ghimire, T. Sasaki, and Sanichiro Yoshida

Abstract Electronic Speckle-Pattern Interferometry (ESPI) is applied to analysis of residual stress induced by laser welding.

A thin plate of stainless-steel is butt-welded to a carbon-steel plate of the same dimension to form a dissimilar-weld specimen.

Similarly, a pair of stainless-steel plates and that of carbon-steel plates are respectively butt-welded to each other to form

similar-weld specimens. The dimensions of the dissimilar and simlar-weld specimens are all the same. A tensile load is

applied to the specimen perpendicular to the weld line and at a constant pulling rate until the stress on the sample is

approximately a quarter of the yield stress. The resultant deformation is monitored with an ESPI setup sensitive to the in-plane

displacement component parallel to the tensile axis. Interferometric images are formed at a fixed time interval, and fringe

patterns representing contours of the in-plane displacement are created by subtracting the image taken at each time step from

several time steps after. Resultant fringe patterns show behaviors that can be interpreted as revealing residual stress.

Keywords Residual stress • Electronic speckle-pattern interferometry • Laser welding • Nondestructive analysis • In-plane

deformation

39.1 Introduction

Residual stresses are locked in materials. They arise from a wide range of manufacturing processes and can cause serious

problems such as unwanted distortion, weakness, and even failure. Unlike stress due to external loading, they are hidden

inside the material and cannot be directly measured from outside. Analysis of residual stress therefore requires a certain step

to change the stress state and read out the resultant change in displacement or strain. Prevailing techniques such as the layer

removal [1], hole-drilling [2] and incremental slitting methods [3] relax the residual stress through removal of the

surrounding material and determine the residual stress from the resultant strain redistribution. These are well-established

and reliable technique, but destructive by nature and limited to localized area analysis. As a non-destructive method, analysis

with local laser heating [4] is available. Most residual stress is caused by some sort of heating action during the

manufacturing process coupled with thermal gradient during the cooling process. For this type of residual stress, the laser

heating technique is effective as it essentially relaxes the residual stress by reversing the process. However, estimation of

thermal load by laser radiation is not straightforward.

Considering the above situation, we are interested in developing a non-destructive technique of residual stress analysis,

and have recently started an experimental project. Our idea is rather straightforward; we apply a tensile load to a specimen of

minimum strength and within the elastic regime, read out the response of the specimen as a full-field displacement pattern

using optical interferometry and make diagnoses based on the observed displacement pattern. In this study, wemade analyses

on residual stress caused by welding of thin-plates – welding is one of the most common causes of residual stress in the

metalwork and is a classic problem of mechanical engineering [5]. The aim of this paper is to report on preliminary results of
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the project. The experimental procedures are described along with the analysis of the displacement patterns. These results can

be interpreted as representing qualitative features of the residual stress caused by the welding, and thereby indicates the

feasibility of the present method for quantitative analysis.

39.2 Experimental

39.2.1 Specimens

Table 39.1 lists the materials and welding conditions of the specimens. Typically, two plates of 100 mm (wide) � 50 mm

(long) � 0.3 mm (thick) stainless steel (SUS 304) are butt-welded together, along the 50 mm sides, and cut, normal to the

weld line, into 5 specimens that are 20 mmwide� 100 mm long (the SUS-SUS welded). Similarly, two plates of low-carbon

steel (SPCC) of the same width and length as the SUS plate and 0.4 mm thick are butt-welded and cut into specimens of

20 mm � 100 mm (the SPCC-SPCC welded).1 For the SUS-SPCC weld, a plate of SUS and one of SPCC, of the same

dimensions as used above, are butt-welded together and then cut into specimens of 20 mm� 100 mm in the same manner as

described above. The heat source of the welding was a pulsed Nd:YAG laser. On welding, the plates were held on the table

and the laser beam was applied from the top along the butted sides of the plates.

In butt-welding, residual stress is caused by heat arising during the welding process coupled with a thermal gradient

during the cooling process. Figure 39.1 schematically illustrates typical residual stresses in a similar-weld specimen and

dissimilar-weld specimen. In the similar weld-specimen case, the residual stress is mainly caused by the temperature

gradient along the weld line. When the welding is initiated from one end of the butted side, say from the bottom side as in

Fig. 39.1a, the material at the joint shrinks as it is cooled after the laser beam passes away. On the other hand, the part of the

material currently being joined tends to expand as it is heated by the laser beam. Consequently, if the plates are not held to

the table, they tend to rotate as indicated by the dashed line in Fig. 39.1a. To avoid this opening, the holding mechanism

keeps applying counteracting force. Consequently, when the welding is completed, the top end of the welded region is

compressed (restrained from expansion), and the bottom end is stretched (restrained from shrinking). In the case of a

dissimilar-weld specimen, in addition to the same tendency as the similar weld-specimen case, the side of the weld line

where the material has higher thermal expansion tends to be stretched (because when cooled it tends to shrink more) and the

other side tends to be compressed.

39.2.2 Loading Pattern and Strain Measurement

To investigate residual stress, it is essential that the applied load does not cause permanent deformation. To avoid permanent

deformation, we applied a tensile load to the specimen up to approximately a quarter of the yield stress, and relaxed the load

by reversing the direction of the test machine’s dynamic head, and moving it at a constant speed until the load was zero; care

Table 39.1 Specimen’s materials and welding conditions

SUS SPCC Welding condition

Young’s modulus (E) 193 211.4 GPa Heat source Nd:YAG laser

Density 8,000 7,850 kg/m3 Mode Pulse

sqrt(E/r) 4.911 5.189 km/s Average power 1.5–2.1 kW

Thermal expansion coefficient 17.3 11.7 ppm/K Frequency 2 Hz

a b

Fig. 39.1 Residual stress in (a) similar welded and (b) dissimilar welded specimens

1 The thickmess of the SUS and SPCC plates were different simply because of the availability of the materials.
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was taken to avoid negative loading. Subsequently, without dismounting the specimen from the test machine, we repeated

the same tensile-compress cycles across several runs. The repetitions were important to confirm that the specimen did not

experience permanent deformation, and also to ensure that slip effects were minimized as the head’s grip on the sample

becomes firmer after the first run. The test machine’s head speed was set at a constant rate of 30 μm/s for both the tensile and

compress phases. Figure 39.2a shows the loading characteristics of the specimen for the first three cycles of a similar and

dissimilar-weld specimen (SUS-SUS welded and SUS-SPCC welded) comparing them with the loading characteristics of a

pure SUS specimen of the same material and dimension shown in Fig. 39.2b. As seen in (a), the loading characteristics of the

second and third runs overlap with each other, indicating that the deformation is elastic. The different behaviors for the first

runs are believed to be due to slippage of the specimen inside the grip. This is evidenced by the fact that when a specimen

was reloaded with the same tensile-compress pattern after being dismounted from the test machine at the end of the third run,

the loading characteristics of the fourth run was similar to that of the first run, while the loading characteristics of the fifth

and sixth runs overlapped with those of the second and third runs. Note that the maximum load of 400 N in (a) is

approximately a quarter of the yield load seen in (b).

Figure 39.3 illustrates the arrangement of strain measurement with an Electronic Speckle-pattern Interferometer (ESPI)

setup. The specimen was loaded horizontally, and the ESPI was sensitive to in-plane displacement of the specimen whose
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weld line was vertical. The CCD camera took the image of the specimen at a constant frame rate of 30 frames per second.

The image data was sent to computer memory and subtracted from the image taken 10–15 frames earlier. In this fashion, so

called-fringe patterns representing contours of equi-displacement lines were formed.

39.3 Results and Discussion

39.3.1 Comparison of SUS-SUS, SPCC-SPCC and SUS-SPCC Welded Specimens

We tested the three types of specimens, the similar weld specimens of SUS-SUS and SPCC-SPCC welded, and the dissimilar

weld specimen of SUS-SPCC welded. Careful examination of fringe patterns in all the specimens in the entire loading range

tested revealed specific differences between the similar-weld and dissimilar-weld specimens. Figure 39.4 shows the

differences. Here, the left column shows pairs of fringe patterns observed in the SUS-SUS welded (the top two, a1 and

a2), SPCC-SPCC welded (the middle two, b1 and b2) and the SUS-SPCC welded (the bottom two, c1 and c2). The plot

placed to the right of each pair is the corresponding loading characteristics. In the similar weld specimens, common to the

SUS-SUS and SPCC-SPCC welded, the fringe patterns are characterized by the initial pattern consisting of vertical fringes

on one side of the weld line (at the horizontal center of the image) followed by patterns consisting of horizontal lines on both

sides of the weld line. In the left column (images) of Fig. 39.4, (a1) and (b1) represent the former pattern whereas (a2) and

(b2) represent the latter. These patterns were observed only in an initial stage of tensile cycle and a final stage of compress

cycle where the load is low. In the right column of Fig. 39.4, the points where each fringe pattern was observed are indicated

on the loading characteristics. Notice that the loading characteristics show a small plateau when these patterns were

observed. In the other loading range, the similar and dissimilar weld specimen did not show a notable difference in the

observed fringe patterns. The dissimilar-weld specimen showed horizontal fringes on both sides of the weld all the time.

From these observations, we suspect that the small plateau in the loading characteristics is related to the residual stress

associated with the welding. More will be discussed on this in the next section.

39.3.2 Comparison of Unheated and Heated Welded Specimens

To determine whether or not the small plateau observed in Fig. 39.4 is related to residual stress due to welding, we repeated

the same procedure as discussed in the preceding section using a pair of welded specimens. One of the pair was heated after

the welding (heat-treated) whereas the other was not heat-treated. The post-weld heating treatment is known to relax any

residual stress. Figure 39.5 compares the loading characteristics of the SUS-SUS weld specimen with the heating treatment

(dashed line) and the SUS-SUS weld specimen without treatment. It is seen that the untreated specimen shows a small

plateau similar to the one in Fig. 39.4 (a3) but the treated specimen does not show a clear plateau.

Figure 39.6 shows fringes observed in the unheated (left) and heated (right) SUS-SUS weld specimen. The straight line

running vertically along the horizontal center of the image is the weld line. (a) – (c) in Fig. 39.5 indicate the load levels when

these fringes were taken. Fringes are faint in both the untreated and treated specimen for (a) and (b). The dashed lines are

traces of the faint fringes inserted for better visualization. In (a) and (b), apparently the unheated and heated cases show

different fringe patterns from each other; in the case of the unheated, the right half of the specimen show curved, horizontal

fringes both in (a) and (b) similar to Fig. 39.3 (a1). On the other hand, there is little to no difference between the unheated and

heated cases for (c).

The observations in Figs. 39.5 and 39.6 can be interpreted as follows. From the fringe patterns, it is speculated that when

the specimen has residual stress, one half of the specimen rotates as a rigid body with negligibly small deformation and the

other half stretches.2 As indicated in Fig. 39.1a, a similar-weld specimen typically is stretched near the end where the

welding is initiated and compressed at the other end where the welding is completed. When such a specimen is pulled

perpendicularly to the weld line, the compressed end stretches more easily than the already stretched end. This explains the

rotating half of the specimen. The other half (non-rotating half) of the specimen can be explained by assuming that this

2 In fringe patterns formed by an ESPI setup sensitive to horizontal in-plane displacement, horizontally parallel contours represent pure rotation or

shear, and vertically/ parallel contours stretch or compression.

320 S. Craft et al.



stretch-compression phenomenon due to residual stress occurs predominantly on one side of the weld line. When the

compressed end is relaxed and the stretched end further stretched by the external force (exerted by the test machine), the

boundary near the weld line of the non-rotating half displaces in the tensile direction resulting in rather uniform stretch over

the enter region of this half. When the specimen is heated after the welding, on the other hand, the residual stress due to the

weld is relaxed. Therefore, both side of the specimen across the weld line behave more or less in the same fashion. The fringe

patterns in the right column of Fig. 39.6 indicate this. When the stress level reaches (c) in Fig. 39.5, the fringe patterns

observed in the untreated and treated specimens show basically the same feature; both sides of the specimen rotate. This can

be interpreted as that by this time the compression due to the residual stress has been relaxed and therefore the behavior of
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the untreated specimen is similar to that of the treated specimen. It is not clear why both halves of the specimen show

rotation-like motion. It is interesting to note that the different behaviors in the fringe pattern between the treated and

untreated specimens occur near the small plateau in the loading characteristics. It is considered that while the compressed

end (which is due to the residual stress) relaxes, the test machine’s head exerts less force as it moves (the pulling rate is

still constant, but the force experienced by the sample/head is lessened because more strain is occurring than tensile stress).

This can naively explain the presence of the small plateau. More investigation is definitely necessary for more conclusive

argument.
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39.4 Conclusions

The present study indicates the feasibility of the described method to analyze residual stress arising from welding. The

observed ESPI fringes differentiate the similar-welded and dissimilar-welded specimens. The observed difference can be

interpreted as explaining the qualitative feature of residual stress of the respective case, i.e., residual stress in similar-weld

specimens is mainly due to temperature gradient along the weld line whereas that in dissimilar-weld specimen is also caused

by the difference in thermal expansion. Comparison of fringe patterns between similar-weld specimens with and without

post-heating treatment supports these arguments.
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Chapter 40

Shape Is Not Enough to Test Hypotheses for Morphogenesis

Victor D. Varner, Gang Xu, and Larry A. Taber

Abstract During embryogenesis, tissues and organs often undergo dramatic changes in shape. Identifying the forces that

drive these shape changes is crucial to understanding morphogenetic mechanisms. Here, we show how experiments in

conjunction with finite-element modeling can be used to study the source, distribution, and evolution of passive and actively

generated tissue stresses during development. This paper focuses on two illustrative examples: head fold formation and

folding of the cerebral cortex. Because different combinations of forces may produce similar shapes, morphogenetic

mechanisms cannot be determined by matching global changes in geometry alone. Other types of data are needed, including

stress and strain distributions. Here, tissue stress is estimated using dissection experiments, while strains are measured by

tracking the motions of tissue labels. The results provide new insight into the physical mechanisms that drive the formation

of the head fold in the early embryo and cortical folding in the brain at later stages of development.

Keywords Residual stress • Biomechanics • Finite-element models • Embryo • Development

40.1 Introduction

The presence of residual stress in the cardiovascular system has been known at least since 1960, when Bergel [1] found that

artery rings spring open following a transmural cut. More than two decades later, investigators studied the functional

significance of residual stress [2–4]. In the aorta, for example, Chuong and Fung [5, 6] showed that residual stresses help

homogenize wall stress at normal physiological pressures. This leads to greater efficiency, as smooth muscle in small arteries

would then perform nearly equal work across the wall when the muscle contracts to regulate blood flow [7]. Moreover, Fung

and others have shown that residual stress in arteries evolves following a perturbation in blood pressure, suggesting that

these stresses may play an important role during functional adaptation [8, 9].

In the embryo, Beloussov and colleagues have been studying residual stress since the 1970s [10]. Like Bergel, Fung,

and others, these investigators characterized residual stress by cutting the tissue and observing the resulting deformation.

Their results led them to propose a fundamental principle called the Hyper-restoration (HR) Hypothesis [11]. The basic idea

of HR is that embryonic tissues respond actively to changes in stress in a way that tends to restore the original stress state, but

generally overshoots the original stress to the opposite side. For example, a decrease in tension elicits active contraction

which increases the tension to a value greater than it was originally. Beloussov suggests that the overshoot then triggers a

new response, and so on, potentially driving a morphogenetic event to completion [11, 12].

Although the validity of the HR Hypothesis is uncertain [13, 14], the importance of stress in morphogenesis is clear.

Most embryonic tissues and organs do not simply grow into their final shapes. Rather, they undergo rather complex
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deformations from relatively simple initial morphology [15]. These deformations are driven by mechanical stresses exerted

by neighboring tissues, as well as stresses generated intrinsically by active processes including differential growth,

actomyosin contraction, actin polymerization, cell intercalation, and cell migration [16].

It is important to realize that the term “residual stress” may not be appropriate for biological tissues, as stress can be

generated by mechanisms acting in various constituents at several different length scales. For example, a single radial cut

does not relieve all residual stress in an arterial ring; hence, multiple cuts are necessary to characterize the stress distribution

across the wall [17]. But how many cuts are needed? Sometimes just a few cuts can provide a reasonable estimate of stress at

the tissue level [8]. But what about at the cell and subcellular levels, where most of the stress-generating activity occurs?

In theory, one can keep dissecting a tissue almost indefinitely. So it may be better to just use the term “stress” and clearly

state the conditions, length scale, and tissue constituents where the stress occurs.

From an engineering perspective, one important reason to determine evolving stress distributions in the embryo is to test

computational models. Typically researchers determine morphogenetic mechanisms by perturbing development and

observing the resulting effects. Using intuition, they then propose a hypothesis to explain what they observe and conduct

further experiments to test their hypothesis. There can be several problems with this approach: (1) The inherent complexity

of morphogenesis can make intuition misleading; (2) similar shapes sometimes can be generated by multiple mechanisms;

and (3) perturbing one mechanism may trigger a backup response, which may have evolved to help minimize developmental

defects. Models can help limit the number of possibilities by showing which mechanisms are physically plausible.

Moreover, stress and strain distributions can help distinguish between different mechanisms, which may produce essentially

the same morphology but different stress and strain fields.

To illustrate how computational modeling can be integrated with measurements of stress and strain to deduce physical

mechanisms, we herein consider two problems: (1) head fold (HF) formation and (2) folding of the cerebral cortex in

the brain.

40.2 Methods

To study HF formation, fertile white Leghorn chicken eggs were incubated at 38.5 �C to obtain embryos at stages 5–7

(23–29 h) as defined by Hamburger and Hamilton [18], who divided the 21-day incubation period of the chick into 46 stages.

Whole embryos were cultured using a filter paper method [19]. Optical coherence tomography (OCT) was used to acquire

3-D images.

Tissue strains during morphogenesis were measured by tracking the motions of fluorescent tissue markers [20]. Tissue

stress was characterized by using micropipettes to excise circular plugs of tissue and analyzing wound geometry [21]. To

minimize a possible wound healing response, only 30–45 s elapsed between wounding and image capture.

Cortical folding was studied in brains extracted from ferrets on postnatal days P6, P18, and adult (9- and 12-month old)

immediately after sacrifice. A vibratome was used to cut 600-μm-thick coronal slices. To probe tissue stress, a razor blade

was used to make radial and circumferential cuts in brains fully submerged in aCSF.

Finite-element models were created using COMSOLMultiphysics. A theory for finite volumetric growth [22] was used to

simulate morphogenesis [20, 23].

40.3 Results and Discussion

During its earliest stages of development, the chick embryo is a relatively flat membrane consisting of three primary germ

layers called ectoderm, mesoderm, and endoderm [15]. The mesoderm, which is composed mainly of loose (mesenchymal)

cells, lies between the other two layers, which are cell sheets (epithelia). The HF and brain are primarily of ectodermal origin.

Head Fold Formation. The HF, the first major 3-D structure to form in the embryo, essentially initiates brain, heart, and

foregut development. The HF is a crescent-shaped ridge that lies anterior to the relatively thick neural plate (NP)

(Fig. 40.1a), which later develops into the brain and spinal cord. As the HF forms, it contacts the vitelline membrane

(Fig. 40.1b). Although biologists have studied this problem since the late 1800s, the mechanisms of HF formation have

remained poorly understood [20].

Recently, we proposed a new hypothesis for HF formation that includes three sets of driving forces [20]: (1) convergent

extension, which causes the NP to elongate longitudinally and shorten transversely; (2) active cell-shape changes that cause
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cells to become wedge shaped (cell wedging) within the HF region; and (3) active transverse shortening (epidermal shaping)

in a region anterior to the HF. All of these processes are based on experimental observations [20].

To test our hypothesis, we created a 3-D finite-element model consisting of two neo-Hookean plates representing the

ectoderm and vitelline membrane (Fig. 40.2). The NP is a thickened region of the ectoderm, and frictionless contact between

the initially separated plates is assumed. All driving forces are simulated via growth [20]. For example, convergent extension

is modeled as positive longitudinal growth and negative transverse growth within the NP, while cell wedging is simulated by

a linear growth gradient across the plate thickness. In addition, the ectoderm is subjected to equibiaxial tension.

Our initial model included only convergent extension and cell wedging, and material properties were assumed to be

homogeneous. This model yielded good agreement with experimental HF shape [24], which has been considered by some

modelers as adequate validation. A simple example shows that accurate reproduction of normal morphology may not be

sufficient, however. Consider bending of a cantilever beam by differential growth. In case 1, the bottom half of the beam

grows uniformly, while the top layer remains passive. In case 2, a linear distribution of axial growth is specified across the

beam thickness (simulates cell wedging). Although the beam bends into a circular shape for both cases, the stress

distributions are fundamentally different (Fig. 40.3). In fact, cell wedging bends the beam without creating stress. Hence,

matching morphology alone is not enough to validate a model for morphogenesis.
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To further test the model, we measured morphogenetic strains during HF formation. Numerical and experimental patterns

of normal strain were in reasonable agreement, but, contrary to the data, the model predicted discontinuous shear strains

across the NP border [24]. The discontinuity in the model was caused by the relatively thicker and therefore stiffer NP.

Speculating that the elastic modulus of the NP is actually smaller than that of surrounding tissue, we measured material

properties using microindentation tests. The results showed that the modulus of the NP is about half that of the surrounding

tissue [24]. With the adjusted properties, the model then gave a continuous shear strain distribution, but the softer NP made

HF geometry less accurate. Including the third driving force (transverse shortening) fixed this problem (see Fig. 40.5a), but

there still was a need for further testing.

Next, we estimated tissue stress by punching circular holes at various locations in the ectoderm [20, 21]. Before HF

formation, all holes were relatively circular and opened to about the same size, larger than the tip diameter (Fig. 40.4a). This

indicates that the embryo is initially in a state of relatively uniform equibiaxial tension. During HF formation, the hole size

(immediately after punching in other embryos) indicates still greater tension outside the NP but compression inside the NP

(Fig. 40.4b). Simulating these experiments with the model yielded similar results (Fig. 40.4c).

Finally, we examined the predicative capability of the model by perturbing morphogenesis. In one experiment, we cut

holes to disrupt the stresses on either side of the HF. In another experiment, we removed the vitelline membrane before

culture. For both perturbations, the model predicts that the HF acquires an abnormal v-shape, consistent with the experi-

mental results (Fig. 40.5b). Taken together, these results support our hypothesis, although further testing is needed.
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Fig. 40.3 Bending of cantilever beam (a) Growth of bottom layer (b) Cell wedging (G axial growth, σ bending stress)

Fig. 40.4 Holes punched into embryo to characterize stress (a) Before head fold begins to form, holes open uniformly to indicate equibiaxial

tension (b) After head fold formation, greater tension occurs outside the neural plate (NP, dashed curve), while compression is present inside the

NP (c) Results from model are in reasonable agreement with data (From [20])
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Cortical Folding. The cerebral cortex is an outer layer of gray matter in the brain that folds into characteristic patterns in

most large mammals. Abnormal folding is associated with various neurological disorders [25]. The mechanisms that cause

this folding are intrinsic to the brain [26], but otherwise cortical folding remains a poorly understood process.

During the past few decades, two hypotheses have dominated thinking on this topic. The first is based on differential

growth [27], whereby differences in growth rate between cortical layers cause the surface to buckle or fold. The second

postulates that folding is driven by tension generated in axons [28], which pull strongly interconnected cortical regions

together, causing folds to develop. Until recently, however, both hypotheses have been based primarily on speculation.

Since these two mechanisms would be expected to produce different stress fields, we used dissection experiments to

examine stress in the brain during the folding process [23]. Ferret brains were used for this purpose, since cortical folding in

these animals occurs during the first few weeks after birth [29, 30]. Cuts were made at various locations and orientations in

fresh brain slices. A cut that opened indicated tension perpendicular to the cut; a cut that did not open indicated little stress or

compression.

Radial cuts through gyri (outward folds) opened near the brain surface and in the interior white matter tract, which

consists primarily of axons. These results indicate that axons are indeed under considerable tension (Fig. 40.6c). However,

little or no tension was found across the interior of gyri (Fig. 40.6b), contradicting the axon tension hypothesis.

To test the differential growth hypothesis, we created a model for a brain slice. First, isotropic growth of the gray matter

puts the white matter tract (red region) into tension (Fig. 40.7a). Next, growth is specified in one region of the cortex to give a

single gyrus, and then another region grows to give a second gyrus. We also assumed that the gray matter (subplate) between

the cortex and the white matter tract grows in response to stress through feedback laws. The resulting folds are similar to

experiments (compare Figs. 40.6a and 40.7c). To test this phased differential growth model further, we simulated radial cuts.

As in the experiments, the cuts opened in the white matter tract (Fig. 40.7e, g). They also opened at the outside of gyri

(Fig. 40.7e) but remained closed at the outside of sulci (inward folds, Fig. 40.7g). All of these results agree with our

experimental data (Fig. 40.6). Hence, our model supports the differential growth hypothesis.

Fig. 40.6 Cuts reveal stress in ferret brain slice 18 days after birth. Importantly, radial cuts through a gyrus (b) do not open in interior of gyrus,

contradicting the axon tension hypothesis. Arrowheads indicate cuts; asterisks indicate cut openings (From [23])

Fig. 40.5 Effects of mechanical perturbations on head fold (HF) morphology (left column: model; right column: experiment). Longitudinal

midline sections are shown (a) Control embryo (b) Vitelline membrane (VM) removed (c) Cuts made to relieve stress on left and right sides of HF

(From [20])
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40.4 Conclusions

For several reasons, determining the physical mechanisms of morphogenesis is a particularly challenging problem in

mechanics. The problems often involve complex geometry, are highly nonlinear with multiple solutions, and are driven

by both passive and active stresses generated at multiple scales. Combining experiments and computational modeling is a

useful approach to solving these problems. In general, models must be able to predict realistic stress and strain distributions

in addition to morphology.
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Chapter 41

FBG Based In Situ Characterization of Residual Strains

in FDM Process

Antreas Kantaros and Dimitris Karalekas

Abstract Additive Layered Manufacturing has emerged as a popular manufacturing direction to accelerate product

creation. Layered manufacturing can build parts that have traditionally been impossible to build because of their complex

shapes or variety of materials. Layered manufacturing processes accumulate residual stresses and strains during material

build up. Theses stresses may cause layer delamination and part distortion. This paper presents the work done on

investigating residual strain accumulation in one of the most used additive processes, namely the Fused Deposition

Modeling (FDM) and as a function of two typically selected process parameters. The developed residual strains at the

end of the fabrication process were recorded using an optical sensor with a short fiber Bragg grating (FBG), embedded at

the midplane of FDM built prismatic specimens. To assess the strain development without constraining effects from any

adhesion to the building platform surface, measurements were taken at free-standing state at the end of the fabrication

process. It is demonstrated that the magnitude of the solidification induced residual strains is significant and depends

significantly on the selected material deposition direction (bead orientation) as a result of the formation of poor interbead

interfaces and void (air gap) regions.

Keywords Fused deposition modeling • Layer manufacturing • Processing parameters • Residual strains • Fiber Bragg

grating

41.1 Introduction

Layered manufacturing (LM) methods or solid freedom fabrication (SFF) technologies have been widely used for rapid

prototyping (RP) purposes such as fabrication of complex shapes and models for visualization, verification and assembly

purposes during product creation. In recent years, layered manufacturing has evolved from rapid prototyping techniques to

rapid manufacturing methods where functional parts with tailored properties are produced for potential end use in a product.

This process, where the objects are produced by sequential deposition of material layers, is characterized by the accumula-

tion of residual stresses and strains during material build up. These stresses arise from the contraction that takes place as a

result of the deposition of a layer, which causes distortions and in same cases layer delamination or cracking. Many authors

have investigated such fabrication stresses in these technologies [1, 2].

Fused deposition modeling (FDM) is a layered manufacturing technology that produces parts of complex geometry by

the layering of extruded materials, such as Acrylonitrile-butadiene-styrene (ABS) plastic. The ABS material is initially in

the raw form of a flexible filament which is then partially melted and extruded through a heated nozzle in a prescribed

parallel road pattern onto a platform layer by layer at chamber temperature. The deposited material (individual roads)

cools, solidifies, and bonds with the neighboring material. In FDM, as in other LM processes, the heating and rapid

cooling cycles of the work materials will aggravate non-uniform thermal gradients and cause stress build-up that

consequently results in part distortions and dimensional inaccuracy. Once the build process is completed, the FDM

build part can be viewed as a laminate composite structure with anisotropic material properties. The mechanical
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properties of FDM parts are not only controlled by the build material, but also influenced by the selected fabrication

parameters. Analysis of past research suggests that part quality of FDM parts relates to part strength, surface quality and

dimensional accuracy and it depends significantly on few primary control factors such as layer thickness, deposition

direction of filament roads, road (or raster) width, gap sizes between filaments and stacking sequence of the vertically

stacked layers of bonded fibers (roads).

In recent years, several researchers have investigated the anisotropic nature of FDM parts and the effect of various

process parameters such as layer thickness and part orientation, on the properties of the built parts [3]. It is also concluded,

that since semi-molten filament is extruded from nozzle tip and solidified in a chamber, maintained at certain temperature,

change of phase is likely to occur [4]. As a result volumetric shrinkage takes place causing weak interlayer bonding and high

porosity resulting in reduced load bearing area. What is more, the material used for part fabrication must have lower glass

transition temperature and linear shrinkage rate because the extruded material is cooled from glass transition temperature to

chamber temperature resulting in the development of inner stresses responsible for the appearance of inter- and intra-layer

deformation in the form of cracking, de-lamination or even part fabrication failure [5]. It is experimentally demonstrated that

bond quality between adjacent filaments depends on envelope temperature and variations in the convective conditions within

the building part [6]. The extrusion phenomenon in FDM is also studied and the conclusion reached was that process

parameters are critical to the part accuracy [7]. A parametric study of part distortions in FDM using 3D FEA showed that the

scan speed is the most significant factor to part distortions followed by the layer thickness. Furthermore, they reported that

residual stresses increase with layer thickness and road width, to a less extent though [8].

Several works have been conducted aiming at studying the influence of process parameters on the strength of FDM

fabricated parts. Characteristically, it is observed that raster orientation causes alignment of polymer molecules along the

direction of deposition during fabrication and tensile, flexural and impact strength depends on orientation [4]. Additionally,

it is empirically shown that mechanical properties like tensile strength and flexural strength uniformly decreases with

increase in orientation angle [9]. The major reasons for decrease in mechanical properties may be caused due to void

formation and thermally induced stresses in FDM built parts. Such detrimental effects may be reduced by proper adjustment

of part orientation along with other process parameters. Moreover, it is reported that layer thickness, raster (road) angle and

air gap influence the elastic performance of ABS prototypes manufactured by FDM [10]. Further to this, it is pointed out that

orientation is an important process parameter for part strength, dimensional accuracy, surface finish, part build time and cost

in layered manufacturing [11].

This paper describes an undertaken work concentrated on investigating in-situ the magnitude of the solidification induced

residual strains in FDM built parts fabricated using different processing parameters. In the presented experimental study, two

important processing parameters of fused deposition modeling were considered: (a) layer thickness and (b) stacking

sequence (road or raster orientation).

41.2 Experimental

41.2.1 Specimen Preparation

Prismatic specimens of 10 � 10 � 40 mm (width � height � length) were fabricated out of ABS at room temperature

using a RapMan 3.0 open-source FDM 3D printer. Six types of specimens were manufactured using two different processing

parameters. The first processing parameter was layer thickness, where half of the specimens were built having a layer

thickness of 0.25 mm and the rest of 0.5 mm. The second processing parameter was road (raster) orientation, where three

orientations were investigated: (a) unidirectional or 0�, the roads are aligned with the long dimension of the specimen, (b)

transverse or 90�, roads perpendicular to the long dimension of the specimen, and (c) default or +45�/�45� crisscross,

representing the machine’s default road orientation.

Each specimen contained an embedded optical fiber of 0.125 mm in diameter centrally located at the midplane of the

specimen and along its long (axial) direction. The optical fiber was equipped with a FBG of 10 mm length, operating at a

Bragg wavelength of 1,550 nm. Full spectrum measurements of FBG were taken using a Micron Optics sm125 optical

sensing interrogator. The FDM printing begins with the fabrication of the support layers and continues with the layer by

layer fabrication up to the midplane layer of the specimen. When half of the specimen is fabricated, the FDM printer pauses

for 3 s and the nozzle returns to its zero position away from the specimen. During this time interval, the FBG sensor is placed

on the midplane layer and a reference Bragg wavelength (λΒ0) measurement is taken. Then, the printer nozzle returns and

continues with the layer by layer fabrication until the whole specimen is constructed. In order to keep the FBG sensor
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perfectly aligned during embedment two holding fixtures were designed and manufactured using the same RapMan

FDM-printer. These holding devises were mounded on the build platform edges and at opposite sides of the specimen’s

long direction (Fig. 41.1). At the end of the printing process the specimen remains on the build platform for 2 h to allow

cooling to ambient temperature and FBG recordings were at that point.

41.2.2 FBG Working Principles

In general, optical fibers present several advantages over common measuring techniques such as low susceptibility to

electromagnetic interference, low cost, low weight and small size. Such sensors can be used to monitor several parameters

such as fabrication strains and temperature during cure as well as to evaluate the component’s structural integrity in service

after cure. Many works involving FBG sensors for in-situ cure monitoring in polymeric and composite materials have been

reported [12–15].

The principle of the FBG sensor is based on the measurement of the changes in reflective signal, which is the center

wavelength (λΒ0) of back-reflected light from the Bragg grating, and depends on the effective refractive index (neff) of the
core and the periodicity (Λ) of the grating, [16], as expressed by the Bragg condition λΒ0 ¼ 2neff Λ. When the FBG is

embedded into a homogeneous axial strain εx, assuming that the two later strains on the fiber (εy, εz) are related to the axial

one by εy ¼ εz � �νf εx (where νf is the fiber’s Poisson ratio), and/or a uniform temperature change ΔΤ, the difference in
wavelength ΔλB ¼ λB � λB0, obtained from the peak shift of the spectra, before and after loading, is:

ΔλB
λB0

¼ 1� peð Þεx þ αf þ ξ
� �

ΔT (41.1)

where, λΒ0 is the Bragg wavelength at a reference state, pe is the strain-optic coefficient which can be determined

experimentally, [17], (where, pe ¼ 0.215), αf is the thermal expansion coefficient of the fiber (where, αf ¼ 8 � 10�7 �C�1)

[18] and ξ is the thermo-optic coefficient of the fiber (where, ξ ¼ 8.916 � 10�6 �C�1), respectively [19].

When the FBG sensor is embedded into a host material which is cured and then both experience uniform temperature

changes, the Bragg equation is modified to account for the thermally induced axial strains in the fiber as a result of the

mismatch in the coefficients of thermal expansion (CTE) between the optical fiber (αf) and the host material (αm). Therefore,
a more generalized equation can be written as:

λB � λB0
λB0

¼ ΔλB
λB0

¼ 1� peð Þ εres þ ð1� peÞðαm � αfÞΔTþ ðαf þ ξÞΔT (41.2)

In the previous equation εres accounts for the solidification induced residual strains and ðαm � αfÞΔT for the strains εT due
to thermal expansion mismatch. If the strain is constant through out the sensor, the resulting spectrum appears as a simple

shift to a lower or higher wavelength depending on whether the strain is compressive or tensile in nature.

Fig. 41.1 Picture of prismatic

specimen containing an

embedded FBG sensor,

fabricated using a RapMan 3.0

open-source FDM 3D printer
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41.3 Results and Discussion

41.3.1 Residual Strains Measurement

As mentioned before, the FBG sensor was placed in the central part of the built prismatic specimens since hoop and radial

strains are negligible compared to axial ones, [20], have demonstrated that the fiber and the surrounding material have the

same strains. At the end of the fabrication process, λΒ, was measured for every specimen and compared to the reference

wavelength, λΒ0, before embedment. Since each of these measurements was conducted at ambient temperature, Eq. 41.2

reduces to:

λB � λB0
λB0

¼ ΔλB
λB0

¼ 1� peð Þ εres (41.3)

where, εres is the fabrication induced residual strains along the optical fiber direction.

For the selected layer thicknesses and build orientations the residual strains along the long axis of the test specimens, as

calculated from the FBG recordings and the use of Eq. 41.3, are presented in Tables 41.1 and 41.2. It is observed that the

residual strains for the specimens having a layer thickness of 0.25 mm are significantly lower than the ones of larger layer

thickness. Examination of the 0.25 mm thickness specimens revealed that they exhibited a lower filament width and a higher

raster to raster air gap distance when compared to the 0.5 mm ones. Furthermore, insufficient adhesion between adjacent

layers was evident for the 0� direction specimens. Examining the results presented for 0.5 mm thickness specimens, can be

seen that the fabrication induced residual strains for the longitudinal and crisscross directions are comparable and almost

double to the corresponding ones for the transverse direction.

Although the 3D printer’s software did not have the option for the user to choose a specific filament width and raster to

raster air gap distance, changes made in its open source g-code permitted the fabrication of a new set of specimens of 0.25mm

thickness, designated as 0.25B hereafter, having a wider filament (raster) width leading to a lower raster to raster air gap

distance. The FBG-based calculated residual strains for this case are presented in Table 41.3. As expected, the third batch of

specimens exhibited higher residual strains due to the modification of the filament width and air gap parameters. Increase of

residual stresses with raster width, to a less extent though, has been also reported [8]. It is observed that in this case the strains

for the transverse and crisscross specimens are comparable and of significant magnitude. On the other hand, the longitudinal

specimen exhibited somewhat higher residual strains than the corresponding ones obtained from the previous batch of the

same thickness, yet though much lower than the transverse and crisscross ones measured for the same batch of specimens.

Table 41.1 Measured maximum

wavelength and corresponding

calculated residual strains for

specimens of 0.25 mm layer

thickness

Layer thickness (mm) Build (road) orientation

Calculated residual

strains εres, (με)
0.25 Longitudinal, 0� 528.7

0.25 Transverse, 90� 966.3

0.25 Crisscross, �45� 2,925.2

Table 41.2 Measured maximum

wavelength and corresponding

calculated residual strains for

specimens of 0.5 mm layer

thickness

Layer thickness (mm) Build (road) orientation

Calculated residual

strains εres, (με)
0.5 Longitudinal, 0� 5,549.9

0.5 Transverse, 90� 2,751.0

0.5 Crisscross, �45� 5,539.9

Table 41.3 Measured maximum

wavelength and corresponding

calculated residual strains for

specimens of 0.25 mm layer

thickness and smaller road to road

air gap distance

Layer thickness (mm) Build (road) orientation

Calculated residual

strains εres, (με)
0.25B Longitudinal, 0� 932.6

0.25B Transverse, 90� 6,729.7

0.25B Crisscross,�45� 6,364.0
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Lower longitudinal residual stresses when compared to the transverse ones have also been reported [8]. By performing

three-dimensional finite element analysis simulations of the FDM process with layer thickness of 0.254 mm they have found

that the short-raster tool path resulted to higher residual stresses than the long raster and alternate-raster patterns. Addition-

ally, the interlayer bonding in the 0� orientation specimens can be significantly weaker than the other two directions. It is

reported [4] that mechanically tested FDM test samples of 0�-orientation were fractured by individual layers as a result of

weak interlayer bonding.

41.4 Conclusions

In this study, the use of an optical fiber to record in-situ the solidification induced strains in FDM built specimens is presented.

A series of samples with an embedded fiber Bragg grating (FBG) sensor in their midplane were fabricated using two important

processing parameters, layer thickness and build orientation namely. The experimental results show that their magnitude is

significant and sensitive to the investigated process parameters. It was found that the residual strains obtained for the

0� direction, where the roads are aligned to the long dimension of the specimen, were constantly lower than the corresponding

ones in the transverse, 90�, and crisscross, �45�, directions when a layer thickness of 0.25 mm was selected. When the

thickness of each deposited layer was increased to 0.5 mm the measured strains in the 0�and 90� directions were comparable.
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Chapter 42

Polynomial Fitting Techniques for IRT Inspection

Shanglei Li, Anish Poudel, and Tsuchin Philip Chu

Abstract This paper discusses the use of polynomial surface fitting techniques for the infrared thermography (IRT)

evaluation of the graphite epoxy composite laminate. The composite laminate had 12 inserted Teflon films in different

layers so as to simulate delamination defects. Based on the initial IRT inspection, it was determined that the raw IR images

were not able to detect all 12 defects. In order to improve the detection capability and remove the heating pattern, a fitted

heating pattern was generated by using the polynomial surface fitting method. Then, this pattern was deleted by applying the

subtract function. It was demonstrated that this applied method not only removed the non-uniform heating effect, but also

preserved all defect information and enhanced the thermal contrast of the raw IR images.

Keywords Polynomial surface fitting • Subtract function • Graphite epoxy laminates • IRT • NDE

42.1 Introduction

Composites are increasingly being used as the main building materials in modern civil, mechanical, and aerospace

structures. The main reason behind this is that composites offer outstanding thermal and physical properties compared to

traditional metals and their alloys. These attractive properties of composites include higher strength-to-weight ratio, superior

fatigue life, higher stiffness, and lower coefficient of thermal expansion. However, composites are prone to damage

mechanisms which can occur during the processing stages or during in-service operations. Some of the flaws that are

often encountered include delaminations, cracks, disbonds, impact damage, porosity, inclusions, fiber wrinkling or wavi-

ness, and fiber and ply misalignment [1]. It is very important to identify and characterize these defects in composites because

they can greatly reduce the stiffness, compressive strength, and tensile performance of the structure. For this, various non-

destructive evaluation (NDE) methods are often considered. Infrared thermography (IRT) is one of the proven NDEmethods

which is predominantly applied during the inspection of composites [2�11]. But, infrared (IR) image quality in a multi

layered composite is subjected to blurring and the degradation of the acquired signal due to the diffusive nature of the

process. Various literatures have reported the use of several image enhancement pixel based techniques to improve the

quality of IR images for better defect detection in composites [9, 12�16]. In this paper, step-heating IRT approach was

employed to test graphite epoxy composite laminates with artificially simulated delamination defects. The polynomial

surface fitting technique was then used to estimate the heating pattern in an IR image which was then subtracted from the

original IR image to obtain a clear and enhanced IR image. This technique was able to detect defects in composite laminates

with greater confidence by removing the heating pattern compared to the raw IR image.

S. Li (*)

Department of Electrical and Computer Engineering, Southern Illinois University Carbondale,

1230 Lincoln Drive, Carbondale, IL 62901, USA

e-mail: shanglei@siu.edu

A. Poudel • T.P. Chu

Department of Mechanical Engineering and Energy Process, Southern Illinois University Carbondale,

1230 Lincoln Drive, Carbondale, IL 62901, USA

M. Rossi et al. (eds.), Residual Stress, Thermomechanics & Infrared Imaging, Hybrid Techniques and Inverse Problems, Volume 8,
Conference Proceedings of the Society for Experimental Mechanics Series, DOI 10.1007/978-3-319-00876-9_42,
# The Society for Experimental Mechanics, Inc. 2014

339

mailto:shanglei@siu.edu


42.2 Polynomial Fitting

Thermal contrast is commonly used in IRT to evaluate defect visibility, enhance image quality, and ultimately for

quantitative purposes [16]. There are several types of contrasts such as absolute contrast, running contrast, normalized

contrast, and standard contrast [10]. However, the thermal contrast is affected by heating patterns such as the synchroniza-

tion of heat sources, reflected light from the surrounding environment, surface roughness, color, and emissivity of the surface

of the specimen. These effects will lead to the reduction in defect contrast, blurring and degradation of the acquired signal

which can cause difficulties during IR inspection. In order to improve the detection capability and remove the heating

pattern, a fitted heating pattern was first estimated by using the polynomial surface fitting algorithm on the obtained raw IR

image. Then, this pattern was deleted by applying the subtract function. The implementation of heating estimation and image

correction is based on two assumptions: (1) The heating effect is a slow variance function compared to thermal contrast

changing of defects; (2) Obtained IR images can be considered as a combination of ideal image, heating effect (pattern), and

independent noise. The heating pattern can be considered as an additive factor and it can be removed by subtracting the

estimated heating pattern.

In this study, for an obtained IR image I x; yð Þ with a resolution of m� n, the heating pattern is defined as an additive

factor to the ideal IR image intensities and the obtained IR image can be modeled as:

I x; yð Þ ¼ f x; yð Þ þ h x; yð Þ þ n x; yð Þ (42.1)

Where:

f x; yð Þ is the ideal IR image.

h x; yð Þ is the heating pattern.

n x; yð Þ is the independent thermal noise.

By estimating the heating pattern h x; yð Þ with polynomial surface fitting and eliminating the noise n x; yð Þ with Wiener

filter, the ideal IR image can be obtained:

f x; yð Þ ¼ I x; yð Þ � h x; yð Þ (42.2)

To estimate the heating pattern of h x; yð Þ, let (xi; yjÞ be the coordinates of a pixel in the pattern image, and zi;j indicate the
temperature of pixel (xi; yj). A two dimensional fifth order polynomial of x and y is utilized to implement surface fitting

which is constrained with lease square method. A desired surface fitting equation of non-uniform heating pattern h xi; yj
� �

is

given by:

h xi; yj
� � ¼ axi

5 þ bxi
4 þ cxi

3 þ dxi
2 þ exi þ f

� � � gyj
5 þ hyj

4 þ iyj
3 þ jyj

2 þ kyj þ l
� �

(42.3)

Equation 42.3 is expanded and rewritten as follows, where the subscript of coefficient A indicates the power of xi and yj
respectively.

h xi; yj
� � ¼ A55xi

5yj
5 þ A54xi

5yj
4 þ A53xi

5yj
3 þ . . .þ A11xiyj þ A10xi þ A01yj þ A00 (42.4)

The unknown coefficients must yield zero first derivatives to obtain the minimum least square error. For the fifth order

polynomial surface fitting, there are 36 unknown coefficients in Eq. 42.4. The coefficients A in Eq. 42.4 can be solved by

plotting known values xi, yj and zi;j.
In order to subtract the estimated heating pattern from the raw IR image, the image subtraction technique is applied.

The image subtraction is an image processing technique that can help to identify small temperature changes, suppress the

influence of thermal reflections, and visualize time derivatives if applied consecutively [10]. IR image subtraction

subtracts a reference image from each image of a recorded sequence or subtracts each image from its precursor and is

expressed as:

ΔUsubtraction ¼ Usource � Ureference (42.5)
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The subtracted image of f x; yð Þ can be expressed as:

Δf x; yð Þsubtraction¼ f x; yð Þsource � f x; yð Þreference (42.6)

Combining Eq. 42.6 with Eq. 42.2, we get:

Δf x; yð Þsubtraction¼ I x; yð Þsource � I x; yð Þreference
h i

� h x; yð Þsource � h x; yð Þreference
h i

(42.7)

The first part of Eq. 42.7: ½I x; yð Þsource � I x; yð Þreference� is the result of obtained IR image subtraction. The second

part: h x; yð Þsource � h x; yð Þreference
h i

is the result of heating pattern subtraction which contains no defect information. Thus,

Δf x; yð Þ is the desired enhanced IR image.

42.3 Experimental Setup and Procedure

The material used in this study was a graphite epoxy composite laminate with artificially simulated delamination defects as

shown in Fig. 42.1. This panel had dimensions of 300 � 300 � 1.68 mm. The sample had 12 rectangular Teflon inserts of

thickness 0.1 mm with changeable distance. The experimental setup used for conducting infrared thermography tests is

shown in Fig. 42.2. This infrared thermography system is similar to that described in an outside work [17]. A continuous heat

flux was applied for approximately 5 s by using four 500 W, 120 V halogen linear tubes. An infrared camera was used to

record the thermal response every 0.03 s for a total of 300 frames.

All dimensions are in mm
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42.4 Results and Discussion

Figure 42.2 shows the thermal images of composite laminate at frame 90 and 170 (0.03 s per frame) during the heating stage.

The obtained IR image sequence resolution is 240 � 330 pixels.

The dotted yellow regions in Fig. 42.3 indicate areas of non-uniform heating in composite laminate. These were very

difficult to analyze due to the lower thermal contrast and overlapped defect information within non-uniform heating zones.

In order to improve the thermal contrast of defects and make defect detection an easy process, an estimated heating pattern

was generated and subtracted from the raw IR image to obtain the enhanced image. Figure 42.4 shows the fitted surface with

fifth order polynomial for frames 90 and 170 respectively. In the Fig. 42.4a, b red indicates the hot spot in the specimen,

while blue indicates the cold area of the specimen. Similarly, the gray level as shown in Fig. 42.4c, d indicates the

temperature variance in 2D images. From these, the heating effect (pattern) is clearly observed in the estimated images.

Figure 42.5a shows the raw IR image subtraction result for the same graphite epoxy panel. This is based on the first part of

the Eq. 42.7 as mentioned earlier. Based on the results as shown in Fig. 42.5a, it was observed that after the image

subtraction, not only the defects, but also the non-uniform heating area was enhanced. This phenomenon caused IR image

degradation and made defect detection difficult. Figure 42.5b shows the non-uniform heating patterns estimated by

polynomial surface fitting and image subtraction, which is based on the second part of the Eq. 42.7.

In order to eliminate the non-uniform heating effect as shown in the Fig. 42.5b, a background image containing no defect

information, only the heating pattern, needed to be subtracted from the desired image. This can be obtained by applying the

second part of the Eq. 42.7. Figure 42.6a shows the corrected subtraction images obtained after subtracting the heating

pattern from corrupted IR images.

Defects that were difficult to be detected in Fig. 42.3 are now clearly observed in Fig. 42.6a. From the results as shown in

Fig. 42.6, the hot spot in the middle of the specimen was removed and the thermal contrast was enhanced, thus increasing the

detectability of defects. A similar procedure was applied in the cooling stage using frame 180 and 270 and the results

obtained are shown in Fig. 42.6b.

IR Camera

Hood with four 500W
halogen bulbs

Specimen

Fig. 42.2 Infrared thermography test setup for graphite epoxy composite laminates

Fig. 42.3 Infrared thermal images of graphite epoxy laminates at (a) frame 90; (b) frame 170
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Fig. 42.4 Pictorial representation of fifth order polynomial surface fit for the infrared images (a) 3D fitted surface of frame 90; (b) 3D fitted
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Fig. 42.5 (a) Image subtraction result of raw IR image; (b) simulated heating pattern of subtracted image

Fig. 42.6 Corrected subtraction IR images by using the heating pattern for (a) heating stage of frame 90 and 170; (b) cooling stage of frame

180 and 270
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For objective evaluation, the result and raw IR images at different frames were compared. Peak signal-to-noise ratio

(PSNR) and contrast signal-to-noise ratio (CNR) were employed for quantitative assessment. The PSNR is given as:

PSNR ¼ 10 � log10
MAXI

2

MSE

� �
(42.8)

Where:

MAXI is the maximum possible pixel value of the image. In this study, all pixels are represented using 8 bits

Gray level, here MAXI is 255.

MSE is the mean squared error.

Similarly, the CNR is given as:

CNR ¼ Si � Soffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2i þ σ2o

p (42.9)

Where:

Si and So are the mean values inside and outside the ROI respectively

σi and σo are the standard deviations respectively

From Table 42.1, it can be verified that the CNR of the result image is higher than anyone of the raw IR images. Further,

note that the PSNR value of result image is 14.33 dB greater than the raw IR image and 13.82 dB greater than the subtracted

images on average. Since the proposed method provides good performance in both of CNR and PSNR, we can see that the

proposed polynomial fitting method is effective in the IR image enhancement.

42.5 Conclusion

The polynomial surface fitting method was applied to eliminate the heating pattern in the IR images of the composite

laminates. Based on the results, it was demonstrated that this method not only eliminates the non-uniform heating effect

efficiently, but also preserves defect information and enhances the thermal contrast.
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Chapter 43

In-Flight Infrared Thermography for Studies of Aircraft

Cabin Ventilation

T. Dehne, J. Bosbach, and A. Heider

Abstract To improve the convenience of aircraft cabins, Cabin Displacement Ventilation (CDV) was investigated during

flight tests in an Airbus A320 with an automatically rotatable infrared camera. For this purpose a programmable, step motor

driven infrared camera setup was developed, allowing for time resolved acquisition of the temperatures on the interior cabin

surfaces during the whole flights. From the temporal development of the surface temperatures the cooling and heating

performance of pure CDV as well as a hybrid system (HV), where 30 % of the fresh air was supplied through the original

lateral outlets, was analyzed and characterized. Static measurements reveal a characteristic, yet homogeneous temperature

distribution in the cabin for both scenarios, pinpointing to a homogeneous cooling of the heat loads in the whole cabin.

In order to study the performance of CDV and HV, dedicated “pull-up” and “pull-down” scenarios, those are abrupt changes

of the inflow temperature with the objective to study the heating and cooling dynamics, were conducted during the flight

tests. Analysis of time resolved measurements discloses that the cooling performance of the cabin is limited by thermal

diffusion of heat inside of the interior cabin materials.

Keywords Indoor air flow • Displacement ventilation • Environmental control • Flight test • Aircraft cabin

43.1 Introduction

In passenger aircraft, cabin air pressure, cabin air quality and comfortable cabin air temperatures have to be maintained by an

environmental control system (ECS). Herewith, the cabin ventilation system, which is part of the ECS, is essential to provide

oxygen as well as to discharge carbon dioxide, excess air humidity, heat loads and unpleasant exhalation [1, 2]. Due to the

general trend of rising heat loads in modern passenger aircraft cabins [3], a growing interest in new, more efficient, yet

passenger friendly ventilation systems for aircraft cabins can be observed in the literature. Besides the heat removal

efficiency, the thermal passenger comfort, which is governed by the fluid temperatures, air velocities and surface

temperatures as well as the air quality, plays a key role. The purpose of this study was to examine a new ventilation system

for aircraft cabins under flight conditions and to prove its potential benefits under real conditions.

43.2 Aircraft Cabin Ventilation Systems

Passenger comfort and herewith thermal passenger comfort, which is determined by the ventilation system, plays an

important role in commercialization of modern aircrafts. At present, the ventilation systems in passenger aircraft are

based upon the principle of mixing ventilation (MV see Fig. 43.1a), where fresh and used air are mixed in the shear layers

of fresh air jets with rather high momentum (typical inflow velocities are of the order of 1 m/s) [4]. The advantages of MV

are moderate temperature stratifications and high surface cooling rates. However, MV is prone to draft, especially at high

heat loads and often lacks from a comparably high amount of short circuit flows, which limit the heat removal efficiency.
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Therefore as an alternative ventilation concept, cabin displacement ventilation (CDV, Fig. 43.1b) has been investigated by

means of Computational Fluid Dynamics (CFD) [5–9] and experiments in aircraft cabin mock-ups [6, 7] since a few years.

CDV provides low incoming flow velocities (u ~ 0.1 m s) near the floor level whereby a lower velocity and turbulence level

can be attained. The fresh air rises near the passengers and heat loads by buoyancy before it leaves in the upper cabin part and

thus removes heat, carbon dioxide and contaminants.

To examine the advantages of MV and CDV, many studies were conducted in the last years, see e.g. [4–16]. Yin et al. [5]

studied and compared MV and CDV in a Boeing 767 aircraft cabin section. They advise CDV for a possible use in airplanes

because of diminished CO2 concentration and increased relative humidity in the passenger zone.

Müller et al. [6] as well as Schmidt et al. [8] investigated MV, CDV and a hybrid system (see Fig. 43.1c) in an A320

cabin mock-up sectin. They found a trend to “hot heads” for CDV in contrast to a higher draft risk for MV. As long as the

vertical temperature stratification can be kept small enough, CDV prospects an improved passenger thermal comfort over

MV. MV, CDV and a personalized air distribution system were compared in a Boing 767 aircraft cabin section by Zhang

et al. [7] by means of CFD. The results show the most uniform air temperature, but the highest air velocities and CO2

concentrations for MV. The personalized air distribution system, which supplied the passenger breathing zone with

outside air, creates the best cabin environment. Recently, Bosbach et al. [16] investigated a ceiling based cabin

displacement ventilation (CCDV) system experimentally in a Dornier 728 aircraft cabin. They compared velocity and

temperature distributions and the heat removal efficiency of six different ventilation systems (MV, CDV, CCDV and

hybrid CCDV/CDV cases). It was found, that CCDV allows well to balance out the potential benefits and drawbacks of

MV and CDV.

In the current study, CDV and a hybrid ventilation (HV) system, where CDV is supported by the lateral MV air outlets,

which carry 30 % of the fresh air, are investigated and compared under real flight conditions. While the resulting flow

velocities and fluid temperatures were already presented and discussed elsewhere [11, 17], this study demonstrates further

benefits of the dynamic performance of CDV and HV regarding control of the surface temperatures.

43.3 Experimental Set-up

43.3.1 General Description

The measurements presented in the following were conducted in the Advanced Technology Research Aircraft (ATRA),

which is an Airbus A320 and the largest test bed of the German Aerospace Center, at a flight level of about 37,000 ft and a

Mach number of Ma ¼ 0.78. For the study, the largest part of the AFT temperature zone has been refurbished to CDV,

where the experiments were conducted. A detailed description of the flight test installation is given in [11]. Before take-off,

ground tests were performed to ensure a homogenously heating up of the passenger dummies and the cabin materials and to

see the changes between ground and flight conditions.

After reaching the flight level, a waiting time of 85 min was held to achieve static thermal conditions. Two ventilation

scenarios were investigated. First pure CDV, for which low-draft air outlets have been installed at the position of the DADO

panels. Secondly, a hybrid case (HV), where 70 % of the fresh air was supplied through these new outlets and 30 % was

supplied through the original lateral outlets, was studied. During both scenarios, the air was leaving the cabin through the

pre-existing ceiling air outlets, see Fig. 43.1b, c.

Fig. 43.1 Ventilation concepts for aircraft cabins (a) Mixing Ventilation (MV), (b) Cabin Displacement Ventilation (CDV) and (c) Hybrid

Ventilation (HV) which is a combination of MV and CDV
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To study the heating (“pull-up”) and cooling (“pull-down”) performance of the two ventilation systems, abrupt changes

of the inflow temperature were conducted after the steady measurements. An overview of the different phases in terms of the

inflow temperature is given in Fig. 43.2.

To detect the surface and flow temperatures as well as the flow velocities, a computer controlled two axis rotating infrared

(IR) camera set-up and in addition more than 200 temperature, air flow velocity, pressure and humidity sensors were

installed in the measurement section. The results of the steady measuring range as well as the heating and cooling dynamics

of the infrared camera were discussed in this paper.

43.3.2 Infrared Camera

To investigate the surface temperatures of the cabin materials, a programmable, step motor driven, automatically rotatable

infrared camera set-up was developed and installed in the front part of the measurement section, see Fig. 43.3a, b. To get an

overview of the whole cabin, the set-up is able to rotate the camera into eight positions every minute. Like this, we were able

to compile a panorama picture from the taken images every minute. The camera has a resolution of 640 � 480 pixels and a

sensitivity of 0.08 K.

Fig. 43.3 (a) Rotation stage for the infrared camera, and (b) flight test instrumentation with thermal passenger dummies and rotating infrared

camera in the modified cabin section

Fig. 43.2 Climate phases during the flight tests for CDV
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43.3.3 Thermal Passenger Dummies

To realistically simulate the thermal boundary conditions during the tests, 63 thermal passenger dummies (Fig. 43.4a, b)

were developed and placed on 11 seats rows in the measurement section (Fig. 43.3b). The role of the dummies is to provide

realistic heat loads and obstructions, as the passengers do under operational conditions. Each dummy provides a heat load of

75 W. To guarantee the comparability of the dummies, each passenger model has been investigated in a thermal box prior to

the flight and ground tests, see Fig. 43.4c. Clearly, the heated passenger dummy can be detected, which reveals a

characteristic and realistic temperature fingerprint. The latter results from the fact, that the dummies are constructed to

provide a constant heat flux density over the whole surface. Only at the head, the heat flux density is slightly increased in

order to simulate the thermal impact of a real passenger in the experiments.

In the cabin environment, the passenger dummies have mainly three possibilities to release their heat load. First, the heat

can be transported away from the dummy surface by free convection. The second possibility is forced convection which will

be evocated by external movement. Finally discharge of the heat by thermal radiation exchange with the surrounding

surfaces plays an essential role. The exact composition of these processes can vary between different seat positions and

ventilation scenarios and will have an impact on the resulting surface temperatures. If e.g. the surrounding flow velocities are

low, the dummies have to release their energy mainly by thermal convection and//or radiation, which would result in higher

surface temperatures.

43.4 Results

Consequently, the static and also the dynamic surface temperatures in the cabin are important to characterize CDV and HV.

With panorama pictures of the internal surface temperature distribution, which were created from the single recorded IR

views, the temperature distribution among the different seat positions could be detected. Furthermore panorama pictures

show the temperature distribution of the surrounding surfaces. Figure 43.5 depicts the static temperature fields of the flight

tests (a) CDV, (b) HV from which, for the sake of comparability, the mean inflow temperature has been subtracted. The

central part of the images corresponds to a look in the back of the cabin and shows the side panels, ceiling panels, hat racks

and floor, where the temperature distribution is very similar in CDV and HV. A first look at the panorama pictures reveals a

very homogenous temperature distribution between different seat positions for the whole cabin. However, characteristic

Fig. 43.4 Thermal passenger dummies (a) front view, (b) side view and (c) inside a test environment for approval of the technical specifications
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differences between HV and CDV can be found. First, there is a temperature difference between the window seats on the

right hand (flight direction) and the left hand cabin side, which is caused by solar radiation on the left cabin side, even though

the window shutters were closed during the test flights. The floor reveals lower temperatures for CDV than HV due to the

higher volume flow at CDV. Further differences between CDV and HV are cooler lateral outlets, hat racks and side walls at

HV. While the head temperatures are slightly higher at CDV due to the lower velocity and turbulence level caused by the

lateral air jets, the chest temperatures are higher at HV due to the lower air flow rate in the lower part. An exception is the

wall seats, where the chest temperatures are lower at HV due to the lower wall temperatures. Because of the radiation and

thermal convection of the dummies there are higher internal temperatures at CDV as compared with HV.

To investigate the heating and cooling performance, “pull-up” and “pull-down” scenarios were conducted after the static

measurements (Fig. 43.2). To study the dynamics, the inflow temperature was increased and decreased abruptly by about

ΔTp ffi 10 K. In the following, the results for the pull-up scenario are shown. While the air temperatures, which have been

investigated in parallel, follow the changed inflow temperature quite fast [11], a slow dynamics has been observed at the

interior cabin surfaces.

Panorama pictures of the surface temperature distribution at different points in time after begin of the pull-up of HV are

compiled in Fig. 43.6. In order to allow for identification of temperature changes, the initial temperature distribution (T0)

prior to the pull-up has been subtracted and the result has been normalized to ΔTp.

The first panorama picture after 250 s shows large temperature changes at the lateral inlets and near to it. The other parts

of the cabin show small surface temperature modifications during this period, because mainly the exchange of the cabin air

with the cool air takes place during this period, which is a prerequisite for surface temperature changes. Fig. 43.6b) and the

following figures clearly reveal how subsequently the surface temperature changes take place, starting at the lateral inlets.

For the pull-down scenarios the surface temperature changes start first in the lower part of the cabin and later affect also the

upper part, which are discussed in [10].

To compare the characteristics of the ventilation systems and the temperature jumps, the differences between the pull-up

and pull-down scenario of CDV and HV after 1,500s are compared in Fig. 43.7. Higher temperature changes for HV near the

lateral outlets, caused by the higher velocity and turbulence level, were observed. Figure 43.7 shows smaller floor

temperature and higher ceiling temperature changes for pull-up in comparison with pull-down. At CDV, the temperature

changes start in the lower part of the cabin, while at HV first the regions in the surrounding of the lateral outlets are affected.

As a consequence, the racks, side panels and dummies are cooled faster at HV as compared to CDV.

In order to characterize the dynamic response of the cabin interior, the time that a certain mean temperature needs to reach

30 % of the applied temperature jump, t0.3, was calculated from the thermography images and plotted in Fig. 43.8 for the

pull-up and pull-down scenario at CDV and HV. Depicted are the arithmetic averages of different cabin parts (see Fig. 43.5).

On the floor, a major delay time can be observed for both ventilation systems, which is generally higher for pull-down,

because the warm air rises up at pull-up due to buoyancy. The two measurement ranges SP1 and SP2 reveal a great

difference between CDV and HV at the side walls, which we ascribe to the pressure gradient induced by the lateral air jets.

The latter increase the air exchange in this region by entrainment and removal of air in the shear layers. Until position HR2,

Fig. 43.5 Cabin surface temperature distribution of (a) CDV and (b) HV by panorama IR- thermography. The rectangles in (c) and (d) depict the
evaluation areas for Fig. 43.8 (FL, floor, SP side-panel, HR hat-rack, CP ceiling-panel)

43 In-Flight Infrared Thermography for Studies of Aircraft Cabin Ventilation 351



the higher turbulence level at HV causes faster changes of the surface temperatures as compared to CDV. In the upper part of

the cabin (HR3 and CP), t0.3 becomes very similar for both systems.

Very similar values were found from evaluation of local temperature sensors in [17], where besides floor, hat rack and

ceiling temperatures also fluid temperatures in the passenger zone have been evaluated. It was found, that t0.3 of the air

temperatures is generally smaller for CDV for z < 1 m and smaller for HV for z > 1 m as well as at the cabin surfaces. The

observed faster fluid temperature changes in the passenger zone were ascribed to the attraction of fresh air by the heat loads

due to the buoyancy dominated flow at CDV.

43.5 Summary

For the first time cabin displacement ventilation (CDV) and a hybrid ventilation (HV), where 30 % of the fresh air was

supplied through the original lateral outlets, have been investigated under flight conditions. The tests were performed in the

refurbished AFT zone of an Airbus 320 aircraft, i.e. the “Advanced Technology Research Aircraft” (ATRA) of the German

Aerospace Center. Here the focus was kept to measurements performed with a rotatable infrared camera set-up, allowing for

time resolved acquisition of the surface temperatures during the flight tests. Measurements under static flight conditions

Fig. 43.6 Normalized differences of surface temperatures ((|T � T0|)/ΔTp) upon pull up for HV after (a) 250 s (b) 500 s (c) 1,000 s (d) 1,500 s (e)

2,000 s as measured by panorama IR- thermography. T0 denotes the surface temperature distribution before the pull up and ΔTp the temperature

jump
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Fig. 43.7 Normalized differences of surface temperatures jT � T0j after 1,500 s for (a) pull up HV, (b) pull down HV (c) pull up CDV and (d)

pull down CDV. ΔTp denotes the temperature jump and T0 the surface temperature distribution before ΔTp

Fig. 43.8 Time that the spatially averaged temperature in the respective evaluation area needs to reach 30 % of the applied temperature jumpΔTp
(t0.3) for different positions for CDV (squares) and HV (circles) during pull up (blue) and pull down (red). The lines are just a guide to the eye
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unveil a homogeneous temperature distribution between the seat positions for both ventilation systems. Supply of air through

the lateral outlets at HV results in reduced wall temperatures and an improved surface cooling performance at the walls.

While in the upper cabin part, the performance of CDV and HV regarding control of the surface temperatures is very similar,

HV is up to 30 % faster regarding temperature control in the lower cabin part.
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Chapter 44

Study of Elastomeric Membranes for Vibration Dampers

in Non-stationary Conditions

M. Sasso, G. Chiappini, M. Rossi, and E. Mancini

Abstract The present work describes the study carried out to characterize the constitutive and operating behavior of a

rubber membrane; the application under examination consists of a air-oil separator for dampers of helicopter rotor blades.

The main requirements are that the membrane must be mounted inside the main tube through a manual reversal movement,

must withstand a differential pressure of 3 bar in exercise and 7.5 bar in the acceptance test, without tearing and respecting

the dimensions allowable within the damper, and it must ensure a tight seal. Moreover, the membrane will be subjected to

cycles of elongation and shortening due to the operation of a piston which, by means of a suitable contrast spring, allows the

consumption and charging of the oil in the damper. The study was conducted using FEM simulations that take into account

large displacements and the hyperelastic, viscoelastic and pseudo-elastic characteristics of the rubber material, in order to

simulate the global behavior of the membrane starting from the very first loading cycles and for a given time duration.

Keywords Elastomers • Viscoelasticity • Hyperelasticity • Mullins effect • FEM

44.1 Introduction

The present work concerns the study of a membrane, made of elastomeric material, used for the task of air-oil separation in

dampers of helicopter rotors. In these dampers, the damping action takes place for the viscous effect due to the passage of oil

through calibrated holes; the fact that the oil within the damper must have a certain overpressure with respect to the outside,

coupled with the fact that small oil leakage are unavoidable, leads to the need of a feeding system of the oil, able to guarantee

the sealing and to reduce the pressure loss. In dampers commonly used, this is accomplished by means of movable metal

elements; however, this solution presents some drawbacks, especially for the reliability and wear of the contact seals.

In this paper instead, a feasibility study is conducted on the replacement of the “traditional” metal plate with a rubber

membrane which carries out the dual task of: allowing the preservation of a differential pressure without rupture, and

ensuring the sealing of the oil itself, in particular in correspondence of the outer tube. Figure 44.1 shows in detail the area of

the damper which contains the membrane.

The study here presented consists in the simulation by a commercial finite element code; the main results of the various

stages of assembly and operative life of the membrane will be shown. With regard to the material, the main phenomena

related to rubber-like materials have been taken into account, such as hyperelasticity, viscoelasticity, and pseudo-elasticity

(or mullins effect); the calibration of the relevant constitutive models has been carried out through an extensive experimental

campaign, according to the methods described in [1–4].
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44.2 Material Characterization

Since the membrane in question, after installation, will bear in its operative life a relatively limited number loading-

unloading cycles of the duration of 300 h of flight, in the simulations we attempted to reproduce as faithfully as possible the

operation under non-stationary conditions, that is from the first cycle and without conditioning cycles; the characterization of

this material consisted in determining not only the hyperelastic characteristic of the rubber, but also to its time-dependent

response due to viscoelasticity, and its softening due to mullins effect.

44.2.1 Hyperelasticity

The characterization of the hyperelastic behavior of the virgin material (i.e. without conditioning cycles for stabilizing the

mullins effect) was performed by means of different experimental tests; the main test implemented is a biaxial tension on

cruciform specimen, that provides a heterogeneous distribution of deformation within the specimen; in order to obtain the

constitutive coefficients from this type of test, the method of virtual fields (VFM) has been applied to deformation maps

detected experimentally by DIC [1]. The identified coefficients of the third order Ogden model are shown in Table 44.1; they

were excellently confirmed by conventional tensile testing (UT) and compression (UC) uniaxial, as well as equal-biaxial

tension (ET) by bulge test. The stress–strain are shown in Fig. 44.2; in red and magenta are reported the analytical curves

related to the coefficients obtained from VFM, in blue the experimental ones obtained from the individual tests UT, UC, ET.

The tests UT and ET were also used to identify the stress and strain at failure of rubber, summarized in Table 44.2, which

will then be used with appropriate failure criteria [5] to verify the resistance of the membrane to the operating loads.

W ¼
XN
p¼1

μp
αp

λ
αp
1 þ λ

αp
2 þ λ

αp
3 � 3

� �

Fig. 44.1 Detail of the membrane before and after assembly
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44.2.2 Viscoelasticity

The material viscoelasticity has been highlighted as well as by cycles of hysteresis curves encountered in repeated loading-

unloading test, shown in the next Sect. 44.2.3, also from creep and relaxation tests carried out at room temperature in

uniaxial compression. The creep test was carried out by imposing an engineering constant stress of 5.5 MPa and measuring

the deformation accumulated over time from the cylindrical specimen; the test of relaxation was carried out by imposing an

engineering strain of �56 % and by measuring the required force; the duration was approximately 3·105 s for both tests.

The experimental data were used to perform the fitting of a 10 terms Prony series, with relaxation times chosen a priori

and evenly spaced in the range 100 � 107 s (after extrapolation of the experimental curves). The experimental results are

shown in Fig. 44.3 together with the values obtained numerically; one observes a correspondence almost perfect in

relaxation stress, while there is a slight divergence, as one might expect using a generalized Maxwell model, in the

description of the creep strain. The coefficients of the series of Prony are shown in Table 44.3.

44.2.3 Pseudo-elasticity

The characterization of the mullins effect was conducted according to the previous work [4]; a test was carried out again on a

cruciform specimen repeating several loading-unloading cycles at different levels of elongation. The experimental curves of

force and crosshead displacement are shown in Fig. 44.4, for both the horizontal and vertical directions.

Through the DIC and the VFM, applied to the last cycle of each series of repetitions, we calibrated the Ogden-Roxburgh

model [6, 7], which is briefly summarized by the relations:

Table 44.1 Ogden model

coefficients
μ1 [MPa] +0.0006

μ2 [MPa] �0.6382

μ3 [MPa] +0.6130

α1 +2.3240

α2 �1.1556

α3 +2.8690

Fig. 44.2 Hyperelastic

stress–strain curves

Table 44.2 Stresses and

elongations at failure
UT ET

σut [MPa] 25 11.5

λut 4.02 2.35
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σs ¼ ησi ¼ λi
@ ~W

@λi

η ¼1� 1

r
erf

~Wm

μ � m 1�
~W

Wm

� �� �
(44.1)

where σi e σs are respectively the stresses of the virgin material (hyperelastic only) and of the cycled material

(with softening); m and r are material parameters, which were found to value 0.308 MPa e 2.559.

The overall results of the characterization of the material is synthesized by the curves of Fig. 44.5, where are compared

the stress–strain curves obtained by cyclic tests repeated on a dumbbell specimen; the experimental curves are on the left,

Fig. 44.3 Creep and relaxation curves

Table 44.3 Prony series coefficients

τi 1.00 5.62 31.6 177.8 1,000 5,623 3,1628 177,828 1E6 10E6

αi 0.0974 0.1011 0.0776 0.0695 0.0478 0.0581 0.0464 0.0506 0.0025 0.0015
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Fig. 44.4 Load–displacement curves on the two branches of the cruciform specimen
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while on the right are reported the analytical curves that contemplate simultaneously all the three phenomena of

hyperelasticity, viscoelasticity and pseudo-elasticity (for the analytical curves are shown only the first and last cycle of

several repetitions). It is noticed the good agreement between the curves; the main difference, however, acceptable, is given

by a lower amplitude of the hysteresis loop in the analytical curves.

44.3 FE Model

The elastomeric component of Fig. 44.1 was modeled within the commercial FEM code ANSYS® v. 13.0; the model was

made by axisymmetric PLANE 183 elements (Fig. 44.6), with average size of 0.3 mm. The membrane has a constant

thickness of 1.5 mm, except in areas of gripping and sealing where it has a thickness of 4 and 3 mm, with further grooves

of 0.3 mm that allow the pressure seal through their crushing. The minimum inner radius (Ri) is 18 mm, which coincides

with the mounting position in the damper, while the maximum outer radius (Ro) is 39 mm and 42 mm is the outer

mounting radius (Rom) after the reversal, corresponding to the inner diameter of the main tube. The length (L) of the

membrane before the inside-out reversal is 80 mm. The simulation is divided into several phases: (1) reversal of the

membrane through 180� rotation (and translation) of the external grip portion. (2) Activation of the contacts between the

inner tube and the crushing grooves, lifting of the piston (approximately 21 mm) without differential pressure. (3) Return

of the piston into the initial position with insertion of the operating pressure of 3 bar on the upper face of the membrane;

this condition represents the situation of the damper fully charged at the beginning of its operating life. (4) The oil

consumption determines a progressive reduction of overpressure, and then the plunger is pushed upwards by the contrast

spring; the piston advances then of 21 mm and the pressure on the upper face of the membrane decreases progressively up

to 1.5 bar; this is the final condition of exhausted damper that needs the oil recharge. (5) Simulation of prolonged

maintenance (300 h) at 3 bar with piston down. (6) Simulation of the qualification test at 7.5 bar (300 s) with piston down.

(7) Simulation of numerous cycles of loading-unloading from 3 to 1.5 bar in non-stationary regime of the duration of

300 h each, with evaluation of the evolution of the strain over time to compare with ultimate values, according to the

criterion of maximum deformation [5].

As explained above, in the simulations we tried to take into account all possible factors; so the resulting model is

rather complex, as it included non-linearity due to large displacements, contact, hyperelasticity of the material (Ogden

model of the third order), as well as viscoelasticity (11 elements Prony series) and mullins effect (two coefficients

Ogden-Roxburgh).
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Fig. 44.5 Cyclic test on a dumbbell specimen: experimental (left) and numerical (right)
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44.4 Simulation Results and Discussion

The main results of the simulations of the different phases described in the previous paragraph are exposed below. For the

sake of brevity, only the maps of maximum principal strain (ε1) and stress (σ1) will be shown.
It should be noted that the upsetting (phase 1), whose final deformed is shown in Fig. 44.7, has been simulated as

axisymmetric, while in reality this is a process carried out manually in two opposite points of the membrane and the rest of

the material is accompanied in the movement which. This approximation would be valid for a perfectly hyperelastic

material, where the final stress depend only from the final state of the object and not from the history of the load, while it is

not totally correct if we consider a damage phenomenon as the mullins effect; however, the logarithmic strain reached at the

end of this phase is not very high for this material (0.21 max), so the eventual damage has been neglected and the

axisymmetric approximation has been accepted. Figures 44.8, 44.9, and 44.10 refer instead to steps 2, 3 and 4 simulated

considering only the hyperelasticity of the material; it is noted that the stresses are very small, and the maximum principal

strain occurs at the inner lobe of the membrane when the pressure is 3 bar (phase 3), and the outer lobe when the plate is lifted

at a lower pressure (phase 4). Anyway, these strain levels are tolerable by the material.

The time-dependent behavior of the material comes into play when one considers the evolution of the membrane

subjected to the charge condition (plate lowered, as in step 3) for a prolonged period of time equal to 300 h. The deformed

shape and related maps are shown in Fig. 44.11, where it is noted that the internal lobe is more pronounced with respect to

Fig. 44.10, and the maximum values are increased up to 0.68 for ε1 and up to 2.09 MPa for σ1.
Reproducing the values of the main stretch of all the nodes calculated to stage 3 and 5, normalized with respect to the

ultimate values, as shown in Fig. 44.12, it is noted that the dispersion of points widens, but without getting too close to the

limit resistance, which is ideally represented by lines connecting the experimental points in ET (triangle) and UT (round).

Similarly, in Fig. 44.13 we show the normalized values of elongation for the stage 6 of the simulation, which reproduces

the qualification test to be carried out on a one-off membrane sample, with an internal pressure of 7.5 bar at the initial time

and after 300 s; also in this case, after the initial loading, the relaxation of the material causes the deformation to proceed

over time, reaching values rather considerable, amounting to approximately 70 % of maximum elongation at break; however

the application appears to be safe.

Fig. 44.6 FE model of the

rubber membrane

360 M. Sasso et al.



Fig. 44.7 Phase (1) distributions of maximum principal strains (left) and stresses (right)

Fig. 44.8 Phase (2) distributions of maximum principal strains (left) and stresses (right)

Fig. 44.9 Phase (3) distributions of maximum principal strains (left) and stresses (right)



Fig. 44.10 Phase (4) distributions of maximum principal strains (left) and stresses (right)

Fig. 44.11 Phase (5) distributions of maximum principal strains (left) and stresses (right)

Fig. 44.12 Comparison of the principal stretches with the rupture values for phase 3 (left) and phase 5 (right)



The last part of the study, step 7, involved the simulation of 15 cycles of pressure loading-unloading with simultaneous

movement of the piston; the duration of each cycle is 300 h each. For the sake of brevity, images relating to the deformed

shape are omitted, but are proposed in Fig. 44.14a, b the graphs relating to the maximum size and the maximum principal

strains at the node corresponding to the maximum elongation of the membrane.

It is noted that the combined effect of material softening and viscoelasticity determine a progressive increase of axial

dimensions of the membrane and an increase, cycle after cycle, of the principal strain that passes from 0.57 during the first

cycle to reach nearly 0.7 in the last cycle; we note, however, a tendency towards stabilization that assures the capability of

the component to withstand an even higher number of cycles with an adequate margin of safety.

44.5 Conclusions

Through the data obtained from different experimental tests, we characterized the hyperelastic, viscoelastic and

pseudoelastic behavior of an elastomeric material used in an innovative device of damper for helicopter rotor. The mounting,

testing and operating loads of the damper have been numerically reproduced loads of installation, by finite element

Fig. 44.13 Comparison of the principal stretches with the rupture values for phase 6, pressure 7.5 bar, at t ¼ 0 s (left) and t ¼ 300 s (right)

Fig. 44.14 (a) Envelope of maximum size over time (b) Principal strain over time
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simulations; from their results, relevant but sustainable levels of deformation of the membrane have emerged. Also the

evolution over time, due to material relaxation, has been investigated with the conclusion that the strain level appears to be

below the limits of the material and compatible with the use within the damper.
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Chapter 45

Structural Dynamic Modification to Predict Modal Parameters

of Multiple Beams

Naim Khader

Abstract An Impulse Response Function (IRF) matrix for a cantilever beam with No response points and Ni excitation

points is obtained from simulated data. The UnifiedMatrix Polynomial Approach (UMPA) is employed to estimate its modal

parameters. The scaled mode shapes to a unity Modal-A matrix are calculated and used to formulate a modal model for the

beam. This model is used in a Structural Dynamics Modification (SDM) technique combined with the Component Mode

Synthesis (CMS) to predict the modal parameters of connected beams with additional lumped masses attached to them, and

with additional linear springs and dampers between the beams and between each beam and the ground. On the other hand,

the impedance method is used to generate the Frequency Response Function (FRF) matrix of the two-beam system with the

additional masses, springs, and dampers. The FRF matrix of the original beam, are used to synthesize the FRF matrix of the

new structure. Time and frequency domain UMPA algorithms are employed to extract the modal parameters of the system.

Results from both modal modeling and impedance modeling are compared with the corresponding theoretical results.

Keywords Structural dynamic modification • Modal analysis • Modal parameter estimation • Vibration • Structural

dynamics

45.1 Introduction

Structural Dynamic Modification is the process of modifying the mass, stiffness or damping properties of the structure, or by

adding new elements, such as vibration absorbers, to improve its dynamic behavior. Theoretical or experimental modal data

or data in the form of Frequency Response Function (FRF) matrix of the original structure can be used to estimate the

dynamic behavior of as many versions as required of the modified structure, with no need for extensive theoretical or

experimental examination.

Excessive and resonant vibration encountered at later stages of design and development of structural systems, require

structural modification to alter its dynamic characteristics, and to bring its vibration and noise to acceptable levels. Structural

Dynamics Modification (SDM) has been used for a long time to achieve this objective, where modal parameters of the

original structure, determined from either Finite Element Analysis (FEA) or from Experimental Modal Analysis (EMA), are

used to predict the modal parameters of the modified structure. Simple modal analysis can be carried out for as many

versions of the modified structure as required, using the available modal parameters of the original system, without

performing extensive FEA or EMA for each version of the modified structure. This technique can be used along with the

modal synthesis method to predict modal properties of an assembly of connected components, from the knowledge of their

individual modal properties. SDM allows designers to visualize the effect of any intended structural modification on the

dynamic behavior of the modified structure before actual implementation of this modification. Thus, SDM allows the

designer of mechanical and structural systems to reduce the number of built and tested prototypes. This results in

considerable saving in time, effort, and cost, which results in less expensive product, with competitive price at the market.
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There are two approaches in the SDM technique: The direct and the inverse approaches. In the direct approach, one can

predict how structural modifications affect the dynamic characteristics of the examined system, and in the inverse approach,

one can predict the structural modifications, required to produce a desired change in the dynamic characteristics of

the system.

In SDM, one can use the dynamic characteristics of the original system in two ways: First, properly scaled modal vectors

are used to transform the system from physical space to modal space, known as modal model; Second, the Frequency

Response Function (FRF) matrix of the original system are used to predict the FRF matrix of the modified structure, which

are then used to estimate the modal parameters of the modified structure, known as the impedance method.

At early stages of the development of the SDM technique, a Local Eigenvalue Modification Procedure (LEMP) was used

to predict the effect of adding or subtracting a point mass at one degree of freedom (dof) of the system, or adding or

removing a spring or damper between two dofs of the system. Jimin He [1], discussed various methods of SDM, their

implementation to real engineering structures, and outlined the main problems, encountered by SDM analyst. Avitable [2],

summarized the development of SDM over the last 20 years of the twentieth century, and discussed the problems,

encountered during the implementation of this technique. He presented the basic theory of SDM along with its limitations

and restrictions. Nad [3] introduced the fundamental approaches and formulations of the SDM. He applied this technique to

evaluate the effect of a constraining viscoelastic layer on the natural frequencies and loss factor of a cantilever beam, and the

effect of initial stress in a circular disk on its natural frequencies. According to Wallak et al. [4], the local eigenvalue

modification method was first used with modal data from modal test in 1978, where the eigenvalue problem was formulated

in the modification space, one modification after another, where each modification employed modal data, obtained from

considering the previous modification. These authors, Wallak et al., extended this method and presented what is known as

simultaneous structural dynamic modification (S2DM), where several modifications can be considered simultaneously, and

the eigenvalue problem is formulated in the modal space. They validated this method later [5], by comparing results from

S2DM with those obtained from Finite Element Analysis (FEA) and modal test of a rib-stiffened plate. Sesteir [6] discussed

the SDM direct method, and its application to evaluate modal parameters of a modified system, using both modal model and

FRF data of the unmodified system. Kundra [7], considered SDM to predict how the dynamic behavior of a structure is

affected by the introduction of mass and stiffness modification, changes in the material of the structure, as well as the effect

of adding a tuned absorber to the considered structure. He presented SDM in terms of modal data as well as in terms of data

in the form of FRF. Hang et al. [8], presented an analytical technique to assess the effect of distributed structural

modifications, with and without additional dofs. They employed FRF of the original structure and the changes in the

dynamic stiffness matrix to calculate the FRF of the modified structure. Later, the same authors [9] estimated the effect of

distributed structural modifications with additional dofs, and combined the experimentally determined FRF of the original

structure with the delta structural dynamic stiffness matrix of the modification to estimate FRF of the modified structure.

They validated their results by comparing the obtained results from SDM with experimental and numerical results, obtained

for the modified structure. Ozguven [10], presented a method to estimate the FRF of a modified structure, based on the

knowledge of the FRF of the original structure and changes in the mass, stiffness, and damping matrices, introduced by the

implemented structural modifications. Canbaloğlu et al. [11], presented a SDM method for modifications with additional

dofs, and applied this method to a real structure by adding a stiffener beam under the wing of scaled aircraft test structure.

They estimated the FRF of the modified structure from the FRF of the original structure and system matrices of the

modifying structure.

This work examines a system of two beams, connected by springs and viscous dampers at selected points, with

additional lumped masses. Additional points of each beam can be connected to ground by other springs and viscous

dampers. Modal parameters, as well as the FRF matrices of the individual beams are used in a modal modeling and

impedance modeling approaches respectively, to estimate the modal properties of the connected beams with the additional

springs and dampers. The obtained results are compared with the corresponding results, obtained from a theoretical modal

analysis approach.

45.2 Theoretical Analysis

A system of two uncoupled beams is considered in the presence of general viscose damping. Their Modal parameters, i.e.,

natural frequencies, damping ratios, and modal vectors are obtained from theoretically generated Frequency Response

Function (FRF) and Impulse Response Function (IRF) matrices H ωð Þ½ �NoxNixNf
and hðtÞ½ �NoxNixNf

, respectively, where No and

Ni are number of response and excitation points, respectively, and Nf is the number of frequency bins for FRF and number of
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time samples for IRF. The Eigensystem Realization algorithm (ERA), [12], which is a first order Unified Matrix Polynomial

Approach (UMPA), is employed to extract the required modal parameters of constituent uncoupled beams. The resulting

modal frequencies are expressed in the diagonal matrix, and the corresponding modal vectors
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64
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75 are scaled to a unity Modal-A matrix.

These modal parameters, as well as the FRF matrices of the uncoupled beams will be adopted for the proposed SDM,

using the modal modeling and impedance modeling approaches, respectively. Note that ðÞ� means the complex conjugate of

the quantity.

45.2.1 Modal Modeling

The governing equations of the free vibration of the two-beam system in discrete form are given by:

M½ � €xf g þ C½ � _xf g þ K½ � xf g ¼ 0f g (45.1)

Where

M ¼ M1 0

0 M2

� �
; C ¼ C1 0

0 C2

� �
; K ¼ K1 0

0 K2

� �
; and x ¼ x1

x2

� �

Mk; Ck; Kk; are NkxNk mass, damping, and stiffness matrices of the k-th beam, k ¼ 1 for the first beam and k ¼ 2 for the

second beam

xkf g is Nkx1 response vector of the k-th beam

Nk, is the number of dofs of the k-th beam.

These equations can be written in state space form as:

A½ � q
:� �þ B½ � qf g ¼ 0f g (45.2)

Where

A½ � ¼ 0 M
M C

� �
¼

0 0

0 0

� �
M1 0

0 M2

� �

M1 0

0 M2

� �
C1 0

0 C2

� �

2
664

3
775

B½ � ¼ �M 0

0 C

� �
¼

�M1 0

0 �M2

� �
0 0

0 0

� �

0 0

0 0

� �
K1 0

0 K2

� �

2
664

3
775; and qf g ¼ _x

x

� �

Coupling between the beams can be achieved by a set of springs and dampers, which connect selected points of the

beams. Additional springs and dampers can be considered to restrict the motion of these beams by connecting these springs

and dampers between each beam and the ground. Furthermore, changes in the lumped masses representing beam inertia can

be considered. This results in changes in the mass, damping and stiffness matrices of the two-beam system, represented by

ΔM, ΔC, and ΔK respectively, which in turn results in changes in A and B matrices, i.e., ΔA and ΔB.
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ΔM ¼ ΔM1 0

0 ΔM2

� �
; ΔC ¼ ΔC11 ΔC12

ΔC21 ΔC22

� �
; ΔK ¼ ΔK11 ΔK12

ΔK21 ΔK22

� �

ΔA½ � ¼ 0 ΔM
ΔM ΔC

� �
¼

0 0

0 0
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ΔM1 0

0 ΔM2

� �

ΔM1 0

0 ΔM2
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ΔC11 ΔC12
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� �

2
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3
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ΔB½ � ¼ �ΔM 0

0 ΔK

� �
¼

�ΔM1 0

0 �ΔM2

� �
0 0

0 0

� �

0 0

0 0
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ΔK11 ΔK12

ΔK21 ΔK22
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2
6664

3
7775

The governing equations of motion in state space form with these changes

Aþ ΔA½ � q
:� �þ Bþ ΔB½ � qf g ¼ 0f g (45.3)

For the simple case of identical beams, the scaled mode shapes will be the same for both beams, and the state space vector

can be expressed in terms of the scaled modes and modal coordinates as:

qf gð2No1þ2No2Þx1 ¼ Ψ½ �ð2No1þ2No2Þxð2N1þ2N2Þ pf gð2N1þ2N2Þx1 (45.4)

Where

Ψ½ � ¼
ψ½ � λ½ �
0½ �

� �

ðNo1þNo2Þx2N1

0½ �
ψ½ � λ½ �

� �

ðNo1þNo2Þx2N2

ψ½ �
0½ �

� �

ðNo1þNo2Þx2N1

0½ �
ψ½ �

� �

ðNo1þNo2Þx2N2

2
6664

3
7775

N1, N2 are number of considered modes for beams 1 and 2 respectively, and factor 2 means that modal vectors and their

complex conjugates are included.

No1, No2 are numbers of considered response points in the IRF matrix for beams 1 and 2, respectively and the factor

2 appears due the fact that the state space vector is considered.

If Eq. 45.4 is substituted in Eq. 45.3 and the resulting equation is pre multiplied by the transpose of the transformation

matrix, i.e. Ψ½ �T the following eigenvalue problem is obtained,

I½ � þ Δ
_

A
� 	� 	

_pf g þ Λ½ � þ Δ
_

B
� 	� 	

pf g ¼ 0f g (45.5)

ΔÂ
� 	 ¼ Ψ½ �T ΔA½ � Ψ½ �; ΔB̂

� 	 ¼ Ψ½ �T ΔB½ � Ψ½ �; and Λ½ � ¼ λ½ �1 0½ �
0½ � λ½ �2

� �

λ½ �1, λ½ �2 are diagonal matrices with modal frequencies of beams 1 and 2 along the diagonal.

The obtained eigenvalue problem of the modified system with coupled beams, Eq. 45.5, can be solved for the desired

modal parameters.

45.2.2 Impedance Modeling

The FRF matrices H1 ωð Þ½ �NoxNixNf
and H2 ωð Þ½ �NoxNixNf

developed for individual beams are used to form the FRF matrix

H ωð Þ½ �ðNo1þNo2ÞxðNi1þNi2ÞxNf
of the combined system, which relates response and input spectra of the modified system as shown

below:

X ωð Þf g ¼ H ωð Þ½ � F ωð Þf g (45.6)
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Where, (see [6], for example)

H ωð Þ½ � ¼ I½ � þ Ho ωð Þ½ � ΔB½ �½ ��1 Ho ωð Þ½ � (45.7)

ΔB ωð Þ½ � ¼ ΔK½ � þ jω ΔC½ � � ω2 ΔM½ �� 	
(45.8)

Ho ωð ÞðNo1þNo2ÞxðNi1þNi2ÞxNf

h i
¼

Ho ωð ÞNo1xNi1xNf

h i
0½ �

0½ � Ho ωð ÞNo2xNi2xNf

h i
2
4

3
5 (45.9)

Having the FRF matrix of the modified structure, it can be used to extract its modal parameters in the frequency domain,

or the corresponding IRF matrix can be obtained by inverse Fourier Transform of the FRF matrix, which can be used with

time domain modal parameter extraction algorithm, to estimate the modal parameters of the modified system.

45.2.3 Numerical Example and Results

Two identical uniform steel beams with circular cross section are considered. The beams have the same length of 0.5 m,

diameter of 0.005 m, Young’s modulus of 200 Gpa, and density of 7,800 kg/m3. The FRF and IRF matrices are generated

theoretically for the beams assuming 20 response and three excitation points. The first order UMPA [13], (essentially an ERA

algorithm), was used to estimate the beam’s modal parameters from the generated IRFmatrix. The approach discussed in [14]

was used to estimate the enhance impulse response function, which is then used to estimate modal scaling factors and residues

in order to calculate scaled mode shapes, required for modal modeling approach. Three types of structural modifications are

considered as shown in Fig. 45.1: first, each beam was connected to ground by a series of viscous dampers and springs, which

is expected to result in a new set of uncoupled modes of the beams; second, the two beams were interconnected by another set

of viscous dampers and springs, which results in coupling between their uncoupled modes; third, the inertia properties can be

modified by changing the lumped masses, used to discretize the beams. The introduced stiffness and damping are shown in

Fig. 45.1, and their values as well as the involved response points of the beams, are listed in Table 45.1.

The CMIF based on the imaginary part of the generated FRF matrices of the original beams are shown in Fig. 45.2, where

the peaks indicate the existence of modes. The estimated modal vectors and modal scaling factors are employed to generate

the residue matrix, which is used to estimate the desired scaled modal vectors, which are then used along with changes in

A and B matrices (Eq. 45.2) to calculate ½ΔAb � and ½ΔBb �. The modal parameters of the modified structure can be estimated

from the eigenvalue problem described by Eq. 45.5 above, which were in agreement with the corresponding theoretical

results, as will be discussed later.

On the other hand, the impedance approach was employed to calculate the FRF matrix of the modified structure H ωð Þ½ �,
see Eq. 45.7 above, where the FRF matrix of the original structure Ho ωð Þ½ �, and the structural modification matrix ΔB½ �,

Fig. 45.1 Schematic

of spring-damper connection

between beams and between

beams and ground
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Table 45.1 Springs and dampers connecting the beams and beams with the ground

Connecting spring-damper

Beam1- Response 8 k ¼ 600 N/m; c ¼ 600 N.S/m Beam2- Response 2

Beam1- Response 14 K ¼1,800 N/m; C ¼ 1.24 N.S/m Beam2- Response 3

Beam1- Response 4 K ¼ 3,350 N/m; C ¼ 3.78 N.S/m Beam2- Response 4

Beam1- Response 11 K ¼ 1,250 N/m; C ¼ 6.43 N.S/m Beam2- Response 5

Beam1- Response 10 K ¼ 600 N/m; C ¼ 2.55 N.S/m Beam2- Response 6

Beam1- Response 7 K ¼ 2,100 N/m; C ¼ 1.2 N.S/m Beam2- Response 7

Beam1- Response 9 K ¼ 2,850 N/m; C ¼ 4.07 N.S/m Beam2- Response 9

Beam1- Response 1 K ¼ 500 N/m; c ¼ 1.03 N.S/m Ground

Beam1- Response 3 K ¼ 1,500 N/m; c ¼ 3.15 N.S/m Ground

Beam1- Response 5 K ¼ 2,500 N/m; c ¼ 4.8 N.S/m Ground

Beam1- Response 7 K ¼ 1,000 N/m; c ¼ 2.04 N.S/m Ground

Beam1- Response 12 K ¼ 2,000 N/m; c ¼ 4.00 N.S/m Ground

Beam1- Response 17 K ¼ 1,000 N/m; c ¼1.94 N.S/m Ground

Ground K ¼ 600 N/m; c ¼ 1.24 N.S/m Beam2- Response 2

Ground K ¼ 1,250 N/m; c ¼ 2.63 N.S/m Beam2- Response 4

Ground K ¼ 1,100 N/m; c ¼ 2.11 N.S/m Beam2- Response 7

Ground K ¼ 750 N/m; c ¼ 1.53 N.S/m Beam2- Response 11

Ground K ¼ 1,600 N/m; c ¼ 3.2 N.S/m Beam2- Response 18
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Fig. 45.2 Quad CMIF of the original beam’s FRF matrix
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Eq. 45.8 above, are used to generate H ωð Þ½ �. The CMIF [15] of resulting FRF matrix is shown in Fig. 45.3. This FRF

information was used in three ways to estimate the modal parameters of the modified structure; first, the Enhanced Mode

Indicator Function (EMIF) [16], which is a frequency domain low order UMPA estimation algorithm, was used to estimate

the modal parameters from the obtained FRF; second, a high order UMPA-based frequency domain algorithm, which uses

Forsyth Orthogonal Polynomials, was used to estimate the modal parameters from the same FRF; third, the corresponding

IRF was estimated via Inverse Fourier Transform and the time domain first order UMPA algorithm was used to estimate the

desired modal parameters.

The obtained results from modal and impedance modeling are presented in Table 45.2 along with the corresponding

results from theoretical modal analysis. The agreement between the obtained results from current work on one hand, and

between these results and results from theoretical modal analysis are clear. Some of the obtained mode shapes of the two

beam system are presented in Figs. 45.4, 45.5, 45.6, 45.7, and 45.8. The uncoupled two beam system has repeated

frequencies because identical beams were considered. The two repeated frequencies associated with a given uncoupled

mode split and result in two separate frequencies, one lower, the other is higher than the uncoupled frequency. The presented

mode shapes show that the two beams move in phase at the lower frequency and out of phase at the higher frequency.

45.3 Conclusions

Modal and impedance modeling approaches are employed to predict modal parameters of a system from the modal

properties and FRF matrices of its individual components, respectively. To estimate the modal parameters of the modified

system, both low and high order frequency domain UMPA algorithms were used with the FRF matrix of the synthesized
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Fig 45.4 Coupled mode shapes associated with the first uncoupled beam mode

Table 45.2 Modal frequencies of the two beam system in Hz, obtained by different methods

Mode number

Theoretical modal

analysis Modal modeling

Impedance modeling

ERA

Impedance modeling

EMIF

Impedance

modeling RFP

1 46.13 46.13 46.13 46.03 46.14

2 50.74 50.74 50.74 50.70 50.74

3 100.16 100.16 100.16 100.19 100.16

4 136.49 136.49 136.49 136.53 136.50

5 258.19 258.19 258.19 258.16 258.18

6 269.15 269.15 269.15 269.08 269.13

7 491.62 491.62 491.62 491.55 491.63

8 498.55 498.55 498.55 498.44 498.56

9 807.61 807.61 807.61 807.58 807.61

10 812.72 812.72 812.72 812.68 812.72

11 1,205.40 1,205.40 1,205.40 1,205.26 1,205.40

12 1,205.84 1,205.84 1,205.84 1,205.70 1,205.84

13 1,680.98 1,680.98 1,680.98 1,680.75 1,680.98

14 1,682.94 1,682.94 1,682.94 1,682.70 1,682.94
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structure, and a first order time domain UMPA algorithm was used with the corresponding IRF matrix. Results from the

employed algorithms were in excellent agreement with theoretical results, which suggests that this procedure can be used

with confidence and the next step in this direction is to employ these algorithms for actual experimental data.
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Fig. 45.5 Coupled mode shapes associated with the second uncoupled mode
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Fig. 45.6 Coupled mode shapes associated with the third uncoupled mode
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Fig. 45.7 Coupled mode shapes associated with the fourth uncoupled mode
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12. Canbaloğlu G, Nevzat Özgüven H (2009) Structural modifications with additional DOF-applications to real structures. In: Proceedings of the

27th international modal analysis conference, Orlando

13. Brown DL, Phillips AW, Allemang RJ (2005) A first order, extended state vector expansion approach to experimental modal parameter

estimation. In: Proceedings, international modal analysis conference, Orlando, FL

14. Allemang RJ (1998) The enhanced frequency response function (eFRF): scaling and other issues. In: Proceedings, international conference on

noise and vibration engineering, vol 1. Katholieke Universiteit Leuven, Belgium

15. Phillips AW, Allemang RJ (1998) The complex mode indicator function (CMIF) as a parameter estimation method. In: Proceedings,

international modal analysis conference, Santa Barbara, CA

16. Allemang RJ, Brown DL (2006) A complete review of the complex mode indicator function (CMIF) with applications. In: Proceedings,

international conference on noise and vibration engineering (ISMA), Katholieke Universiteit Leuven, Belgium

45 Structural Dynamic Modification to Predict Modal Parameters of Multiple Beams 377


	Preface
	Contents
	Chapter 1: Analysis of Thrust Production in Small Synthetic Flapping Wings
	1.1 Introduction
	1.2 Advances in Manufacturing Process
	1.3 Vibration Analysis
	1.4 Preliminary Power Investigation
	1.5 Thrust Acquisition
	1.6 Digital Image Correlation
	1.7 Optimization
	1.8 Future Work
	References

	Chapter 2: Coarse-Resolution Cone-Beam Scanning of Logs Using Eulerian CT Reconstruction. Part I: Discretization and Algorithm
	2.1 Introduction
	2.2 Conventional CT Versus Cone-Beam Coarse-Resolution CT
	2.3 Cone-Beam Log Scanning Concept
	2.4 Geometry-Based Log Models
	2.5 General CT Computation Description
	2.6 Basis Weight Data Alignment
	2.6.1 Cylindrical Adjustment
	2.6.2 Rigid-Body Motion and Log Ellipticity Correction
	2.6.3 Geometry Normalization
	2.6.4 Log Center and Radius Estimation

	2.7 Path Length Computation in Cone-Beam CT
	2.7.1 Single-Slice Path Length Computation
	2.7.2 Multiple-Slice Path Length Computation

	2.8 Density Inverse Computation
	2.9 Discussion
	2.10 Conclusion
	References

	Chapter 3: Coarse-Resolution Cone-Beam Scanning of Logs Using Eulerian CT Reconstruction. Part II: Hardware Design and Demonst...
	3.1 Introduction
	3.2 Cone-Beam CT Log Scanner
	3.2.1 Large Area X-ray Detector
	3.2.2 Log Carrier System and Scanner Control

	3.3 Sample Log Scanning Results
	3.3.1 Cone-Beam X-ray Images
	3.3.2 Single-Slice Reconstruction
	3.3.3 Multi-slice Reconstruction

	3.4 Discussion
	3.5 Conclusion
	References

	Chapter 4: Crack Nucleation Threshold Under Fretting Loading by a Thermal Method
	4.1 Introduction
	4.2 Material and Experimental Device
	4.2.1 Fretting Device
	4.2.2 Destructive Experimental Procedure
	4.2.3 Thermal Measurement

	4.3 Thermal Method
	4.3.1 Computes Temperature Evolutions
	4.3.2 Temperature Evolution During a Fretting Test at Constant Loading
	4.3.3 Temperature Evolution During a Fretting Test at P Constant

	4.4 Concluding Comment
	References

	Chapter 5: Crack Growth Study of Fibre Metal Laminates Using Thermoelastic Stress Analysis
	5.1 Introduction
	5.2 Test Specimen and Experimental Procedure
	5.3 Fatigue Crack Growth Mechanism in Glare
	5.4 Sub-surface Damage Detection in Glare
	5.5 Comarision of Experimental Results with the Phenomenological Crack Growth Prediction Model
	5.6 Conclusions
	References

	Chapter 6: Crack Detection in Large Welded Components Under Fatigue Using TSA
	6.1 Introduction
	6.2 Experimental Procedure, Results and Discussion
	6.3 Conclusions and Further Work
	References

	Chapter 7: Hybrid Thermoelastic Analysis of an Unsymmetrically-Loaded Structure containing an Arbitrarily-Shaped Cutout
	7.1 Introduction
	7.2 Experimental Details
	7.3 Airy´s Stress Function
	7.4 Traction-Free Conditions
	7.5 Results
	7.6 Conclusion
	References

	Chapter 8: Quantitative Themographic Characterization of Composites
	8.1 Introduction
	8.1.1 Thermographic Flaw Detection and Materials Characterization
	8.1.2 Single Point Analysis
	8.1.3 Thermographic Signal Reconstruction
	8.1.4 Logarithmic Derivative Characteristics
	8.1.5 Logarithmic Derivative Primitives

	8.2 Experiment
	8.3 Results
	8.3.1 Contrast Analysis

	8.4 Observations
	8.5 Conclusions
	References

	Chapter 9: Thermal Deformation of Micro-structure Diffuser Plate in LED Backlight Unit
	9.1 Introduction
	9.2 Experiment
	9.3 Numerical Approach
	9.4 Result and Discussion
	9.5 Conclusion
	References

	Chapter 10: Polariscopy Measurement of Residual Stress in Thin Silicon Wafers
	10.1 Introduction
	10.2 Methodology
	10.3 Ten-Step Method
	10.4 Stress Separation and Smoothing Algorithm
	10.5 Four Point Bend Specimen (MONO)
	10.6 Four Point Bend Specimen (Multi Crystalline)
	10.7 Conclusion
	References

	Chapter 11: Curvature from Residual Stress in Rapidly Quenched Amorphous Metals Using Abrasive Layer Removal
	11.1 Introduction
	11.2 Materials and Methods
	11.3 Results
	11.4 Discussion
	11.5 Conclusions
	References

	Chapter 12: Slitting Method Measurement of Residual Stress Profiles, Including Stress Discontinuities, in Layered Specimens
	12.1 Introduction
	12.2 Theory
	12.2.1 Standard Pulse-Regularization
	12.2.2 Pulse-Regularization for Layers and Discontinuous Stresses
	12.2.3 Calibration Coefficients

	12.3 Experimental
	12.3.1 Aluminum Clad Depleted-Uranium Fuel Plates
	12.3.2 Multi-Layered Ceramic

	12.4 Results
	12.4.1 Aluminum Clad Depleted-Uranium Fuel Plates
	12.4.2 Multi-Layered Ceramic

	12.5 Conclusion
	References

	Chapter 13: Repeatability of the Contour Method for Residual Stress Measurement
	13.1 Introduction
	13.2 Methods
	13.3 Results
	13.4 Discussion
	13.5 Summary
	References

	Chapter 14: Repeatability of Incremental Hole Drilling and Slitting Method Residual Stress Measurements
	14.1 Introduction
	14.2 Methods
	14.3 Results
	References

	Chapter 15: Drilling Speed Effects on Accuracy of HD Residual Stress Measurements
	15.1 Introduction
	15.2 Materials and Methods
	15.2.1 Experimental Set-up
	15.2.2 Numerical Validation

	15.3 Results and Discussion
	15.4 Conclusions
	References

	Chapter 16: Ultrasonic Nonlinear Guided Waves and Applications to Structural Health Monitoring
	16.1 Introduction
	16.2 Waves in Nonlinear Elastic Regime: Internal Resonance
	16.3 CO.NO.SAFE Algorithm
	16.4 Applications
	16.4.1 Railroad Track
	16.4.2 Anisotropic Elastic Composite Laminate
	16.4.3 Reinforced Concrete Slab

	16.5 Conclusions
	References

	Chapter 17: Defect Detection in Composite Structures Using Lock-In Infrared Thermography
	17.1 Introduction
	17.2 Defect Detection Approach
	17.3 Conclusions
	References

	Chapter 18: Digital Image Correlation for Identification of Vibration Modes
	18.1 Introduction
	18.2 Experimental Procedure
	18.3 Imaging Free Vibrations of a Thin Plate
	18.4 Solving Unknown Vibration Parameters
	18.5 Conclusion and Further Work
	References

	Chapter 19: Application of VFM for the Simultaneous Identification of Visco-pseudo-hyper Elastic Constants of Rubbers
	19.1 Introduction
	19.2 Constitutive Modeling of the Material
	19.2.1 Hyperelasticity
	19.2.2 Visco-elasticity Behaviour
	19.2.3 Mullins Effect

	19.3 Application of VFM
	19.4 Experimental Set-up
	19.5 Fitting Results
	19.6 Conclusions
	References

	Chapter 20: Anisotropy Evaluation of Paperboard With Virtual Fields Method
	20.1 Introduction
	20.2 Material
	20.3 Load Fixture
	20.4 Digital Image Correlation
	20.5 Virtual Fields Method
	20.6 Supporting Tests
	20.7 Results and Discussion
	20.8 Conclusion
	References

	Chapter 21: Investigation of Fatigue Properties of Titanium Alloy Applying Variational Infrared Thermography
	21.1 Introduction
	21.2 Theoretical Models
	21.2.1 The Infrared Thermographic Method
	21.2.2 The Energy Approach

	21.3 Experiment Investigations
	21.3.1 Material and Specimen
	21.3.2 Methods

	21.4 Results and Discussion
	21.4.1 Fatigue Limit
	21.4.2 S-N Curve

	21.5 Conclusions
	References

	Chapter 22: Monitoring Materials Under Impact with Infrared Thermography
	22.1 Introduction
	22.2 Impact by Air Jets
	22.2.1 Experimental Setup and Test Procedure
	22.2.2 Dimensionless Average Data Reduction

	22.3 Impact of a Blunt Object
	22.3.1 Materials and Test Setup
	22.3.2 Impact Tests and Data Analysis

	22.4 Conclusions
	References

	Chapter 23: Damage Induced Evolution of the Thermal Diffusivity of SiC/SiC Composite
	23.1 Introduction
	23.2 Minicomposite
	23.3 Experimental
	23.3.1 Tensile Tests
	23.3.2 Damage Characterization
	23.3.3 Thermal Diffusivity Measurement

	23.4 Infrared Signal Processing
	23.5 Results and Discussion
	23.5.1 Tensile Behavior
	23.5.2 Damage Characterization
	23.5.2.1 Microscopy
	23.5.2.2 Analysis of Acoustic Emission

	23.5.3 Thermal Diffusivity
	23.5.4 Relationship Between Damage and Thermal Diffusivity

	23.6 Conclusion
	References

	Chapter 24: Identification of Welding Heat Sources from Infrared Temperature Measurements
	24.1 Introduction
	24.2 Experimental Setup
	24.3 Identification of the Heat Source and Validation
	24.4 Conclusions
	References

	Chapter 25: Nondestructive Evaluation of Fiber Reinforced Polymers with Lockin Thermography
	25.1 Introduction
	25.2 Test Setup and Procedure
	25.3 Slag Inclusions
	25.4 Impact Damage
	25.5 Conclusions
	References

	Chapter 26: Realistic 3D FE Modelling of Peening Residual Stresses of Strain-Rate Sensitive Materials with Oblique Incident An...
	26.1 Introduction
	26.2 Finite Element Modelling
	26.3 Verification of the Periodicity for the Proposed FE Model
	26.4 Effect of the Incident Angle on the Residual Stress Distribution
	26.5 Conclusions
	References

	Chapter 27: Water Cavitation Peening by Ultrasonic Vibration for Improvement of Fatigue Strength of Stainless Steel Sheet
	27.1 Introduction
	27.2 Experimental Details
	27.3 Result and Discussion
	27.3.1 Fatigue Resistance
	27.3.2 Deformation Behavior in the Yielding

	27.4 Summary
	References

	Chapter 28: Effect of Residual Stress on Spallation of NiCrBSi Coating
	28.1 Introduction
	28.2 Experimental Description and Results
	28.2.1 Description of the Test
	28.2.2 Test Results

	28.3 Residual Stresses and Its Effect
	28.4 Conclusion
	References

	Chapter 29: Multiaxial Fatigue Resistance of Shot Peened High-Strength Aluminium Alloys
	29.1 Introduction
	29.2 Materials Experimental Procedures
	29.3 Results and Discussion
	29.3.1 Fatigue behaviour
	29.3.2 Residual Stress Field
	29.3.3 Fractographic Analysis
	29.3.4 Fatigue Life Prediction

	29.4 Conclusions
	References

	Chapter 30: Quantifying Residual Strains in Specimens Prepared by Additive Layer Manufacturing
	30.1 Introduction
	30.2 Materials and Experimental Methods
	30.3 Results
	30.4 Conclusion
	References

	Chapter 31: Parameter Determination of Anisotropic Yield Criterion
	31.1 Introduction
	31.2 Methodology
	31.2.1 Materials
	31.2.2 Stereo Digital Image Correlation
	31.2.3 Logarithmic (True) Strain
	31.2.4 Constitutive Model
	31.2.5 The Virtual Fields Method

	31.3 Results and Discussion
	31.3.1 Numerical Validation
	31.3.2 Experimental Results

	31.4 Conclusions
	References

	Chapter 32: Performance Assessment of Inverse Methods in Large Strain Plasticity
	32.1 Introduction
	32.2 Theoretical Background
	32.3 Validation on Simulated Data
	32.4 Conclusions
	References

	Chapter 33: Optical: Numerical Determination of the Flow Curves of Anisotropic Steels and Failure Prediction
	33.1 Introduction
	33.2 Stress-Strain Characterization of Anisotropic Materials by Tension Tests
	33.3 Experiments and FE Simulations for Validating Material Data
	33.4 Triaxiality, Lode Angle and Damage Modeling
	33.5 Conclusions
	References

	Chapter 34: Advanced Biaxial Cruciform Testing at the NIST Center for Automotive Lightweighting
	34.1 Introduction
	34.2 Facility Description
	34.2.1 Mechanical System
	34.2.2 Digital Image Correlation
	34.2.3 Data Acquisition and Synchronization
	34.2.4 Other Measurement Systems

	34.3 Biaxial Specimen Design
	34.4 Results
	34.4.1 Example 1: Force and Displacement Control in the Low Strain Regime
	34.4.2 Example 2: Combined Force and Displacement Control in the Plastic Regime

	34.5 Summary
	34.6 Disclaimer
	References

	Chapter 35: An Enhanced Plasticity Model for Material Characterization at Large Strain
	35.1 Introduction
	35.2 Experimental Results
	35.3 Formulation of the Enhanced Plasticity Model
	35.4 Calibration Procedure
	35.5 Conclusion and Further Development
	References

	Chapter 36: Residual Stress and Phase Transformation Map for Impact Fatigued Zirconia
	36.1 Introduction
	36.2 Materials
	36.3 Method
	36.4 Results and Discussion
	36.5 Conclusion
	References

	Chapter 37: Characterization of Silicon Photovoltaic Wafers Using Infrared Photoelasticity 
	37.1 Introduction
	37.2 Characterization Methods
	37.3 Results and Discussion
	37.4 Conclusions and Future Work
	References

	Chapter 38: Acoustic Emission Analysis of Aluminum Specimen Subjected to Laser Annealing
	38.1 Introduction
	38.2 Materials and Methods
	38.2.1 Thermal Tests
	38.2.2 Mechanical Tests

	38.3 Results and Discussion
	38.3.1 Thermal Tests
	38.3.2 Mechanical Tests

	38.4 Conclusions
	References

	Chapter 39: Optical Analysis of Weld-Induced Residual Stress by Electronic Speckle-Pattern Interferometry
	39.1 Introduction
	39.2 Experimental
	39.2.1 Specimens
	39.2.2 Loading Pattern and Strain Measurement

	39.3 Results and Discussion
	39.3.1 Comparison of SUS-SUS, SPCC-SPCC and SUS-SPCC Welded Specimens
	39.3.2 Comparison of Unheated and Heated Welded Specimens

	39.4 Conclusions
	References

	Chapter 40: Shape Is Not Enough to Test Hypotheses for Morphogenesis
	40.1 Introduction
	40.2 Methods
	40.3 Results and Discussion
	40.4 Conclusions
	References

	Chapter 41: FBG Based In Situ Characterization of Residual Strains in FDM Process
	41.1 Introduction
	41.2 Experimental
	41.2.1 Specimen Preparation
	41.2.2 FBG Working Principles

	41.3 Results and Discussion
	41.3.1 Residual Strains Measurement

	41.4 Conclusions
	References

	Chapter 42: Polynomial Fitting Techniques for IRT Inspection
	42.1 Introduction
	42.2 Polynomial Fitting
	42.3 Experimental Setup and Procedure
	42.4 Results and Discussion
	42.5 Conclusion
	References

	Chapter 43: In-Flight Infrared Thermography for Studies of Aircraft Cabin Ventilation
	43.1 Introduction
	43.2 Aircraft Cabin Ventilation Systems
	43.3 Experimental Set-up
	43.3.1 General Description
	43.3.2 Infrared Camera
	43.3.3 Thermal Passenger Dummies

	43.4 Results
	43.5 Summary
	References

	Chapter 44: Study of Elastomeric Membranes for Vibration Dampers in Non-stationary Conditions
	44.1 Introduction
	44.2 Material Characterization
	44.2.1 Hyperelasticity
	44.2.2 Viscoelasticity
	44.2.3 Pseudo-elasticity

	44.3 FE Model
	44.4 Simulation Results and Discussion
	44.5 Conclusions
	References

	Chapter 45: Structural Dynamic Modification to Predict Modal Parameters of Multiple Beams
	45.1 Introduction
	45.2 Theoretical Analysis
	45.2.1 Modal Modeling
	45.2.2 Impedance Modeling
	45.2.3 Numerical Example and Results

	45.3 Conclusions
	References


