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Abstract—The beam angle optimization (BAO) problem re-
mains an important and challenging problem in intensity-
modulated radiation therapy (IMRT) treatment planning. BAO
consists on the selection of appropriate radiation incidence di-
rections and may influence the quality of the IMRT plans, both
to enhance organs sparing and to improve tumor coverage.
This is a very difficult global optimization problem since it is a
highly non-convex continuous optimization problem with many
local minima. Many conventional BAO approaches are based on
single-beam metrics to solve a relaxed combinatorial formula-
tion of the BAO problem. Typically, the quality of the solutions
obtained is not simply related to the final value of an objective
function but rather judged by dose-volume histograms or con-
sidering a set of physical dose metrics. For that reason, and also
due to the fact that the global optimum value is unknown, it is
difficult to perceive, in medical physics point of view, how good
a solution is or how much could it be improved. In a mathemat-
ical point of view, it is difficult to acknowledge how far a solu-
tion is from the global optimum. The objective of this paper is
to present the difficulties in obtaining near global optimum solu-
tions for the BAO problem, particularly when using single-beam
approaches considering discrete subsets of all possible beam an-
gles. The benefits of using a derivative-free approach for a con-
tinuous formulation of the BAO problem are discussed using a
retrospective treated case of head-and-neck tumor at the Por-
tuguese Institute of Oncology of Coimbra.
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I. INTRODUCTION

The goal of radiation therapy is to deliver a dose of radi-
ation to the tumor volume to sterilize all cancer cells mini-
mizing the damages on the surrounding healthy organs and
tissues. An important type of radiation therapy is intensity-
modulated radiation therapy (IMRT), a modern technique
where the radiation beam is modulated by a multileaf

collimator allowing the irradiation of the patient using non-
uniform radiation fields from selected angles aiming to de-
liver a dose of radiation to the tumor minimizing the damages
on the surrounding healthy organs and tissues. The IMRT
treatment planning is usually a sequential process where ini-
tially a given number of beam directions are selected fol-
lowed by the fluence map optimization (FMO) at those beam
directions. Beam angle optimization (BAO) consists on the
selection of appropriate radiation incidence directions and
may influence the quality of the IMRT plans, both to enhance
better organs sparing and to improve tumor coverage. The
BAO problem is quite difficult since it is a highly non-convex
optimization problem with many local minima – see Fig. 1.
Regardless the evidence presented in the literature that ap-
propriate radiation beam incidence directions can lead to a
plan’s quality improvement [1], in clinical practice, most of
the time, the number of beam angles is assumed to be defined
a priori by the treatment planner and the beam directions are
still manually selected by the treatment planner in a time-
consuming trial and error iterative process.

In most of the previous works on beam angle optimization,
the entire range [0◦,360◦] of gantry angles is discretized into
equally spaced beam directions with a given angle increment,
such as 5 or 10 degrees, where exhaustive searches are per-
formed directly or guided by a variety of different heuristics
including simulated annealing [2], genetic algorithms [3] or
other heuristics incorporating a priori knowledge of the prob-
lem [4]. On the other hand, the use of single-beam metrics
has been a popular approach to address the BAO problem as
well, e.g., the concept of beam’s-eye-view [5]. Despite the
computational time efficiency of these approaches, the opti-
mality of the solutions proposed cannot be guaranteed since
the interplay between the selected beam directions is ignored.

It is well known that, when the BAO problem is not based
on the optimal FMO solutions, the resulting beam angle set
has no guarantee of optimality and has questionable reli-
ability since it has been extensively reported that optimal
beam angles for IMRT are often non-intuitive [6]. Therefore,
the optimal FMO solutions will be used both to drive and
compare our BAO experiments. Typically, the quality of the
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Fig. 1 2-beam BAO surface (left) and truncated surface (right) to highlight
the many local minima.

solutions obtained is not simply related to the final value of an
objective function but rather judged by dose-volume his-
tograms or considering a set of physical dose metrics. For that
reason, and also due to the fact that the global optimum value
is unknown, it is difficult to perceive, in a medical physics
point of view, how good a solution is or how much could it
be improved. In a mathematical point of view, it is difficult to
acknowledge how far a solution is from the global optimum.

The objective of this paper is to present the difficulties in
obtaining near global optimum solutions for the BAO prob-
lem, particularly when using single-beam approaches con-
sidering discrete subsets of all possible beam angles. The
benefits of using a derivative-free approach for a continu-
ous formulation of the BAO problem are discussed using a
retrospective treated case of head-and-neck tumor at the Por-
tuguese Institute of Oncology of Coimbra. The paper is or-
ganized as follows. In the next section we describe the BAO
problem and the FMO problem formulation used. Section 3
briefly presents the single-beam approaches tested and our
derivative-free method proposed. Section 4 presents the ob-
tained results. In the last section we have the conclusion.

II. BEAM ANGLE OPTIMIZATION PROBLEM

A quantitative measure is required to compare the quality
of different sets of beam angles. For the reasons presented
before, we will use the optimal solution of the FMO problem
as measure of the quality of a given beam angle set. A con-
vex penalty function voxel-based nonlinear model is used for
the FMO problem [7]. In this model, each voxel is penalized
according to the square difference of the amount of dose re-
ceived by the voxel and the amount of dose desired/allowed
for the voxel. This nonlinear formulation implies that a very
small amount of underdose or overdose may be accepted in
clinical decision making, but larger deviations from the de-
sired/allowed doses are decreasingly tolerated.

The FMO optimal value is used to compare the so-
lutions obtained by single-beam approaches and to drive
the derivative-free approach we propose [8, 9, 10]. Our

formulation of the BAO problem is briefly presented. Let us
consider n to be the fixed number of (coplanar) beam direc-
tions, i.e., n beam angles are chosen on a circle around the
computed tomography (CT)-slice of the body that contains
the isocenter (usually the center of mass of the tumor). In our
formulation we consider all continuous [0◦,360◦] gantry an-
gles instead of a discretized sample. A basic formulation for
the BAO problem is obtained by selecting an objective func-
tion such that the best set of beam angles is obtained for the
function’s minimum:

min f (θ1, . . . ,θn)

s.t. θ1, . . . ,θn ∈R
n.

Here, the objective f (θ1, . . . ,θn) that measures the quality
of the set of beam directions θ1, . . . ,θn is the optimal value of
the FMO problem for each fixed set of beam directions.

III. BEAM ANGLE OPTIMIZATION APPROACHES

A. Single-Beam Approaches

Two different single-beam approaches will be tested. One
related to the beam’s-eye-view concept and the other similar
to the successful strategy used in [11].

The beam’s-eye-view concept uses topographic criteria
to rank the candidate beam directions. For IMRT, the ge-
ometrical considerations are not as important. Some varia-
tions of the beam’s-eye-view concept consider dosimetric cri-
teria to rank the candidate beam directions selecting those
with higher scores [12]. Unlike conventional beams-eye-view
(BEV) tools that considers only geometric criteria, beams-
eye-view dose metrics (BEVD) evaluate each possible beam
direction using a score function that accounts for beam mod-
ulation. In IMRT, beam directions are often non-intuitive
and have to go through sensitive organs to achieve an opti-
mal compromise between target coverage and organs spar-
ing, which makes the geometrical criteria used by BEV lim-
ited. An intensity-modulated beam can intercept a large vol-
ume of an organ at risk (OAR) or normal tissue and may not
be necessarily a bad beam direction. The dose tolerances of
the involved structures should be considered also when con-
structing a metric for measuring the quality of incident beam
directions. Therefore, in IMRT, it is more appropriate to mea-
sure the quality of a radiation beam direction using a score
function based on dosimetric criteria. A technique based on
sensitive structures tolerance dose as a determinant factor for
deliverable target dose [5, 12], denoted BEVD, was used to
find a set of beams that are not too close to each other and
have the largest scores. We should emphasize that a com-
putationally intelligent algorithm should balance the BEVD
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scores and the beam interplay as a result of the overlap of
radiation fields.

The other single-beam strategy tested is similar to the
strategy used in [11] and can be described as follows:

1. Consider the 72 candidate beam angles {0,5, . . . ,355}.
2. For n = 1 beam direction:

Find the best beam irradiation direction, i.e., for the 72
beam angles in the candidate beam angle set, find the
beam direction with lowest optimal FMO value.

3. For n = 2 to n = 9 beam directions:
Find the best set of n directions considering fixed the n−
1 beam directions determined in the previous iteration,
i.e., find direction n among the remaining 72− (n− 1)
beam directions similarly to procedure for n = 1.

In the end of this sequential procedure, here denoted by SEQ,
we will obtain “optimal” beam angle sets for n = 1 to n =
9 beam directions. This is a clear advantage of this strategy
because it allows simultaneously an implicit optimization of
the number of beam angles.

B. Derivative-Free Approach

Our derivative-free approach is based on a pattern search
methods (PSM) framework. PSM are derivative-free opti-
mization algorithms that require few function evaluations to
progress and converge and have the ability to better avoid lo-
cal entrapment making them a suitable approach for the res-
olution of the highly non-convex BAO problem [8, 9, 10].

PSM are directional search methods that use positive bases
to move in a direction that produces a decrease in the objec-
tive function. The main feature of a positive basis, that moti-
vates PSM, is that for any given vector, in particular for the
gradient vector, there is a vector of the positive basis that
forms an acute angle with the gradient vector which means
that it is a descent direction.

PSM are organized around two phases at every iteration:
one that assures convergence to a local minimum (poll), and
the other (search) where flexibility is conferred to the method
allowing searches away from the neighborhood of the current
iterate. Within the search step we use beams-eye-view dose
metrics so that directions with larger dose metric scores are
tested first improving results and computational time. This
pattern search approach [8], denoted PSM-BEVD, was tested
along with the single-beam strategies.

IV. NUMERICAL TESTS AND DISCUSSION

A clinical example of a retrospective treated case of head-
and-neck tumor at the Portuguese Institute of Oncology of

Coimbra is used to highlight the difficulties in obtaining near
global optimum solutions for the BAO problem. The patients’
CT set and delineated structures were exported via Dicom
RT to a freeware computational environment for radiotherapy
research. In general, the head-and-neck region is a complex
area to treat with radiotherapy due to the large number of
sensitive organs in this region (e.g. eyes, mandible, larynx,
oral cavity, etc.). For simplicity, in this study, the OARs used
for treatment optimization were limited to the spinal cord, the
brainstem and the parotid glands. The tumor to be treated plus
some safety margins is called planning target volume (PTV).

Our tests were performed on a 2.66Ghz Intel Core Duo
PC with 3 GB RAM. In order to facilitate convenient ac-
cess, visualization and analysis of patient treatment planning
data, the computational tools developed within MATLAB and
CERR [13] (computational environment for radiotherapy re-
search) were used as the main software platform to embody
our optimization research and provide the necessary dosime-
try data to perform optimization in IMRT. The dose was com-
puted using CERR’s pencil beam algorithm (QIB). To ad-
dress the convex nonlinear formulation of the FMO prob-
lem we used a trust-region-reflective algorithm (fmincon) of
MATLAB 7.4.0 (R2007a) Optimization Toolbox. We choose
to implement the incorporation of BEVD into the pattern
search methods framework taking advantage of the availabil-
ity of an existing pattern search methods framework imple-
mentation used successfully by us to tackle the BAO problem
[8, 9, 10] – the last version of SID-PSM [14, 15].

Typically, in head-and-neck cancer cases, patients are
treated with 5, 7 or 9 equispaced beams in a coplanar arrange-
ment. Therefore, results for the equispaced solution, denoted
EQUI, for the BEVD solution, for the SEQ solution and for
the PSM-BEVD solution are presented in Table 1 for 5, 7 and
9 beams. For this number of beams we can see that results ob-
tained by PSM-BEVD are slightly better than SEQ solutions
and way better than BEVD that struggles to be competitive
with the traditional equispaced solutions. For larger numbers
of beams the advantage of PSM-BEVD over SEQ is residual,
indication that for larger number of beams the optimization
process becomes harder. On the other hand, for single-beam
approaches, particularly for SEQ, results tend to improve by
increasing the number of beams. PSM-BEVD is also very
competitive in terms of number of functions evaluations.

Solutions for 2 beams are also presented since the global
optimum for the candidate beams {0,5, . . . ,355} was com-
puted through exhaustive search (see Fig. 1) and we aim
to perceive how close solutions are to the global optimum.
For 2 beams, the global optimum found in the candidate set
{0,5, . . . ,355} was 591.4. Two interesting conclusions can
be withdrawn: the PSM-BEVD solution is better than the
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Table 1 BAO results for n = 2, 5, 7 and 9 beams.

Equi BEVD SEQ PSM-BEVD

n Fval Fval Fval Fevals Fval Fevals

2 1278.6 936.5 624.5 143 588.1 84
5 186.8 189.3 187.5 350 175.3 127
7 173.5 174.8 168.1 483 162.4 158
9 169.2 168.0 155.9 612 154.7 197

global global optimum found in the candidate beam set and
the single-beam approaches behave poorly for few beams.
It is not straightforward to extrapolate conclusions for more
beams but it is expected that differences between the solu-
tions obtained and the global optimum increase since the op-
timization problem becomes harder with a larger search space
to be explored.

V. CONCLUSION

The BAO problem is a continuous global highly non-
convex optimization problem known to be extremely chal-
lenging and yet to be solved satisfactorily. Many conventional
BAO approaches are based on single-beam metrics to solve a
relaxed combinatorial formulation of the BAO problem. We
have shown, using an head-and-neck cancer case, that single-
beam strategies behave better for larger number of beams. On
the other hand, PSM-BEVD has shown to yield solution of
superior quality, in particular for smaller number of beams.
This feature might be important for prostate or breast can-
cer cases where few beams are typically used. PSM-BEVD
has shown ability to avoid local entrapment and efficiency by
converging faster which is of the utmost importance in a busy
clinical practice.
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