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Preface

Outsourcing the design and fabrication of integrated circuits (ICs) has raised major
concerns about their security and reliability. Realized by the intentional modification
of design characteristics, hardware Trojans can obstruct a system’s availability
or intercept its confidentiality. Counterfeiting is also a growing issue that has
raised serious concerns for the government and for industry. Counterfeit electronic
components are unauthorized products that do not conform to their original design
specifications. In addition to diminishing system dependability, counterfeiting
reduces companies’ total revenue from their research and development, discourages
innovation through the theft of intellectual properties (IPs), and produces low-
quality products under established brand names.

This book is intended to address these issues by presenting comprehensive and
practice-oriented solutions for IC authentication. It provides insight into the IC
supply chain and studies its vulnerabilities to hardware Trojans and counterfeiting.

This book is organized into 11 chapters. The first chapter provides an introduc-
tion to VLSI system integration and discusses hardware Trojans and counterfeiting
as its two most challenging security issues. Chapter 2 presents a case study
on the use of formal verification and code coverage analysis to detect Trojans
inserted into third-party IP cores. Chapter 3 demonstrates a side-channel signal
analysis technique for detecting Trojans in integrated circuits fabricated by untrusted
foundries. Chapters 4 and 5 describe two design for hardware trust techniques to
improve hardware Trojan detection. These techniques help activate a Trojan more
effectively and increase side-channel signals induced by Trojans, making detection
much easier for test engineers. Chapter 6 presents another design for hardware trust
technique, an on-chip structure based on a ring oscillator network (RON) designed
to monitor voltage fluctuations induced by Trojans and to differentiate noise created
by hardware Trojans from noise made by process variations. Chapter 7 provides
a comprehensive vulnerability analysis to effectively quantify the difficulties of
the activation and observation of each circuit part. Further, it defines the Trojan
detectability metric as a measurement of Trojan impact on circuit characteristics.
Chapter 8 introduces the built-in self-authentication (BISA) technique as a means
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to prevent Trojan insertion during GDSII development and mask generation by an
untrusted foundry.

Chapter 9 presents a detailed taxonomy of counterfeit electronic components,
defects, and anomalies associated with each of the counterfeit types and identifies
the available detection techniques. It also discusses the major challenges for
detecting and preventing counterfeit electronics. Chapter 10 demonstrates design
of lightweight sensors that prevent counterfeiters from recycling parts found in used
electronic systems. When such parts are recycled, test engineers can detect them
extremely easily with these sensors, which provide information about the chip’s
usage in the field. Finally, Chap. 11 discusses a fingerprinting technique for the
detection of counterfeit parts using circuit timing analysis.

Storrs, CT, USA Mohammad Tehranipoor
Hassan Salmani

Xuehui Zhang
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Chapter 1
Introduction

Human society relies heavily on computer systems. They enhance our quality of life
by delivering performance, bringing accuracy, and providing security. Applications
ranging from nuclear plant controls and jet engines to home appliances like
dishwashers and microwaves benefit from computer systems. The dependability of
a computer system determines its accountability. The dependability of a system is
based on the compliance of delivered services by the system with its functional
specifications. The function of the system is described by functional specifications
in terms of functionality and performance. The service delivered by the system,
on the other hand, is its behavior as it is perceived by its user(s). A broad
concept, dependability encompasses availability, reliability, safety, integrity, and
maintainability attributes as described in Table 1.1 [2].

Security is more specific, focusing on availability, integrity, and confidentiality.
System security demands availability for only authorized actions, integrity with
improper meaning unauthorized, and confidentiality. Trust is the dependency of a
system (system A) to another system (system B), through which the dependability of
system A is affected by the dependability of system B. Trustworthiness in a system
is the assurance that the system will perform as expected [2].

A modern society utterly depends on integrated circuits (ICs), or chips, which
are the virtual brains for all electronics. In the interest of economic matters, most
companies nowadays mostly outsource and fabricate ICs overseas, rendering them
increasingly vulnerable to malicious activities such as design modifications created
to sabotaging a mission or counterfeiting integrated circuits.

1.1 Hardware Security and Trust

A computer system development, as shown in Fig. 1.1, consists of several steps
which are not necessarily performed all in the same design house. The first step
is to determine system specifications based on the customer’s needs. A complex
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Table 1.1 Dependability attributes

Attribute Definition

Availability Readiness for correct service
Reliability Continuity of correct service
Safety Absence of catastrophic consequences on the users and the environment
Integrity Absence of improper system alteration
Maintainability Ability to undergo modification and repairs
Confidentiality The absence of unauthorized disclosure of information
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system may require a variety of components like memories and chips with different
applications and functionalities.

After providing the system specifications and choosing the structure of system
and its required components, design development requires different tools. Each
component demands specific attention to meet all the system specifications. To
expedite system development and to reduce the final cost, outsourced alternatives
have gradually replaced in-house processes. Third-party intellectual property (IP)
cores have displaced the in-house libraries of logic cells for synthesis. Commercial
software has supplanted homegrown Computer Aided Design (CAD) tool soft-
ware. In the next step, designed chips are signed-off for fabrication. Nowadays,
most companies are fabless, outsourcing mask production and fabrication. Beside
custom designs, companies can reduce total cost and accelerate system develop-
ment by using commercial-off-the-shelfs (COTSs), reprogrammable modules, like
micro-controllers, reconfigurable components, or field programmable gate arrays
(FPGAs). Afterwards, they manufacture printed circuit boards (PCBs) and assemble
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system components on them. Finally, the PCBs are put together to develop units; the
entire system is the integration of these units.

In each step, different verifications or tests are performed to ensure its correct-
ness, as shown in Fig. 1.1. Functional and parametric verifications ascertain the
correctness of design implementation in terms of service and associated require-
ments, like power and performance. Wafer and package tests after the fabrication
of custom designs separate defective parts and guarantee delivered chips. The PCB
fabrication is a photolithographic process and susceptible to defects; therefore, a
PCB should be tested before placing devices on it. After the PCB assembly, the
PCB is again tested to verify that the components are properly mounted and have
not been damaged during the PCB assembly process. The tested PCBs create units
and finally the system, which is also tested before shipping for field operation [12].

Each step of system development is susceptible to security breaches. An
adversary may change system specifications to make a system vulnerable to
malicious activities or susceptible to functional failures. As external resources,
like third party IPs and COTSs, are widely used in design process and system
integration, adversaries may hide extra circuit(s) in them to undermine the system
at a specific time or to gain control over it. The untrusted foundry issue is rooted
in the outsourcing of design fabrication. Establishing a chip fabrication factory is
extremely expensive and most semiconductor companies have become fabless in
recent years. They ask foundries to fabricate their designs to reduce the overall
cost. The third party, however, may change the designs by adding extra circuits,
like back doors to receive confidential information from the chip, or altering circuit
parameters, like wire thickness to cause a reliability problem in the field. The
PCB assembly is even susceptible, as it is possible to mount extra components on
interfaces between genuine components. In short, cooperative system development
process creates opportunities for malicious parties to take control of the system and
to run vicious activities. Therefore, as a part of the system development process,
security features should be installed to facilitate trustworthiness, validation, and to
unveil any deviation from genuine specifications.

1.1.1 Hardware Trojans

The practice of outsourcing design and fabrication in the interest of economy, has
raised serious national security concerns, since an adversary can subvert a design by
adding extra circuits, called hardware Trojans [1]. In general, a hardware Trojan is
defined as any intentional alteration to a design in order to alter its characteristics.
A hardware Trojan has a stealthy nature and can alter design functionality under
rare conditions. It can serve as a time bomb and disable a system at a specific time,
or it can leak secret information through side channel signals.

A Trojan may affect circuit AC parameters such as delay and power; it also
can cause malfunction under rare conditions. Shown in Fig. 1.2, a hardware Trojan
consists of Trojan payload and Trojan trigger [16]. A functional Trojan takes inputs
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Trojan Circuit

Main Circuit

Trojan Trigger 
Trojan Payload

Fig. 1.2 Functional Trojan implementation

from some internal nets of the main circuit to the Trojan payload and restitches some
other nets of the main circuit through Trojan payload to modify design functionality.
The Trojan trigger determines the activation condition(s) under which the Trojan
payload can propagate erroneous values into the main circuit.

Wang, Tehranipoor, and Plusquellic developed the first detailed taxonomy for
hardware Trojans [7, 8]. This comprehensive taxonomy lets researchers examine
their methods against different Trojan types. Currently, the industry lacks metrics to
evaluate the effectiveness of methods in detecting Trojans. Such metrics could foster
a comprehensive taxonomy to help analyze Trojan detection techniques. Because
malicious alterations to a chip’s structure and function can take many forms,
Wang and colleagues decomposed the Trojan taxonomy into three main categories
(see Fig. 1.3) according to their physical, activation, and action characteristics.
Although Trojans could be hybrids of this classification (for instance, they could
have more than one activation characteristic), this taxonomy captures the elemental
characteristics of Trojans and is useful for defining and evaluating the capabilities
of various detection strategies.

The physical characteristics category describes the various hardware manifesta-
tions of Trojans. The type category partitions Trojans into functional and parametric
classes. The functional class includes Trojans that are physically realized through
the addition or deletion of transistors or gates, whereas the parametric class refers
to Trojans that are realized through modifications of existing wires and logic. The
size category accounts for the number of components in the chip that have been
added, deleted, or compromised. The distribution category describes the location of
the Trojan in the chip’s physical layout. The structure category refers to the case
when an adversary is forced to regenerate the layout to insert a Trojan, which could
then cause the chip’s physical form factor to change. Such changes could result in
different placement for some or all design components. Any malicious changes in
physical layout that could change the chip’s delay and power characteristics would
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facilitate Trojan detection. Wang and colleagues identified current adversaries’
capabilities for minimizing the probability of detection.

Activation characteristics refer to the criteria that cause a Trojan to become active
and carry out its disruptive function. Trojan activation characteristics fall into two
categories: externally activated (e.g., by an antenna or a sensor that can interact with
the outside world) and internally activated (which are further classified as always on
and condition based), as Fig. 1.3 shows. “Always on” means the Trojan is always
active and can disrupt the chip’s function at any time. This subclass covers Trojans
that are implemented by modifying the chip’s geometries such that certain nodes or
paths have a higher susceptibility to failure. The adversary can insert the Trojans
at nodes or paths that are rarely exercised. The condition-based subclass includes
Trojans that are inactive until a specific condition is met. The activation condition
could be based on the output of a sensor that monitors temperature, voltage, or
any type of external environmental condition (such as electromagnetic interference,
humidity, altitude, or temperature). Alternatively, this condition could be based on
an internal logic state, a particular input pattern, or an internal counter value. The
Trojan in these cases is implemented by adding logic gates and/or flipflops to the
chip, and hence is represented as a combinational or sequential circuit.

Action characteristics identify the types of disruptive behavior introduced by the
Trojan. The classification scheme shown in Fig. 1.3 partitions Trojan actions into
three categories: modify function, modify specification, and transmit information.
The modify-function class refers to Trojans that change the chip’s function by
adding logic or by removing or bypassing existing logic. The modify-specification
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class refers to Trojans that focus their attack on changing the chip’s parametric
properties, such as delay when an adversary modifies existing wire and transistor
geometries. Finally, the transmit-information class includes Trojans that transmit
key information to an adversary.

Trojan circuits are sly, triggering only under rare conditions. Trojans are designed
to be silent most of their lifetime, to have a very small size relative to their host
designs, and to make only limited contributions to circuit characteristics. Analyzing
the vulnerabilities of IC development process requires the knowledge of design,
fabrication, and test processes. To ensure a client’s IC is authentic, the entire design
and fabrication process must be made trustworthy or manufactured ICs should be
verified by clients for trustworthiness. Having a separate and secure IC supply chain
is desirable but economically prohibitive. Today, only Intel and few other companies
still design and manufacture all their own chips in their own fabrication plants.
Other chip designers have gone fabless, outsourcing their manufacturing to offshore
facilities. In doing so, they avoid the huge expense of building a state-of-the-art
fab, which, in 2007, cost as much as 2–4 billion in US dollars [1]. For example,
the Petagon reports it now manufactures only 2 % of the more than $3.5 billion of
integrated systems bought for military gears in secure facilities run by American
companies [10]. These facts demand effective methods and techniques for Trojan
prevention and detection.

1.1.1.1 Trojan Detection Methodologies

Several Trojan detection methodologies have been developed over the past few
years. Without loss of generality, the methods are categorized as either side-
channel analysis or Trojan activation, which are mainly chip-level solutions and
architectural-level Trojan detection solutions.

Trojan Detection Using Side-Channel Signal Analysis

Side-channel signals, including timing and power, can be used for Trojan detection.
Trojans typically change a design’s parametric characteristics for example, by
degrading performance, changing power characteristics, or introducing reliability
problems in the chip. This influences power and/or delay characteristics of wires
and gates in the affected circuit. Power-based side-channel signals provide visibility
of the internal structure and activities within the IC, enabling detection of Trojans
without fully activating them. Timing-based side channels can detect a Trojan’s
presence if the chip is tested using efficient delay tests that are sensitive to small
changes in the circuit delay along the affected paths and that can effectively
differentiate Trojans from process variations.

Power-Based Hardware Trojan Detection: In power-based techniques, the power
consumption of IC under authentication (IUA) is compared with that of Trojan-free
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Fig. 1.4 Hardware Trojan detection based on power analysis

(golden) circuits. Figure 1.4 shows the measured current from VDD pin in Trojan-
free and Trojan-inserted circuits over a specific time interval. Each current mea-
surement consists of several elements, including (1) the main circuit current
consumption which is the same for all chips, (2) measurement noise which can
be eliminated by averaging several measurements, (3) process variations which are
random and cannot be canceled, and, lastly, (4) Trojan contributions if they exist.
Any measurable difference beyond process variations can be an indication of Trojan
existence.

Agrawal et al. were the first to use side-channel information to detect Trojan
contributions to circuit power consumption [3]. To obtain the power signature of
Trojan-free (i.e., genuine) ICs, random patterns are applied and power measurement
is performed. After patterns are applied, a limited number of ICs are reverse
engineered to ensure they are Trojan free. Once the reference signature is obtained,
the same random patterns are applied to the IC under authentication (IUA). If the
IUA’s power signature differs from the reference signature, the IUA is considered
suspicious and it might contain a Trojan. Trojans of different sizes under different
process variations are detected by applying random patterns and observing the
signatures. If the Trojan is comparable in size with the circuit, its impact on the
circuit-transient current will be significant and could be measured easily. However,
process variations will mask the impact of very small Trojans on circuit power
consumption.

Rad et al. proposed a region-based transient power signal analysis method to
reduce the impact of increasing process variation levels and leakage currents [11].
A region is a portion of the layout that receives the majority of its power from
surrounding power ports or C4 bumps. Measurements are made through each power
port individually by applying patterns. The transient-current detection algorithm is
based on a statistical analysis of the IDDT waveform areas generated at each power
ports as a test sequence is simulated on the design. For each orthogonal pairing
of power ports, a scatter plot is constructed. The authors used several different
process models for Trojan-free and Trojan-inserted designs. A prediction ellipse
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derived from a Trojan-free design with different process models can help distinguish
between Trojan-inserted and Trojan-free designs. The dispersion in the Trojan-free
data points is a result of uncalibrated process and test environment (PE) variations.
However, regional analysis alone is not sufficient for dealing with the adverse effects
of PE variations on detection resolution. Signal calibration techniques are necessary
to attenuate and remove PE signal variation effects, to fully leverage the resolution
enhancements available in a region-based approach. Calibration is performed on
each power port and for each chip separately, and it measures the response of each
power port to an impulse. After each test pattern is applied, the response is calibrated
using the calibration matrix. The results presented by Rad et al. show that calibration
can increase the distance between Trojan-free and Trojan-inserted designs under
different process parameters.

Alkabani and Koushanfar proposed several approaches for gate-level timing and
power characterization via nondestructive measurements [13]. Each measurement
forms one equation. After a linear number of measurements are taken, a system
of equations for mapping the measured characteristics to the gate level is formed.
Potkonjak et al. exploited the formulation of gate-level characterization using linear
programming and singular-value decomposition to detect Trojans [14]. They used
both timing and static-power measurements. Trojan detection is performed via
constraint (equation) manipulation. This method attempts to find the measurement
matrix with the highest rank, and derives several heuristics for detecting gates that
have inconsistent characteristics compared to their original specified characteristics.
Learn, test, and resubstitution statistical validation techniques are used to estimate
the bounds for normal (non-malicious) characteristics. The experiments considered
errors in noninvasive measurements, but not process variations. The evaluation
results are promising because gate-level characterization with high accuracy is
possible. The gate-level characterization methods can find the characteristics of
controllable gates. This controllability is known to be high for static power
measurements and IDDQ testing. Alkabani and Koushanfar used statistical conver-
gence of gate-level estimation and signal integrity for Trojan detection [13]. They
found efficient robust approximations for gate power consumptions and identified
malicious insertions using multiple consistency checking.

Delay-Based Hardware Trojan Detection: There are also techniques that analyze
the impact of Trojans on design performance. Any additional gates or wiring
introduces extra capacitances, and then any rising or falling on Trojan-inserted paths
creates extra time for transition. Figure 1.5 shows that the Output_Tx signal in a
Trojan-free circuit changes sooner compared with a Trojan-inserted circuit. The
signal over the highlighted path passes through extra wiring and an additional gate
and experiences additional delay due to the resistance and capacitance of the extra
wiring and transport delay of the Trojan gate.

In [6] a path delay fingerprint is proposed which is basically similar to [3]
but based on analyzing circuit delay. A Trojan, even one small in size compared
to the size of the main circuit, can have impact on at least one path. A circuit
has many paths, each representing one part of the entire circuit characteristic.
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The technique measures the delay of several nominated paths on several chips to
bring process variations into account. Afterwards, the chips are reversed engineered
to ensure they are genuine, and their measurements are used as a signature. The
same measurements are performed on other chips and compared with the signature.
Any difference can be an indication of Trojan insertion.

As another delay-based approach, a specific delay measurement circuit based
on shadow registers is provided to measure the delay of a candidate path in [9].
The technique is mainly used for IC characterization and it can be utilized for
hardware Trojan detection, as well. The delay of a nominated path between two
registers (source and destination registers) is characterized by a shadow register
which has a clock (clk2) with the same frequency as the clock applied to the registers
(clk1), but with a negative phase shift (i.e. negative skew). To characterize the path,
clk2 is applied with different skew till the captured data in the shadow register and
destination register become different, and then clk2, along with the pattern applied
to the path under test, is stored. Two measurements are performed at the design
time and test time. The design-time measurement is performed on nominated paths
with different process variations to develop a statistical data for each path. At the
test time the same measurement is performed on each path and compared with the
stored statistical data. Any significant difference between stored clk2 at design time
and obtained clk2 at test time indicates Trojan existence.

Trojan Activation Methods

Trojan activation strategies can accelerate the Trojan detection process, and in some
cases have been combined with power analysis during implementation. If a portion
of the Trojan circuitry is activated, the Trojan circuit will consume more dynamic
power, which will further help differentiate the power traces of Trojan-inserted and
Trojan-free circuits. The existing Trojan activation schemes can be categorized as
follows.
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Region-Free Trojan Activation: These methods do not rely on the region but
depend on accidental or systematic activation of Trojans. For example, Jha and Jha
presented a randomization-based probabilistic approach to detect Trojans [15]. They
showed that it’s possible to construct a unique probabilistic signature of a circuit
on the basis of a specific probability for patterns applied to its inputs. They apply
input patterns based on the specific probability to IUA and compare its outputs with
the original circuit. If there are differences in the outputs, a Trojan is present. For
Trojan detection in a manufactured IC, patterns can be applied only on the basis of
such probability to obtain a confidence level regarding whether the original design
and the fabricated chip are the same. Wolff et al. analyzed rare-net combinations in
designs [16]. These rarely activated nets are used as Trojan triggers. At the same
time, nets with low observability are used as payloads. Wolff et al. generated a
set of vectors to activate such nets and suggested combining them with traditional
ATPG test vectors to activate a Trojan and to propagate its impact if the Trojan was
connected to these nets.

Region-Aware Trojan Activation: Banga and Hsiao developed a two-stage test
generation technique that targets magnifying the difference between the IUA and
the genuine design power waveforms [4]. In the first stage (circuit partitioning), a
region-aware pattern helps identify the potential Trojan insertion regions. To detect
a Trojan circuit, the activity within a portion of the circuit is increased while the
activity for the rest of the circuit is simultaneously minimized. The flip-flops in
a circuit are classified into different groups, depending on structural connectivity.
In the next stage (activity magnification), new test patterns concentrating on the
identified regions are applied to magnify the disparity between the original and
Trojan-inserted circuits. Regions (a set of flip-flops) exhibiting increased relative
activity are identified by using the vector sequence generated in the first stage to
compare the relative differences between the power profiles of the genuine and
Trojan circuits. In this stage, more vectors for the specific regions, marked as
possible Trojan regions, are generated using the same test generation approach
as in the circuit-partitioning stage. Banga and Hsiao discussed magnifying Trojan
contributions by minimizing circuit activity [5]. This involves keeping input pins
unchanged for several clock cycles. Thus, circuit activity comes from the state
elements of the design. Overall switching activity is therefore reduced, and can be
limited to those specific portions of the design that help Trojan localization. Differ-
ent portions of the design can be explored by changing input vectors to localize a
Trojan. At the same time, each gate is equipped with two counters: TrojanCount
and NonTrojanCount. With each vector, if the number of transitions at a gate’s
output exceeds a specific threshold, its TrojanCount would increase, and vice versa.
The TrojanCount/NonTrojanCount ratio, called the gate weight, indicates a gate’s
activity. A high gate-weight ratio means the gate is considerably impacted by a
Trojan, because there is a relatively high power difference corresponding to that
gate’s activation. Because the test engineer does not know the Trojan type or size,
both region-free and region-aware methods are necessary. If a Trojan circuit’s inputs
come from the part of the circuit where they are functionally dependent (i.e., part
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of the same logic cone), the region-aware method can be effective. However, if the
Trojan inputs are randomly selected from various parts of the circuit, region-free
methods could increase the probability of detection.

Architecture-Level Trojan Detection

Verbauwhede and Schaumont explored trust issues at different levels of design
abstraction (protocols, software, microarchitecture, and circuits) [17]. At the most
abstract level, the adversary can access the interpreter and perform software tem-
pering, scan-chain readout, or a fault attack. Side-channel information can be used
at the software-architecture level. At the hardware microarchitecture and circuit
levels, the attacker takes into account power energy consumption or electromagnetic
energy. Hence, the authors proposed a systematic countermeasure to protect the root
of trust at different design abstractions.

Tamper-proof techniques such as placing security parts into special casing with
light, temperature, tampering, or motion sensors can provide protection at the
physical level. Side-channel information such as power consumption should be
separated from processing data or execution time to provide circuit-level protection.
To deal with power fluctuation, different technologies such as full-custom dynamic
and differential logic styles should be used. In experiments conducted by the
authors, advanced encryption standards employing wave dynamic and differential
logic remained safely after 1.5 million power-differential attack measurements,
whereas standard CMOS technology disclosed the key only after 2,000 attack
measurements.

To deal with side-channel attacks at the microarchitecture level, Verbauwhede
and Schaumont suggested balancing if-and-else instructions to use the same amount
of time and power during execution. The structure of microprocessors providing
potential sources of side-channel information should be considered seriously. The
authors also suggested using secure algorithm techniques, such as key and exponent
blinding, to disable side-channel attacks at lower levels.

Suh, Deng, and Chan proposed authenticating the hardware by directly checking
its implementation details at a low level [18]. The microarchitecture features
of a high-end secure microprocessor are complex and unique for each model.
A secure processor is authenticated by a checksum response to a challenge within
a time limit. The unique checksum is based on the cycle-to-cycle activities of the
processor’s specific internal microarchitectural mechanism. Privacy is not breached,
because the checksum depends on the processor-manufactured model and not
the specific processor. The authors showed that small differences in the crypto-
architecture result in significant deviations in the checksum. Their work relied on
the speed advantages of the actual processor rather than simulations that attempt to
impersonate the processor. The time limit on the authentication ensures resiliency
against simulation models attempting to compute the checksum.

Bloom, Narahari, and Simha introduced a runtime Trojan activity detection
mechanism using a hardware guard circuit and operating-system support [19].
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Trojan attacks can either be internally or externally activated, and they can cause
denial of service, privilege escalation, or leakage of sensitive information. Trojans
can be detected by failure analysis and hardware verification, ATPG, or side-channel
analysis. Bloom, Narahari, and Simha’s work concentrated on denial-of-service
(DoS) and privilege escalation attacks [19]. They used a hardware guard circuit
to efficiently perform the testing, while the operating system generated the checks.
Their hardware circuit included a timer, a scratch RAM, a simple processor, and an
optional content-addressable memory (CAM).

Two tests were proposed: liveness checks and memory protection checks. Live-
ness checks are pseudo-random noncached-memory accesses that prevent simple
prediction, delay, and replay attacks. Two solutions were provided for memory
protection: a naive solution and a solution using a real-time operating system
(RTOS). The naive solution periodically schedules a process that continuously tries
to read the kernel memory. However, the process is time-consuming. RTOS support
is needed to control the time of the checking process, which is created as a real-time
task that is frequently required and consumes less time. The proposed solutions are
evaluated on SPECit 2006 benchmarks. The overhead for using RTOS supportis
approximately 2.2 %.

McIntyre et al. used hardware multicore systems, which permit simultaneous
execution of the same functionality combined with verification [20]. Multicore
systems are inherently redundant. Thus, as trust detection among the multiple cores
is discovered, distributed software scheduling could be exploited to avoid low-trust
cores. The distributed multicore task scheduler determines, over time and in the
field, each core’s hardware trust level.

Verifying the trustworthiness of manufactured ICs requires a post-manufacturing
step to validate the conformance of the fabricated ICs to the original functional
and performance specifications. Current design methodologies provide an adversary
with multiple opportunities to insert Trojans that can go undetected. It is impor-
tant to develop design-for-hardware-trust (DFHT) strategies (i) to prevent Trojan
insertion into a design and (ii) to detect the Trojan if inserted. In other words,
ICs must be designed in such a way that undetected changes to a circuit are near
impossible.

1.1.2 Counterfeit ICs

Counterfeiting and piracy are longstanding problems which are growing in scope
and magnitude. They are of great concern to governments because of (i) the negative
impact they can have on innovation, (ii) the threat they pose to the welfare of
consumers and (iii) the substantial resources that they channel to criminal networks,
organized crime and other groups that disrupt and corrupt society. They are of
concern to business because of the negative impact that they can have on (i) sales
and licensing, (ii) brand value and firm reputation, and (iii) the ability of firms to
benefit from the breakthroughs they make in developing new products [21].
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Innovation in the business sector has always been the main driver of economic
growth through the development and implementation of ideas for new products
and processes. These inventions are usually protected via patents, copyrights, and
trademarks. However, without adequate protection of these intellectual property (IP)
rights, the incentives to develop these new ideas and products would be considerably
reduced, thereby weakening the innovation process and critical thinking [21]. These
risks are seen as particularly high for those industries in which the research and
development (R&D) costs associated with the development of new products are
very high compared to the cost of producing the resulting products. In the world
of electronics, the R&D costs for the semiconductor industry are indeed extremely
high, and protection of their IP rights is of utmost importance.

Without a doubt, counterfeiting of integrated circuits has become a major
challenge due to the deficiencies in the existing test solutions. In the past couple of
years, numerous reports (to be found in [22]) have pointed out to the counterfeiting
issues in US electronic component supply chain. Senate Armed Services public
hearing on this issue and the later report have clearly identified this as a major
twenty-first century issue for US to address because of its significant implications
on taxpayer money as well as the loss of lives that can be associated with
deploying counterfeit parts in DOD critical applications [23, 24]. The report also
indicated the lack of sufficient investment in this domain and that there are major
shortcomings in detecting such counterfeit parts and the need to address them
immediately.

In today’s global economy, electronics components travel around the world
before they make it into a system, such as, cell phone, computer, or security system.
This global market has greatly reduced the cost of electronics, as large foundries
can offer lower and lower prices. However, there is another illicit market willing
to undercut the competition with equally illicit parts. If one of these ends up in
consumer products, it will likely go undetected. The part may fail prematurely or
unexpectedly, and the manufacturer will simply label the product as a defective unit
and likely replace the product under warranty. However, if these parts end up in
critical applications such as defense, aerospace, or medical, the results could be
catastrophic. This is the market of counterfeits and it is stirring up serious problems
in some sectors—including the United States Department of Defense [25].

Just how big the market is remains a mystery still. A study conducted from 2005–
2007 [26] reveals that 50 % of original component manufacturers (OCM) and 55 %
of distributors (authorized and unauthorized) have encountered counterfeit parts.
The Electronic Resellers Association International [27] monitors, investigates, and
reports issues that are affecting the global supply chain of electronics. ERAI, in
combination with Information Handling Services Inc. [28], have been monitoring
and reporting counterfeit component statistics dating back to 2001. The most
recent data (Fig. 1.6) provided by IHS shows that reports of counterfeit parts have
quadrupled since 2009.

Along with the increase of counterfeit incidents, it is also very important to
analyze the vulnerabilities of the electronic components. Table 1.2 shows the five
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Fig. 1.6 Counterfeit incidents reported by IHS [29]

Table 1.2 Top-5 most
counterfeited semiconductors
in 2011 (Percentage of
counterfeit part reports)

Rank Commodity type % of reported incidents (%)

#1 Analog IC 25.2
#2 Microprocessor IC 13.4
#3 Memory IC 13.1
#4 Programmable logic IC 8.3
#5 Transistor 7.6

Source: IHS Parts Management 2012 [30]

most commonly counterfeited components according to the percent of reported
counterfeit incidents. They are as follows: analog ICs, microprocessor ICs, memory
ICs, programmable logic ICs and transistors. Together, these five component groups
contribute around 68 %, slightly more than two-thirds, of all counterfeit incidents
reported in 2011. In this chapter, parts and components are used interchangeably to
refer electronic devices.

This steady increase of reported incidents reflects the need for effective methods
of testing parts and maintaining proper records as parts travel through the supply
chain. There are a handful of available standards that seek to do just this, with
more being written and revised constantly. The committee responsible for many
of these standards is the G-19 Counterfeit Electronic Parts Committee, set forth
by SAE International [31]. Their standards target three different sectors of the
industry: distributors, users, and test service providers (i.e., test laboratories).
A collection of the standards that they have written or are currently working on is as
follows.

• AS6081—Counterfeit Electronic Parts Avoidance, Distributors
• ARP6178—Counterfeit Electronic Parts; Tool for Risk Assessment of Distribu-

tors, Distributors & Users
• AS5553—Counterfeit Electronic Parts; Avoidance, Detection, Mitigation, and

Disposition, Users
• AS6171—Test Methods Standard; Counterfeit Electronic Parts, Test Providers
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While SAE is the most prominent figure when it comes to standards and
counterfeits, there are a couple of programs that are designed to help independent
distributors gain trust from customers. Components Technology Institute, Inc.
[32] is a multi-discipline company providing engineering and consulting services,
training courses, and component conferences. They have created the Counterfeit
Components Avoidance Program [33] (CCAP-101). Independent distributors can be
certified as CCAP-101 compliant, which is done by means of a yearly audit. Another
program with similar goals has been developed by the Independent Distributors of
Electronics Association [34]. There is a comparison of the SAE’s AS5553, CTI’s
CCAP-101, and IDEA’s STD-1010 available in [35].

Note that these standards only deal with the detection of parts that are already
in the market. There is another side to the anti-counterfeiting effort that takes
on the prevention approach for parts that are currently being (will be) fabricated.
Silicon physical unclonable functions (PUFs) have received much attention from
the hardware security and cryptography communities as a new approach for IC
identification, authentication and on-chip key generation [36–40]. Silicon PUFs
exploit inherent physical variations (process variations) that exist in modern inte-
grated circuits. These variations are uncontrollable and unpredictable, making PUFs
suitable for IC identification and authentication [41, 42]. The variations can help
generate a unique signature for each IC in a challenge-response form, which allows
later identification of genuine ICs.

Due to the globalization of the semiconductor industry and the prohibitively high
cost to create foundries and assembly companies for packaging, test, and burn-in
processes, foundries now often fabricate the wafers/dies, test them and ship them
to the assembly. The assembly then packages the dies, tests them, and ships the
ICs to the market. The foundry/assembly however can ship defective, out-of-spec
or even overproduced chips to the black market. The existing research on avoidance
attempts to allow an IC designer to control the number of ICs produced. As an
example, hardware metering approaches can be either passive or active. Passive
approaches uniquely identify each IC and register the IC using challenge-response
pairs. Later, suspect ICs taken from the market are checked for proper registration
[37, 39, 43–46]. Active metering approaches, however, lock each IC until it is
unlocked by the IP holder [42, 47–51]. This locking is done in a variety of ways
including: (i) initializing ICs to a locked state on power-up [42], (ii) combinational
locking by, for instance, scattering XOR gates randomly throughout the design
[49–51], and (iii) adding a finite-state machine (FSM) which is initially locked and
can be unlocked only with the correct sequence of primary inputs [48, 52].

Studying the vulnerabilities of electronic supply chain to counterfeiting is neces-
sary to effectively address the problem. A comprehensive taxonomy of potential
counterfeit component types reveals counterfeiters capability in forging. These
shall shed light on challenges and foster efforts towards counterfeit detection and
prevention.
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Chapter 2
Hardware Trojan Detection: Untrusted
Third-Party IP Cores

In general, third-party IP (3PIP) cores fall into one of three categories: soft, firm, and
hard, depending on their format when they are supplied. Soft IP cores are described
using VHDL or Verilog and are the most flexible and popular cores in practice.
Firm cores are described and synthesized for specific libraries, while hard IP cores
are described at the physical level and are supplied as layout or GDSII file. Since
soft IP cores are the most widely used, detecting hardware Trojans in 3PIP, defined
as IP trust, has gained significant attention in the recent years.

Hardware Trojans can be inserted into 3PIPs by IP vendors during IP design
to steal security information/data from other IPs in the system. Detection of such
Trojans is extremely difficult since there is no known golden model for 3PIPs as IP
vendors usually provide specification and source code, both of which may contain
Trojans. The conventional side-channel techniques for IC trust are not applicable to
IP trust. When a Trojan exists in an IP core, all the fabricated ICs will contain
Trojans. The only trusted component would be the specification from the SOC
designer which defines the function, primary input and output, and other information
about the 3PIP that they intend to use in their systems. A Trojan can be very
well hidden during the normal functional operation of the 3PIP supplied as register
transfer level (RTL) code. A large industrial-strength IP core can include thousands
of lines of code. Identifying the few lines of RTL code in a soft IP core that represent
a Trojan is an extremely challenging task.

A case study that tries to address the IP trust problem is presented in [1]. This
chapter will present this case study in details. Several concepts such as formal
verification, code coverage analysis, and ATPG methods are employed in this case
study to achieve high confidence, whether the circuit is Trojan-free or Trojan-
inserted. It is important to note that a 3PIP source code is largely Trojan free; only
a few parts may be suspicious. The challenge is to identify the suspicious parts
that are most likely to be part of a Trojan. Suspicious signals are identified first by
coverage analysis. Removing redundant circuit and equivalence theorems reduces

M. Tehranipoor et al., Integrated Circuit Authentication: Hardware Trojans
and Counterfeit Detection, DOI 10.1007/978-3-319-00816-5__2,
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the number of suspicious signals. Sequential ATPG is used to generate patterns to
activate these suspicious signals. This method considers both the characteristics of
dormant Trojans and the redundant circuit.

2.1 A Case Study for Hardware Trojan Detection
in Third-Party Digital IP Cores

2.1.1 Formal Verification and Coverage Analysis

One of the important concepts in this case study is formal verification, an
algorithmic-based approach to logic verification that exhaustively proves the
functional properties of a design [2]. It contains three types of verification methods
that are not commonly used in the traditional verification, namely model checking,
equivalence checking, and property checking. All functions in the specification are
defined as properties. The specific corner cases in the test suite as they monitor
particular objects in a 3PIP could also be represented by properties, such as
worry cases, inter-block interfaces, and complex RTL structures. They can be
represented as properties wherever the protocols may be misused, assumptions
violated, or design intent incorrectly implemented. Formal verification uses property
checking to check whether the IP satisfies those properties. With property checking,
every corner of the design can be explored. For example, in benchmark RS232,
there are two main functionalities in the specification: (1) transmitter, and (2)
receiver. Figure 2.1 shows the waveform of the transmitter. Take the start bit as
an example; with Rst DD1’b1, clk positive edge, and xmitH DD 1’b1, the output
signal Uart_xmit will start to transmit start bit “0”. This functionality is described
using the SystemVerilog property shown in Fig. 2.2, and the corresponding assertion
is defined simultaneously. The remaining items in the specification are also
translated to properties during formal verification. Once all the functionalities
in the specification are translated to properties, coverage metrics can help identify
suspicious parts in the 3PIP under authentication. Those suspicious parts may be
Trojans (or part of Trojans).

Rst

Clk (T)

xmitH

Uart_xmit

D7...D0xmit_dataH
Start
bit-0 D0 D1 D2 D3 D4 D5 D6 D7 Stop

bit-1
T’=16T T’=16T

Fig. 2.1 Transmitter property in the specification stage
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01: property e1;
02: @(posedge uart-clk) disable iff (Rst)
03: $rose(xmitH) |− > ##1 (uart-XMIT-dataH==0);
04: endproperty
05:
06: a1: assert property( e1 );

Fig. 2.2 One of the properties and assertions definitions for RS232

01: Line No Coverage Block Type
02: 69 1 ALWAYS
03: 70 1 CASEITEM
04: 71 1 CASEITEM
05: 72 0 CASEITEM
06: 73 1 CASEITEM
07: 74 0 CASEITEM
08: 82 1 ALWAYS
09: 82.1 1 IF
... ... ... ...

Fig. 2.3 Part of the line coverage report

Coverage metrics include code coverage and functional coverage. Code coverage
analysis is a metric that evaluates the effectiveness of a test bench in exercising the
design [3, 4]. There are many different types of code coverage analysis, but only
a few of them are helpful for IP trust, namely line, statement, toggle, and finite
state machine (FSM) coverage. Toggle coverage reports whether signals switch in
the gate-level netlist while the other three coverage metrics show which line(s)
and statement(s) are executed, and whether states in FSM are reached in RTL
code during verification. Figure 2.3 shows parts of line coverage report during the
simulation with RS232. This report shows that lines 72 and 74 are not executed,
which helps improve the test bench by checking the source code. If the RTL code
is easily readable, special patterns that can activate those lines will be added to the
test bench. Otherwise, random patterns will be added to verify the 3PIP.

Functional coverage is the determination of how much functionality of the design
has been exercised by the verification environment. The functional requirements are
imposed on both the design inputs and outputs and on their interrelationships by
the design specifications from SOC designer (i.e. IP buyers). All the functional
requirements can be translated as different types of assertion, as in Fig. 2.2.
Functional coverage checks those assertions to see whether they are successful or
not. Table 2.1 shows part of the assertions coverage report (Assertion a1 is defined
in Fig. 2.2). The number of Attempts in the table means there are 500; 003 positive
edge clocks during the simulation time when the tool tries to check the assertion.
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Table 2.1 Part of the assertion report with RS232

Assertion Attempts Real Success Failure Incomplete

test.uart1.uart_checker.a1 500,003 1,953 0 0
test.uart1.uart_checker.a2 1,953 1,952 0 1
. . . . . . . . . . . . . . .

The Real Success represents the assertion success rate while Failure/Incomplete
denote the frequency of assertion failure/incomplete. When there are zero Failures,
this property is always satisfied.

If all the assertions generated from the specification of the 3PIP are successful
and all the coverage metrics such as line, statement, and FSM are 100 %, then it
can be assumed with high confidence that the 3PIP is Trojan-free. Otherwise, the
uncovered lines, statements, states in FSM, and signals are considered suspicious.
All the suspicious parts constitute the suspicious list.

2.1.2 Techniques for Suspicious Signals Reduction

Based on the formal verification and coverage metric, a flow is proposed to verify the
trustworthiness of 3PIP in [1]. The basic idea of the proposed solution is that without
redundant circuit and Trojans in a 3PIP, all the signals/ components are expected to
change their states during verification and 3PIP should function perfectly. Thus, the
signals/components that stay stable during toggle coverage analysis are considered
suspicious, as Trojan circuits do not change their states frequently. Each suspicious
signal is then considered as the TriggercEnablex. Figure 2.4 shows the flow
to identify and minimize the suspicious parts, including test pattern generation,
suspicious signal identification, and suspicious signal analysis. Each step in the
figure will be discussed in detail in the following.

2.1.2.1 Phase 1: Test Bench Generation and Suspicious
Signal Identification

In order to verify the trustworthiness of 3PIPs, 100 % coverage of the test bench
is best. However, it is very difficult to achieve 100 % coverage for every 3PIP,
especially those with tens of thousands of lines of code. In the flow, the first step
is to improve the test bench to obtain a higher code coverage with an acceptable
simulation run time. With each property in the specification and basic functional
test vectors, formal verification reports line, statement, and FSM coverage for the
RTL code. If one of the assertions fails even once during verification, the 3PIP
is considered untrustworthy, containing Trojans or bugs. If all the assertions are
successful and the code coverage is 100 %, the 3PIP can be trusted. If at least one
assertion fails or the code coverage is less than 100 %, more test vectors need to
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Fig. 2.4 The proposed flow for identifying and minimizing suspicious signals

be added to the test bench. The basic purpose of adding new vectors is to activate
the uncovered parts as much as possible. But the verification time will increase
as the number of test vectors increases. With the acceptable verification time and
certain coverage percentage, both defined by the IP buyer, the final test bench will
be generated and the RTL source code will be synthesized for further analysis.

2.1.2.2 Phase 2: Suspicious Signals Analysis

Redundant Circuit Removal (RCR): Redundant circuits must be removed from
the suspicious list since they also tend to stay at the same logic value during
verification, and input patterns cannot activate them. Removing a redundant circuit
involves sequential reasoning, SAT-sweeping, conflict analysis, and data mining.
The SAT method integrated in the Synopsys Design Compiler (DC) is used in
this flow.

Another method to remove redundant circuits is developed in [1]. Scan chains are
inserted into the gate-level netlist after synthesis for design testability, and ATPG
generates patterns for all the stuck-at faults. The untestable stuck-at faults during
ATPG are likely to be redundant logic. The reason is that if the stuck-at fault is
untestable, the output responses of the faulty circuit will be identical to the output
of the fault-free circuit for all possible input patterns. Thus, when ATPG identifies
a stuck-at- 1/0 fault as untestable, the faulty net can be replaced by logic 1/0 in the
gate-level netlist without scan-chain. All the circuits driving the faulty net will be
removed as well. Figure 2.5a shows the circuit before redundant circuit removal.
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Fig. 2.5 (a) Before removing the redundant circuit with untestable F stuck-at-0 fault and (b) After
removing the redundant circuit

The Stuck-at-0 fault of net F is untestable when generating patterns. Net F will be
replaced by 0 and the gate G driving it will be removed from the original circuit, as
shown in Fig. 2.5b.

After redundant circuit removal, toggle coverage analysis for the gate-level netlist
without scan chain will identify which signals do not toggle (also called quiet
signal) during verification with the test bench generated in Phase 1. These signals
will be considered suspicious and added to the suspicious list. By monitoring these
suspicious signals during verification, the authors obtain the logic value those signal
are stuck at.

Equivalence Analysis: Fault equivalence theorems are known to reduce the
number of faults during ATPG [5]. Similarly, the authors develop suspicious signal
equivalence theorems to reduce the number of suspicious signals in [1].

Theorem 1. If signal A is the D pin of a flip-flop (FF) while signal B is the Q pin
of the same FF, the quiet signal A makes signal B quiet. Thus signal A is considered
equal to B , which means if the pattern that can activate A is found, it will activate
B as well. Then signal B will be removed from the suspicious signal list.

As the QN port of a FF is the inversion of the Q port, they will stay quiet or
switch at the same time. Thus the suspicious signal B would be considered equal to
A and should be removed from the suspicious list.

Theorem 2. If signal A is the output pin of an inverter while signal B is its input,
they will stay quiet or switch at the same time. Thus the suspicious signal B would
be considered equal to A and should be removed from the suspicious list.

Theorem 3. One of the input of AND gate A stuck-at-0 will cause the output B to
stay quiet and one of the input of OR gate C stuck-at-1 will make the output D high
all along. Thus, for AND gate, B stuck-at-0 is identical to A stuck-at-0, while for
OR gate, D is identical to C stuck-at-1.

Sequential ATPG: After reducing the number of suspicious signals by applying
the above equivalence theorems, the authors use sequential ATPG to generate
special patterns to change the value of certain signals during simulation in [1].
Stuck-at faults are targeted by the sequential ATPG to generate a sequential pattern
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to activate the suspicious signals when applied to the 3PIP. If the 3PIP functions
perfectly with this pattern, the activated suspicious signals are considered part of
the original circuit. Otherwise, there must be malicious inclusion in the 3PIP.

2.1.3 Simulation Results

The flow is applied to the RS232 circuit. 9 Trojans from the original design and 10
Trojans from [6] are inserted into the 3PIP. In total, there are 19 RS232 benchmarks
with one Trojan in each IP. The following presents the simulation setup and test
bench analysis for the 19 Trojan-inserted benchmarks. Next, the results of redundant
circuit removal and the reduction of suspicious signals will be presented. Finally,
Trojan coverage analysis will be discussed.

2.1.3.1 Benchmark Setup

Currently, there are over 80 benchmarks with different Trojans in the Trust-Hub [6],
from which 51 benchmarks are at the RT Level. Readers can visit [6] for more details
about the specification, structure, and functionality of these Trojans in the 10 RTL
benchmarks. However, the other 9 Trojans are briefly described in the following:

Trojan1: The trigger of Trojan 1 is a special input sequence 80ha6 � 80h75 �
80hc0 � 80hff . The payload changes the FSM in the transmitter of RS232 from
state Start to Stop, which means that once the Trojan is triggered, RS232 will
stop transmitting data (outputdata D 80h0). Since the trigger of the Trojan is
a sequence of four special inputs, the probability of detecting the Trojan during
verification is 1=232. If the baud rate is 2,400 and RS232 transmits 240 words
in one second, it will take 207.2 days to activate the Trojan and detect the error.
In other words, it would be practically impossible to detect it by conventional
verification. When this Trojan is inserted into RS232, an FSM is used to describe
the Trojan input sequence. A three-bit variable state represents the FSM.

Trojan2: This Trojan only adds four lines to the original RTL code. If the
transmitting word is odd and the receiving word is 80haa, RS232 will stop
receiving words. This Trojan is less complex compared to Trojan 1, however,
it provides opportunities to demonstrate the effectiveness of each step of the
proposed flow.

Trojan3: The trigger of Trojan 3 is the same as that of Trojan 1, but the payload
is different. Trojan 1 changes the state machine while Trojan 3 changes the shift
process. The eighth bit of the transmitting word will be replaced by a Trojan
bit during transmission. The Trojan bit could be authentication information, the
special key to enable the system, or other important information.

Trojan4: Trojan 4 is designed to act like a time bomb. A counter is inserted into
RS232 to count the number of words that have been sent out. After sending
100h3ff words, the Trojan will be activated. The sixth bit of the transmitting
word will be replaced by a Trojan bit.
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Table 2.2 Analyzing the impact of the test bench on coverage metrics (a benchmark with Trojan 1
is used)

Test Bench # Test Bench 1 Test Bench 2 Test Bench 3 Test Bench 4 Test Bench 5

Test patterns # 2,000 10,000 20,000 100,000 1,000,000
Verification time 1 min 6 min 11 min 56 min 10 h
Line coverage (%) 89.5 95.2 98.0 98.7 100
FSM state coverage (%) 87.5 87.5 93.75 93.75 100
FSM transition

coverage (%)
86.2 89.65 93.1 96.5 100

Path coverage (%) 77.94 80.8 87.93 97.34 100
Assertion Successful Successful Successful Successful Failure

Trojan5: After 240hffffff positive edge clock, this Trojan’s enable signal will
become high. The sixth bit of the transmitting word will be replaced by a Trojan
bit.

Trojan6: If RS232 receives “0” when the system is reset, the Trojan will be
activated. The eighth bit of the transmitting word will be replaced by a Trojan
bit.

Trojan7: When the transmitter sends a word 80h01 and the receiver receives a
word 80hef at the same time, the Trojan will be activated. A Trojan bit will
replace the first bit of the transmitting word.

Trojan8 & 9: These Trojans do not tamper the original function of RS232 but add
extra one stage (Trojan 8) and three stage (Trojan 9) ring oscillator to the RTL,
which will increase the temperature of the chip quickly if they get activated.

2.1.3.2 Impact of Test Bench on Coverage Analysis

All the items in the specification are translated into properties and defined as
assertions in the test bench. Assertion checkers will verify the correctness of
assertions by SystemVerilog. Another important feature of a test bench is the input
patterns. Some test corners need special input patterns. The more input patterns in
the test bench, the more, for example, lines will be covered during verification.
Table 2.2 shows five test benches with different test patterns and verification
times for various coverage metric reports for the RS232 benchmark with Trojan 1.
Generally, the verification time will increase with more test patterns and the code
coverage will be higher as well. For Test Bench 1 to Test Bench 4, all the coverage
reports are less than 100 % and all the assertions are successful, which indicates
that the Trojan is dormant during the entire verification. The special test patterns
added in Test Bench 5 increase the pattern count significantly and can activate the
Trojans inserted in the benchmark. 100 % code coverage could be achieved with
these additional test patterns. If one of the assertion experiences a failure, it signifies
Trojan activation and the RS232 will give an erroneous output. One can conclude
that the IP is Trojan-inserted. However, it is not easy to generate a test bench with
100 % code coverage for large IPs, and the verification time will be extremely long.
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This phase of the flow can help improve the quality of the test bench. Given the
time-coverage trade off, Test Bench 4 is selected for further analysis.

2.1.3.3 Reducing the Suspicious Signals

All the 19 benchmarks with different Trojans are synthesized to generate the gate-
level netlist. The removal of redundant circuits is done during the synthesis process
with special constrains using the Design Compiler. The simulation results are shown
in Table 2.3. The second column in the table shows the area overhead of each
Trojan after generating the final layout. As the table shows, Trojans are composed
of different sizes, gates, and Structures, as well as different triggers and payloads
as previously mentioned. The smallest Trojan has only 1.15 % area overhead.
The percentage of Trojan area covered by suspicious signals SS-Overlap-Trojan
is obtained by SS-Overlap-TrojanDNSS

NTS
where NSS is the number of suspicious

signals and NTS is the number of Trojan signals. The results in Table 2.3 show
that SS-Overlap-Trojan is between 67.7 % and 100 %, as shown in seventh column.
If all the suspicious signals are part of the Trojan, the SS-Overlap-Trojan would be
100 %. This indicates that the number of signals in the final suspicious list fully
overlapped with those from Trojan. This is an indicator of how successful the flow
is at identifying Trojan signals. In addition, if the Trojan is removed or detected by
sequential ATPG, the SS-Overlap-Trojan would also be 100 %.

Test Bench 4 is used to verify using the gate-level netlist and toggle coverage
analysis reports which signals in each Trojan-inserted circuit are not covered by
the simulation with all the successful assertions. Those quiet signals are identified
as suspicious. The number of suspicious signals of each benchmark is shown in
the third column of Table 2.3. Different benchmarks have a different number of
suspicious signals based on the size of its Trojans. The larger the Trojan is, the
more suspicious signals it has. On the other hand, the suspicious signals’ stuck-
at values are monitored by verification. All stuck-at-faults are simulated by the
ATPG tool with scan chain in the netlist. If the fault is untestable, the suspicious
circuit is a redundant circuit and will be removed from the original gate level netlist,
in addition to the gates that drive the net. The number of suspicious nets after
redundant circuit removal is shown in the fourth column of Table 2.3. As can be
seen in the table, the suspicious nets of benchmarks with Trojan 8 and Trojan 9 are
zero, which means that if the redundant circuits are removed in the two benchmarks,
the benchmarks will be Trojan-free. The reason that redundant circuit removal can
distinguish Trojans is that some Trojans are designed without payload and have no
impact on circuit functionality. Thus it can be concluded that such Trojans can be
removed by redundant circuit removal.

The remaining suspicious nets of each benchmark are needed to be processed
by equivalence analysis and sequential ATPG. The fifth and sixth columns in
Table 2.3 show the number of suspicious signals after the first two steps. It can
be concluded that equivalence analysis can reduce a large number of suspicious
signals, and sequential ATPG can be effective as well. For benchmarks with Trojan 2



28 2 Hardware Trojan Detection: Untrusted Third-Party IP Cores

T
ab

le
2.

3
Su

sp
ic

io
us

si
gn

al
an

al
ys

is

St
ep

1:
N

um
be

r
of

St
ep

2:
N

um
be

r
of

St
ep

3:
N

um
be

r
of

St
ep

4:
N

um
be

r
T

ro
ja

n
ar

ea
SS

af
te

r
R

C
R

w
it

h
SS

af
te

r
R

C
R

w
it

h
SS

af
te

r
eq

ui
va

le
nc

e
of

SS
af

te
r

SS
-O

ve
rl

ap
-T

ro
ja

n
B

en
ch

m
ar

k
(R

S2
32

)
ov

er
he

ad
(%

)
Sy

nt
he

si
s

A
T

PG
an

al
ys

is
se

qu
en

ti
al

A
T

PG
(%

)

W
it

h
T

ro
ja

n
1

1
1
:1

8
22

20
17

12
10

0
W

it
h

T
ro

ja
n

2
2
0
:3

5
17

16
3

T
ro

ja
n

is
id

en
ti

fie
d

10
0

W
it

h
T

ro
ja

n
3

1
0
:4

8
20

15
15

10
97

.3
W

it
h

T
ro

ja
n

4
2
0
:3

5
3

3
3

2
87

.6
W

it
h

T
ro

ja
n

5
4
:5

9
9

8
8

7
10

0
W

it
h

T
ro

ja
n

6
1
:1

5
1

1
1

T
ro

ja
n

is
id

en
ti

fie
d

10
0

W
it

h
T

ro
ja

n
7

3
:7

9
3

3
3

2
10

0
W

it
h

T
ro

ja
n

8
1
:1

5
1

T
ro

ja
n

is
re

m
ov

ed
-

-
10

0
W

it
h

T
ro

ja
n

9
3
:7

9
3

T
ro

ja
n

is
re

m
ov

ed
-

-
10

0
T

R
04

C
13

PI
0

1
:6

8
3

3
3

10
0

T
R

06
C

13
PI

0
1
:8

9
3

3
3

10
0

T
R

0A
S1

0P
I0

2
:0

9
8

1
1

1
10

0
T

R
0C

S0
2P

I0
2
5
:3

59
55

39
39

67
.7

T
R

0E
S1

2P
I0

2
:0

9
8

1
1

1
10

0
T

R
0F

S0
2P

I0
2
5
:0

30
28

20
20

73
.3

T
R

2A
S0

A
PI

0
1
1
:9

19
18

11
11

10
0

T
R

2E
S0

A
PI

0
1
2
:0

20
18

11
11

10
0

T
R

30
S0

A
PI

0
1
2
:4

22
20

13
13

93
.6

T
R

30
S0

A
PI

1
1
2
:3

25
22

14
14

87
.3



2.1 A Case Study for Hardware Trojan Detection in Third-Party Digital IP Cores 29

Fig. 2.6 Average Trojan
signals/Suspicious signals in
19 benchmarks

and Trojan 6, the sequential ATPG can generate sequential patterns for the stuck-at
faults in the suspicious signal. The sequential test patterns improve the test bench
and increase its coverage percentage. Even though the coverage percentage is not
100 %, some assertions experience failure during simulation. Thus, the benchmarks
with Trojan 2 and Trojan 6 are identified as Trojan-inserted.

The flow is implemented on 10 trust benchmarks from the Trust-Hub [6] and
the results reported in rows 11–20 in Table 2.3 show that the presented flow can
effectively reduce the total number of suspicious signals. In addition, as shown
in seventh column, there is a good overlap between the number of suspicious
signals and the actual Trojan signals inserted into each benchmark. However, some
benchmarks experience low SS-Overlap-Trojan, such as RS232-TR0CS02PI0, since
only part of this Trojan was activated during simulation.

2.1.3.4 Trojan Coverage Analysis

In the suspicious list, not all of signals are a result of Trojans. However, the
T riggerEnable signal must be in the suspicious list if the IP contains a Trojan.
Once one net is identified as part a Trojan, it can be concluded that the 3PIP is
Trojan-inserted. All the gates driving this net are considered to be Trojan gates.
Figure 2.6 shows that the percentage of Trojan signals in the suspicious list increases
significantly with the flow. As the authors apply different steps (step 1–4) to the
benchmarks, 72 %, on average, of the suspicious signals are of the result of Trojans
after redundant circuit removal with synthesis and ATPG in the 19 benchmarks.
However, the percentage increases to 85.2 % when equivalence analysis is done and
93.6 % of signals in the suspicious signal list come from Trojans after sequential
ATPG is applied to these benchmarks.
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2.2 Summary

In this chapter, a case study is presented to verify the trustworthiness of 3PIPs,
involving formal verification, coverage analysis, redundant circuit removal, sequen-
tial ATPG, and equivalence theorems. The code coverage generates the suspicious
signals list. Redundant circuit are removed to reduce the number of suspicious
signals. Equivalence theorems are developed for the same purpose. Sequential
ATPG is used to activate these suspicious signals and some Trojans will be detected.
However, more work is needed to get 100 % hardware Trojan detection rates
in 3PIPs.
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Chapter 3
Hardware Trojan Detection: Untrusted
Manufactured Integrated Circuits

Trojan circuits are designed to avoid detection, triggering only under rare conditions.
Trojans are silent most of their lifetimes and have a very small size, relative to their
host circuits, and make only limited contributions to circuit characteristics. These
qualities suggest that they most likely connect to nets with low controllability and/or
observability [1, 4].

Hardware Trojan detection depends on the Trojan’s full or partial activation.
In the full activation scenario, circuit functionality deviates from the genuine
specifications, and the Trojan can cause catastrophic failures. In the partial activation
scenario, however, the Trojan impacts the circuit power profile or its delay charac-
teristics. Several techniques have been proposed to address these rare triggering
conditions or to capture the impact of a Trojan on side-channel signals.

For full activation of a Trojan, in [2] circuit nets with low probabilities of “1”
or “0” are distinguished. To avoid the Trojan’s detection, an adversary may utilize
a combination of low transition nets as a Trojan trigger to reduce the probability of
activation during authentication. In this work, patterns are generated to make those
nets more switch in order to increase the probability of Trojan activation. Many
techniques have been also proposed based on Trojan partial activation by studying
their impact on the delay or the power characteristics of circuit under authentication
(CUA).

3.1 A Case Study for Hardware Trojan Detection
in Integrated Circuits

The amount of current drawn by a Trojan can be so small that it submerges into
the envelope of noise and process variation effects, where it cannot be detected by
measurement equipment. However, Trojan detection probability can improve greatly
when the current is measured locally from multiple power pads. The local current
refers to the current drawn from a power port near a Trojan circuitry. The more

M. Tehranipoor et al., Integrated Circuit Authentication: Hardware Trojans
and Counterfeit Detection, DOI 10.1007/978-3-319-00816-5__3,
© Springer International Publishing Switzerland 2014
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Fig. 3.1 Current integration method

instances of switching on Trojan inputs and inside Trojan circuitry, the greater the
Trojan’s power consumption. Since small Trojans are expected to be inserted into
chips to reduce the probability of detection, the local current impact could be more
significant than the global current measured from power pins.

Any partial activity in a Trojan circuit demands current. On the other hand,
variations in process parameters, such as gate channel length and voltage threshold,
sometimes increase or decrease the amount of circuit current consumption with dif-
ferent input vectors over time. Based on this fact, a current integration methodology
is presented in [3] which accumulates the impact of a Trojan over the time while it is
expected that the process variations impact is canceled out by integration. Figure 3.1
shows the current integration methodology for detecting hardware Trojans.

It is assumed that an adversary inserts Trojans randomly into a selected number
of chips. Using an exhaustive test on a few randomly selected chips can help identify
some golden chips. After identifying the golden chips, an average current waveform
is formed in response to a pattern set. Next, the pattern set is applied to each
CUA, and the current is measured locally via power pads or C4 bumps. Using
this current integration method, the small current consumption difference between
Trojan-inserted and Trojan-free circuits can be increased through the integration
process. In the case of a Trojan’s existence in a chip, more current difference can be
measured by applying more patterns to the chip, making the Trojan detection task
easier. When the current difference surpasses a pre-defined threshold, it indicates
that Trojan detection and pattern application has stopped.

If ITrojan�f ree and ITrojan�inserted denote current drawn by Trojan-free and
Trojan-inserted circuits at time t , respectively, the integrated current at time t for
Trojan-free and Trojan-inserted circuits (QTrojan�f ree.t/ and QTrojan�inserted .t/)
can be expressed by (3.1) and (3.2):

QT rojan�f ree.t/ D
Z t

0

IT rojan�f ree.t/:dt (3.1)
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Table 3.1 Trojan characterization

Trojan Type Size (%) Distribution Structure

Counter 1-bit 0.04 Tight No-change
3-bit 0.10 Tight No-change
7-bit 0.31 Tight No-change
9-bit 0.42 Tight No-change

Comparator 3-input 0.02 Loose No-change
5-input 0.04 Loose No-change
20-input 0.15 Loose No-change

QT rojan�inserted .t/ D
Z t

0

IT rojan�inserted .t/:dt

D
Z t

0

IT rojan�f ree.t/ C IT rojan.t/:dt (3.2)

where ITrojan.t/ denotes the current drawn by the Trojan. Since the same pattern
set is applied to both a golden chip and a CUA, the difference between ITrojan�f ree

and ITrojan�inserted .t/ comes from (I) the additional current drawn by Trojan gates
and (II) changes in the circuit current due to process variations. By integrating the
current along the time axis for both chips, their cumulative difference at time t,
denoted by D.t/ in (3.3), can be increased by applying more patterns.

D.t/ D QT rojan�inserted .t/ � QT rojan�f ree.t/ D
Z t

0

IT rojan.t/:dt (3.3)

When D.t/ reaches a predefined Trojan detection threshold Dth, i.e. D.t/ �
Dth, then the chip is identified as a Trojan-inserted chip. It should be noted that
Dth is determined by the Trojan detection timing budget as well as the current
measurement device resolution.

The proposed current integration technique is effective for detecting both
tightly- and loosely-distributed Trojans. Further, its capability does not depend
on the location of a Trojan in a circuit, since current is measured locally through
power pads or C4s. Since there are a large number of considerable power
pads on the power distribution network, a Trojan circuitry impacts at least one
power pad.

The current integration technique is used to detect Trojans inserted into the
s38417 benchmark. First seven layouts of the original s38417 benchmark are
generated using Synopsys physical design tools in the 180nm technology node.
A 1-bit, 3-bit, 7-bit, 9-bit counter and 3-input, 5-input, 20-input comparator Trojan
is inserted into each of these seven layouts (i.e. only one Trojan in each layout).
Table 3.1 shows the type, size, distribution, and structure of the Trojans. The impact
of variations in voltage threshold (Vth), channel length (L), and oxide thickness
(Tox) on Trojan detection is investigated as well. Table 3.2 shows the applied process
variations.
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Table 3.2 Process variations
applied during trojan
detection

Parameter Inter-die (%) Intra-die (%)

Threshold voltage (Vth) 5 20
Channel length (L) 2 8
Oxide thickness (Tox) 1 4

Figure 3.2a shows the simulation results obtained using Synopsys Nanosim
for s38417 containing the Trojan 9-bit counter. The patterns are applied with a
frequency of 100 MHz. As seen in the figure, after applying 700 clock cycles
(7us pattern application time), D.t/ > 1 � 10�9, which is easily detectable using
measurement devices. In fact, for such a Trojan, depending on Dth, a shorter
application time can be even sufficient for detection. Shown in Fig. 3.2b, the results
obtained for s38417 with a 7-bit counter also confirm that such a Trojan can be
easily detected. In general, detecting a counter is easier than a combinational Trojan
since a counter continuously receives the clock and consumes power. No process
variations are considered for the results shown in Fig. 3.2, although the process
variations would not be significant enough to change the detection outcome for such
Trojans.

Figure 3.3a,b show the simulation results for the circuit with 3-bit and 1-bit
counters, respectively, without considering process variations. The results imply that
the smaller Trojans consume significantly lower power (i.e. current) which makes
their detection more difficult. Note that Trojan detection depends on two important
factors: (1) process variations and (2) the resolution of measurement device. It is
believed that process variations are a limiting factor in Trojan detection.

Figure 3.4 shows the simulation results for the circuit containing a 3-bit counter
considering the worst case process corners for both Trojan-inserted and Trojan-
free circuits. The process corner used in the Trojan-free circuit increases the
current within the circuit while the process corner used in the Trojan-inserted
circuit reduces the total current. This is done to evaluate the efficiency of the
technique in detecting the Trojan. The Trojan-inserted circuit with process variations
still consumes more current compared with the Trojan-free circuit with process
variations. However, detecting smaller Trojans, such as 2-bit and 1-bit counters,
is not possible considering worst-case process variations. As seen in Fig. 3.3b, the
current difference between Trojan-free and Trojan-inserted circuits containing 1-bit
counters is negligible. The existence of process variations makes Trojan detection
even more difficult.

Figure 3.5 shows simulation results for the 20-input comparator Trojan inserted
in the s38417 benchmark after applying 300 random patterns. As seen in the
figure, the 20-input comparator can be easily detected, even in presence of the two
process corners. However, the results shown in Fig. 3.6 demonstrate the difficulty of
detecting the 5-input comparator even without process variations. This is the case
for the 3-input comparator Trojan as well. To further increase the probability of
detection, more test patterns should be applied. The application time depends upon
where the Trojan-inserted circuit’s results fall outside of the results of Trojan-free
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Fig. 3.2 Current integration for s38417 with 9- and 7-bit counters. (a) 9-bit counter. (b) 7-bit
counter

circuit while considering process variations. The total number of patterns required
to detect such small Trojans can be estimated from the results shown in Fig. 3.6
based on Dth.
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Fig. 3.3 Current integration for s38417 with 3- and 1-bit counters. (a) 3-bit counter. (b) 1-bit
counter
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Fig. 3.6 Current integration for s38417 with 5-input comparator and no process variations

3.2 Summary

The current integration technique for Trojan detection and isolation was presented.
The technique measures the current locally from the on-die power pads. Comparing
the results obtained for a golden chip against a CUA, it can be seen that Trojans
can be detected if the current integration results for the CUA fall outside that of the
golden chip. It was shown that the technique can easily detect Trojans as small as
0.1 % within the circuit area.
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Chapter 4
Design for Hardware Trust: Dummy Scan
Flip-Flop Insertion

Hardware Trojan detection is an extremely challenging problem, and traditional
structural and functional tests cannot effectively address it. Trojan inputs are
supplied by nets with low-transition probabilities to reduce their impact on circuit
side-channel signals such as power and delay. Automatic Test Pattern Generation
(ATPG) methods used in manufacturing tests for detecting defects do so by
operating on Trojan-free netlists. Therefore, existing ATPG algorithms cannot
directly target Trojans [7].

Efficient pattern generation is necessary to disclose a Trojan’s impact on circuit
characteristics in the presence of process and environmental variations. Trojan
detection methods based on transient power analysis [3–5,8,9] require patterns that
increase Trojan activity while keeping circuit activity low to magnify the Trojan’s
contribution to the circuit power consumption. Methods based on delay analysis
[1, 2] need patterns that generate transition on the nets that supply Trojan inputs
in order to reveal wiring and input gate resistance and the Trojan’s capacity to
impact circuit delay characteristics. From an authentication standpoint, it is critical
to (i) analyze the time required to generate a transition at a Trojan’s input and within
a Trojan circuit and (ii) to reduce authentication time.

4.1 Trojan Activation Time Analysis

Although, presumably, there is no information about a Trojan circuit in terms of size,
type, or location, it is still crucial to analyze Trojan full and partial activation times.
In Full activation, a Trojan becomes fully operational and causes malfunction.
Partial activation is the generation of some transitions inside a Trojan circuit so that
it improves the effectiveness of transient power-based methods [8,9,12]. In general,
a functional Trojan consists of two parts: the Trigger and the Payload [13]. The
Trojan Trigger is mostly inactive in nature, with no Payload effect. Under certain
rare conditions or events, the Trojan becomes activated (triggered) and then the
Payload injects an error to the main circuit. The ability to generate a transition in

M. Tehranipoor et al., Integrated Circuit Authentication: Hardware Trojans
and Counterfeit Detection, DOI 10.1007/978-3-319-00816-5__4,
© Springer International Publishing Switzerland 2014
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a Trojan circuit depends on its implementation. The switching of gates at the first
level of the Trojan circuit depends upon their preceding cells.

In general, transitions in a circuit are induced by transitions in scan cells and
at primary inputs [14]. A Trojan cone is defined as a logic circuit connecting to
the inputs of a Trojan gate [15]. The structure of a Trojan cone, and the number
and types of its gates can determine the time required to generate a transition in a
Trojan gate. Figure 4.1 shows two example Trojan cones. These Trojans are named
as Trojan 1 and Trojan 2. Trojan 1 contains three gates at two levels while Trojan 2
contains seven gates at three levels. Tg1 in Trojan 1 is connected to the cone shown
in Fig. 4.1a and Tg3 is connected to the cone in Fig. 4.1b. The other gates inside
these two Trojans are assumed to be connected to other parts of the circuit.

In Fig. 4.1a, Trojan 1’s cone consists of 17 gates at 11 levels. A Trojan cone
contains all gates in the main circuit that impact with a Trojan gate, as well as
the Trojan gate itself (here Tg1). Simulation results show that after applying 1,000
random test vectors in test-per-clock fashion, there are 67 transitions at the output
of Tg1.

In Fig. 4.1b, Trojan 2’s cone consists of 7 gates in 2 levels. The simulation results
show that there are 421 transitions at the output of Tg3 after applying 1,000 random
test vectors. Since random vectors are applied to the above circuits, the results
may be slightly different from one random vector set to another. As seen in the
simulation results of Trojan 1 and Trojan 2, the number of transitions in the two
Trojan gates varies significantly. This is mainly due to the difference in these Trojan
cones’ structures, number of levels, number of inputs (scan flip-flops and primary
inputs), and the Trojan gate types.

Probability can represent circuit characteristics since it considers the gates’
functionality and the interconnections between them. Knowing the probability of
a node’s switching in the circuit provides a good estimation of the time required
to generate switching at the node. Suppose the probabilities of having “1” and “0”
at the output of a Trojan are P1 and P 0, respectively. In this case, the probability
of switching from “0” to “1” or “1” to “0” at the output of the Trojan is P tTgi D
P1 � P 0, where Tgi is the i th gate at the first level of a Trojan. The probability of
generating a transition at the output of Trojan gate Tg3 (P tTg3) is 0.25 by applying
random patterns at the inputs of the Trojan 2’ cone, as shown in Fig. 4.2. The circuit
shown in this figure is the same as the one depicted in Fig. 4.1b.

To obtain the transition probability, a transition (i.e. success) can be modeled
using Geometric Distribution (GD) [10]. The Geometric Distribution is a discrete
distribution for n D 0; 1; 2; � � � with the probability function p.n/ D P � .1 � P /n.
The probability function states that after n clock cycles, finally in the .nC1/th clock
cycle, there is a transition. In other words, the .nC1/th trial is the first success. The
average number of experiments is .P �1 �1/ which indicates the number of required
clock cycles, on average, to generate a transition.

For the Trojan gate shown in Fig. 4.2, the calculation based on the Geometric
Distribution shows that about three clock cycles are required to generate a transition
at the output of Trojan gate (Tg3). The simulation results after applying 1,000 test
vectors confirm that there is one transition every 2.37 clock cycles, on average.
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Fig. 4.2 Transition probability for a target cone

Fig. 4.3 Comparing
mathematical and simulation
results

Figure 4.3 presents two new Trojan cones and compares the average clock cycles
per transition using GD (i.e. probability analysis) and in simulation. Figure 4.3a
shows that the simulation results after applying 1,000 random patterns is very close
to that using GD. The Trojan cone in Fig. 4.3b consists of only AND gates, meaning
that the probability of generating “1” at the output of Trojan gate Tgj is much less
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Table 4.1 s298 and s344 benchmarks characteristics

The total number of
Benchmark # of inputs # of flip-flops inputs and flip-flops The number of gates

s298 3 14 17 68
s344 9 15 24 71

Fig. 4.4 Transition probability frequency in s298 and s344 benchmarks

than that of “0”; therefore, the transition probability of Tgj is low. Any transition to
“1” will most likely be followed by a transition to “0” since the Trojan cone mostly
provides “0” at the output of Tgj gate. The simulation results from applying 1,000
test vectors show that there is one transition at the output of the Trojan in each 250
clock cycles, and the probability analysis shows that every 255.6 clock cycles, one
transition can be generated at the output of the Tgj gate.

Beside the interconnection among gates (i.e. circuit topology), transition prob-
abilities of nets depend on the number of inputs and flip-flops. Primary inputs and
flip-flops can determine a net’s depth, which is the minimum distance of the net from
either a primary input or a flip-flop. Such dependency is examined for two ISCAS’89
benchmarks (s298 and s344). Table 4.1 shows the benchmarks’ characteristics. The
benchmarks have roughly the same number of gates; however, their number of
inputs and flip-flops are different. Primary inputs and flip-flops provide immediate
access to internal parts of a circuit, and thus increase nets’ transition probabilities.
Figure 4.4 compares the transition probabilities frequency within these benchmarks.

Figure 4.4 shows that s344 benchmark, having more inputs and flip-flops, has
more nets with high-transition probability. Further, simulation results of applying
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Fig. 4.5 The number of required clock cycles versus transition probability based on geometric
distribution

random vectors in 1,000 clock cycles report 56,560 transitions in s344, and 44,600 in
s298. Therefore, inserting dummy flip-flops can enhance accessibility to the internal
parts of a circuit and can effectively increase the transition probability of circuit nets.

Both GD and simulation analyses show that as P 0 or P1 of a net becomes too
large or too small, the transition probability rapidly decreases. Therefore, to increase
the transition probability, the P 0 and P1 values should be close. The maximum net
transition probability is P t D 0:25 when P 0 D P1 D 1=2. Given a cone’s structure
and the various types of gates in the cone, increasing transition probabilities seem
impractical, but by adding dummy flip-flops to improve controllability, it is possible
to increase transition probability for both 0 ! 1 and 1 ! 0 transitions. This
is validated by the analysis performed using Geometric Distribution as shown in
Fig. 4.5. As seen, the number of clock cycles to generate transitions increases
exponentially as the transition probability decreases.

4.2 Dummy Scan Flip-Flop Insertion

When the probabilities of “1” and “0” of nets on a path within a cone become
unidirectional (i.e. P1 � P 0 or P 0 � P1 similar to the example shown in
Fig. 4.3b) the transition probability of the nets .P ti D Pi 0�Pi 1/ rapidly decreases.
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Fig. 4.6 The dummy flip-flop structures when (a) Pi 0 � Pi 1 and (b) Pi 0 � Pi 1

To ensure transition probabilities are greater than a specific threshold (Pth), dummy
flip-flops can be inserted to bring the probabilities of “1” and “0” closer to each
other. Note that both terms “dummy flip-flop” and “dummy scan flip-flop” refer to
the increased controllability (transition probability) in a circuit.

Figure 4.6 shows the structure of a dummy scan flip-flop (dSFF) which consists
of one scan flip-flop and one AND/OR gate. If the probability of “0” in the target
net Neti , Pi 0, is less than the probability of “1” in Neti , Pi 1, then the output of
scan flip-flop can be connected to an AND gate and Neti can be restitched through
the AND gate to increase Pi 0, as depicted in Fig. 4.6a. However, if Pi 1 is less than
Pi 0, an OR gate can be used to increase Pi 1, as shown in Fig. 4.6b. In this work,
dSFF-AND and dSFF-OR represent dummy scan flip-flops with AND and OR gates,
respectively. Pairing a net with low transition probability with a dSFF increases the
transition probability and nets at the fan-out. When the Test Enable (TE pin) is
active, the output of a scan flip-flop is supplied by the Scan Input (the SI pin). The
inserted dummy scan flip-flop has no impact on the functionality of the circuit. In
the normal functional mode, the output of the scan flip-flop is supplied by either “0”
for dSFF-OR or “1” for dSFF-AND to avoid changing the functionality of Neti .

The probabilities of “1” and “0” at the output of a scan flip-flop are 1/2. Thus,
by supplying internal nets with nets having equal “1” and “0” probabilities, the
probabilities of “1” and “0” of target nets become closer, and their transition
probabilities can be increased. Assume that Pi 0 of Neti is much greater than its
Pi 1, where

Pi 0 D K

N
and Pi 1 D 1 � K

N
(4.1)

and K and N are cardinal values. K is the number of clock cycles in one experiment
and N the number of desired outcomes. Pi 0 approaches 1 (i.e. K � N ) when it
is assumed Pi 0 � Pi 1. By inserting one dSFF-OR, shown in Fig. 4.6b, the new
probabilities are

P 0
i 0 D 1

2
� Pi 0 D K

2N
, and P 0

i 1 D 1 � K

2N
: (4.2)
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Fig. 4.7 Increasing transition probability by inserting dSFF-OR

As a result, P 0
i 0 will be smaller than Pi 0 and P 0

i 1 will be greater than Pi 1.
Thus, after dummy flip-flop insertion, the transition probability of the target net will
increase as

P 0
i 0 � P 0

i 1 > Pi 0 � Pi 1 (4.3)

K

2N
� .1 � K

2N
/ >

K

N
� .1 � K

N
/ (4.4)

2N � K > 4.N � K/ (4.5)

which is true because K � N and N > K .
Using the same analysis, it can be proven that by inserting a dSFF-AND when the

Pi 0 of a net is much lower than its Pi 1, the transition probability can be increased.
Mathematical analysis shows that inserting a dSFF-OR on the upper-input net

of Tgi gate in Fig. 4.3, as depicted in Fig. 4.7, reduces the number of clock cycles
per transition from 255.6 to 30, on average, at the Tgj gate output. Furthermore, the
simulation results closely confirm that there will be 33.4 clock cycles per transition,
on average.

The TE pin is active during the test mode and a Trojan circuit can be designed
to become active when the TE pin is inactive, which makes the dummy flip-flop
technique ineffective. However, the authentication mode is different from the
test mode, though it takes advantage of the testing infrastructure. In test mode,
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defects are targeted and different types of tests, such as the transition delay test,
are used to detect them. But in authentication mode, a Trojan circuit is targeted and
the detection objective is to reduce the Trojan partial/full activation time. For the
purpose of authentication, it is not necessary always to keep the TE pin active. It can
be switched between the authentication mode and the functional mode in each two
successive clock cycles. During the authentication mode, patterns are shifted into
scan flip-flops including dummy scan flip-flops, while during the functional mode
the responses go into the scan flip-flops. The Trojan circuit is immediately exposed
in one of two successive clock cycles in either the functional or authentication
mode. The results for various switching patterns of the TE signal are shown
in Sect. 4.4.

4.2.1 Removing Rare Triggering Conditions

Adversaries design Trojans to activate only under very rare conditions and circuit
states; certain temperature or noise conditions, for example. Trojan design neces-
sitates avoiding detection using structural or functional patterns. As an example,
functional Trojans [7] can have q � 1 trigger inputs, which can (i) include nets
with very low transition probabilities and/or (ii) create rare combinations. When
the transition probability of Neti is very low, Pi 0 is much greater than Pi 1 or vice
versa, as discussed in Sect. 4.1. With q number of trigger inputs, the probability of
generating a specific trigger vector is

Ptrigger�vector D
qY

iD1

Pi (4.6)

where

Pi D
�

Pi 0 for the trigger input Neti to be 0
Pi 1 for the trigger input Neti to be 1:

(4.7)

Ptrigger�vector is expected to be very low if Pi 0 or Pi 1 is low. By inserting a
dummy scan flip-flop, the nets’ transition probability Increases, since Pi 0 and Pi 1

become closer. As a result, Ptrigger�vector also increases and the trigger vector will
not be a rare event anymore. By increasing the transition probability of nets with low
transition rates, hard-to-activate sites in a circuit will be eliminated. This will result
in increasing the probability of switching within the Trojan circuit. If fully activated,
the Trojan’s output may change the main circuit functionality and it will be detected.
In case of increasing switching in the Trojan, called partial activation, the Trojan
can be detected much more easily using transient power or charge-based analysis
techniques [8, 9, 12]. The dummy scan flip-flop insertion technique eliminates the
need to focus on rare conditions, as proposed in [6, 13].
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Table 4.2 The probability of Trojan activation before and after dSFF insertion in s38417
benchmark

Before dSFF insertion After dSFF insertion

P 0 P1 PNet10 � PNet21 P 0 P1 PNet10 � PNet21

Net 1 0.999995317077 4.6e�06 4.079e�06 0.989 0.011 0.094
Net 2 0.999959170737 4.08e�06 0.905 0.095

For example, Table 4.2 shows the probability of two nets in s38417 benchmark
before and after dummy scan flip-flop insertion. Assuming that a Trojan needs trig-
ger vector f01g on Net1 and Net2, as seen in the table, the probability of the trigger
vector is Ptrigger�vector = PNet10 � PNet21 D 4:079e�06 in the original circuit
without dummy flip-flop. However, the probability increases to 0.094 after dummy
flip-flop insertion.

4.2.2 Dummy Scan Flip-Flop Insertion Procedure

Figure 4.8 shows the dummy scan flip-flop insertion procedure. Nets with transition
probabilities greater than a predefined transition probability threshold .Pth/ and
close to nets with transition probabilities lower than Pth are good candidates for
dSFF insertion, since each of them can impact some other low transition nets at
their fan-out cone.

After setting Pth and the main circuit as CurrentCircuit (Lines 1–2), the
procedure will calculate the transition probability of all nets in the circuit
(Line 3). Nets are then divided into two groups: (1) nets with transition probability
higher than Pth, and (2) nets with transition probability lower than Pth. Nets
in the first group obtained in Line 4 are then sorted and permanently stored in
SortedHighTransitionNets (Line 6).

In the following, in Line 7 nets with transition probability less than Pth are
identified and stored as LowTransitionNets. NumberofLowTransitionNetsBefore, in
Line 8, saves the nets’s number. The procedure, in Line 9, removes the net with
the lowest/highest transition probability from SortedHighTransitionNets, depending
upon Order. The removed net is restitched through dSFF in Line 11. Transition
probability of nets after dSFF insertion is again calculated and the number of low
transition nets is obtained. If the value is less than the number of low transition
nets before dSFF insertion, the inserted dSFF is kept otherwise the dSFF would
be ignored since no gain was obtained. In the following, if there is still any
net with transition probability less than Pth, the procedure continues until there
would not be neither any net with low transition probability nor any nets in
SortedHighTranstionNets.

It is acknowledged that inserting dummy scan flip-flop increases the delay
of paths and can impact circuit performance. Note that it is unlikely that
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01: Set Pth (The desired threshold).
02: CurrentCircuit = SetDesign (the original circuit).
03: NetsProbability = NetsTransitionProbability (CurrentCircuit). 
04: HighTransitionNets = Nets (1,Pth,NetsProbability).
05: Set Order “Increasing”.
06: SortedHighTransitionNets = Sort (HighTransition,Order).
07: LowTransitionNets = Nets (Pth, 0, NetsProbability).
08: Numbero fLowTransitionNetsBe f ore = Frequency (LowTransitionNets).
09: TargetNet = Pop (SortedHighTransitionNets).
10: dSFF = SelectDSFF (TargetNet).
11: InsertDSFF (dSFF, CurrentCircuit, TargetNet).
12: U pdatedCircuit = SetDesign (CurrentCircuit ).
13: NetsProbability = NetsTransitionProbability (U pdatedCircuit).
14: LowTransitionNets = Nets (Pth,0,NetsProbability).
15: NumberofLowTransitionNetsAfter = Frequency (LowTransitionNets).
16: If (NumberofLowTransitionNetsAfter < NumberofLowTransitionNetsBefore ) Then {
17: CurrentCircuit = SetDesign (U pdatedCircuit).
18: }
19: If (Numbero fLowTransitionNetsA f ter > 0) Then {
20: NumberofLowTransitionNetsBefore = NumberofLowTransitionNetsAfter;
21: Go To Line 09;
22: } Else {Return CurrentCircuit.}

The description of functions :
Set Var1 Var2 : Sets the value of variable/constant Var2 to Var1.
SetDesign (Circuit) : Returns the Circuit variable.
NetsTransitionProbability (Circuit) : Obtains the Circuit variable and returns

the transition probability of each net of the circuit.
Nets (High, Low, Nets) : Obtains an upper limit through a High variable, a lower

limit through a Low variable, and a list of nets through Nets. Returns any net with
a transition probability between the High variable and the Low variable.

Sort (Nets, Order) : Obtains a set of Nets and put them in order based on
an Order variable which can have two values: Increasing, and Decreasing.

Frequency (Nets) : Returns the number of Nets.
Pop (Nets) : Removes the net at the top of Nets.
SelectDSFF (TargetNet) : Compare the probability of ‘1’ and ‘0’ for TargetNet.

If the former probability is greater than the latter one, it returns dSFF-AND.
Otherwise, it returns dSFF-OR.

InsertDSFF (dSFF, Circuit, Net) : Inserts a dSFF in the Cirucit and restitches
Net through the dSFF.

Fig. 4.8 The dSFF insertion procedure

adversaries use nets on critical paths as input since it can both impact the
path delay due to increased capacitance and can be easily detected using path
delay fault test patterns. The procedure above allows one to avoid inserting
dummy flip-flops on critical paths by eliminating nets on the critical paths from
HighTransitionNets.
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4.3 Transition Probability Threshold Analysis

Inserting dummy flip-flops to increase the transition probability of nets incurs area
overhead. This area overhead is directed by the transition probability threshold
(Pth). By setting Pth, the dummy scan flip-flop procedure ensures that all nets in
the circuit have a transition probability greater or equal to Pth. Pth impacts both
area overhead (i.e. the number of dSFFs) and the transition generation time in
hardware Trojan gates. In general, setting a smaller Pth results in a smaller number
of dSFFs but, on average, increases time to generate switching in Trojan gates. On
the other hand, setting a larger Pth results in more dSFFs but reduces the transition
generation time.

To set Pth, several parameters should be considered. They can be grouped into
the two main categories of authentication and circuit parameters. Authentication
parameters consist of two sub-parameters: (1) authentication time of each integrated
circuit, TAu, and (2) the clock period of tester, TTester . Circuit parameters consist of
three sub-parameters: (1) the number of required transitions in the Trojan circuit,
NT r , (2) the average number of clock cycles per transition which can be modeled
using Geometric Distribution, and (3) circuit activity, Cactivi ty . Note that NT r is an
important parameter for power-based Trojan detection techniques since it indicates
Trojan contribution into the total circuit power consumption. The larger the NT r ,
the easier the easier it is to detect a Trojan.

Equation (4.2) shows how authentication and circuit parameters are related:

TAu / NT r � TTester � .P �1
th � 1/

Cactivi ty

(4.8)

TAu is a user-defined parameter that depends on time-to-market and the criticality
of the application in which the circuit will be used. The equation is based on the
time-to-generate a specific number of transitions in a Trojan gate. With Geometric
Distribution analysis, on average, (P �1

th � 1) clock cycles are required for each
transition on nets whose transition probabilities are Pth. It is assumed that the inputs
of Trojans are nets with transition probabilities of Pth in the equation to consider
the worst authentication case. TAu is inversely proportional to Cactivi ty .

Equation (4.8) shows that TAu directly depends on NT r and TTester :

1. Requiring more transitions in a Trojan circuit implies a longer authentication
time.

2. The clock period of tester .TTester / determines how fast authentication patterns
can be applied to a circuit under authentication (CUA). Applying patterns with
higher frequency decreases TAu.

Pth determines the transition probability threshold of the circuit; Geometric
distribution causes Pth to increase and TAu to decrease. Demonstrating a circuit
with Cactivi ty in the “unit” and assuming TTester D 4 � 10�3 s, Fig. 4.9 shows that
for a target authentication time, Pth and thus the area overhead, increases by adding
to the number of required transitions in the Trojan circuit. Further, Pth decreases
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Fig. 4.9 Probability threshold versus authentication time and the number of transitions

by a specific number of transitions when the authentication time increases. The
minimum Pth is obtained when the number of required transitions is the minimum
and authentication time is the maximum.

Circuit activity .Cactivi ty/ is a function of a circuit’s transition occurrence
frequency, which is defined as

0:25X
P tD0

.fP t � P t �
0:25X

P t 0DP t

.fP t 0 � P t 0// (4.9)

where P t and P t 0 are transition probability, and fP t and fP t 0 represent the
number of nets with a transition probability of P t and P t 0 in the entire circuit.
Equation (4.9) represents circuit characteristics by bringing the influence of nets
with higher transition probabilities onto nets with lower transition probabilities.
Cactivi ty is studied for s5378 and s641 benchmarks by inserting a NAND gate
Trojan. Trojan inputs in the two benchmarks have roughly the same transition
probabilities of (Pt D 0:015). Table 4.3 shows the benchmarks’ characteristics and
Fig. 4.10 presents their transition probability frequency. Although both circuits have
the same number of inputs, s5378 is larger with a greater number of components
consisting of gates and flip-flops. Transition occurrence frequencies of s5378 and
s641 benchmarks are 578.84 and 124.92, respectively. It is expected that s5378
with higher Cactivi ty generates more transitions in the Trojan. Considering that
Pth D 10e�05, simulation results show that there is one transition in every 29.8
clock cycles at the output of a Trojan in s5378, whereas there are 132.0 clock cycles
in s641, on average.

TAu depends on NT r and circuit characteristics in terms of Cactivi ty and Pth. NT r

determines the number of required transitions to distinguish Trojan-inserted and
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Table 4.3 s641 and s5378 benchmarks characteristics

Benchmark # of inputs # of flip-flops # of components

s5378 35 176 823
s641 35 19 127

Fig. 4.10 Transition probability frequency in s641 and s5378 benchmarks

Trojan-free circuits. Circuits with higher Cactivi ty may increase Trojan activation
and reduce TAu. Furthermore, Pth provides an estimation of maximum TAu by
implying the rarest Trojan input vector application.

4.4 Simulation Results

Three programs carry out experiments. The first program calculates nets’ transition
probabilities, the second performs dummy flip-flop insertion, and the third enumer-
ates the transitions after applying random patterns. The first program is written in
TCL in TetraMAX [16]. It reads the circuit and calculates the probabilities of “1”
and “0” in each net. Each net is either a primary input or the output of a gate. The
probability of “1” and “0” for primary inputs are considered 1/2 (50 %) and for the
output of gates are calculated based on the gates’ functionality. As shown in Fig. 4.8,
the second program is written in Perl [17] and performs dummy flip-flop insertion.
The third program applies random patterns and monitors any transition on any net
of the circuit using the Verilog Compiler (VCS) [16].
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The dummy flip-flop insertion procedure is applied to the s38417 benchmark
which contains 1564 flip-flops and 4933 gates. Four different transition probability
thresholds are examined (Pth=10e�05, 10e�04, 10e�03, and 10e�2). The over-
head, in terms of the number of dSFFs required to ensure all nets have transition
probabilities higher than Pth, is evaluated. Assuming that Pth=10e�05, nets are
divided into three groups: (1) Low Transition (LT) nets whose transition proba-
bilities are less than 10e�05, (2) Medium Transition (MT) nets whose transition
probabilities are between 10e�05 and 50e�05, and (3) High Transition (HT)
probability nets whose transition probabilities are greater than 50e�05. Similar
categorization is used for the other Pths. To simulate the worst cases of Trojans
activation, nets from the first and second categories are selected to be connected to
the Trojans.

Four combinational comparator Trojan circuits, presented in Fig. 4.11, and one
sequential Trojan, shown in Fig. 4.15, are inserted into the benchmark circuit. The
Payload inputs, come from the Trigger (i.e. the trigger’s output), and from the main
circuit (i.e. data input). The comparator Trojans look for the rare combinations
of inputs based on their “1” and “0” probabilities. Payload gates are selected
based on the Trojan outputs’ dominant values. Dash lines in the figure above
represent the connection an adversary stitches between the main circuit and the
Payload. Table 4.4 shows these Trojans’ inputs. The first column shows the selected
nets of the s38417 benchmark as Trojan inputs. The second and third columns
indicate these nets’ probabilities of “1” and ‘0,’ and the last column represents
their corresponding transition probabilities. The implemented Trojans are functional
type and combinational [7]. They are activated conditionally and looking for rare
trigger conditions. For example, Trojan 3, in Fig. 4.11, looks for (101011) whose
probability of occurrence is about 0.4292e�20. The Trojans’ outputs are passed to
the main circuit and can cause functional failures.

The simulation results show the number of transitions over the entire main circuit,
specifically transitions on the LT and MT nets. The total number of transitions at
Trojan inputs and in Trojan circuits, and the number of transitions on Triggers’
output that can potentially cause functional failure are reported. The effectiveness
of dSFFs is measured with the Trojan-to-Circuit Activity (TCA) metric which is
defined as the ratio of the number of transitions in the Trojan circuit (NT r ) to the
number of transitions in the entire design. Additionally, the number of transitions on
the Payload output is also obtained and the difference between Payload output and
its data input is investigated to further analyze the number of erroneous logic values
injected into the main circuit.

When the value of the Trigger output is dormant (i.e. “1” for AND/NAND
Payloads and “0” for OR/NOR Payloads), the Payload’s output is the same as the
Payload’s data input; otherwise, the Payload’s output depends on values of both the
Trigger outputs and data inputs. If both are the same, then the output will be similar
to both inputs. However, a different Payload input combination, assuming the Trojan
is Triggered, means that the Payload output is due to Trigger input. This is called
Trojan full activation, since the Payload output change (POC) can cause functional
failure.



54 4 Design for Hardware Trust: Dummy Scan Flip-Flop Insertion

F
ig

.4
.1

1
T

ro
ja

n
ci

rc
ui

ts



4.4 Simulation Results 55

Table 4.4 Trojan inputs characteristics

Net Name P 0 P1 P t

Trojan In1 (n284) 0.9999 4.6829e�06 4.6829e�06
Trojan In2 (n382) 0.9999 4.6829e�06 4.6829e�06
Trojan In3 (n407) 4.5512e�05 0.9999 4.5510e�05
Trojan In4 (n578) 0.9999 4.6829e�06 4.6829e�06
Trojan In5 (n420) 0.9999 4.0829e�05 4.0827e�05
Trojan In6 (n309) 4.5512e�05 0.9999 4.5510e�05
Trojan In7 (n518) 0.9999 4.0829e�05 4.0827e�05
Trojan In8 (n616) 0.9999 4.0829e�05 4.0827e�05
Trojan In9 (n691) 0.9999 4.5512e�05 4.5510e�05
Trojan In10 (n766) 0.9999 4.5512e�05 4.5510e�05
Trojan In11 (n841) 0.9999 4.5512e�05 4.5510e�05
Trojan In12 (n505) 4.5512e�05 0.9999 4.5510e�05

The POC rate depends on the transition rate of Trigger output and Payload data
input. When both Payload inputs have low transition probability the POC rate is
unpredictable (small or large). For example, if Payload is an AND gate and data
input and Trigger output have a high “1” probability, low POC rate is expected.
On the other hand, if one of the Payload inputs has higher transition probability
than the other, a larger POC rate is expected. Transition at the output of a gate based
on the transitions of its inputs is analyzed in more detail. If Trigger output is active
for many clock cycles, a large Payload output change is expected. The proposed
method can help Trojan detection in two ways:

1. Transient Power Analysis: By increasing the number of transitions in a Trojan
circuit, the technique can help improve the previously proposed power-based
methods [5,6,9,11]. In this case, test vectors are applied in a test-per-clock (TPC)
fashion since no observation is made by the flip-flops. Instead, the power pads
and C4s are the observation points, since transient current is being measured.
Suppose Nsff is the number of scan flip-flops and Nvec_tpc is the number of
vectors; the total number of clock cycles Ntotal_cycle D Nvec C Nsff � 1. When
Nvec � Nsff , the total number of clock cycles equals the number of test vectors
Ntotal_cycle_tpc D Nvec .

2. Full Activation: Increasing the probability of the full activation of a Trojan
(making the data input different from Payload output) also increases the prob-
ability of observing an incorrect response to test vectors. In this case, the test
vectors are applied in a test-per-scan fashion since the response of a test vector
pair must be captured and scanned-out. The test vectors are applied similarly to
launch-off-shift method used for delay testing except that there is no requirement
on at-speed scan enable signal. The second vector is only a 1-bit shifted version
of the first vector (i.e. initialization vector). If Nsff is the number of scan
flip-flops and Nvec_tps is the number of vectors, the total number of clock cycles
Ntotal_cycle_tps D .Nsff C 1/ � Nvec_tps .
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4.4.1 Without Dummy Flip-Flop

Simulations are run for Nvec_tpc D Nvec_tps D 144 test vectors. Table 4.5 shows
transition statistics and the contribution of Trojans into the original circuit, i.e.
before dSFF insertion. Column 2 shows the number of transitions in the entire
circuit, including Trojans. In the next two columns, transition counts for LT and
MT nets are reported. These numbers represent the net activities that are more
likely to constitute Trojan inputs to make Trojan activation rare. The fifth column
presents the number of transitions at Trojan inputs, implying attempts to activate
Trojans subjected to various input combinations. Columns 6 and 7 show the number
of transitions inside and at the output of Trojans, respectively. The total number of
transitions in Trojans (NT r ), the sum of transitions inside and at the output of
Trojans, is reported in Column 8. Trojan contribution into the entire circuit is
evaluated by a TCA metric and presented in Column 9. The last column (POC)
indicates the number of Trojan full activations that result in functional errors inside
the main circuit.

Table 4.5 shows that before dSFF insertion none of the Trojans is fully activated.
The results indicate larger Trojans contribute more into the entire circuit activity
(i.e. cause larger NT r ), and thus have greater TCA, which is usually attributed to
internal transitions.

4.4.2 Pth = 10e�05

There are four nets in s38417 benchmark with a transition probability less than
10e�05. 4 dSFFs are needed to increase these nets’ transition probabilities beyond
10e�05. The 4 dSFFs make an area overhead of about 0.2 %. Table 4.6 shows
increases in both circuit and Trojan activity. Although none of the Trojans is fully
activated, there is an increase in the Trojans’ TCA in proportion to their size.
Furthermore, activity of LT and MT nets increases and is manifested in increasing
Trojan activity. In the following, Pth is increased to 10e�04, and corresponding
results are presented in Table 4.7.

4.4.3 Pth = 10e�04

The dSFF insertion procedure identifies 28 nets with a transition probability less
than 10e�04. In this case, 16 dSFFs are inserted to ensure that these nets have a
transition probability greater than Pth, incurring 0.8 % area overhead. The results in
Table 4.7 show that LT and MT nets are more active by increasing Pth, compared
with the previous cases. In addition, Trojans of smaller sizes are fully activated
and cause functional errors in the main circuit several times, and larger Trojans
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bring forth more internal transitions. Consequently, there is high activity in Trojan
circuits and a significant increase in the Trojans’ TCA. To verify that continuously
increasing Pth increases a Trojan’s contribution, Pth is increased to 10e�03.

4.4.4 Pth = 10e�03

Increasing transition probability of nets beyond 10e�03 requires 60 dSFFs and
imposes 3.0 % overhead. The results in Table 4.8, contrary to what was expected,
show decreases in both main circuit and Trojans activity. LT and MT nets are less
active, compared with Pth = 10e�04, and as a result, Trojans become less activated.
Even the total number of transitions in the entire circuit decreases. The exception
is the TCA factor of Trojan 4 which increased, although it becomes less active
due to greater decreases in the total number of transitions within the entire circuit.
Detail analysis in the following shows that increasing the nets’ transition probability
beyond a specific threshold does not necessarily increase the number of transitions
in the entire circuit.

Any circuit consists of primary gates, mainly NAND and NOR gates, and any
other complex gate and module can be made using these primary gates. A transition
at the output of a gate is a function of a transition on its inputs. Figure 4.12 shows
transition probability at the output of 2-input NAND and 2-input NOR gates based
on the transition probability of their inputs. The maximum transition probability
of a net is 0.25 and is obtained when net probabilities of “1” and “0” are equal to
1/2. However, Fig. 4.12 indicates that maximum transition probability at the output
of the gates is when the transition probability of one of its inputs is high and that
of the other input is low. This trend can be seen in both NAND and NOR gates
and is observed for both AND and OR gates. Further, Fig. 4.12 indicates when
transition probabilities of inputs are both 0.25 (the maximum value), the transition
probabilities at gates’ outputs are 0.1875 in the both gates. In sum, increasing Pth

to increase the transition probability of individual nets may not necessarily increase
the number of transitions in the entire circuit. To confirm this fact Pth is increased
to 10e�02 and results are presented in Table 4.9.

4.4.5 Pth = 10e�02

Incurring 5.2 % area overhead, 100 dSFFs are needed to create a transition
probability of all nets above 10e�02. As expected, the total number of transitions
in the entire design decreases more and the number of transitions inside and at the
output of Trojan circuits is less than the results for Pth = 10e�04. However, since
the number of transitions in the entire circuit is roughly half of corresponding values
with Pth = 10e�04, there is an increase in the Trojans’ TCA with Pth = 10e�02.

Table 4.10 presents transition statistics in the entire circuit and the LT and MT
nets at examined Pths. The results in Column 2 indicate increasing Pth decreases the



4.4 Simulation Results 59

T
ab

le
4.

8
T

ro
ja

ns
ac

tiv
it

y
an

al
ys

is
af

te
r

dS
FF

in
se

rt
io

n
w

it
h

P
th

D
1
0
e�

3

To
ta

ln
um

be
r

of
#

of
T

ra
ns

it
io

ns
#

of
T

ra
ns

it
io

ns
#

of
T

ra
ns

it
io

ns
#

of
T

ra
ns

it
io

ns
in

si
de

#
of

T
ra

ns
it

io
ns

T
ro

ja
n

tr
an

si
ti

on
s

on
LT

ne
ts

on
M

T
ne

ts
at

T
ro

ja
n

in
pu

ts
T

ro
ja

n
ci

rc
ui

t
at

T
ro

ja
n

ou
tp

ut
N

T
r

T
C

A
PO

C

T
ro

ja
n

1
23

5,
37

8
46

24
3

30
N

A
11

11
4.

67
E

�0
5

3
T

ro
ja

n
2

23
5,

39
4

46
24

3
42

38
1

39
1.

65
E

�0
4

0
T

ro
ja

n
3

23
5,

41
8

46
24

3
96

62
0

62
2.

63
E

�0
4

0
T

ro
ja

n
4

23
5,

52
3

46
24

3
18

6
16

7
0

16
7

7.
09

E
�0

4
0

F
ig

.
4.

12
T

ra
ns

it
io

n
de

ns
it

y
an

al
ys

is
fo

r
N

A
N

D
an

d
N

O
R

ga
te

s



60 4 Design for Hardware Trust: Dummy Scan Flip-Flop Insertion

T
ab

le
4.

9
T

ro
ja

ns
ac

tiv
it

y
an

al
ys

is
af

te
r

dS
FF

in
se

rt
io

n
w

it
h

P
th

D
1
0
e�

2

To
ta

ln
um

be
r

of
#

of
T

ra
ns

it
io

ns
#

of
T

ra
ns

it
io

ns
#

of
T

ra
ns

it
io

ns
#

of
T

ra
ns

it
io

ns
in

si
de

#
of

T
ra

ns
it

io
ns

T
ro

ja
n

tr
an

si
ti

on
s

on
LT

ne
ts

on
M

T
ne

ts
at

T
ro

ja
n

in
pu

ts
T

ro
ja

n
ci

rc
ui

t
at

T
ro

ja
n

ou
tp

ut
N

T
r

T
C

A
PO

C

T
ro

ja
n

1
18

5,
87

5
13

9
38

3
67

N
A

10
10

5.
38

E
�0

5
5

T
ro

ja
n

2
18

5,
91

5
13

9
38

3
13

2
67

2
69

3.
71

E
�0

4
0

T
ro

ja
n

3
18

5,
94

6
13

9
38

3
17

6
10

0
0

10
0

5.
37

E
�0

4
0

T
ro

ja
n

4
18

6,
04

9
13

9
38

3
35

2
20

4
0

20
4

1.
09

E
�0

3
0

T
ab

le
4.

10
T

he
tr

an
si

ti
on

s
st

at
is

ti
cs

in
th

e
en

ti
re

de
si

gn
an

d
M

T
an

d
LT

ne
ts

T
he

nu
m

be
r

of
T

he
tr

an
si

ti
on

s
A

ve
ra

ge
nu

m
be

r
of

A
ve

ra
ge

nu
m

be
r

of
A

ve
ra

ge
nu

m
be

r
of

tr
an

si
ti

on
s

pe
rc

en
ta

ge
tr

an
si

ti
on

s
tr

an
si

ti
on

s
pe

r
cl

oc
k

tr
an

si
ti

on
s

Pt
h

in
th

e
en

ti
re

de
si

gn
of

M
T

an
d

LT
ne

ts
on

LT
an

d
M

T
ne

ts
in

th
e

en
ti

re
de

si
gn

on
ea

ch
ne

t

B
ef

or
e

dS
FF

in
se

rt
io

n
31

0,
41

8
3.

6e
�0

2
%

5.
6

2,
15

5
66

10
e�

05
31

8,
52

7
6.

3e
�0

2
%

10
.0

2,
21

2
68

10
e�

04
32

8,
68

4
1.

5e
�0

1
%

25
.4

2,
28

3
70

10
e�

03
23

6,
31

4
1.

2e
�0

1
%

14
.4

1,
64

1
50

10
e�

02
18

5,
87

5
2.

8e
�0

1
%

26
.1

1,
29

0
39



4.4 Simulation Results 61

Table 4.11 Pth analysis

Pth 10e�05 10e�04 10e�03 10e�02

The number of nets 4 28 129 275
The number of dSFFs 4 16 60 100
Area overhead (%) 0.2 0.8 3.0 5.2
The ratio of # dSFF to # nets (%) 100 57 46 36

number of transitions in the entire design, caused by transition characteristics of the
primary gates. On the other hand, Column 3 shows an increase in the percentage of
transitions on LT and MT nets. In other words, there is a transition movement from
HT nets to MT and LT nets. The next column also demonstrates that by increasing
Pth, the average number of transitions on the LT and MT nets will increase. The last
two columns corroborate that by increasing Pth, there is decrease in the number of
transitions in the entire design per clock and on each net on average.

In Table 4.11, the results show that by increasing Pth, although there are
more low transition nets, the number of required dSFFs is decreased. Further, the
simulation results show that smaller Trojans, e.g. Trojan 1 and Trojan 2, can be fully
activated more frequently. while they offer a smaller contribution to circuit activity.
On the other hand, larger Trojans, e.g. Trojan 3 and Trojan 4, are harder to fully
activate and contribute more to circuit activity.

4.4.6 TE Attack Analysis

An adversary may design a Trojan to be inactive during authentication time when
the TE signal is active. The Trojan may use the TE signal as a trigger input and
start operating when the TE signal is inactive, i.e. when the circuit is in functional
mode.

As a countermeasure, the TE signal must frequently be switched on and
off. Figure 4.13 presents this basic idea with three alternating scenarios:
(1) TE1(Nvec_tpc)0(0), (2) TE1(1)0(1), and (3) TE1(m)0(1). In the first scenario,
TE signal is on (high) and the circuit is in shift (or scan) mode during the entire
authentication time. TE1(1)0(1), in the second scenario, represents the case where
TE=1 for one clock cycle (a random bit is shifted into the scan chain) and TE=0
in the next clock cycle (the response goes into scan chain). In the TE1(m)0(1)
scenario, the TE signal is on for m clock cycles and then gets off for one clock
cycle.

To evaluate the effectiveness of alternating the TE signal, Trojan 3 is equipped
with the TE signal such that it is functional only when TE signal is off. Pth is set to
10e�4 and five cases are simulated:

1. TE1(1)0(1): the TE signal is switched at each clock cycle.
2. TE1(10)0(1): the TE signal is on for m D 10 clock cycles and then switches off

for one clock cycle.
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Fig. 4.13 Different application of the test enable signal

3. TE1(20)0(1): on state of the TE signal lasts for m D 20 clock cycles and then
the TE is switched off for one clock cycle.

4. TE1(30)0(1): for m D 30 clock cycles the TE signal is on and then is switched
off for one clock cycle.

5. TE1(144)0(0): the TE signal is kept high for the entire simulation, m D 144.

These simulations are run three times, and Table 4.12 shows the average results.
The results show that the total number of transitions in the circuit increases with
increasing m. Accordingly, the LT and MT net activity increases, and it augments the
number of transitions on the Trojan’s inputs. However, the results also show that the
number of transitions inside the Trojan consistently decreases by increasing m, and
the Trojan is never fully activated (POC=0). As a result, the TCA for the TE1(1)0(1)
case is the largest and decreases by increasing m. Moreover, Table 4.12 shows that
switching the TE signal with each clock cycle provides comparable TCA with the
case of Trojan 3 in Table 4.7. Therefore, Trojan impact is exposed by switching the
TE signal on and off, even when Trojan is designed such that it only operates when
the TE signal is inactive.

4.4.7 Transient Power Analysis

The effectiveness of dummy flip-flops in power-based techniques is studied by
analyzing the contribution of Trojan 4 to circuit power consumption. Two designs
are generated: (1) design without a dummy flip-flop and (2) design with Pth D
10e�4. These designs and their corresponding Trojan-free ones are implemented
in Synopsys’ Astro and then their Spice netlists are extracted using Synopsys’
StarRCXT [16]. To analyze the contribution of the Trojan on a circuit’s power con-
sumption, Trojan-to-Circuit Charge consumption (TCC) is measured per positive
level of clock cycle. TCC is defined as
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Fig. 4.14 The TCC of Trojan 4 before dSFF insertion and after it with Pth D 10e�04

T CC D

Z T=2

0

IT rojan.t/ dt

Z T=2

0

IC ircui t .t/ dt

(4.10)

where T is the clock period, IT rojan.t/ denotes Trojan current consumption (which
is the difference between Trojan-inserted and Trojan-free circuits), and IC ircui t .t/

denotes Trojan-inserted circuit current consumption.
Figure 4.14 shows TCC before and after dSFF insertion for vectors 38–72. The

results show that the Trojan impact is magnified after dSFF insertion in most cases
when compared with the circuit without dSFF. The results indicate that per clock
Trojan contribution when dSFF is used is on average 2 times more when compared
with the case without dSFF. Moreover, there are a number of cases where TCC
after dSFF insertion is significantly greater than before dSFF insertion, and it helps
detect the Trojan even in the presence of process variations. The impact of the
Trojan can be further magnified using the charge integration method proposed in
[12]. Moreover, it can be concluded that TCA, calculated at the logic level, is a true
representation of TCC, when measured at circuit level. As when there is an increase
in TCC measurement for Trojan 4 from before to after dSFF insertion, TCA of
Trojan 4 increases from before dSFF insertion, as indicated in Table 4.5, to after
dSFF insertion, shown in Table 4.7.
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Fig. 4.15 A sequential Trojan circuit

4.4.8 Sequential Trojan Analysis

Trojans can be sequential and use memory elements, such as flip-flops or latches,
to implement a finite state machine. It is expected that sequential Trojans have
considerable impact on circuit power consumption. A memory element consists of
several gates, such as AND and INV, which can incur extra capacitance load on the
clock tree.

An adversary can eliminate Trojan impact on the clock tree by supplying Trojan
clock input through a Trojan cone. Figure 4.15 presents a sequential Trojan without
payload which consists of one scan flip-flop whose TE, scan-in (SI), and data (D)
input signals are all stuck at “1” to merely analyze clock input (CLK) contribution.
The CLK input is supplied by a Trojan cone as depicted in the figure, and the Trojan
cone inputs are the same as inputs of Trojan 2 in Fig. 4.11.

The sequential Trojan is inserted before dSFF insertion and after dSFF insertion
with Pth D 10e�04. Figure 4.16 show TCC measurements for vectors 38–68. The
results show that dSFF insertion can significantly increase Trojan contribution to the
circuit power consumption. Comparing the TCC of a sequential Trojan in Fig. 4.16
and that of Trojan 4 in Fig. 4.14 indicates that sequential Trojans have greater impact
on circuit power consumption compared to the combinational Trojans, even though
sequential Trojans may include fewer gates.

4.5 Summary

The topology of a circuit and the number of primary inputs and flip-flops determine
the switching activity of the circuit. Transitions can be modeled using GD, and
the average number of clock cycles required to generate a transition is estimated.
Furthermore, it is shown that inserting dummy scan flip-flop can reduce the
time needed to generate a transition. This realization develops a dummy flip-flop
insertion procedure aimed at augmenting net transition probabilities in a circuit, and
increasing the activity of hardware Trojans in Integrated Circuits. The simulation
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Fig. 4.16 The TCC of sequential Trojan before dSFF insertion and after it with Pth D 10e�04

results for s38417 benchmark demonstrate that it is possible to significantly increase
switching activity in Trojan circuits. Smaller Trojans may be fully activated and
cause functional failures, and larger Trojans contribute more to side-channel signals
and are detected as an abnormality.
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Chapter 5
Design for Hardware Trust: Layout-Aware Scan
Cell Reordering

Side-channel signal analysis techniques based on transient power have proven
highly effective in extracting information about the internal operations of a circuit
[1, 2]. In power-based side-channel signal analysis, it is possible to extract a Trojan
signal by monitoring power pads/ports, even in the presence of various types
of noise including measurement noise, ambient noise, and other random signal
variations that manifest during the circuit operation [5].

To avoid easy detection, an adversary may design a Trojan to have little impact on
circuit power. Developing a pattern generation strategy to localize switching activity
and reduce background noise (i.e. circuit power) is an extremely challenging task.
Using regional activation to limit transitions in a target region of a circuit while
keeping the rest of the circuit quiet is an effective way of increasing the Trojan
detection resolution in terms of Trojan-to-circuit switching activity and Trojan-to-
circuit power consumption. Trojan-to-circuit switching activity (TCA) is defined
as the ratio of the number of transitions inside the Trojan circuit to the number
of transitions over the entire circuit. Trojan-to-circuit power consumption (TCP) is
defined as the ratio of Trojan power consumption to circuit power consumption.

This chapter introduces a hardware trust architecture to magnify functional
Trojan activity. As there is a high correlation between the number of transitions in
circuit scan cells and switching activity within the circuit, the proposed architecture
reorders scan cells based on their placement during physical design to reduce
switching activity in the main circuit by limiting it to a specific region. This helps
magnify Trojan contribution to the total circuit transient power by increasing TCA
and TCP. The proposed technique aims to improve the efficiency of power-based
side-channel signal analysis techniques in detecting hardware Trojans.

5.1 Scan Cell Reordering

In general, transitions in a circuit are mainly caused by transitions at primary inputs
and scan flip-flops. In a large circuit, the capability of primary inputs to generate
transition is restricted to first levels of the circuit. However, the scan architecture

M. Tehranipoor et al., Integrated Circuit Authentication: Hardware Trojans
and Counterfeit Detection, DOI 10.1007/978-3-319-00816-5__5,
© Springer International Publishing Switzerland 2014
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Scan-in 1

Scan chain 1

Test Enable (TE)

Scan chain 2

Scan chain 4  Scan chain 3 

Scan-out 1 Scan-in 2 Scan-out 2

Scan-in 4 Scan-out 4 Scan-in 3 Scan-out 3

Fig. 5.1 The layout-aware scan-cell reordering concept

allows easy access to the internal parts of the circuit. Furthermore, there is a high
correlation between the total power consumption of a circuit under test (CUT) and
the total number of transitions in scan cells during scan-based testing [8, 9].

Scan-cell reordering techniques have already been proposed to reduce power
during the scan test [10,11], to enhance delay fault coverage [12,13], or to minimize
scan paths [14, 15]. In [10], using a set of scan cells and a given sequence of
deterministic test vectors, a heuristic provided a scan chain order that minimizes
the occurrence of transitions and hence the peak power during testing. A scan-cell
reordering scheme has been proposed in [11] to reduce net transitions during the
shifting-in and shifting-out of a given test pattern set. Authors in [12] have presented
a restricted scan chain reordering technique to enhance delay fault coverage. The
proposed technique restricts the distance by which a scan flip-flop can be moved to
create the new scan chain order. In [14], an approach has been proposed to reorder
scan chains, based on physical design information, to reduce routing bottleneck
and minimize design constraint violations. The proposed method reorders scan cells
within scan chains so that the total inter-clusters Manhattan distance is minimized.
In this chapter a new scan cell reordering method is proposed for improving
Trojan detection based on power-based signal analysis. In general, scan cells are
scattered across the circuit layout, and many gates are activated at the same time
across the layout during IC authentication. Reordering of scan cells based on
their geometric positions can significantly restrict switching activity to a specific
region.

Figure 5.1 shows the basic concept of the proposed layout-aware scan-cell
reordering. Assume that a design with four scan chains (N D 4) is divided into
four regions. The method forms the scan chains such that the scan cells placed
in each selected region are connected to each other. This is to ensure that the
scan chains have the same length, but that is not a requirement. The technique
enables the magnification of Trojan impact by increasing the Trojan-to-circuit power
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Fig. 5.2 The traditional scan chain organization in s838 benchmark

consumption ratio by maximizing switching in the target region (e.g. the region
containing scan chain 4) while minimizing switching in all the other regions (1, 2,
and 3).

As an example, Fig. 5.2 shows the organization of scan chains in the small
ISCAS’89 s838 benchmark, where 32 scan cells are grouped into four scan chains
using the Synopsys’ Design Compiler [16]. The figure shows that scan chains are
scattered across the layout, and the entire design is subject to dispersed transitions by
using any scan chain. The proposed procedure groups scan cells by their placement
in the layout. Due to the lack of placement information at the front-end phase
during scan chain insertion, it is not possible to group scan cells and arrange them
based on geometric information. Therefore, the layout-aware scan-cell reordering is
performed after placement and before routing.

The reordering procedure obtains scan cells’ placement information and re-
stitches them. Although the basic idea is applicable in any design environment,
here, the procedure is implemented by using the Synopsys’ Astro [16]. First,
the placement information of scan cells is extracted. Then, existing connections
between scan cells are removed. In the following, a circuit is divided into N regions.
Divided into one or more scan chains inside a region, scan cells are connected
together while connections are optimized to reduce routing congestion. Finally, the
circuit netlist is updated with re-stitched cells to be considered for routing.
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Fig. 5.3 The scan chain organization in s838 benchmark using the layout-aware scan-cell
reordering

Regions are controlled by scan-chains; therefore, the number of scan chains may
determine N . Given the limitation on the number of pins used for testing, when the
number of regions is large, a compression-like architecture including a phase shifter
can be used. The technique has no impact on the pattern generation flow and fault
coverage, and it does not cause area and pin overhead.

Figure 5.3 shows the new organization of scan chains in s838 benchmark after
performing the layout-aware scan-cell reordering. In this example, the scan cells are
grouped into four regions, ND4, as if the circuit layout is divided by 4 based on
the cell locations. The effectiveness of the scan-cell reordering technique in limiting
switching activity in any target region is evaluated for larger ISCAS’89 benchmarks,
s38417 with 1564 flip-flops and 4933 gates, and s35932 with 1728 flip-flops and
3926 gates. Using the layout-aware scan-cell reordering method, scan cells in both
benchmarks are grouped into N D 4 regions with each benchmark consisting of 48
scan chains; that is, each region consists of 12 scan chains. The simulation is run
four times, and each run consists of three pattern sets. Each time, different random
patterns are applied. Each pattern set consists of 41 test vectors in s38417 and 46
test vectors in s35932. Patterns apply random “0”s and “1”s to scan chains covering
the target region at the bottom left corner of the benchmarks’ layouts, while a “0”
is applied to all other scan chains. To increase randomness, the circuit is always
set to the scan mode by keeping the test-enable (TE) signal active. As there is a
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Region 1
s38417: 15.7%, 15.8%, 15.2%, 15%
s35932: 11.6%, 11.4%, 11.9%, 11%

Region 2

Region 4 Region 3

s38417: 7.1%, 7.2%, 7.2%, 7%
s35932: 8.3%, 7.5%, 8.2%, 6.8%

s38417: 67.5%, 67.7%, 69%, 68.3%
s35932: 69.7%, 71%, 69.3%, 73%

s38417: 9.7%, 9.3%, 9.6%, 9.5%
s35932: 10.3%, 9.9%, 10.4%, 9%

Fig. 5.4 The percentage of switching activity in each region of s38417 and s35932 after running
four simulations. The results are shown as (Run1, Run2, Run3, Run4) for each benchmark

high correlation between circuit switching activity and scan flip-flops transitions,
the circuit is subjected to high randomness by controlling the values of scan flip-
flops through scan chains. Other cases, such as using TE signal and the functional
capture clock, can also be applied a in case where the adversary uses the TE signal
to deactivate a Trojan in the authentication mode. The percentage of activity in each
region of benchmarks is reported in Fig. 5.4 as (Run1, Run2, Run3, Run4). The
results clearly indicate that in all four runs, switching activities are mostly limited
to the target region labeled “Region 4” in Fig. 5.4, while the other regions are kept
fairly inactive in both benchmarks. Note that the detailed analysis demonstrates that
the majority of transitions in the non-target regions take place in cells adjacent to
the target region. Similar results are obtained when targeting other regions.

5.2 Trojan Detection and Isolation Flow

With large N , each region consists of a small number of components. A small region
may magnify the impact of Trojan activity on circuit power consumption because
there is less activity in the entire circuit. On the other hand, small regions can
decrease Trojan circuit activity, since some of the inputs may be supplied by regions
not activated. In contrast, large regions can increase the probability of generating
transition inside the Trojan circuit, but the Trojan’s impact can be lessened due to
an increase in switching activity in the main circuit.

A Trojan can be inserted in any dead space in the circuit layout, and Fig. 5.5
shows the proposed Trojan detection and isolation flow. Given the number of scan
chains (No. SCs D M), the entire layout is considered as one region (No. Regs
D 1) and activated by applying random “1”s and “0”s to all scan chains. The power
consumption of DUA is measured and compared with that of the golden model. Any
measurable difference may indicate the existence of a Trojan; if no Trojan is found,
each region can then be divided into smaller regions (the No. Regs must also be
updated) to enhance Trojan detection resolution if the region is covered by several
scan chains (i.e. No. Regs < No. SCs). The smallest region consists of only one scan
chain, and the flow can be continued until the No. Regs is small than the No. SCs.
If no measurable power difference is observed in any region at the end of flow, the
circuit is considered Trojan free.
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No. SCs = M
No. Regs = 1

Activate each region individually,
and perform power measurement

Considerable power difference between the
golden model and DUA in at least one region

Yes

No. Regs < No.SCs

Yes

Divide each region into smaller regions,
and update No.Regs

No

No

Design is Trojan
inserted

Design is Trojan
free

Fig. 5.5 The hardware Trojan detection and isolation flow

A Trojan’s cells can be distributed across the entire circuit layout, and their
inputs may originate from different regions. Authentication of all combinations of
regional activation within circuits with a large N is time consuming. Suppose the

circuit is divided into N regions; then there are
��

N
1

� C � � � C �
N
N

��
combinations

to be considered during authentication. However, in practice, it is not necessary to
examine every combination of regions. The number of gate inputs (i.e. fan-in) is
limited by the used technology library. An adversary may not necessarily be able
to design a gate with high fan-in to reduce its activity since such a gate greatly
impacts the delay characteristics of the circuit and can easily be detected using
delay-based techniques [3, 4]. This fact means that only the required inspection

is of
��

N
1

� C � � � C �
N

Imax

��
combinations where Imax is the largest fan-in in the

technology library.
Assume that a large circuit is divided into ND48 regions and a tester with a clock

frequency of 250 MHz is used. If Imax D 4, at the first step, every region is examined
individually, which needs 48 runs. Then, at the second step, every two regions are
inspected, which requires

�
48
2

�
runs. At the third step, examining every three regions

requires
�

48
3

�
runs, and finally,

�
48
4

�
runs are needed when targeting every four regions

simultaneously. Therefore, a total of 213,052 runs are required (i.e. the maximum
number of runs). Suppose K D 4; 000 test vectors are needed to obtain a measurable
power difference between Trojan-inserted and Trojan-free circuits, 4; 000 � 10�6

250
�

213; 052 D 3:34 s are required for applying these vectors to the IUA considering all
combinations of regions and assuming that in each clock cycle one vector is applied.
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If the TE signal is applied differently, as explained in Sect. 5.4, then the application
time can increase. After each step, the collected data is analyzed to see if a Trojan
is detected. The entire authentication time includes both pattern application time
and data processing. Pattern application time can be calculated as above and data
processing time depends on the Trojan detection technique [5–7].

5.3 Switching Activity Localization Analysis

The power consumption of a small Trojan is expected to be negligible compared
to IUA. Hence, to improve Trojan detection resolution, TCA and TCP must be
increased. TCA is a measurement at the logic level to analyze circuit switching
activity, while TCP is a measurement at the transistor level to analyze circuit power
consumption.

5.3.1 Localization Impact on Circuit Switching Activity

The power consumption of a CMOS circuit is proportional to its switching activity
[9]. The relative impact of a Trojan cell on the overall circuit transient current
depends on the number of switching cells. Assuming that the probabilities of having
“1” and “0” on Net i are Pi 1 and Pi 0, respectively, the transition probability of
Net i would be Pi D Pi 1 � Pi 0. A transition on Net i , as a random variable Ti ,
can be modeled using the geometric distribution with parameter Pi . The geometric
distribution is a discrete distribution for n D 0; 1; � � � , having the probability
function Pi .n/ D Pi � .1 � Pi /

n [17]. The probability function states that after
n clock cycles, there would be a transition on Net i in the .n C 1/th clock cycle.
Based on the geometric distribution, there would be, on average, one transition on
Net i in each .P �1

i � 1/ clock cycles.
Considering that a circuit consists of N nets, there are T1; � � � ; TN random

variables. There is one transition in the circuit when there is at least one net that
switches. The time between every two consecutive transitions in the circuit is close
to the net, which has the minimum T . Simulation results in Sect. 5.1 show that
transitions can significantly be limited to a particular region. This indicates that
nets in different regions can be considered independent. Therefore, in this analysis,
it is assumed that the nets’ transitions are independent geometric distribution
variables with possibly different parameters Pi , and a transition in the circuit can be
stated as

TDesign D MIN Ti where 1 � i � N (5.1)
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TDesign has geometric distribution with parameter PDesign given by

PDesign D 1 �
NY

iD1

.1 � Pi / (5.2)

It is assumed that nets inside regions are also independent. The correlation
is a complex problem and central to any circuit analysis based on a statistical
representation of signals, and it can usually be taken care of by using heuristics.

As an example, consider a circuit with 4 nets: Net 1 with the parameter P1 D
1
5
, Net 2 with P2 D 1

4
, Net 3 with P3 D 2

3
, and Net 4 with P4 D 1

6
. Hence,

PDesign D 5
6
, and there is one transition in the circuit after each .. 5

6
/�1 � 1/ D 0:2

clock cycle on average. Therefore, it is expected that in each clock cycle, the circuit
experiences 1

0:2
transitions, which is called transition density. Transition density is

defined as the number of transitions occurring in a target region during each clock
cycle.

To evaluate the impact of transition density on Trojan contribution to circuit
power consumption, suppose the circuit is divided into two regions, such that there
are two nets in each region: Net 1 and Net 2 are in region R1, and Net 3 and Net 4

in region R2. Further, only one region is active at a time; the other one is kept idle. In
this way, the probability parameter of region R1 (PR1) is 1�..1� 1

5
/�.1� 1

4
// D 2

5
.

Therefore, on average, every .. 2
5
/�1 � 1/ D 1:5 clock cycles, there is one transition

in the region R1. The transition density of region R1 is 1
1:5

, Which, in comparison
with transition density on the entire design, 1

0:2
, is about 7.5 times less. This means

that if a Trojan is in region R1, one transition inside the Trojan is manifested among
about 7.5 times fewer transitions compared to when the entire circuit is activated.
Therefore, Trojan impact can be significantly magnified if just the region R1 is
activated instead of the entire circuit. In the same manner, for the region R2 the
probability parameter of region R2 (PR2) is 13

18
, and in each 0.38 clock cycle there is

one transition in the region R2. The transition density of region R2 is 1
0:38

, which is
about 2 times less than activating the entire circuit. Therefore, if a Trojan is inserted
into region R2, its impact can be further manificed by activating just R2 than by
activating the entire circuit.

In summary, localizing switching activity to a specific region would increase
Trojan impact, which in turn increases the sensitivity of current/charge-based
detection techniques.

5.3.2 Localization Impact on Trojan Power Consumption

In a Trojan-inserted circuit, additional power consumption is expected, relative to
the original circuit. To detect Trojans using power-analysis-based methods, Trojan
power consumption must be a measurable portion of the circuit power consumption,
even in the presence of variations and measurement noise.
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Assume that a circuit consists of M components and K power ports. Each
component of circuit impacts the power ports in proportion to their distance from
them, i.e., the closer the component is to a power port, the more impact it will have
on the power port [18]. Therefore, the power measured from the power port k (PP k)
can be stated as

PPP k�t rojan�f ree D
MX
1

diPcomp#i (5.3)

where di denotes the distance of component i from PP k, and Pcomp#i is the amount
of power consumed by the i th component.

Any extra cell belonging to a Trojan impacts the power at the port k and increases
PPP k . When the entire circuit is activated, the ratio of Trojan-to-circuit power
consumption (T CP ) at power port k (PP k) is

T CPPP k D dtrojanPtrojanPM
1 diPcomp#i C dtrojanPtrojan

(5.4)

T CPPP k would be negligible when either a Trojan is far from PP k or when
many components are active at the same time. Therefore, it is expected that T CP is
increased by activating only a small part of the circuit. If a circuit is divided into N

regions, the Trojan-to-circuit power consumption at PP k will change to

T CPPP k D dtrojanPtrojanPN
1 dregion#nPregion#n C dtrojanPtrojan

(5.5)

where dregion#n is the average distance of region n from PP k, dregion#n being a
function of the distance of components located in region n, and Pregion#n is the
amount of power consumed by the nth region. Here, the assumption is that there is
no information available about Trojan power consumption since the size and type
of Trojans are unknown. Generating transitions in a target region and keeping other
regions idle can increase Trojan-to-circuit power consumption ratio since it reduces
the amount of circuit power consumption. In other words, since only a few out
of N regions are active during power-based analysis, T CPPP k would significantly
increase.

A Trojan comparator with 18 inputs is distributed across Regions 2 and 3 of the
layout of s38417 used in Sect. 5.1. Two Trojan-inserted circuits are generated to
evaluate the effectiveness of switching localization on Trojan detection resolution
and to compare with the traditional pattern application: (1) Circuit A without
reordered scan-cells and (2) Circuit B with reordered scan-cells. In the original
circuit, Circuit A, all scan chains are fed randomly at the same time. However, for
Circuit B, Region 3 is only activated by applying random patterns to the scan chains
covering the region. In each circuit, four power ports are placed at the four corners
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of the circuit layout. For each circuit, circuit power consumption is measured as
the superposition of current drawn from the power ports. The results show that the
average and maximum TCPs for Circuit A are 0.0025 per vector/clock and 0.21 over
the simulation time, while for Circuit B the values are 0.0079 and 0.76, respectively.
Therefore, switching localization magnifies the average and peak TCPs for s38417
by 3.1X and 3.6X, respectively.

Circuit switching activity would be reduced by applying random “1”s and “0”s
to one or more number of scan chains before scan cell reordering. However, the
proposed scan cell reordering technique ensures Trojan activation. It is expected
that Trojan inputs are supplied by gates located close to Trojan gates unless
long wiring from one corner of circuit to another considerably impacts circuit
delay characteristics. Therefore, the scan cell reordering technique ensures Trojan
activation and localization, The results in Sect. 5.4 support this contention.

5.3.3 Localization Impact on Process Variations

Process variations have raised serious concerns in nanometer regime. Parameters
such as device geometry, dopant density, threshold voltage, channel length, and
oxide thickness determine circuit delay characteristics and power profile. To study
the impact of localization on the contribution of process variations into circuit
power consumption and to compare with Trojan contribution, s838 benchmark
is divided into four regions, as shown in Fig. 5.3, and a 3-bit counter Trojan is
inserted in Region 2. The 180nm process technology parameters are used for Hspice
simulations. Monte Carlo (MC) simulation is used to evaluate the impact of process
variations modeled with Gaussian distribution in transistor gate length (L) and
threshold voltage VTH on the circuit’s average power consumption.

To account for inter-die and intra-die process variations in MC simulation, quad-
tree based process variations modeling [19] is integrated with MC simulation.
Considering both inter-die and intra-die variations for a process parameter P , the
value of P can be described as

P D Pnom C �Pinter C �Pintra.xi ; yi /

D Pnom C �Pinter C �Pspatial .xi ; yi / C �Prandom;i : (5.6)

Pnom represents the mean of P across all possible dies. All devices on a die
share one variable �Pinter for inter-die component variations, which represents
the variations of all the gates of a particular die from Pnom. �Pintra.xi ; yi /

represents intra-die variations and consists of (1) a spatially correlated component
�Pspatial .xi ; yi /, which is a function of the location of gate i on the die, i.e. (xi ,
yi ), and (2) an independent or so-called random component �Prandom;i . which has
no correlation with other devices and is represented as a separate random variable
for each device [20].



5.3 Switching Activity Localization Analysis 79

Table 5.1 The standard
deviation of VTH in 180 nm
CMOS technology with 1.8 V
as supply voltage

�VTH .mV /

NMOS 3:635=
p

M � Weff � Leff

PMOS 4:432=
p

M � Weff � Leff

To incorporate spatial correlation with MC simulation, the layout of the die is
divided into 4 regions using a 3-level quad-tree partitioning. 3�total D 10 % as
total variations on transistor gate length (L) is applied by assigning 3�inter D
4:5 % as inter-die variations (�Pinter ), 3�spatial D 5:1 % as spatial correlation
(�Pspatial .xi ; yi /), and 3�random D 7:2 % as random variations (�Prandom;i ),
while �2

total D �2
inter C �2

spatial C �2
random to comply with the jointly normal

distribution of normal and independent inter-die, spatial, and random variations.
Due to some limitations in the definition of the processing technology library in
Hspice, the value VTH , given by the manufacturer, cannot be modified. Hence, to
model the impact of VTH variations in an MOS, a DC voltage source is placed in
series with the gate terminal of the device, which has Gaussian distribution with
zero mean value and standard deviation, as presented in Table 5.1 for NMOS and
PMOS transistors. In Table 5.1, Weff and Leff show the values of channel width
and length, respectively, and M is the number of parallel devices.

The relation between switching activity localization and the contributions of
process variations and Trojans into the circuit’s average power consumption are
analyzed. Three activation cases are examined: Case1 where all scan chains are
fed with random “0” and “1” values; Case2 where Region 2 and Region 3 are
activated; Case3 where only Region 2, in which the 3-bit counter Trojan is inserted,
is activated.

The results for Case1 are presented in Fig. 5.6a for 50 MC simulation runs.
Figure 5.6a shows the percentage of process variations and Trojan contribution into
the design’s average power consumption. The results for Case1 showed that the
contributions of process variations and the Trojan are 4.10 % and 8.45 % on average,
respectively. Figure 5.6b presents the results for Case2. The contributions of both
process variations and the Trojan are increased to 5.49 % and 11.95 % by limiting
switching activity to Regions 2 and 3. The contribution of the Trojan is increased
because of increasing TCP, as discussed in Sect. 5.3.2, by reducing circuit switching
activity. The contribution of process variations is also increased due to the spatial
correlation of gates located in a region. As the process parameters of gates in a
region mostly vary in the same direction due to spatial correlation, it is expected
that the impact of process variations became magnified by localization, compared
with global activation where process parameters vary in different directions across
the layout and might relatively neutralize each other. With comparing Case1 and
Case2, the difference between the percentage of the contributions of Trojan and
process variations is increased from 4.36 % in Case1 to 6.46 % in Case2. It is
expected that by limiting switching activity to Region 2, the contributions of both
process variations and the Trojan increased, while their difference was further
magnified. Figure 5.6c shows the contributions of process variations and the Trojan
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Fig. 5.6 The contribution of Trojan and process variations into the average power consumption of
s838 divided into 4 regions. (a) Case1 where all regions are active. (b) Case2 where Regions 2 and
3 are active. (c) Case3 where only Region 2 is active
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for Case3. The results show the contribution of process variations and the Trojan
increased to 6.53 % and 14.44 %, respectively. Meanwhile, the difference between
the contributions of the Trojan and process variations increases to 7.91 %, as
expected.

In conclusion, limiting switching activity to a specific region increases the impact
of both process variations and Trojans. However, the contribution of Trojan is much
higher than that of process variations. Therefore, localization can disclose Trojan
impact far beyond process-variations impact.

5.4 Simulation Results

Four same layouts of each s38417 and s35932 benchmarks with a different number
of regions are generated (i.e. N D 4, 9, 16, and 24.) Four combinational comparator
Trojan circuits with 4 (consisting of 4 gates), 6 (consisting of 7 gates), 12 (consisting
of 15 gates), 18 (consisting of 23 gates) inputs, named T1, T2, T3, and T4, shown
in Fig. 5.7, are designed and inserted into both benchmarks. Furthermore, two
sequential Trojans, named T5 and T6, with merely one scan flip-flop, are designed
and inserted only into s38417. The clock input of T5 is supplied through a Trojan
cone with 4 inputs. The same Trojan cone is used as the data input of T6. For T5, the
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Fig. 5.7 The examined combinational Trojan circuits
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Table 5.2 Trojan inputs
characteristics s38417 s35932

Input P 0 P1 P 0 P1

In1 0.56 0.44 0.5 0.5
In2 0.34 0.66 0.5 0.5
In3 0.5 0.5 0.5 0.5
In4 0.5 0.5 0.75 0.25
In5 0.5 0.5 0.5 0.5
In6 0.5 0.5 0.5 0.5
In7 0.5 0.5 0.5 0.5
In8 0.5 0.5 0.75 0.25
In9 0.5 0.5 0.72 0.28
In10 0.5 0.5 0.5 0.5
In11 0.53 0.47 0.25 0.75
In12 0.12 0.88 0.5 0.5
In13 0.5 0.5 0.75 0.25
In14 0.5 0.5 0.5 0.5
In15 0.56 0.43 0.5 0.5
In16 0.42 0.58 0.72 0.28
In17 0.5 0.5 0.5 0.5
In18 0.5 0.5 0.75 0.25
In19 0.9999 10e�4 X X
In20 0.9999 10e�4 X X
In21 0.9999 10e�4 X X
In22 0.9999 10e�4 X X

Table 5.3 Trojans activation probability

Trojan S38417 S35932

T1 0.0673 0.030
T2 0.0478 0.0077
T3 6.09e�4 4.39e�05
T4 1.2e�5 9.61e�08
T5:Seq. Trojan 1 Clock activation probability: 9.9e�05 X
T6:Seq. Trojan 2 Data activation probability: 9.9e�05 X

data input of a flip-flop is supplied by a net with the transition probability of 0.25,
while the clock of T6 is connected to the circuit’s clock. For all Trojans, outputs
are left unconnected. Table 5.2 shows the probabilities of “0” (P 0) and “1” (P1)
as these Trojans’ inputs in both benchmarks. In addition, Table 5.3 indicates the
Trojans’ activation probabilities.

The original circuits are synthesized using the Synopsys’ Design Compiler
with a 180nm nanometer technology GSCLib_3.0 library, and physical design is
performed by using Synopsys’s Astro [16]. The scan-cell reordering procedure is
applied with different N s. After obtaining the DEF file of each new circuit, the
circuit is updated by inserting Trojan cells into the circuit’s unused spaces and
making the required connections. Verilog code corresponding to each circuit is
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a b

Fig. 5.8 The impact of localized activation on the Average and Peak TCA for s38417

extracted and used for simulation at the logic level [16]. Synopsys’ Verilog compiler
(VCS) is used to analyze the switching activities of the Trojans and the circuits.
Furthermore, the Hspice model of Trojan-inserted circuits is extracted by Synopsys’
StarRCXT [16]. Synopsys’ NanoSim is used to perform simulation at the circuit
level [16]. Four power ports are placed at the four corners of every circuit during the
power distribution network synthesis phase, and circuit power consumption is the
superposition of current drawn from the power ports.

The term “local activation” refers to the use of random patterns in a target region
using reordered scan cells and the term “global activation” refers to the application
of random patterns to the circuit in a traditional manner (i.e. activating all scan
chains without reordering scan cells). For each design, simulation is run for K D
100 random vectors. A larger number of vectors may be needed for larger circuits.

A Trojan’s impact is evaluated by TCA and TCP. Figure 5.8 shows the impact of
localization with different N s on Trojans activity in s38417 benchmark. “Average
TCA” is defined as the ratio of the total number of transitions inside the Trojan to
that of the circuit over the entire simulation time. In Fig. 5.8a, “Normalized Average
TCA” is the ratio of the average TCA of local activation with specific N to the
Average TCA of global activation. Figure 5.8a shows that the Normalized Average
TCA for s38417 increases by localizing switching activity to smaller regions (i.e.
larger N ) by up to 30�. Local activation significantly reduces circuit activity (i.e.
background noise) and magnifies Trojan contribution. The results indicate that the
Average TCA of global activation is less than local activation for all values of N ,
even though the larger number of transitions is observed inside the Trojan circuits.
For example, the Normalized Average TCA of T4 increases by about 20� with
N D 24 compared with the global activation in Fig. 5.8a.

“Peak TCA” indicates the maximum value of TCA calculated per clock cycle.
“Normalized peak TCA” is the ratio of the Peak TCA of local activation with specific
N to the Peak TCA of global activation in Fig. 5.8b. The Normalized Peak TCA
points out cases where Trojan impact exceeds the impact of process variations,
and the Trojan can be detected more easily. The results show that even for small
Trojans, Normalized Peak TCA increases significantly, which might help effectively
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a b

Fig. 5.9 The impact of localized activation on the Average and Peak TCA for s35932

detect them in the presence of process variations. For instance, the Normalized
Peak TCA of T4 in local activation with N D 24 is about 13� more than that
of global activation in Fig. 5.8b. Normalized Average TCA decreased from N D 9

to N D 16 in T3 and T4, which is attributed to the Trojans’ implementation. The
Trojans are distributed among several regions, and there are fewer Trojan gates in
the target regions. Therefore, the Trojans’ activities decreases while the circuits’
activity increases with N D 16 compared with N D 9.

Similar analyses are performed for s35932 benchmark, and results are presents in
Fig. 5.9. Figure 5.9a shows that the Normalized Average TCA for s35932 increases
with a reduced size of regions (i.e. larger N ), and local activation magnifies Trojans
activity by about 6� when N D 24. The results for the Normalized Peak TCA
of s35932 appeared in Fig. 5.9b also shows that Trojan impact can be considerably
magnified by local activation. Comparing results for s38417 and s35932 in Figs. 5.8
and 5.9 shows that Trojans in s38417 are more magnified. There are two reasons:
(1) Trojans’ activation probabilities in s38417 are larger than in s35932 as Table 5.3
illustrates, and (2) circuit activity in s35932 is much higher than in s38417.
However, the results still indicated that local activation can considerably magnify
Trojan impact, even when the probability of Trojan activation is very low and circuit
switching activity is significantly higher.

Figure 5.10 shows TCA per vector in T4 for N D 1 (global), 9, and 24. The
results for N D 9 and 24 are normalized with respect to N D 1. The figure
emphasizes that the impact of the Trojan on circuit power consumption depends
on both Trojan activity and circuit activity. The greater number of transitions in
the Trojan does not necessarily make detection easier, as circuit activity may mask
Trojan contribution. The results show that most often, in the entire simulation, the
TCA of global activation, where N D 1, is nearly zero. By contrast, for N D 9 and
24, the Trojan contribution is significantly magnified up to 168�. The same analysis
is performed for N D 4 and 16, and similar results are obtained. Therefore, it is
possible to more effectively detect Trojans with local activation when power-based
Trojan detection techniques [5–7] are used.

Figure 5.11 shows the contribution (the difference between Trojan-inserted and
Trojan-free circuits) of T4 when N D 24 on circuit current consumption during
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Fig. 5.10 TCA per vector for T4 with N D 1 (global), 9, and 24

Fig. 5.11 The current consumption of T4 when N D 24

the application of vectors 67–74, and Table 5.4 presents the detailed analysis of
circuit activity at this interval in local and global activation. For example, in local
activation, vector 67 generated one transition in the Trojan (shown as TA) while the
number of transitions in the circuit (shown as CA) is 115; therefore, the TCA of local
activation would be 0.0087. The same analysis is performed for global activation,
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Table 5.4 T4-inserted circuit activity analysis

Vector index 67 68 69 70 71 72 73 74

Local TA 1 4 6 1 2 6 8 6
CA 115 139 135 107 141 105 133 139
TCA 0.0087 0.028 0.045 0.0093 0.014 0.057 0.060 0.043
Tj. Avg. Curr. Cons. (�A) 7 4.4 6.2 0.8 2.4 6.2 7.8 4.2
Cir. Avg. Curr. Cons. (�A) 1,060 1,080 1,100 1,060 1,100 1,120 1,100 1,120
Current Ratio (Tj./Cir.) 0.0066 0.0040 0.0056 7e�04 0.0021 0.0055 0.0070 0.0037

Global TA 12 8 5 10 10 6 4 4
CA 2,051 1,998 1,889 1,763 1,667 1,804 1,788 1,773
TCA 0.0058 0.0040 0.0026 0.0056 0.0059 0.0033 0.0022 0.0022
Tj. Avg. Curr. Cons. (�A) 16.6 94 82 7 5.2 26 7.8 8.8
Cir. Avg. Curr. Cons. (�A) 4,660 4,760 4,800 4,620 4,740 5,200 4,540 4,860
Current Ratio (Tj./Cir.) 0.0035 0.0019 0.0017 0.0015 0.0010 0.0050 0.0017 0.0018

TCA(Local)/TCA(Global) 1.5 7 17 1.6 2.3 17 27 19

and results show 12 transitions in the Trojan while 2051 transitions are generated
inthe circuit, hence, the TCA of global activation would be 0.0058. Comparing
both TCAs indicates that global activation masks the Trojan’s contribution to total
switching because of high switching activity as background noise. The TCA of local
activation is 1:6� higher than the TCA of global activation, even though it generates
12 times fewer transitions in the Trojan. Similar results are obtained for other vectors
(68–74) as well. The final row in Table 5.4 shows T CA.local/

T CA.global/
where in all cases,

TCA(local) is considerably larger than TCA(global); up to 27� for vector 73.
The impact of the Trojan on circuit power consumption can be seen in Fig. 5.11.

For example, vector 73 has significant impact on the current trace at time 735nsec
compared to the other vectors, and Table 5.4 shows that the TCA (and accordingly
T CA.local/

T CA.global/
) of vector 73 is larger than the other vectors. Hspice simulation results

show that the average current consumption of the Trojan (Tj. Avg. Curr. Cons.) for
vector 73 is 7:8 �A, which is larger than the other vectors. To compare the impact
of the Trojan in local and global activations on circuit power consumption, in rows
7 and 13, Trojan power (current) consumption is normalized by the circuit’s average
current consumption (Cir. Avg. Curr. Cons.) per vector. The normalized values also
show the larger impact of the Trojan on circuit power consumption during local
activation.

The contributions of sequential Trojans are analyzed by measuring TCA and the
average TCPs per positive level of clock cycles. s38417 is divided into four regions,
and T5 is inserted into one of regions. TCA measurements show that the average
and peak values for local activation are 2:7� and 4:7� larger than those for global
activation. Figure 5.12 shows the TCP measurement per vector. The figure shows
that TCP for local activation is above TCP for global activation for most vectors.
The results show that the Average and Peak TCPs for local activation are 1:3� and
2:4� larger than those for global activation. A similar analysis is performed for T6
and the results show that the Average and Peak TCPs for local activation are 1:3�
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Fig. 5.12 TCP measurement of T5

Fig. 5.13 The Average TCP per region

and 3:8� larger than those for global activation. Comparing the results for T5 and T6
shows that the Average TCP was the same for both Trojans. However, T6, connected
to clock tree, has greater impact on circuit power consumption and increases Peak
TCP.

Local activation can also determine a Trojan’s location. In s38417’s layout with
24 regions, the Trojan cells of T4 are distributed in regions 14 and 11. All regions are
separately activated by applying three different random patterns. For each region,
the TCPs per each positive level of clock cycles are measured. Figure 5.13 presents
the measurement for the second pattern corresponding to each region. The results
clearly show that regions 14 and 11 have the highest average TCP among all regions,
which is an indication of Trojan existence in those regions. A more detailed analysis
of regions 14 and 11 reveals that the number of transitions inside the Trojan’s
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Fig. 5.14 Localization of T4 with TCP measurement

cells inserted into region 14 is more than 2� that of those inserted into region 11.
Furthermore, Fig. 5.14 presents TCP for Regions 11 and 14 during the second
pattern from 485 to 885nsec. The results indicate that the TCP of region 14 is
significantly higher than that of region 11 for a number of clock cycles. Therefore,
the average TCP of region 14 is larger than that of region 11, as indicated in
Fig. 5.13.

An adversary may design a Trojan circuit to be inactive during authentication
when the TE signal is active. A Trojan may use the TE signal as a trigger input
and start working when the TE signal is inactive, i.e. the circuit is in the functional
mode. To address this issue, the TE signal must be switched on and off frequently.
When the TE signal is on (high), the circuit is in shift (or scan) mode, and one or
more bits are shifted into the scan chain. To see the impact of a new random pattern
in the scan chain, the TE signal is switched back to low. This will allow the pattern
to be applied from scan flip-flops to the circuit under testing, and responses will go
back to the scan chain.

T4 is equipped with the TE signal such that it is fully functional only when the
TE signal is off. That is, T4 functions as a comparator when the TE signal is “0”;
otherwise, it is only subjected to partial activation. In Fig. 5.7 all gates connected
to T4’s inputs are controlled by the TE signal except Tg1, Tg11, Tg12, Tg18,
and Tg19. To evaluate the alternation of the TE signal, four cases are simulated
and the Normalized Average and Peak TCAs are measured for N D 9 and 24.
In the first case, TE1(1)0(1), the TE signal is switched by each clock cycle. In the
second case, TE1(10)0(1), the TE signal is on for ten clock cycles and then switched
off for one clock cycle. In the third case, TE1(30)0(1), the on state of the TE
signal lasts for 30 clock cycles and then switches off for one clock cycle. The final
case was TE1(100)0(0) where the TE signal is kept high for the entire simulation.
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Table 5.5 Test enable signal alteration analysis for T4

Normalized average TCA Normalized peak TCA

9 Regions 24 Regions 9 Regions 24 Regions

TE1(1)0(1) 1:29� 1:57� 1:46� 2:68�
TE1(10)0(1) 2:4� 2:6� 2:31� 2:75�
TE1(30)0(1) 3:59� 4:26� 5:90� 5:68�
TE1(100)0(0) 6:19� 11:90� 5:55� 16:66�

Lengthening the high duration of the TE signal would magnify TCA since the circuit
is subjected to less switching activity. The results, presented in Table 5.5, show that
T4 impact would be exposed by switching the TE signal between on and off. The
results show that the Normalized Average and Peak TCAs considerably increase
(up to 12�) by using larger N and keeping the TE signal high for a greater number
of clock cycles. It should be noted that the Normalized Average and Peak TCAs
are lower compared with results shown in Fig. 5.8. This is attributed to functional
dependency among the vectors when the TE signal switches on and off.

5.5 Summary

A new layout-aware scan-cell reordering method was presented, aiming at limiting
switching activity to a specific region to improve Trojan detection. Two new metrics,
namely Trojan-to-circuit activity (TCA) and Trojan-to-circuit power consumption
(TCP), were introduced to measure the effectiveness of Trojan detection tech-
niques. Switching localization impacts on circuit switching activity, Trojan power
consumption, and process variations were analyzed statistically and by simulation.
The results showed that switching in most of the non-target regions can be reduced
significantly. The impact of the region’s size was evaluated, and the results indicated
that smaller regions can more effectively magnify Trojan activity, compared to
global activation. Meanwhile, this method can be used to localize hardware Trojans.
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Chapter 6
Design for Hardware Trust: Ring Oscillator
Network

In this chapter, a hardware Trojan detection method is presented, which is performed
by combining measurements from an on-chip structure with external dynamic
current measurements [1]. This method monitors power fluctuations and differen-
tiates fluctuations due to hardware Trojans from fluctuations due to measurement
noise and process variations. This method considers Trojan impact on the power
consumption of neighboring cells and the entire IC. A number of ring oscillators
(ROs) acting as power monitors are inserted into a circuit, forming a ring oscillator
network (RON). Each row of the circuit under authentication contains at least one
inverter of an RO in the RON. Thus any malicious inclusions in each row would
be captured by one of these ring oscillators. Off-chip test equipment will measure
the transient current of the IC, which will be combined with the ROs’ cycle counts
to generate a power signature for the entire IC. The signature of the CUT is then
compared against the Trojan-free signatures.

6.1 Analyzing Impact of Power Supply Noise on Ring
Oscillators

Two simple five-stage ring oscillators are shown in Fig. 6.1: the ring oscillator in
Fig. 6.1a consists of inverters and the ring oscillator in Fig. 6.1b is composed of
NAND gates. The second ring oscillator has a higher sensitivity to supply noise
since one of its inputs is connected to the power supply but this ring oscillator
offers larger area overhead. The first ring oscillator is used as a power monitor
since its behavior can easily be described analytically. The frequency of this ring
oscillator is determined by the total delay of all the inverters in the presence of
supply voltage variations and process variations. Assume that each stage in the ring
oscillator provides a delay of td . The delay of the n-stage ring oscillator, then, is
approximately 2 � n � td and the oscillation frequency will be f D 1=.2 � n � td /.
The delay of each inverter is given by

M. Tehranipoor et al., Integrated Circuit Authentication: Hardware Trojans
and Counterfeit Detection, DOI 10.1007/978-3-319-00816-5__6,
© Springer International Publishing Switzerland 2014
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Fig. 6.2 The RLC model of a simple power line in a power distribution network

td D 0:52 � CLVdd

.W=L/k
0

VDSAT .Vdd � Vth � VDSAT =2/
(6.1)

where CL is load capacitance, k
0

represents transconductance, and W=L denotes
the transistor channel width to channel length ratio. VDSAT , Vth, and Vdd represent
saturation voltage, threshold voltage, and power supply voltage, respectively [2].

Power supply noise (also known as voltage drop) increases the delays of logic
gates in an IC. Thus, a change in the supply voltage of any inverter in a ring oscillator
impacts the delay of all associated gates, and therefore impacts the oscillation
frequency.

Concerning today’s tightly designed power supply distribution networks, transi-
tions in one gate can impact the power supply of other gates within close proximity
[3]. Figure 6.2 shows a simple power line model in which VDD line supplies one
row in the standard cell design. The indicated VDD line represents the point where a
via connects the power rail to the upper metal layer in a power distribution network.
Nodes G1, G2, and G3 connect to adjacent cells represented as current sources
in Cell 1, Cell 2, and Cell 3. Here, for the sake of simplicity, the power via is
assumed to have zero impedance and each interconnect is modeled by a resistance,
inductance, and capacitance (RLC) network. The contribution of each current source
to the overall noise is described in (6.2) where V 1, V 2, and V 3 (voltage at nodes
G1, G2, and G3) are the power supply noise spectrum, V i i D Zii � Ii i .i D
1; 2; 3/ (Zii is the impedance of node i and Ii i is the current) is the power noise,
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Fig. 6.3 (a) Power supply variations for Trojan-free and Trojan-inserted circuits; (b) Cycle
difference caused by Trojan gates’ switching

�ij .i; j D 1; 2; 3/ is the voltage division coefficient, and ! is the frequency of the
circuit. As can be seen from the equation, V 1, V 2, and V 3 are related to the power
noise of neighboring gates, demonstrating that a transitioning gate has an effect on
neighboring gates connected to the same VDD line.

V 1 D V 11 C �21.!/ � V 22 C �31.!/ � V 33

V 2 D �12.!/ � V 11 C V 22 C �32.!/ � V 33 (6.2)

V 3 D �13.!/ � V 11 C �23.!/ � V 22 C V 33

Therefore, with the same input patterns, the power supply noise affecting the
Trojan-free IC and Trojan-inserted IC will differ due to the switching gates within
a Trojan. In order to verify the impact of the Trojan on the frequency of the ring
oscillator, a 5-stage ring oscillator (shown in Fig. 6.1a) is implemented in the 90 nm
technology for simulation.

In Fig. 6.3a, the dashed line denotes the dynamic power in the presence of
a Trojan and the solid line denotes the Trojan-free power (assuming VDD D
1:2 V). The two supply voltages only differ during the first 2 ns. These two power
waveforms are applied to the ring oscillator for 400 ns. Figure 6.3b shows the cycle
count difference between the Trojan-free and Trojan-inserted ICs. At time 0, the two
ring oscillators denoting with and without an inserted Trojan have the same period.
However, due to the Trojan-induced power supply noise, the cycle count difference
grows steadily as the measurement duration increases.

A Trojan, composed of 20 combinational gates, is also simulated to demonstrate
its effect on the frequency of a 5-stage ring oscillator at 25ıC. The simulation time
is 10 �s. Figure 6.4a shows the locations of the ring oscillator and the Trojan: the
ring oscillator is placed at the left corner of a standard cell row, while the Trojan
is located at some position between locations 1 and 11. There is one flip-flop (FF)
between every two possible Trojan locations. CCf denotes the cycle count of the
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Fig. 6.4 (a) RO and Trojan’s location; (b) Cycle count difference caused by Trojan gates-induced
voltage drop

ring oscillator in a Trojan-free IC, CCt denotes the cycle count of the ring oscillator
in an IC with a Trojan, and �CCf t D CCf � CCt . Figure 6.4b illustrates the
relationship between �CCf t and the Trojan’s location. As can be seen in the figure,
the Trojan gates’ switching will reduce the ring oscillator’s frequency by an amount
related to the distance between the Trojan and the ring oscillator. The farther the
Trojan is placed from the ring oscillator, the less impact it has on the ring oscillator’s
frequency.

6.2 The Relationship Between RO Frequency and Localized
and Total Dynamic Current

The delay of each inverter in the ring oscillator can also be expressed as td D kg=Ig

where kg is a gate-dependent constant, and Ig is the dynamic current of the inverter
[6]. Based on the Alpha-Power Model mentioned in [7], the dynamic current of a
switching gate is

I D �g � .Vdd � Vth/˛ (6.3)

where ˛ is the velocity saturation index. Thus the frequency of the n-stage ring
oscillator can be expressed as:
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f D �g � .Vdd � Vth/˛

2n � kg

(6.4)

In the presence of a Trojan, the ring oscillator frequency is modeled by (6.5)
rather than (6.4) where the voltage-drop �Vt represents the Trojan’s contribution
to the ring oscillator frequency. As the equation shows, the frequency of the ring
oscillator ft is more sensitive to the voltage-drop �Vt when the stage of the ring
oscillator n is smaller. However, if n is too small, the frequency of the ring oscillator
will be too high to be measured by an on-chip counter. Using (i) an operating
frequency of f=1 GHz, (ii) Vdd D 1:2 V, and (iii) Synopsys 90nm technology in
a Nanosim simulation, a 5-stage RO would be the smallest allowable RO. Thus,
5-stage ring oscillators will be used.

ft D �g � .Vdd � �Vt � Vth/˛

2n � kg

(6.5)

The dynamic current of the entire Trojan-free chip is:

Itotal D
iDNX
iD0

�i � N � �g � .Vdd � Vth/˛ (6.6)

where N is the total number of switching gates in the IC, and �i denotes the gate-
dependent constant of the ith gate. The constant, �i , depends only on the type of
gate specified, not the particular instance of such a gate. The relationship between
the frequency of the n-stage ring oscillator embedded into the chip and the dynamic
current of entire chip will be:

Itotal

f
D

iDNX
iD0

�i � N � 2n � kg (6.7)

For ICs with nt Trojan gates inserted, (6.7) becomes:

Itotal;t

ft

�
iDN CntX

iD0

�i � .N C nt / � 2n � kg.1 C ˛ � �Vt

Vdd � �Vt � Vth

/ (6.8)

when �Vt << Vdd � �Vt � Vth [9]. By comparing (6.8) with (6.5), it can be
concluded that combining ring oscillator frequency measurements with current
measurements will achieve greater sensitivity to Trojans than either measurement
alone.

The above analysis is based on ring oscillators made with standard threshold
voltage (SVT) transistors. However, ring oscillators with high threshold voltage
(HVT) transistors are more sensitive to power supply noise, as shown by the
simulation results in Fig. 6.5, performed using the same technology with a 5-stage
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Fig. 6.5 (a) Power supply
variations for Trojan-free and
Trojan-inserted circuits;
(b) Cycle count difference
increases as threshold voltage
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ring oscillator. The green line in Fig. 6.5a denotes the power supply voltage of
Trojan-free ICs during the 1,000 ns simulation period while the red line represents
the power supply voltage of Trojan-inserted ICs. Figure 6.5b shows that for a
particular ring oscillator, the cycle count difference between Trojan-free ICs and
Trojan-inserted ICs will increase as the threshold voltage of the transistors increases
until a maximum is reached. Once this maximum has been reached, increasing
the threshold adversely affects the cycle-count difference (and thus the sensitivity
to inserted Trojans). The X axis in Fig. 6.5b represents the threshold voltage
coefficient, Vth=Vsth, where Vsth is the SVT of the MOS transistors. In the Synopsys
90nm technology library, the threshold voltage coefficient of the HVT transistors is
1.2. With HVT ring oscillators, (6.8) becomes:

Itotal;t

ft

D
iDN CntX

iD0

�i � .N C nt / � 2n � kg.1 C ˛ � �Vt C Vhth � Vsth

Vdd � �Vt � Vhth

/ (6.9)

where Vhth is the high threshold voltage of the transistors in the ring oscillators.
As seen in (6.9), the relationship between the IC’s dynamic current and the
frequency of a ring oscillator in the circuit will be more sensitive using HVT
transistors. In addition, Trojans with larger (nt ) and more IR-drop (�Vt ) are easier
to detect.
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Some of the parameters in (6.9) will change with process and environmental
variations. Since ICs are tested under the same temperature condition in a production
test environment, only small environmental variations will be considered. All
remaining parameters are susceptible to process variations and statistical analysis
will help to separate the contributions of process variations and Trojans to the
transient power.

6.3 Ring Oscillator Network Structure

As previously discussed, Trojan gates’ switching impacts both the frequency of
nearby ring oscillators and the IC’s dynamic current. Since a Trojan’s effects may be
localized (i.e. tightly distributed), and the impact of a Trojan on a ring oscillator is
dependent upon the distance between them, one ring oscillator may not be sensitive
enough to distinguish the effects of Trojans from process variations throughout the
entire IC. An improved RON, however, can improve sensitivity to Trojan noise.

Figure 6.6 shows a circuit into which the proposed on-chip structure with NRO

n-stage ring oscillators is inserted. These n-stage ring oscillators are each composed
of one NAND gate and n � 1 inverters with one component located in each of the
n rows of the standard cell design. The ring oscillators are more sensitive to the
voltage drop caused by a Trojan if they share the same power strap. Therefore, it is
highly advantageous to ensure complete coverage of the power distribution network
by placing at least one ring oscillator component in each row of the standard cell
(and thus near each power strap). One set of n-stage ring oscillators will be inserted
between two vertical straps. If there are M vertical power straps and R rows in
the design, NRO D .M C 1/dR=ne. However, the number of ring oscillators can
be adjusted according to the required Trojan detection sensitivity and the minimum
sensitivity to Trojan activity.

The on-chip structure also includes a linear feedback shift register (LFSR), one
decoder, one multiplexer, and one counter. The LFSR will supply random functional
patterns for the entire IC during the signature generation and authentication
processes; the same seed must be used for each golden IC and each IC under
authentication. The decoder and the multiplexer are used to select which ring
oscillator is measured. When a ring oscillator is selected, the decoder enables that
particular RO and the multiplexer transmits the output of that RO to the counter.
The counter measures the cycle count of the selected ring oscillator over a specified
duration. The number of stages in a ring oscillator is limited by the operating speed
of the counter, which is determined by the technology node. For example, using
Synopsys 90nm technology, a 16-bit counter can operate at a maximum frequency
of 1GH z according to HSPICE simulation.

Since the ring oscillators are only enabled during the production test and the
authentication phase, their power overhead in the field is negligible. The proposed
architecture has a small area overhead, due mainly to the ring oscillators. For larger
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Fig. 6.6 The proposed on-chip structure with each gate of the ring oscillators placed in a standard
cell row

circuits, assuming there is one vertical power strap for every 20 FFs or 80 gates, the
area overhead of the ring oscillators will be approximately 1=.20 � 4/ D 1:25 %.
The total area overhead will be approximately 2:5% if there is only one vertical
strap for every 10 FFs or 40 gates in the design. For a small circuit, the counter may
play a significant part in the area overhead, but the counter size does not increase
linearly with the size of the circuit. Since LFSRs are commonly used for built-in
self-tests in modern designs, it can be ignored when analyzing the area overhead.
However, even with LFSRs, the area overhead of a RON in large designs is still
quiet small, since the area of the LFSRs does not increase significantly with the size
of the circuit either. Transient current will be measured externally (i.e. with no area
cost). In summary, the area overhead will be less than 3% for a large circuit and
would be slightly larger for a smaller circuit. For instance, the overhead of RONs
with LFSRs is 5.58% for the ISCAS’89 benchmark circuit s38584 (which contains
four vertical power straps), 2.47% for an AES circuit (with six vertical straps), and
1.99% for a DES circuit (with six vertical power straps). The AES and DES circuits
are provided in [10].
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Since the ring oscillators are distributed across the entire IC, it is inherently
difficult for an adversary to remove or tamper with one. If one of the ring oscillators
reports data outside of a certain range or does not report data, it must have been
attacked. In addition, this proposed on-chip structure is resilient to modeling. Some
attackers may build up a lookup table to repeatedly generate the same cycle count
for each ring oscillator, which would attempt to replace the Trojan-effected counter
values with known good values. However, the current consumed by the lookup
tables may be captured by the external current measurement and the power signature
generated by the outlier analysis would also be changed. On the other hand, if the
ROs are replaced with lookup tables embedded in the design, the frequency of the
same ring oscillator at the same location, but on a different chip would stay at the
same value in different ICs. However, unlike the value stored in a lookup table, the
measured frequency of an RO in different ICs should be slightly different due to
different process variations in Trojan-free circuits. If one ring oscillator in all CUTs
has exactly the same frequency, designers will easily know that the IC was tampered
with using embedded lookup tables.

6.4 Measurement Flow and Statistical Analysis

The measurement flow for each IC is shown in Fig. 6.7. To measure the frequency
of NRO ring oscillators, the LSFR patterns with the same seed will be applied NRO

times. The transient current is measured externally. A signature is generated by
recording the cycle count of each ring oscillator and the transient current from
a large number of ICs of the same design. Since the ICs will all be subject to
different process variations, this signature can be statistically more tolerant to
similar variations in chips under authentication. In order to separate the effect of
process variations and Trojans, a data analysis flow is suggested which includes
the following three methods: (i) Simple Outlier Analysis, (ii) Principal Component
Analysis (PCA), and (iii) Advanced Outlier Analysis.

Simple outlier analysis is based on the statistical distribution of the oscillation
cycle count for each ring oscillator in the RON. For each ring oscillator, the
oscillation count is within a certain range for Trojan-free ICs. If the oscillation count
of even one ring oscillator in the IC under authentication is outside of the range,
this IC is considered suspicious and might contain a Trojan. This method uses the
information from individual ring oscillators but not the relationships among ring
oscillators in the network, nor the dynamic current of the entire IC. This method
can often identify a small number of Trojan-inserted ICs but may fail to detect most
Trojan-inserted ICs. If the oscillation cycle count of all ring oscillators in an IC
under authentication is within each Trojan-free IC’s signature, the data collected
from this IC will be processed by PCA and advanced outlier analysis.

The principal component analysis method [4] is used to account for the NRO C 1

variables. With one variable representing one ring oscillator, there are NRO vari-
ables, and the NRO C 1th variable represents the dynamic current. The relationship
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between the data from the NRO ring oscillators and the dynamic current is
considered by PCA when it transforms the NRO C 1 variables into uncorrelated
variables. The NRO C 1 variables are transformed by PCA and the first three of the
resulting components in Trojan-free ICs are used to construct a convex hull [5]. If
the output of the CUT is beyond the convex, a Trojan must exist in the IC under
authentication. However, if the output is inside the convex, an advanced outlier will
be used for further analysis and validation.

An advanced outlier analysis has been developed to identify Trojan-inserted
ICs that cannot be detected by simple outlier analysis and PCA. It considers the
relationships among ROs in the RON and the dynamic current of the entire chip.
The pseudo-code is shown in Fig. 6.8. For each Trojan-free IC, two out of NRO

ring oscillators will be selected along with the dynamic current information to
generate a power signature (shown in Fig. 6.8a). For a particular Trojan-free IC,
the total oscillation cycle count from the RON is CCRON D PNRO

mD1 CCm. Then,
the data from the ROi (CCi ) and ROj (j ¤ i ) (CCj ) are selected to calculate
xi D .CCRON � CCi /=Ci and yj D .CCRON � CCi /=CCj . Finally, (xi , yj , I )
from all the Trojan-free ICs would be used to generate the power signature, PSij .
There will be NRO � .NRO � 1/ unique power signatures in total. The same
process will be applied to the CUT (shown in Fig. 6.8b). If the CUT lies within
the signature, it may be assumed that the circuit is Trojan-free. Otherwise, if one of
the NRO � .NRO � 1/ signatures does not match the Trojan-free signature, it will be
treated as a suspicious part, i.e., Trojan-inserted.



6.5 Simulation Results and FPGA Implementation Analysis 101

Power Signature Generation
01: Collect data from NTF Trojan-free ICs with NRO ring oscillators
02: for (i = 1, i <= NRO, i ++) { //select ithRO
03: for ( j = 1, j <= NRO, j ++ ) ( j = i) { //select jthRO
04: for (k = 1, k <= NTF ,k ++) { //select kth Trojan-free IC

05: xki=(∑
NRO
m=1 CCkm − CCki)/CCki;

06: yk j=(∑
NRO
m=1 CCkm − CCki)/CCk j;

07: plot(xki, yk j, IK );
08: }
09: The power signature, PSi j , is created from all NTF ICs.
10: } //xki is named as the first vector
11: } //yk j is named as the second vector
Note: CCkm, CCki, CCk j: Oscillation cycle count of ROm, ROi , ROj in kth IC

Ik: The dynamic current of kth IC

Authentication
For each IC under authentication:

01: Collect data from NRO ring oscillators (CCRON = ∑
NRO
i=1 CCi)

02: for (i = 1, i <= NRO, i ++) {
03: for ( j = 1, j <= NRO, j ++ ) ( j = i) {
04: x = (CCRON − CCi)/CCi ;
05: y = (CCRON − CCi)/CCj ;
06: plot(x,y,I);
07: if ((x,y) is outside of the power signature PSi j

08: {The IC is Trojan-inserted; Break; }
09: else go on;
10: }
11: }
Note: CCi , CCj : Oscillation cycle count of ROi , ROj

I: Dynamic current of the under test IC

a

b

Fig. 6.8 Advanced outlier analysis procedure

6.5 Simulation Results and FPGA Implementation Analysis

The proposed approach is implemented on a small s9234 benchmark using Synop-
sys 90nm technology and a larger circuit, the AES benchmark, on Xilinx Spartan-6
FPGAs (45nm technology). For IC simulation, the s9234 benchmark was designed
with two vertical power straps and 35 rows, with NRO D 15 ring oscillators
constituting the on-chip structure. Twenty Trojans (T1 to T20) with different sizes,
gates types, and physical distributions were inserted into s9234. Table 6.1 shows
these twenty Trojans where FF represents a flip-flop, Cen: indicates that the Trojan
is centrally located, and Dis: indicates that the Trojan is physically distributed
(shown in Fig. 6.9). Ten combinational Trojans (T1–T10) tap internal signals working
as comparators, and the sequential Trojans (T11–T20) act as shift registers. None of
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Table 6.1 Twenty Trojans inserted in s9234 circuit

Combinational Trojans

T1 T2 T3 T4 T5 T6 T7 T8 T9 T10

Sizes 2 gates 3 gates 4 gates 5 gates 7 gates 8 gates 10 gates 12 gates 16 gates 20 gates
Area overhead (%) 0.09 0.16 0.2 0.25 0.37 0.43 0.5 0.66 0.82 0.92
Distribution Cen. Cen. Dis. Dis. Cen. Dis. Dis. Cen. Dis. Dis.

Sequential Trojans

T11 T12 T13 T14 T15 T16 T17 T18 T19 T20

Sizes 2 FFs 3 FFs 4 FFs 5 FFs 6 FFs 7 FFs 8 FFs 10 FFs 12 FFs 16 FFs
Area overhead (%) 0.41 0.62 0.81 0.98 1.18 1.4 1.61 1.83 2 2.21
Distribution Cen. Cen. Dis. Dis. Cen. Dis. Dis. Dis. Dis. Dis.
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Fig. 6.9 s9234 with 15 ROs and 20 Trojans. One Trojan at a time is inserted into the circuit

these Trojans were detected by a test suite made up of 80,000 random functional
patterns and 206 structural patterns (created by ATPG tools) for detecting stuck-at
and transition delay faults. StarRC was used to extract parasitic parameters from
the layout of benchmarks and to generate SPICE files. A Monte Carlo simulation
(performed with Synopsys Nanosim) was used to emulate the effects of process
variations that impact the frequencies of the ring oscillators and the dynamic
current. The simulation temperature was 25ıC with ˙5ıC variations. For hardware
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Table 6.2 The oscillation cycle count of some of the ring oscillators and the circuit dynamic
current in the presence of hardware Trojans without process variations

T1 T3 T6 T10

TF TI �T TF TI �T TF TI �T TF TI �T

Average dynamic
current (�A) 29.8 29.84 0.04 25.56 25.65 0.09 24.94 25.08 0.14 24.94 26.1 1.16

RO (CC)

RO8 2790 2,787 �3 3,396 3,392 �5 3,064 3,054 �10 3,064 3,024 �40
RO7 3,021 3,021 0 3,528 3,528 �2 3,008 3,005 �3 3,008 2,998 �10
RO1 2,952 2,952 0 3,377 3,377 0 2,985 2,984 �1 2,985 2,982 �3
RO15 3,103 3,103 0 3,406 3,406 0 2,803 2,803 0 2,803 2,801 �2

T11 T16 T20

TF TI �T TF TI �T TF TI �T

Average dynamic
current (�A) 27.48 27.6 0.12 23.14 23.77 0.63 26.85 29.05 2.25

RO (CC)

RO8 3,150 3,141 �9 3,120 3,084 �36 3,031 2,972 �59
RO7 3,117 3,117 �0 3,158 3,150 �8 2,925 2,914 �11
RO1 3,042 3,042 0 3,198 3,198 0 2,980 2,977 �3
RO15 3,132 3,132 0 3,210 3,210 0 3,012 3,011 �1

validation, eight Trojans (T21–T28) with different gates and distributions were
inserted into an AES benchmark. Trojan-inserted and Trojan-free versions of the
AES benchmark were both implemented on multiple FPGAs at room temperature;
multiple FPGAs were used to analyze the effects of both inter-die and intra-die
process variations.

6.5.1 Effectiveness Demonstration

Trojan Size and Distribution Analysis: Using a simulation without variations, the
detailed cycle count and dynamic current results of T1–T3, T6, T7, and T12 with four
ring oscillators (RO1, RO7, RO8, and RO15) during a 1,000-clock cycle LFSR test
are shown in Table 6.2. Since the IC’s dynamic current varies with the test pattern
applied, the waveform of the dynamic current is recorded during the simulation.
The average dynamic current in the measurement time window is shown in the table
as well. In Table 6.2, TF indicates that the data in this column was collected from
Trojan-free ICs while TI denotes data from Trojan-inserted ICs. �T represents the
difference between the Trojan-inserted ICs and the Trojan-free ICs. As can be seen
from Table 6.2, the Trojans consume extra power, increase the dynamic current, and
decrease the cycle count of the ring oscillators.

Table 6.2 shows that T1, T3, and T11 have a larger impact on the oscillation
frequency of RO8 than the other ring oscillators. Similarly, for T6, T10, T16 and T20,
there is a larger impact on RO8 and RO7 than on RO1 and RO15. This phenomenon
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is explained by the power supply voltage’s dependence on the voltage division
coefficient which is partially determined by the distance (resistive path) between
two gates; a smaller distance implies a greater Trojan impact on ring oscillators.
The remaining Trojans not shown in Table 6.2 exhibit similar behavior upon ring
oscillators. However, the total dynamic current does not vary with the distributions
of Trojans.

As Table 6.2 shows, in these seven Trojans, the oscillation cycle count difference
�CCf t of RO8 increased with Trojan size from �3 (for T1) to �59 (for T20).
This occurred due to the greater power supply noise imparted from the Trojan with
more gates. The dynamic current difference between a Trojan-free IC and a Trojan-
inserted IC varies from 0.04 to 2.25 �A. Larger Trojans consume more power.
Similar results can be observed for the Trojans not shown in the table. In general,
larger Trojans have a greater impact on the power supply network, and consequently
have a greater impact on the ring oscillators and dynamic current measurements.

Process Variations Analysis: Random process variations, consisting of 3� D
10% voltage threshold (5% inter-die and 5% intra-die), 3� D 3% oxide thickness
(2% inter-die and 1% intra-die), and 3� D 10% channel length (5% inter-die and
5% intra-die) are used in the following simulations to analyze their impact on
the method. 200 Trojan-free ICs and 100 Trojan-inserted ICs for each Trojan are
generated by Monte Carlo simulations. The statistical data analysis flow was used
to process the data collected from these ICs. T10, composed of 20 combinational
gates, is used to show the detailed results of the data analysis flow.

A simple outlier analysis is first applied to distinguish the effects of Trojans
and process variations. Histograms obtained from RO1, RO7, RO8, and RO15 in
Fig. 6.10 show the distribution of oscillation cycle counts in the presence of process
variations with T10. Figure 6.10a displays a histogram of the cycle counts reported
by RO8 with the inserted-Trojan, and Fig. 6.10b shows the same result without (w/o)
the Trojan. The distributions of the two sets of oscillation cycle counts are plotted in
Fig. 6.10c. The remaining figures (Fig. 6.10d–l) show the data distributions collected
from RO7, RO1, and RO15, respectively. There is no significant change in RO7,
RO1, and RO15. However, due to the presence of T10, which is proximal to
RO8, the RO8’s distribution shifts leftward considerably. For RO8, the oscillation
cycle range is 2756–3090 in Trojan-free ICs. 3 ICs out of the 100 ICs under
authentication fell outside of the range, which are identified as containing a
Trojan.

PCA is performed to analyze the data for the remaining 97 ICs. Figure 6.11a
shows the power signature comparison using PCA with NRO ring oscillators and
the dynamic current for Trojan detection. The convex is drawn from the first three
principal components with 200 Trojan-free ICs. The asterisks denote data obtained
from ICs with Trojans that are shown to be separate from the convex hull. Thus,
with the RON architecture and statistical analysis, T10 can be detected with 100%
accuracy. However, with limited statistical analysis, or if the RON is subjected to
the increasingly large variations of nano-scale technologies, smaller Trojans may
not necessarily be detected with such accuracy, which was the case for T1 to T8 and
T11 to T17.
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Fig. 6.10 Oscillation cycle distribution of RON with Monte Carlo simulations when T10 is inserted
in s9234. (a) RO8 with Trojan; (b) RO8 w/o Trojan; (c) Cycle count distribution of RO8; (d) RO7
with Trojan; (e) RO7 w/o Trojan; (f) Cycle count distribution of RO7; (g) RO1 with Trojan; (h) RO1
w/o Trojan; (i) Cycle count distribution of RO1; (j) RO15 with Trojan; (k) RO15 w/o Trojan; (l)
Cycle count distribution of RO15

The advanced outlier analysis shown in Fig. 6.8 is also used to identify Trojan-
inserted ICs. There are a total of 15 � 14 D 210 power signatures generated by
the Trojan-free ICs. Some power signatures could identify more Trojan-inserted
ICs than others. In the following advanced outlier analysis results, only the power
signature that can detect the most Trojan-inserted ICs is shown. Figure 6.11b shows
the advanced outlier analysis results with Trojan T10. The ring oscillator that was
selected as x in Fig. 6.8 is defined as the first vector and y as the second vector. The



106 6 Design for Hardware Trust: Ring Oscillator Network

0.75 0.8 0.85 0.90.70.80.9
0.7

0.8

0.9

1

First ComponentSecond Component

T
hi

rd
 C

om
po

ne
nt

13.95 14.0 14.0513.9014.014.1
22

23

24

25

26

27

28

29

First Vector (RO8)Second Vector (RO1)

D
yn

am
ic

 C
ur

re
nt

 (
uA

) Trojan−inserted ICs
Trojan−free ICs

a b

Fig. 6.11 Power signature for Trojan-free ICs and Trojan-inserted ICs with T10 using (a) PCA and
(b) advanced outlier analysis

Table 6.3 Trojan detection rates with process variations

Combinational Trojans

T1 T2 T3 T4 T5 T6 T7 T8 T9 T10

Trojan detection rate (%) 75 80 86 100 100 100 100 100 100 100

Sequential Trojans

T11 T12 T13 T14 T15 T16 T17 T18 T19 T20

Trojan detection rate (%) 100 100 100 100 100 100 100 100 100 100

blue dots represent Trojan-free ICs and the red asterisks denote Trojan-inserted ICs.
As can be seen in the figure, all of the Trojan-inserted ICs are outside of the Trojan-
free signature. Thus, the detection rate with T10 using advanced outlier analysis is
100%.

Similarly, the remaining 19 Trojans with 200 Trojan-free ICs and 100 Trojan-
inserted ICs are also simulated and the data analysis flow is applied for every Trojan.
The Trojan-inserted ICs with T1, T4, T11, and T20 are selected to present detailed
results using advanced outlier analysis, shown in Fig. 6.12a–d. The detection rates
of Trojans T11 and T20 shown in Fig. 6.12 are 100% with only one signature. For
T4, 98% of the Trojan-inserted ICs are detected using one signature, shown in
Fig. 6.12b. When all 210 power signatures are used, the detection rate for Trojan
T4 is 100%. Complete results for all Trojans using all of the power signatures are
shown in Table 6.3. From Table 6.3 and Fig. 6.12, it can be concluded that for Trojan
T4–T20, the detection rates are all 100%. The power signatures of the Trojan-free ICs
are completely separate from the Trojan-inserted ICs. However, the Trojan-inserted
ICs with T4 are close to the Trojan-free ICs. For the very small Trojans T1–T3, the
detection rates are less than 100% because of their diminished impact on the power
supply lines.
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Fig. 6.12 Signatures with outlier data analysis from IC simulation for Trojan (a) T1, (b) T4,
(c) T11 and (d) T20

6.5.2 Sensitivity Analysis

Ring Oscillator Number Analysis: Trojans T1, T2, and T3 were chosen for ring
oscillator number analysis since their detection rates are less than 100% with
NRO=15 ring oscillators. RONs with NRO=10, 20, and 25 ring oscillators were
implemented with Monte Carlo simulation. The location of the inserted Trojans is
fixed throughout this analysis. For RONs with different quantities of ring oscillators,
the layout is similar to Fig. 6.9. The three columns of ring oscillators were replaced
by 2, 4, and 5 columns of ring oscillators.

Figure 6.13 shows Trojan detection rates using advanced outlier analysis with
a different number of ring oscillators in RON for Trojans T1, T2, and T3. With 10
ring oscillators, the detection rates for T1, T2, and T3 are 40%, 48%, and 53%,
respectively. With 25 ring oscillators, the detection rates increase to 95%, 100%,
and 100%. These results imply that increasing the number of ring oscillators in the
circuit improves detection rates. This is because a Trojan will likely be closer to a
ring oscillator (or perhaps several) with more of them embedded in a design.
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Fig. 6.14 Placing T2 at different location in the s9234 circuit

When the number of ring oscillators in the RON is increased, the power
consumption will remain unchanged while the circuit is under normal operation;
the RON is only on for a short time during testing and remains off during functional
operation. The area overhead would increase slowly with the number of ring
oscillators.

For the simulation, the area overheads are 2.5%, 3.75%, 5.0%, and 6.25% with
10, 15, 20, and 25 ring oscillators in the RON inserted in s9234. However, the
increase in area overhead is small in comparison to the increase in Trojan detection
rates. Thus, the RON structure may be adjusted to meet desired area overhead and
detection resolution values.
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Fig. 6.15 Trojan location analysis with T2

Trojan Location Analysis: In order to verify the impact of a Trojan’s location on
its detection rate, Trojan T2 was placed in twelve locations (shown in Fig. 6.14). For
each location, 200 Trojan-free ICs and 100 Trojan-inserted ICs were generated by a
Monte Carlo simulation. A RON of 15 ROs was embedded into the benchmark. The
detection rates using advanced outlier analysis are shown in Fig. 6.15. As the figure
shows, when Trojan T2 was placed around boundary corners, fewer Trojan-inserted
ICs would be detected than if it was placed centrally. This occurs because the Trojan
is closer to a greater number of ring oscillators when placed towards the center.
However, the Trojan detection rate varies by less than 8% for the twelve locations.
This can likely be alleviated with greater design coverage; placing ring oscillators in
columns adjacent to the outermost edges of the IC will limit the maximum distance
between a Trojan and an RO.

Pattern Analysis: Since different inputs could cause different switching activities
within an IC, the pattern generated by the LFSR during testing can impact Trojan
detection resolution in two ways: (1) Trojan switching activity (and thus the Trojan
contribution to changes in dynamic power) depends on circuit inputs and thus the
pattern selected, and (2) the total switching activity in the circuit may be altered
by the patterns. Increased switching among Trojan gates implies a greater Trojan
contribution to side-channel information. Decreased total switching in the circuit
under authentication implies reduced background noise and a greater chance that
Trojan activity will not be obfuscated. It is crucial to note that Trojan switching
activity does not refer to the event of actually activating a Trojan to launch its
malicious function, but rather refers to any amount of switching in the gates which
comprise the Trojan. For example, for Trojan T3, which is composed of four gates, if
only one gate transitions, there is switching activity in the Trojan, whether or not the
Trojan was completely activated. The LFSR was simulated to verify the impact of
pattern selection on the combined ring oscillator network and the dynamic current
method. Different seeds are used in the LFSR to generate different patterns; 1,000
patterns are generated by one seed.

Figure 6.16 shows the detection rates with four different seeds (S1, S2, S3, and
S4) in the LFSR. The four different seeds were randomly generated by MATLAB.
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Fig. 6.16 Pattern analysis
with Trojans T1, T2, and T3

Trojans T1, T2, and T3 were selected to show the results. All these Trojans were
fixed at locations shown in Fig. 6.9. As seen in Fig. 6.16, the Trojan detection
method gives different detection rates using different random patterns. Generally,
the detection rate will be higher if the Trojan switching activity is greater. However,
the Trojan detection rated does not vary significantly with random patterns. If
special patterns are generated, such as ones that could cause more switching at the
nets that rarely activate in the design, the Trojan detection method would be more
effective.

6.5.3 Experimental Results from Spartan-6 FPGA

Xilinx Spartan-6 FPGA boards (shown in Fig. 6.17a) were used for the hardware
validation of the proposed method and 24 ring oscillators were inserted into an AES
benchmark circuit (shown in Fig. 6.17b). An Atmel Atmega328P microcontroller is
connected to the FPGA to facilitate the collection of ring oscillator cycle count data
from the counter. Transient current waveforms (shown in Fig. 6.18a) are collected
using Digilent Adept software [8]. 28 Trojan-inserted FPGAs and 60 Trojan-free
FPGAs were used to verify the impact of process variations. Several measurements
were done for each ring oscillator in each FPGA in order to eliminate measurement
noise, and the average oscillation count was used to perform data analysis. The Tro-
jans implemented in the following analysis are composed of arbitrary combinational
gates of varied sizes. The malicious function to be carried out by the Trojans will not
be important since this analysis is intended to demonstrate the ability of the method
to detect arbitrarily added yet difficult to detect malicious gates.

Eight different Trojans T21–T28 with different sizes were inserted into the AES
benchmark. As seen in Table 6.4, some Trojans are extremely small and switch
rarely during functional operation. For example, the switching probability of Trojan
T21 is 0.0016%. These Trojans were found at location L3 (shown in Fig. 6.17b).
The area overhead and detection rates of these Trojans are shown in Table 6.4. T26

was used to show the detailed results of the advanced outlier analysis in Fig. 6.18b.
As can be seen from the figure, the Trojan detection rate for T26 is 100%. With all
the Trojan detection rates (shown in Table 6.4), it can be concluded that most of
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Fig. 6.17 (a) Xilinx Spartan-6 FPGA board (45nm technology) and (b) AES layout after place-
ment
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Fig. 6.18 (a) Transient current waveform and (b) Outlier analysis results with Trojan T26 from
FPGA implementation
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Table 6.4 Trojans inserted in FPGAs and their detection rate when NRO D 24

T21 T22 T23 T24 T25 T26 T27 T28

Area overhead (%) 0.0016 0.012 0.025 0.05 0.08 0.1 0.15 0.2
Trojan detection rate (%) 73 86 100 100 100 100 100 100
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Fig. 6.19 Ring oscillator number analysis with Trojans T21, T22, T23 and T24 in FPGAs

Trojans were detected with a 100% detection rate. However, for very small Trojans,
the detection rates were lower.

The impact of the number of ring oscillators on detection rates was analyzed
on Xilinx Spartan-6 FPGAs, in addition to the simulation results presented earlier.
Here, the number of oscillators in the network is varied and Trojans of diverse
sizes are inserted into the circuit. The Trojans are placed in the same location,
and the same LFSR seed is applied to each part of this experiment. RONs,
composed of 8, 16, and 24 ring oscillators, were implemented in the AES benchmark
circuit. Figure 6.17b shows the RON with 24 ring oscillators and RONs with 8
ring oscillators and 16 ring oscillators similarly implemented. With 60 Trojan-
free FPGAs and 28 Trojan-inserted FPGAs, Fig. 6.19 shows detection rates with
different RONs for Trojans T21, T22, T23, and T24. The figure shows that the number
of ring oscillators in the RON plays a considerable role in the effectiveness of the
method. For T23 and T24, a detection rate of 100% is achieved by increasing the size
of the network from 8 to 24 ring oscillators.

Also, a significant improvement is achieved by increasing the number of ROs
from 8 to 16, but a smaller improvement is seen when the number of ROs is
increased from 16 to 24. This suggests that detection resolution is not linear with
the number of ring oscillators in RON.

To analyze the sensitivity of the method to the location of Trojans, T22 was
placed in different locations, from L1 to L5. Figure 6.20 shows results using the
data analysis flow. The detection rate vacillates between 88.3% and 79.3% with
changes in the Trojan’s location. When the Trojan was placed in locations L4 and
L3, the detection rate was relatively higher, since it impacted more ring oscillators.
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Fig. 6.20 Trojan location analysis with Trojans T22 in FPGAs
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Fig. 6.21 Patterns analysis with Trojans T22 in FPGAs

When the Trojan was located in L2, at a corner of the FPGA, the Trojan detection
rate is at its lowest.

To analyze the impact of these patterns, Trojan T22 was located in L3. Six
randomly selected seeds were applied to the LFSR. The ring oscillator cycle counts
and transient current waveforms were collected and analyzed. Figure 6.21 shows the
data analysis results. The figure shows that random patterns do not have a significant
impact on the Trojan detection rate. However, if a designer were to intelligently
select a set of patterns that control background noise and net coverage, additional
improvements in detection resolution are possible.

6.6 ASIC Evaluation

6.6.1 Test Chip Design

In order to analyze the effectiveness of the RON structure, 40 test chips were
designed and fabricated using IBM 90nm technology through MOSIS. All chips



114 6 Design for Hardware Trust: Ring Oscillator Network

Fig. 6.22 Layout for the test chip design

were fabricated on the same wafer. The RON architecture is inserted into the ISCAS
s9234 benchmark, which represents the design to be protected in the test chip.

Figure 6.22 shows the layout of the test chips with the RON structure composed
of Nro D 8 n D 61-stage ROs (ROj , where 1 � j � 8) with one NAND gate
and 60 inverters, each distributed across the chip. It is important to note that the
areas labeled RO1 to RO8 show the broad area in which that RO is confined rather
than the total area occupied by that RO. Ring oscillator stages are placed in each
standard cell row in an intentionally loosely distributed fashion that improves its
coverage of the power distribution network. Therefore, these areas are also occupied
by background circuit and control structure components and the area overhead of the
oscillators is substantially lower than the labeled areas. The approximate locations
of the seven Trojan stages (Ti where 1 � i � 7) are labeled as well. The number
of RO stages was selected so that the maximum observed frequency would not
exceed the 400 MHz operating frequency of the 90 nm counters used in this design.
The distance between the two adjacent RO components is limited to 10 times the
width of the flip-flops. Given this design rule and the area of the chip, 8 ROs
were used.

The feedback polynomial of the LFSR used in the test chip is

X7 C X3 C 1 (6.10)

To conserve area, this design uses an LFSR with only 8-bits to generate patterns
for the 36 input s9234 benchmark. A broadcasting technique is used to assign this
8-bit output to the 36 inputs. An 8-bit decoder and 8-bit multiplexer are used for RO
selection. A 16-bit counter is used to measure the number of oscillations observed
in the test duration, which is controlled by a timer. In this design, the test duration of
500 clock cycles was selected based on the technology node and test area overhead.
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Fig. 6.23 Design of a hardware Trojan stage Ti

Table 6.5 An estimation of
the area occupied by s9234 in
terms of the number of
transistors

Component Quantity Total transistors

D Flip-Flops 211 7,174
Inverters 3,570 7,140
Gates 2,027 8,108
Total 5,808 22,422

6.6.2 Hardware Trojan Design

Each IC contains seven combinational hardware Trojan designs that may be com-
pletely deactivated. Since this design is implemented in 90nm CMOS technology,
the static power dissipation and thus the side-channel contribution is negligible
when the Trojans are deactivated. By using a single-IC multiple-Trojan design we
are able to not only carry out a more extensive set of Trojan impact tests, but we
are also able to isolate the effect of process variations from the effect of inserted
Trojans on RO characteristic frequencies. Further, since the static power is present
in the Trojan-free case, it is neglected and the detection results provide a lower-
bound.

The gate-level implementation of a Trojan stage is shown in Fig. 6.23 where
t roout Œi � is the output of the i th Trojan stage, t roout Œi � 1� is the output of the
previous Trojan stage, and t roenŒi � is the enable signal for the i th stage which also
asserts all prior enable signals when enabled.

Trojan Ti contains i stages consisting of i � .4AND C1IN V / gates where each
stage i � 1 is also enabled if stage i is enabled. The first Trojan, T1 is driven by the
200 MHz clock signal at the location of signal t roout Œ0�. Note that the Trojan Ti is
not derived of the trigger-payload Trojan design used in [11–13]. Here, each Trojan
gate transitions once per clock cycle; therefore, the partial activity of each of these
Trojans is simply 5i partial activations per clock cycle. The average ratio of Trojan
partial activation to background circuit activity is estimated in the fourth column of
Table 6.6.

The s9234 benchmark consists of 211 D flip-flops, 3570 inverters, and 2027
other gates. The number of transistors used in the s9234 benchmark is estimated
in Table 6.5 by assuming that each flip-flop consists of 8 NAND or NOR gates and
2 inverters. As previously mentioned, there are a total of seven Trojans (T1–T7) in
this design. The area overhead of each Trojan is summarized in Table 6.6.
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Table 6.6 An estimation of
Trojan area overheads and
noise

Trojan Percent Trojan to background
number Transistors area (%) circuit switching ratio (%)

T1 26 0.12 0.11
T2 52 0.23 0.22
T3 78 0.35 0.33
T4 104 0.47 0.45
T5 130 0.58 0.56
T6 156 0.70 0.67
T7 182 0.81 0.78

Fig. 6.24 A data collection setup including a Spartan 6 FPGA connected to a prototyping board
through a serial connector

6.6.3 Experimental Setup

During data collection, the IC is mounted on and wired to a prototyping board that
includes a high-density serial connector. The serial connector allows the prototyping
board to interface with a Xilinx Spartan-6 FPGA on a Digilent Nexys 3 board. The
FPGA is programmed to control the test sequence supplied to the IC and to transmit
the outputs of the IC to a computer using an on-board USB-UART module. The
complete setup is shown in Fig. 6.24.

The nominal supply voltage of the IC pins is 2.5V. This is converted internally to
the nominal core voltage of 1.2V using a voltage divider. Since the s9234 benchmark
circuit used in this design is small compared to a modern IC, in order to emulate the
tight power design of a modern circuit, an external voltage divider is used to supply
the IC with 1.875V and the core with 0.9V, which is greater than the 0.80V minimum
core voltage. Reducing the power supply voltage will reduce the background circuit
switching activity and improve Trojan detection rates. Therefore, it is desirable to
reduce the supply voltage during measurement.
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The FPGA includes a state machine which sequences through each ring oscilla-
tor, begins a data collection trial, selects each 4-bit window of the counter output for
the current ring oscillator, and transmits each 4-bit window as a hex digit over the
USB-UART connection. The process is repeated for 10 trials on each ring oscillator
of each IC. The IC is supplied with 1.875V using a voltage divider and the board’s
2.5V peripheral power supply over the serial connection along with a 200 MHz
clock signal. Each trial lasts 500 clock cycles.

As shown in Fig. 6.22, each of the 40 ICs contains NT D 7 pre-inserted hardware
Trojan designs. During Trojan-free data collection, each hardware Trojan circuit is
disabled, as is any Trojan not being analyzed. Since the designs are implemented
with CMOS circuits, the static dissipation is negligibly low. Furthermore, since all
Trojan measurements are compared to the Trojan-free results (which include static
dissipation), the detection results provide a conservative lower bound.

6.6.4 Experimental Results and Analysis

The frequency of a single ring oscillator on a single IC was measured 10 times. The
measurement noise is then calculated with

MaxffT rial1; : : : ; fT rial10g � M inffT rial1; : : : ; fT rial10g
0:1

P10
mD1 fT rialm

(6.11)

for a single IC and a single ring oscillator where fT rialm is the mth repeated
measurement of frequency for that RO. This is repeated for all ICs and all ROs
and averaged, resulting in a measurement noise of 0.23%.

The impact of intra-die variation on an RO’s frequencies was analyzed by
comparing a single RO on an IC with other ROs on that same IC. For a single
IC, intra-die variation is calculated with

MaxffRO1; : : : ; fRO8g � M inffRO1; : : : ; fRO8 g
0:125

P8
j D1 fROj

(6.12)

where fROj is the frequency of the j th RO. This calculation is repeated for all ICs
and averaged, resulting in a mean intra-die variation impact on frequency of 8.05%.

Of the 40 fabricated ICs, 38 functioned correctly and the remaining faulty ICs
were omitted. The impact of inter-die variation on the frequency of a ring oscillator
was determined by selecting a single RO and comparing the frequency of this RO
across each IC. For a single RO, the inter-die variation is calculated with

MaxffIC1; : : : ; fIC 38g � M infIC1; : : : ; fIC 38g
.1=38/

P38
kD1 fIC k

(6.13)
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Table 6.7 A summary of
validation data Measurement noise 0.23%

Intra-die variation 8.05%
Inter-die variation 16.67%
Mean RO frequency 291 MHz

where fIC k is the frequency of the individual RO of interest on the kth integrated
circuit. This calculation is repeated for all ROs and averaged, resulting in a mean
inter-die variation impact on frequency of 16.67%. The average RO frequency of
all ROs on all ICs was 291 MHz. The maximum recorded frequency was 315 MHz,
which was less than the 400 MHz frequency the counter was timing closed at. These
results are summarized in Table 6.7.

Trojan Impact Analysis: The direct impact of hardware Trojan induced power
supply noise on ring oscillator frequencies is analyzed by measuring the frequency
of each RO on each IC for the Trojan-free case, as well as for each Trojan. The mean
impact of a particular Trojan on a particular RO is then computed by comparing the
frequency of that RO on a particular IC with the frequency of that RO on the same
IC when the Trojan is disabled. The computation is thus

TROIROj;T i D .1=38/

kD38X
kD1

jROj;k;Tf ree � ROj;k;T i j
ROj;k;Tf ree

� 100% (6.14)

where TROIROj;T i is the mean impact of the i th Trojan on the j th RO across all
ICs compared to the Trojan-free case. ROj;k;Tf ree is the Trojan-free frequency for
the j th RO on the kth IC, and similarly, ROj;k;Tj is the frequency of the j th RO on
the kth IC with the i th Trojan activated.

It is with this calculation that the value of the single-IC multiple-Trojan design is
best demonstrated. By comparing measurements made with a Trojan enabled against
measurements made on the same IC with the Trojan disabled, inter-die variation
is eliminated from the analysis. Had separate ICs been fabricated with Trojans
inserted and Trojans removed, only comparisons between different ICs would
be possible, and the computation would include inter-die process variation. By
restricting comparisons to the same RO, intra-die process variations are eliminated
from the computation as well.

The results for Trojan impact are presented in Fig. 6.25. It is immediately clear
that Trojans of greater area and those that more frequently partially activate induce
a greater change in the frequencies of nearby ROs since they consume more
power. The maximum induced change for the largest Trojans in this experiment is
representative of one of the core issues in the IC trust problem. The Trojan induces
at most a change of 2.5% to frequencies, yet as Table 6.7 reports, intra-die variation
and inter-die variation induce far greater changes, suggesting these Trojans would
be completely obfuscated in a test where these variations are not isolated. However,
Trojan detection is still possible with this technique. The manner in which Trojan
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Fig. 6.25 The impact of inserted hardware Trojans on RO frequencies isolated from process
variations

impact is distributed across ROs, including the decrease in impact on RO3 and RO4

for larger Trojans.

Spatial Locality Analysis: To analyze the effect of Trojan location, the ring
oscillator that experiences the greatest Trojan impact calculated with (6.14) is
determined for each IC with a particular Trojan. A histogram showing the frequency
with which each ring oscillator was the most impacted on an IC is shown in
Fig. 6.26. The location of Trojan gates relative to the gates of the ROs and the
vertical power line is shown in Fig. 6.22

Notably, RO8 is impacted most frequently of all Trojans since several of its gates
are closest to the vertical power strap, thereby causing a portion of the overall power
supply noise to affect this RO. For T1 and T2, a substantial portion of the Trojan
impact is distributed on RO2 and RO3, since these Trojans are located close to
these ROs and likely share power lines.

Since the majority of the gates in subsequent Trojans are closest to RO8, more
of the Trojan impact is distributed on this RO. Perhaps counter-intuitively, the
distribution becomes more focused on a single RO as the Trojan expands in size.
Had the Trojan expanded vertically and towards multiple ROs it is likely the
distribution would have become less focused. However, for these Trojans that extend
primarily horizontally, the increase in area and activity further increases the Trojan
impact without expanding into other regions of the power network.

For T7, the Trojan becomes less localized on RO8 since T7 is particularly close to
the vertical power strap. For this reason, the Trojan impact is more evenly distributed
across ROs since the vertical power strap supplies power to the entire circuit. Finally,
the reduced impact on RO3 and RO4 for T6 and T7 shown in Fig. 6.25 is due to the
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Fig. 6.26 The number of instances of each RO being most impacted by a Trojan

loosely distributed nature of these ROs away from the vertical power line and the
placement of these Trojans close to the vertical power line.

IC Classification and False-Positive Analysis: In the previous section, it was
shown that all Trojans used in this study impacted the RO frequencies substantially
less than inter-die and intra-die process variations. However, using the principal
component analysis (PCA) [4] based classification scheme presented below, it is
still possible to detect these Trojans. In order to verify that this data is adequately
represented in fewer than 8 principal components, the percent of the total variance
in each PCA representation is computed by dividing the cumulative sum of the
latent of the PCA representation by the total sum. The percent variance for each
representation is shown in Table 6.8. The results imply that any representation of at
least 2 components should adequately represent this data.

Table 6.8 The percent
variation contained in a
representation of h principal
components

Components Percent variation (%)

1 89.4
2 99.39
3 99.59
4 99.79
5 99.87
6 99.93
7 99.97
8 100

To succeed, a classification scheme must perform two functions: (1) it must
correctly label Trojan-inserted circuits as tampered and (2) it must correctly label
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Fig. 6.27 Classification using the presented scheme and 2 dimensions. (a) All cases. (b) Mean
rates

Trojan-free circuits as uncompromised. The steps for the presented classification
scheme are:

1. Form a matrix from golden (Trojan-free) data in which each row is a verified
Trojan-free IC and each column is a ring oscillator. Append a similar row
containing the data from the chip under authentication (CUA) to the matrix.

2. Obtain a representation of this matrix using the first h principal components.
3. Render an h-dimensional convex hull [5] with all data, except that of the CUA.
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Fig. 6.28 Classification using the presented scheme and 3 dimensions. (a) All cases. (b) Mean
rates

4. Determine if the CUA point falls within the hull. If it is within the boundaries of
the hull it is considered Trojan-free.

To examine the performance of this classification scheme, the data is organized
into five cases in which 8 of the 38 functioning ICs are randomly selected to
represent Trojan-free chips to be authenticated and the remaining ICs are used
to build the golden signature. All 38 ICs are used as Trojan-inserted chips under
authentication.
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The classification scheme was tested using both 2 and 3 dimensional hulls using
the same subset cases for both hull types. The percent chips labeled as Trojan-
inserted are shown for each case using both 2 and 3 dimensions in Figs. 6.27a
and 6.28a respectively. “FP” indicates the number of Trojan-free chips that were
incorrectly classified. For both 2 and 3 dimensions, the behavior varies among the
randomly selected cases. Thus, for clarity, the average rates among all cases are
shown in Figs. 6.27b and 6.28b. For both the 2 and 3 dimensional schemes, the
false positive rates are lower than the detection rates for even the smallest Trojans
in the experiment. For Trojans T1–T5 the detection rates are under 50%. This
is unsurprising since these Trojans consisting of fewer than 130 transistors were
intentionally designed to determine and emphasize the limitations of this technique.

For the larger Trojans, the detection rates are as high as 60–70% for the 2
dimensional case and 80–90% for the 3 dimensional case. Notably, the percent ICs
labeled Trojan-inserted tends to be higher for the 3 dimensional case, indicating
sensitivity is related to the number of dimensions used. However, the three-
dimensional case also achieves a higher ratio of detection rate to false positive rate
for some cases.

These results demonstrate that the ring oscillator network scheme and the
presented classification scheme can adequately separate Trojan-inserted designs
from the Trojan-free designs despite the presence of obfuscating process variations.
Although intra-die and inter-die variations introduce roughly 8% and 17% variations
in RO frequencies, compared to the 1–3% change induced by the inserted Trojans,
this technique successfully classifies ICs by exploiting the spatially correlated nature
of process variations.

6.7 Summary

In this chapter, an effective Trojan detection framework is presented, which
combines an on-chip structure with off-chip current measurements. This technique
has the capability of detecting very small Trojans with very little contribution to
circuit transient current. Statistical analysis distinguishes the effects of hardware
Trojans from process variations. The experimental results on 45nm FPGAs and
on 90nm test chips demonstrated that this approach is very effective at identifying
Trojan-inserted ICs.
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Chapter 7
Design Vulnerability Analysis

Due to globalization, designs are vulnerable to Trojan insertion at any stage of
their development. Third-party intellectual properties (IPs) are pervasive through-
out high-level implementation. Their details are not delivered most of the time;
therefore, IPs may stealthily deviate from the designers’ determined specifications.
Rouge designers or manufacturers far from the design house can tamper with
synthesized designs by inserting extra gates or deleting some gates. It is also
possible for circuit masks to be manipulated in foundries, changing these circuits’
characteristics. Consequently, analyzing the vulnerability of a circuit to Trojan
insertion at different levels is a key step towards trusted-design development [1].

Although there has been a significant amount of work on hardware Trojan
detection and prevention [6–12], no systematic approach has been developed to
assess a circuit’s susceptibility to Trojan insertion. Adversaries target sections in
a circuit with low controllability and observability and implant stealthy Trojans
[13–16]. This necessitates a thorough circuit analysis to identify potential Trojan
locations. Furthermore, there has been little or no work on the development of a
metric to determine the difficulty of detecting a Trojan in a circuit. A comprehensive
vulnerability analysis at the behavioral, gate, and layout levels is presented to
quantify the difficulties of activation and observation of each circuit portion. In
the following, Trojan detectability is determined based on a Trojan’s activation
probability and its contribution to circuit characteristics. The detectability offers a
fair comparison between different Trojan detection techniques. Finally, suggestions
are provided for reducing circuit susceptibility to Trojan insertion.

7.1 Vulnerability Analysis Flow

It takes many steps to produce a circuit accommodating specific requirements and
functions. In a gross view, circuit functionality first determines circuit specifica-
tions including operating conditions (power, noise, frequency, etc.), environmental

M. Tehranipoor et al., Integrated Circuit Authentication: Hardware Trojans
and Counterfeit Detection, DOI 10.1007/978-3-319-00816-5__7,
© Springer International Publishing Switzerland 2014
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attributes (temperature, humidity, reliability, etc.), function (input–output character-
istics), and other characteristics (volume, cost, price, availability, etc.) [17]. Then,
a high-level behavioral implementation of the circuit is developed to realize the
functional specification. Afterwards, the behavioral implementation is synthesized
into a gate-level netlist. Finally, the gate-level netlist undergoes the physical design
step to extract the layout of the circuit used for fabrication. Nowadays, the horizontal
design integration paradigm has been widely adopted, meaning that each of these
steps could be carried out by different companies distributed across the globe.

At the behavioral level, a hardware description language (HDL), such as VHDL
or Verilog, is used to describe a circuit by concurrent algorithms (behavioral).
Each algorithm itself is sequential, which means it consists of a set of statements
that are executed one after another. An adversary can change a statement without
an observable target at any output or include a new statement run under a new
conditional block that gets rarely activated. At the gate level, a circuit is modeled
as an interconnection of Boolean gates. A rare triggering vector of nets with low
transition probabilities can be used as a triggering condition for a Trojan. Connect-
ing Trojan payload to non-critical paths can also reduce Trojan impact on circuit
performance. At the layout level, the gates are implemented as physical devices,
and wire connections realize their interconnection. A chip layout determines cell
placement and routing. An adversary can place Trojan cells in the layout’s white
spaces or cause reliability issues by widening or narrowing wires.

To effectively address Trojan prevention and detection, it is of prime importance
to evaluate the susceptibility of each part of a circuit to Trojan insertion. Shown in
Fig. 7.1, a comprehensive flow has been developed to perform independent design
vulnerability analysis at behavioral, gate, and layout levels. Vulnerability analysis
at the behavioral level begins with a circuit described in VHDL language and
determines the hardness of executing each statement of code and the observability
of circuit signals. At the gate level, to measure a Trojan’s resiliency to power and
delay side-channel analyses, the transition probability of every net and the delay of
the longest path to which the net belongs are determined. At the layout level, the
vulnerability analysis screens circuit layout to find possible locations for Trojan cell
placement and their distributions.

7.2 Vulnerability Analysis at the Behavioral Level

At this level, a circuit is stated in the form of concurrent and sequential statements.
HDL constructs, such as loop and condition blocks, direct the execution order of
these statements. The circuit’s data and control flows determine the hardness of
executing a statement (statement hardness) and the observability of internal signals
at circuit outputs. A behavioral level circuit is vulnerable to Trojan insertion when
statement hardness is high or observability is low. A Trojan at the behavioral level (it
is also called “a behavioral Trojan”) can change a statement that is rarely executed
or carry out an attack through a signal with very low observability.
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7.2.1 Statement Hardness

The proposed vulnerability analysis at the behavioral level quantifies (i) statement
hardness for each circuit statement and (ii) observability for each circuit signal based
on a weighted value range. Adopted from the work presented in [18] to improve the
accuracy of static value and branch prediction in compilers, the notation fW ŒL; U �g
is developed for each signal where W represents the weight of the value range, and
L and U show the lower and upper limits of the value range. Circuit control and data
flows determine W , L, and U for each statement. The technique creates a condition
stack to track the circuit control flow. Further, it generates an individual stack for
each signal to pursue the circuit data flow. While the circuit code is being parsed,
observing a conditional block limiting the value range of a signal, such as loop and
condition statements, pushes a new condition into the condition stack and a new
weighted value range into the stack of the signal. Reciprocally, exiting a conditional
block pops the condition stack and may update the stacks of signals.

A weighted value range is determined by a condition or assignment statement.

The weight of a range is defined as
�

U �LC1
UO �LO C1

�
where U and L are the upper and

lower limits of the controlling signal at the top of the condition stack, and UO and
LO are the declared upper and lower limits of the controlling signal. If different
assignment statements to one target signal take place under different conditions of
a same controlling signal in one conditional block, the weighted value ranges of the
target signal would merge when exiting the condition block. Further, the statement
hardness of a statement is defined as the reverse of the weight of the controlling
signal of that statement (the statement weight).

The technique was applied to a small program, shown in Fig. 7.2, and the
statement hardness of each statement and the weighted value range of controlling
signals are presented in Table 7.1. Further, Fig. 7.3 shows the condition stack and
stacks for controlling signals X and Y over the code execution.

The program in Fig. 7.2 consists of one sequential block between Lines 12 and
33. In Line 15 where the block begins, the condition stack is set to empty. The first
statement in Line 16 executes unconditionally, and its statement hardness is set to
1. This also holds for Lines 17, 18, and 19. However, the assignment statement in
Line 16 updates the weighted value range of Y to f1Œ0; 0�g as the constant value
0 is unconditionally assigned to Y ; i.e. W D 1, L D 0, and U D 0. Any new
weighted value range of a signal is saved in the stack of the signal. Lines 20–29 run
inside the loop defined in Line 19. Without affecting the weighted value range of
Y , the loop statement in Line 19 limits the value range of the controlling signal X

between 0 and 9, so L D 0 and U D 9. While LO = 0 and UO D 15, as declared in
Line 5, the weight of the value range is . 9�0C1

15�0C1
D/0:625. Therefore, the hardness

of statements in Lines 20, 21, and 22 are 1
0:625

. Represented as X19 in the condition
stack where subscripted 19 shows the line number, the signal X is pushed to the
condition stack in Line 19 and f0:625Œ0; 9�g into the stack of signal X shown in
Fig. 7.3. The condition statement in Line 22 again pushes the signal X (X22) into
the condition stack and pushes the new weighted value range f0:125Œ0; 1�g into the
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Fig. 7.2 A sample behavioral code

stack of signal X . The hardness of Line 23 is 1
0:125

, and the assignment statement
in Line 23 determines a new weighted value range for Y ; the weighted value range
f0:125Œ�1:0�g is pushed into the stack of signal Y . The ELSE statement in Line
24 in Fig. 7.2 pops from the condition stack .X22/ and from the corresponding
stack of signal X . Afterwards, the top element of the condition stack is X19, so
statement hardness of Line 24 is 1

0:625
. Further, the ELSE statement in Line 24 again

pushes X (X24) to the condition stack and generates a new weighted value range
f0:5Œ2; 9�g and pushes it into the stack of signal X . In the following, the hardness of
executing statements in Lines 25 and 26 would be 1

0:5
. In Line 26, a new conditional

block is defined over Y inside the conditional block already defined in Line 24.
Before executing Line 26, in Line 25 the assignment introduces another weighted



130 7 Design Vulnerability Analysis

Table 7.1 Statement hardness and weight for the code in Fig. 7.2

Statement hardness Value range

Line number .1=TW / X Y

15 1 – –
16 1 – f1Œ0; 0�g
17 1 – f1Œ0; 0�g
18 1 – f1Œ0; 0�g
19 1 – f1Œ0; 0�g
20 1/0.625 f0:625Œ0; 9�g f1Œ0; 0�g
21 1/0.625 f0:625Œ0; 9�g f1Œ0; 0�g
22 1/0.625 f0:625Œ0; 9�g f1Œ0; 0�g
23 1/0.125 f0:125Œ0; 1�g f0:125Œ�1; 0�g
24 1/0.625 f0:625Œ0; 9�g f0:125Œ�1; 0�g
25 1/0.5 f0:5Œ2; 9�g f0:5Œ3; 10�g
26 1/0.5 f0:5Œ2; 9�g f0:5Œ3; 10�g
27 1/0.3125 f0:5Œ2; 9�g f0:3125Œ6; 10�g
28 1/0.5 f0:5Œ2; 9�g f0:5Œ3; 10�g
29 1/0.625 f0:625Œ0; 9�g f0:125Œ�1; 0�; 0:5Œ3; 10�g
30 1 – f0:125Œ�1; 0�; 0:5Œ3; 10�g
31 1 – f0:125Œ�1; 0�; 0:5Œ3; 10�g
32 1 – f0:125Œ�1; 0�; 0:5Œ3; 10�g

Condition Stack 
         
                                                                                             Y26  
                                                   X22               X24                  X24               X24
                            X19                 X19                X19                 X19                X19                X19

    Line 15         Line 19          Line 22          Line 24          Line 26          Line 28         Line 29          Line 30

Stack of Signal X 

       
                                                            {0.125 [0, 1]}            {0.5 [2, 9]}
                           {0.625 [0, 9]}            {0.625 [0, 9]}           {0.625 [0, 9]}           {0.625 [0, 9]}
     Line 15              Line 19                    Line 22                     Line 24                     Line 29               Line 30

Stack of Signal Y 
                                                                                         {0.312 [6, 10]}
                                                                {0.5 [3, 10]}          {0.5 [3, 10]}        {0.5 [3, 10]}
                                   

{0.125 [–1, 0],     {0.125 [–1, 0]}    {0.125 [–1, 0]}     {0.125 [–1, 0]}
     {0.125 [–1, 0]} 

                                                                                                                                                  0.5 [3, 10]} 
                 {1 [0, 0]}         {1 [0, 0]}             {1 [0, 0]}              {1 [0, 0]}              {1 [0, 0]}              {1 [0, 0]}
  Line 15    Line 16          Line 23                Line 25               Line 26                Line 28               Line 29

Fig. 7.3 The control flow for the code in Fig. 7.2
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value range of Y , i.e. f0:5Œ3; 10�g, which is pushed into the stack of signal Y . The
condition statement in Line 26 pushes Y (Y26) into the condition stack and the
weighted value range f0:3125Œ6; 10�g into the stack of signal Y , so that the hardness
of the statement in Line 27 would be 1

0:3125
. The END IF statement in Line 28 pops

the stack of signal Y and Y26 from the condition stack, as shown in Fig. 7.3. The top
element of the conditional stack would be X24; therefore, the hardness of Line 28
would be 1

0:5
. The next END IF in Line 29 again pops the condition stack (X24) and

the stack of signal X . The top condition would be X19, and the statement hardness
of Line 29 would be 1

0:625
. As Y was the target of two assignments in Lines 23 and

25 under the same controlling signal of X , the two top weighted value ranges of
Y are merged and saved as one element f0:125Œ�1; 0�; 0:5Œ3; 10�g at the top of the
stack of signal Y . The condition stack is again popped with END LOOP in Line 30,
and it becomes empty; Lines 30, 31 and 32 run unconditionally and their statement
hardness would be 1.

Independent from circuit input vectors, statement hardness provides a quanti-
tative measure for the difficulty of executing a statement. A statement with high
hardness is rarely executed and its correctness cannot be fully examined by applying
a limited number of test input vectors in a testbench form. In the example above,
the assignment statement in Line 23 with a statement hardness of 8 is the most
difficult statement in the code to be exercised, due to the small range of values
in Line 22 that controls the execution of the statement. Therefore, modifications
to the statement or additional statements would be hard to detect. This analysis
reveals parts of a circuit that are more vulnerable to Trojan insertion. As another
measure, the observability of a signal characterizes the difficulty of observing the
signal through a circuit output.

7.2.2 Observability

A Trojan at the behavioral level can target a signal with low observability to carry
out an attack. To calculate observability in parallel with statement hardness, the
vulnerability analysis technique develops a weighted data graph of a circuit while it
parses a circuit code. The graph shows the connectivity of the signals that appeared
in the code. Figure 7.4 shows the data graph of the code in Fig. 7.2.

The nodes of the data graph are circuit signals, and directed edges show their
dependency. Edges are weighted with the sum of the weights of assignment state-
ments that contain the source node as an input and the destination node as the target
signal. For example, the signal X appears in two assignment statements in Lines 23
and 25 where the target signal in each is the signal Y . The weights of the assignment
statements, as shown in Table 7.1, are 0.125 and 0.5, respectively; therefore, the
weight of the edge from the signal X to the signal Y is .0:125C0:5D/0:625.
As another case, the weight of the edge from the signal Y to the signal H is
the weight of the assignment statement in Line 27 which is 0.3125, as shown in
Table 7.1. Based on the data graph, it is possible to calculate the reachability of
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Table 7.2 The reachability and observability of signals for the code in Fig. 7.2

Signal name Target signal Reachability Observability(TO )

H Z 1 1
TRUE LOOPING 0.625 NO1

X H 0.1953125 0
X Z 0.1953125 0.1953125
X Y 0.625 0
FALSE LOOPING 2 NO
Y Z 0.3125 0.3125
Y H 0.3125 0
1Not Observable.

X

Y

H

Z

FALSE
TRUE

LOOPING

0.625

0.3125

1

2 0.625

Fig. 7.4 The data graph for
the code in Fig. 7.2

signals from each other and the observability of signals at circuit outputs. Table 7.2
shows the reachability and observability of signals in the circuit shown in Fig. 7.2
based on the data graph in Fig. 7.4.

The vulnerability analysis flow at the behavioral level determines the reachability
of signals that can directly or indirectly reach each other. With the assignment
statement in Line 32, the signal H directly reaches the signal Z with the reachability
of 1, which is the weight of the edge from H to Z. As the signal Z is an
output signal, the observability of H would be 1 as well. The value TRUE reaches
to the signal LOOPING with the reachability of 0.625. However, the signal
LOOPING is not observable through any circuit output signal, so the observability
of TRUE is set to NO (Not Observable). The signal X reaches the signal H

through the signal Y , and its reachability is .0:625 � 0:3125 D/0:1953125, but
its observability is 0 as the signal H is not an output signal. However, the signal
X is observable through the signal Z, which is an output signal. The reachability
of the signal X to the signal Z is .0:625 � 0:3125 � 1 D/0:1953125, and with the
same value it is observable. In a similar manner, the reachability and observability of
other pairs of signals can be calculated. The signal H has the highest observability,
as it is directly assigned to the output signal Z. On the other hand, the signal X is
observable with the minimum value of 0.1953125 through the output signal Z. As



7.2 Vulnerability Analysis at the Behavioral Level 133

the values for TRUE and FALSE are only assigned to the signal LOOPING, and
the signal LOOPING is not an output signal, TRUE and FALSE values are not
observable (NO).

The statement hardness of each statement in a code and the reachability of
circuit’s signals can be determined by the vulnerability analysis flow at the
behavioral level. The statement hardness exposes parts of the code that are more
vulnerable to Trojan insertion. Further, it is possible to obtain the weighted value
range of circuit signals at any line of the code. The information can then be used to
determine the root of high statement hardness. The flow also makes it possible to
calculate the reachability of signals from each other and their observability through
an output signal. The reachability analysis determines to what extent a signal can
impact a target signal, and the observability analysis indicates how difficult it is to
monitor an internal signal through an output signal.

The vulnerability analysis flow consists of two main steps. In the first step, as a
code is being parsed, the hardness of each statement is calculated and a circuit graph
is developed. In the following step, the reachability and observability of signals are
calculated using the circuit graph. The complexity of the first step is O.L/ where L

is the number of statements. Suppose S is the number of signals, the complexity of
the second step would be O.S � S/. Therefore, the complexity of the vulnerability
analysis algorithm is O.L/ C O.S2/. It is expected that the number of signals in a
circuit is much less than the number of statements (S 	 L); thus the complexity of
the vulnerability analysis algorithm is approximated to O.L/.

7.2.3 Trojans Insertion at the Behavioral Level

Behavioral Trojans may target signals with low observability and lay where
statement hardness is high to reduce their detection probability. To comparatively
determine the difficulty of detecting behavioral Trojans across different circuits,
here, behavioral Trojan detectability is defined based on statement weight and
observability measures. For each Trojan statement, statement weight .TW / and the
observability of its target signal .TO/ are determined, and the Trojan statement
detectability is then defined as TDetectabili ty D TW � TO .

As an example, three Trojans were inserted in the code presented in Fig. 7.2
by changing its assignment statements, as shown in Fig. 7.5. Table 7.3 shows their
detectability. The first behavioral Trojan (TjB-Loc1, where B represents “behavioral
level”) was realized by manipulating the statement in Line 20 and assigning FALSE
rather than TRUE to the signal LOOPING. The weight of statement .TW / is
0.625, according to Table 7.1, and the observability of the target signal .TO/, the
signal LOOPING, is 0 based on Table 7.2. Therefore, the detectability of Trojan
TjB-Loc1 would be TjB � Loc1Detectabili ty D TW � TO D 0:625 � 0 D 0.
By modifying the assignment statement in Line 23, the second behavioral Trojan
(TjB-Loc2) was implemented. The statement weight and the observability of the
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Fig. 7.5 A behavioral-Trojan inserted code for the code in Fig. 7.2

Table 7.3 Trojan
detectability at the behavioral
level for the code in Fig. 7.5

Trojan TW TO TDetectabili ty

TjB-Loc1 0.625 0 0
TjB-Loc2 0.125 0.3125 0.0390625
TjB-Loc3 0.3125 1 0.3125
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target signal were 0.125 and 0.3125, respectively; therefore, TjB�Loc2Detectabili ty

D TW �TO D 0:125�0:3125 D 0:0390625. The last behavioral Trojan (TjB-Loc3)
was carried out by changing the assignment statement in Line 27. The detectability
of TjB-Loc3 is TjB � Loc3Detectabili ty D TW � TO D 0:3125 � 1 D 0:3125.

The lower a Trojan detectability (TDetectabili ty) is, the harder it is to detect a
Trojan. In the above example, TjB-Loc1 was the hardest Trojan to detect with the
lowest detectability of 0 because the target signal, the signal LOOPING, was
not observable through any output signal. On the other hand, the target signals for
TjB-Loc2 and TjB-Loc3 reached the output signal Z. As the statement weight and
observability of TjB-Loc3 were larger than those for TjB-Loc2, TjB-Loc3 was the
easiest Trojan to detect. Hence, TjB-Loc3 had the highest detectability, and TjB-
Loc2 was ranked second. Note that other potentially inserted Trojans (inserting
new statements, loops : : :) in a behavioral HDL code can be evaluated in a similar
manner.

7.3 Vulnerability Analysis at the Gate Level

At the gate level, circuits are susceptible to hardware Trojans realized by the
addition or deletion of gates. Gate-level Trojans can cause functional modification
or parametric deviation, under rare conditions. To withdraw Trojan effects from
established testing techniques [17], an adversary can exploit hard-to-detect areas
(e.g. nets) in a circuit to implement a Trojan. Hard-to-detect areas are defined as
areas not testable by established fault-testing techniques (stuck-at, transition delay,
path delay, and bridging faults) or not having a noticeable impact on circuit side-
channel signals (transient power and delay)[1].

Here, a circuit vulnerability analysis is proposed at the gate-level to identify hard-
to-detect nets in a circuit, providing opportunities to insert Trojans that are very
difficult to detect.

7.3.1 The Proposed Flow

Shown in Fig. 7.6, the gate-level vulnerability analysis flow performs power (transi-
tion probability), delay, and structural analyses on a circuit to extract hard-to-detect
nets. Any transition inside a Trojan circuit increases the overall circuit transient
power consumption; therefore, it is expected that Trojan inputs are supplied by
nets with low transition probabilities to reduce activity inside the Trojan circuit,
indicated as AT rojan, compared with the activity of Trojan-free circuit, indicated as
ATjF ree . The Power (Transition Probability) Analysis step in Fig. 7.6 determines the
transition probability of every net in the circuit, assuming the probability of 0.5 at
primary inputs and memory cells outputs as “0” or “1”. Then, nets with transition
probabilities below a certain threshold are considered possible Trojan inputs.
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Nets on non-critical paths
with the list of paths to

which a net belongs

Nets with transition
probabilities smaller than

a specific threshold

Design

Delay Analysis Structural Analysis
Power (Transition

Probability) Analysis

Hard-to-detect nets
identification

Nets which are
untestable-block or

untestable-redundant

Unique hard-to-detect nets

Fig. 7.6 The circuit vulnerability analysis at the gate-level

Extra capacitances induced by Trojan cells and their wiring, indicated as Trojan
induced capacitance (TIC ), change the timing characteristics of the nets to which
a Trojan circuit taps. It is unlikely that Trojan inputs and outputs are connected
to critical paths in order to keep Trojans’ impact hidden. Otherwise, variations in
circuit performance flag deviations from circuit specifications. The Delay Analysis
step performs path delay measurement and lists the nets on non-critical paths. Here,
short paths whose delays are less than 70 % of the critical paths are assumed not be
measurable on silicon if the TIC on a path is less than the slack of the path. They
provide great opportunities to insert Trojans since induced delay will not make the
path long enough to be tested by a tester. To further reduce Trojans’ impact on
circuit delay characteristics, the Delay Analysis step also reports paths to which a
net belongs to avoid selecting nets composing different sections of one path.

A circuit may contain redundant circuits that would not determine circuit
functionality and are not testable. Since transition delay fault patterns are pri-
marily used to test transition delay faults targeting all paths, as opposed to
path delay tests that target critical paths only, here the Structural Analysis step
executes the structural transition delay fault testing to find untestable-blocked and
untestable-redundant nets. Untestable-redundant nets are not testable because they
are masked by a redundant logic, and they are not observable through primary
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outputs or scan cells. Untestable-blocked nets are not controllable or observable by
untestable-redundant nets. Tapping Trojan inputs to untestable nets hides Trojans’
impact on delay variations.

At its end, the circuit vulnerability analysis at the gate level reports unique hard-
to-detect nets; the list of untestable nets with low transition probabilities and nets
with low transition probabilities on non-critical paths (i.e. short paths) while not
sharing any common path. Note that when a Trojan impacts more than one path, it
provides more opportunities for detection. Avoiding the use of common paths makes
a Trojan’s contribution to the affected path delay minimal, a presence which can be
masked by process variations. This similarity blurs the line between delays induced
by hardware Trojans and delays attributed to process variations. The reported nets
are ensured to be untestable by structural test patterns used in production test. They
also have low transition probabilities so that Trojans would negligibly affect the
circuit power consumption. As the nets are chosen from non-critical paths without
any shared segments, it would be extremely difficult to detect the Trojans using
delay-based techniques.

The flow is applied to the Ethernet MAC 10GE circuit [19] which implements
10Gbps Ethernet Media Access Control functions. Synthesized at 90nm technology
node, the Ethernet MAC 10GE circuit consists of 102,047 components, including
21,830 flip-flops.

1. The Power (Transition Probability) Analysis shows that this circuit has 102,669
nets, and 23,783 of them have a transition probability smaller than 0.1, 7003 of
them smaller than 0.01, 367 of them smaller than 0.001, and 99 of them smaller
than 0.0001.

2. The Delay Analysis indicates that the largest capacitance along a path (represent-
ing path delay) in the circuit is 0.065717825 PF, and there are 14,927 paths in the
circuit whose path capacitances are smaller than 70% of the largest capacitance,
assuming that paths longer than 70% could be tested using testers.

3. The Structural Analysis finds no untestable fault in this circuit.

By excluding nets sharing different segments of one path, there are 494 nets in
the Ethernet MAC 10GE circuit considered to be areas where Trojan inputs could
be used while ensuring the high difficulty of detection based on side-channel and
functional test techniques.

7.3.2 Trojan Insertion at the Gate Level

Trojans’ impact on circuit characteristics depends on their implementation. Trojan
inputs tapped from nets with higher transition probabilities would aggrandize
switching activity inside a Trojan circuit and increase the contribution of the Trojan
into circuit power consumption. Furthermore, Trojans might affect circuit delay
characteristics due to additional capacitance induced by extra routing and Trojan
gates. To quantitatively determine the difficulty of detecting a gate-level Trojan, a
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procedure is developed to determine the detectability of gate-level Trojans based
on their impact on delay and power across different circuits. Since it is based on
induced variations by a Trojan in side-channel signals, the detectability can establish
a fair comparison among different hardware Trojan detection techniques.

Trojan detectability is determined by (1) the number of transitions in the Trojan
circuit and (2) extra capacitance induced by Trojan gates and routing. This metric
is designed to be forward-compatible with new approaches to Trojan detection by
introducing a new variable, for example, a quantity related to the electromagnetic
field. The quantities are each normalized by a related circuit-dependent quantity.

Transitions in a Trojan circuit reflect Trojan contribution to circuit power
consumption. The number of transitions in the Trojan circuit (AT rojan) divided
by the Trojan circuit size (ST rojan) is normalized by the number of transitions in
the Trojan-free circuit (ATjF ree) divided by the Trojan-free circuit size (STjF ree).
The number of cells in a circuit is considered the circuit size. Trojan impact on
circuit delay characteristic is represented by measuring the added capacitance by the
Trojan. The Trojan-affected path with the largest capacitance in the corresponding
Trojan-free circuit is considered as CTjF ree , and the added capacitance as Trojan-
induced capacitance (TIC ), and then TIC is normalized by CTjF ree .

The detectability of a Trojan (TDetectabili ty) at the gate-level is calculated as
follows:

1. Apply random inputs to the Trojan-free circuit and obtain the number of
transitions in the circuit (ATjF ree).

2. Apply the same random vectors to the Trojan-inserted circuit and obtain the
number of transitions in the Trojan circuit (AT rojan).

3. Perform the Delay analysis on Trojan-free and Trojan-inserted circuits.
4. Obtain the list of paths whose capacitances are changed by the Trojan.
5. Determine the Trojan-affected path with the largest capacitance in the corre-

sponding Trojan-free (CTjF ree) and the added capacitance (TIC ).
6. Form the vector .A=B; C=D/ where A D AT rojan=ST rojan, B D ATjF ree=

STjF ree , C D TIC , and D D CTjF ree , and compute the vector magnitude
as the Trojan detectability. Note that Trojan detectability represents the level of
detection difficulty for a Trojan.

As an example, a comparator Trojan, shown in Fig. 7.7, was inserted at four
different locations (TjG-Loc1, TjG-Loc2, TjG-Loc3, and TjG-Loc4 (G represents
“gate level”)) in the Ethernet MAC 10GE circuit, and Table 7.4 shows their
detectability.

The Ethernet MAC 10GE circuit consists of 102,047 cells while the Trojan size
with 12 cells is only about 0.011% of the entire circuit. TjG-Loc4 experienced the
largest switching activity and induced relatively high TIC. It was expected that
TjG-Loc4 would be the easiest Trojan to detect due to more impact on circuit
side-channel signals, and the results confirm that the detectability of TjG-Loc4 was
higher than the others. Although the induced capacitance by TjG-Loc2 was more
than the capacitance induced by TjG-Loc1, TjG-Loc1 made a more significant
contribution to circuit switching activity. Therefore, TjG-Loc1 had the second
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Fig. 7.7 A comparator Trojan

Table 7.4 The detectability of the comparator Trojan placed at four different locations in Ethernet
MAC 10GE circuit

Trojan ATjF ree STjF ree AT rojan ST rojan TIC.pF / CTjF ree .pF / TDetectabili ty

TjG-Loc1 106,664,486 102,047 10,682 12 0.000286935 0.041358674 0.851659
TjG-Loc2 106,664,486 102,047 4,229 12 0.004969767 0.072111502 0.344132
TjG-Loc3 106,664,486 102,047 3,598 12 0.005005983 0.049687761 0.304031
TjG-Loc4 106,664,486 102,047 13,484 12 0.004932996 0.052602269 1.079105

largest detectability after TjG-Loc4. Among TjG-Loc2 and TjG-Loc3, though
TjG-Loc3 had slightly larger induced capacitance, TjG-Loc2 experienced more
switching activity. The two Trojans had close detectability where TjG-Loc2 ranked
above and TjG-Loc3 remained the hardest Trojan to detect with the lowest Trojan
detectability.

As another example, a different comparator Trojan with 16 inputs was inserted
at two different locations, TjG-Loc5 and TjG-Loc6 in s38417 circuit [20], and
Table 7.5 shows their detectability. Synthesized at 90nm technology node, s38417
consists of 5,329 components.
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Table 7.5 The detectability of the comparator Trojan placed at two different locations in s38417

Trojan ATjF ree STjF ree AT rojan ST rojan TIC.pF / CTjF ree.pF / TDetectabili ty

TjG-Loc5 2,717,682 5,329 59 11 0.004167929 0.032341219 0.1393
TjG-Loc6 2,717,682 5,329 1,328 11 0.005313744 0.030518107 0.4108

1. The Power (Transition Probability) Analysis shows that the circuit has 5,668 nets,
of which 36 nets have a transition probability of less than 0.00000001, 68 nets
with less than 0.0001, and 219 nets with less than 0.001.

2. The Delay Analysis indicates that the largest capacitance along a path (represent-
ing path delay) in the circuit is 0.050146392 PF,

3. The Structural Analysis finds no untestable fault in this circuit.

While TjG-Loc5 induced larger Trojan induced capacitance, TjG-Loc6 impacted
a path with larger capacitance, and the switching activity of TjG-Loc6 circuit
is considerably larger. Therefore, TDetectabili ty of TjG-Loc6 is larger than the
TDetectabili ty of TjG-Loc5, and TjG-Loc5 would be harder to detect.

As TDetectabili ty is based on normalized measures, it makes it possible to compare
the detectability of different Trojans across different circuits. In the above examples,
Trojans TjG-Loc1 to TjG-Loc4 are inserted in Ethernet MAC 10GE circuit and
Trojans TjG-Loc5 and TjG-Loc6 in s38417 circuit. Their detectability indicated that
although s38417 circuit is considerably smaller than Ethernet MAC 10GE circuit,
the detectability of TjG-Loc5 and TjG-Loc6 are lower than all Trojans inserted in
Ethernet MAC 10GE.

7.4 Vulnerability Analysis at the Layout Level

A circuit layout carries information about cell placement and routing. A layout
tool locates and connects all circuit components so that circuit requirements, such
as performance, size, and manufacturability, are all met. This would usually leave
unused spaces (white spaces) in a circuit layout that can potentially be used by an
adversary to insert Trojan cells.

The distribution of Trojan cells across a circuit layout is a deterministic factor
in Trojan impact on circuit side-channel signals. Trojan cells placed tightly in a
particular area could have more impact on circuit power consumption as there
would be greater localized switching activity in the area. On the other hand, the
loose distribution of Trojan cells requires long wire connections for Trojan inputs
and outputs and between Trojan cells. Hence, loose Trojans could affect the circuit
performance or delay distribution.

To analyze the vulnerability of a circuit layout to Trojan insertion, a flow is
developed to screen the circuit layout and determine possible locations for Trojan
cells. The flow accepts a Design Exchange Format (DEF) file which represents the
physical layout of a circuit in an ASCII format. The distribution of circuit cells and
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white spaces across the circuit layout are obtained, and potential locations for circuit
cells placement are then determined.

To evaluate the flow, first, physical design was performed on b19 benchmark
[21] using Synopsys IC Compiler at 90nm technology node. Then, its DEF file was
obtained and the vulnerability analysis at the layout level was performed. The b19
circuit consists of 62,835 cells, and Fig. 7.8a,b respectively show the distribution of
circuit cells and the distribution of white spaces as a unit of INVX0 (the smallest
gate in SAED_EDK90nm library [22]) across the layout. The layout is divided into
tiles with the size of the largest cell in the design library.

The results indicated that the densest area of the layout has 106.67 units of
INVX0 cells around the center of the layout, and the average density is 57.01 units
of INVX0. With an average size of 31.90 units of INVX0, white spaces are more
prevalent in areas close to the layout boundaries, and there are plenty of areas with
low density across the circuit layout.

White spaces adjacent to areas with high density are suitable places to insert
Trojans resilient to power-based Trojan detection techniques. The high power
consumption of dense areas can mask the small contribution of Trojan cells to
circuit power consumption. To address excessive power consumption, white spaces
may be filled with decoupling capacitances by chip designers. Even if there are
not enough white spaces available, an adversary can open space for Trojan cells
by carefully examining the layout and removing some decoupling capacitances.
The availability of white spaces across a circuit layout also makes it easier to
insert Trojans resilient to delay-based Trojan detection techniques. Placing Trojan
cells close to their driving cells reduces induced capacitances due to Trojan wire
connections.

The detectability of functional Trojans at the layout level, similar to Trojans at the
gate-level, can be determined by considering Trojan-induced delay and the number
of transitions in Trojan and main circuits. However, at the layout level it is possible
to incorporate Trojan wiring capacitance and switching density around Trojan cells
in detectability calculations.

In addition to functional Trojans, Trojans at the layout level can be realized
by disregarding layout design rules (parametric Trojans). Wires running a long
distance in parallel might be widened to increase circuit susceptibility to crosstalk.
Narrowing wires could also reduce circuit reliability as the wires might melt due
to the high current flow during high switching activity periods. While layout-level
Trojans could severely affect circuit functionality or significantly reduce circuit
reliability, off-line and off-chip testing might not effectively target these Trojans.

7.5 Alleviating Circuit Vulnerabilities

The vulnerability analysis showed that a circuit at any stage of development is
susceptible to Trojan insertion. At the behavioral level, a Trojan can be inserted into
parts with a high statement hardness and can carry out an attack through signals with
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low observability. To reduce Trojans’ detection probabilities at the gate level, Trojan
triggers are supplied by nets with low transition probabilities without impacting
critical paths. White spaces in a circuit layout can house Trojan cells without any
impact on the size of circuit layout.

Each level of a circuit requires particular measures to prevent Trojan insertion
and to increase Trojan detection probabilities. To increase the probability of
detecting behavioral Trojans, circuit statements with high statement hardness and
signals with low observability should first be distinguished. Then, some techniques
should be employed to ease executing statements with high statement hardness and
to facilitate monitoring signals with low observability. For example, adding extra
control statements accessible though primary inputs might make the execution of
statements with high statement hardness more frequent. Passing low observable
signals to primary outputs under a new set of statements and conditions could limit
an adversary’s ability to insert Trojans.

At the gate level, Trojan triggers with low activation probabilities limit Trojan
contribution to circuit side-channel signals and make the logic testing less effective.
The detection probability of gate-level Trojans can be increased by removing rare-
triggering conditions by increasing the transition probabilities of all circuit nets
above a certain threshold. It is possible to increase nets’ transition probabilities
by providing immediate access to the internal parts of a circuit through primary
inputs, scan flip-flops, or dummy cells [8]. Without affecting circuit functionality
and performance, monitoring circuits can also be embedded into a circuit to improve
testing [2–5].

Layout-level Trojans can take advantage of white spaces in a circuit layout to
place Trojan cells without needing to change the size of circuit area. Even it is
possible for an adversary to implant a Trojan causing circuit reliability issues. To
prevent Trojan cell placement, white spaces in a circuit layout should be testable. For
example, they can be filled with a specific logic easily testable to ensure white spaces
are not used for Trojan implementation. Another approach would be to minimize or
eliminate white spaces in the circuit, filling white spaces with dummy logic.

7.6 Summary

There is currently no systematic approach to evaluate the susceptibility of a circuit
to Trojan insertion. This chapter presented a vulnerability analysis at the behavioral,
gate, and layout levels to quantitatively determine the difficulty of detecting
Trojans. At the behavioral level, the hardness of executing any statement and the
observability of any signal were analyzed. Then, the detectability of behavioral
Trojans was determined based on their statement weight and the observability
of their target signals. The vulnerability analysis at the gate level calculated the
transition probabilities of circuit nets and the capacitance of paths to which the nets
belong. In the following, gate-level Trojans were ranked based on their activation
probability and induced delay. White spaces of a circuit layout could be used
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to place Trojan cells without any impact on circuit size and circuit form factor.
The vulnerability analysis at the layout level screened a layout to determine the
distribution of white spaces and circuit cells. The distribution information could
determine possible areas where Trojan cells were placed.
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Chapter 8
Trojan Prevention: Built-In Self-Authentication

The complexity and cost of IC fabrication significantly increases as the technology
for integrated circuits (ICs) shrinks to very deep sub-micron levels. As companies
increasingly outsource design and fabrication for economic reasons, it has become
easier for adversaries to implant a Trojan by modifying the layout of a circuit
during GDSII development and fabrication. A circuit’s unused spaces provide great
opportunities for Trojan insertion.

Although there has been considerable effort made towards improving Trojan
detection [2–10], less attention has been paid to Trojan prevention. To prevent Tro-
jan insertion during physical design, built-in self-authentication (BISA) technique
is proposed, which can fill all unused spaces in a circuit layout with functional
standard cells instead of non-functional filler cells. BISA can test the functionality
of all functional filler cells automatically with low overhead; therefore, BISA is able
to prevent hardware Trojan insertion. Additionally, BISA’s impact on the original
circuit is negligible because there is no connection between the BISA circuit and the
original circuit, and they do not work simultaneously. In the meantime, the added
BISA cells can provide decoupling capacitances to minimize voltage drop when the
original circuit is working. Moreover, BISA is immune to different types of attacks.
Changing or removing any gate belonging to BISA can be detected by BISA itself.
BISA insertion can be automated so that designers do not need any knowledge of
Trojans. Finally, BISA eliminates the opportunity for an untrusted GDSII developer
and foundry to add any malicious circuitry; however, they may still be able to carry
out their intentions by removing circuit gates and adding their own cells. But this is
an easier problem to address through detection techniques because of the changes
to the circuit’s functionality.

M. Tehranipoor et al., Integrated Circuit Authentication: Hardware Trojans
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8.1 BISA Structure and Insertion Flow

Placement tools are typically conservative to limit the density and spread cells
evenly, in order to assure routability. This often leaves small white spaces between
cells; it is impossible to fill 100 % of the area with regular standard cells in VLSI
designs. After completing placement and routing, designers usually fill these unused
spaces with filler cells or decoupling capacitor (DECAP) cells to reduce the design
rule check (DRC) violations created by the base layers and ensure power rail
connection [11]. However, filler cells do not have functionality. If designers want
to make changes, known as Engineering Change Orders (ECO), filler cells can be
deleted and the empty spaces can be utilized for new cells. On the other hand,
intelligent attackers have seen this opportunity to identify and remove some filler
cells for Trojan insertion because removing these non-functional filler cells does not
change the original functionality. If attackers redesign the original layout for Trojan
insertion instead of adding Trojan gates in unused spaces, moving gates’ locations
or altering wire interconnections will result in significant changes to side-channel
signals. These can be detected much more easily by delay-based and power-based
techniques [1].

The principal idea of BISA is to fill all unused spaces with functional stan-
dard cells, named BISA cells, instead of conventional non-functional filler cells.
These BISA cells are connected together to form a combinational circuit that is
independent from the original circuits. By testing functions of the combinational
circuit composed of BISA cells, designers would be able to find out if these cells
are modified or not after fabrication. The BISA circuit is designed so that stuck-
at patterns can test all its gates, thus any change in BISA cells can be detected.
Furthermore, BISA cells are the same as the standard cells the circuit uses, so
identifying these cells will be extremely difficult, if not impossible. In this section,
BISA structure and how BISA is applied to conventional bottom-up hierarchical
ASIC designs, including single module design and System-on-Chip (SOC) design,
are explained.

8.1.1 BISA Structure and Function

To test the inserted filler cells with low overhead, a similar methodology to the
Logic Built-In Self-Test (LBIST) system in VLSI testing is adapted. Basically,
the BISA, as in LBIST, is composed of three parts: the BISA circuit under test,
the Test Pattern Generator (TPG), and the Output Response Analyzer (ORA), as
shown in Fig. 8.1. The BISA circuit under test is composed of all BISA cells which
are inserted into unused spaces during physical design. Generally, it is easier to
obtain higher test coverage with a smaller combinational circuit with fewer gates. In
order to increase its stuck-at fault test coverage, the BISA circuit is divided into
a number of small combinational logic blocks, called BISA blocks. Each BISA
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Table 8.1 Operation modes in a design with BISA

Authentication mode

Normal mode Shift mode Test mode

Original circuit Working Idle Idle
BISA circuit Idle Shift seed/signature Testing BISA

block can be considered as an independent combinational logic block. The TPG
generates test vectors that are shared by all BISA blocks. The ORA will process the
outputs of all BISA blocks and generate a signature. In Fig. 8.1, a linear-feedback-
shift-register (LFSR) is used as the TPG and a multiple-input-signature-register
(MISR) as the ORA. It is possible to use other types of the TPG and the ORA,
as well.

There are two operation modes associated with a circuit equipped with BISA, as
shown in Table 8.1. In the normal mode, the original circuit is working, but the BISA
is completely shut down by blocking clocks to LFSR and MISR. BISA stays quiet
and does not affect the original circuits. On the other hand, in the authentication
mode, a slow clock is provided to BISA. In the test mode, which is a sub-mode of
the authentication mode, LFSR generates N-bit test patterns and applies them to
all BISA blocks at every clock cycle. At the same time, each BISA block outputs
one bit so that the MISR will receive a total of M bits from M blocks. When a
sufficient number of test patterns are applied after a certain number of clock cycles,
the BISA circuits can be fully tested. The BISA then stops and the value stored in the
MISR is the signature generated from the M BISA blocks’ responses. Comparing
the obtained signature with the correct signature from simulation shows whether
the BISA structure has been tampered with. All registers in LFSR and MISR are
connected in a series in the shift mode. Therefore, the signature in MISR can be
shifted out. In the meantime, the seed for LFSR can be shifted in, as well, during
the shift mode.
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8.1.2 BISA Insertion Flow

Figure 8.2 shows the general BISA insertion flow. The white rectangles in Fig. 8.2
represent the conventional ASIC design flow. The additional steps required to insert
BISA structure are presented in dark rectangles. The BISA insertion flow includes
the following steps.

8.1.2.1 Preprocessing

Before starting physical design, some information about standard cells in the
technology library should be collected. Firstly, the geometrical information of each
standard cell, such as length and width, is required. If the placement direction
and location of a particular cell are given, coordinates of its four corners can
be calculated. Secondly, the number of input pins and the cell’s name are also
needed for the routing phase. Thirdly, those cells which will be used as BISA
cell should be selected and marked according to following criteria: (1) BISA cells
are all minimum-sized cells for different logics so that they are resilient to a
resizing attack, which will be explained in Sect. 8.2.2 in detail. (2) The average
decoupling capacitance the cell can provide and the average input count should also
be considered. Average input count represents the number of inputs of one standard
cell compared to the minimum-sized inverter using the same area as the inverter.
Similarly, average decoupling capacitance is defined as decoupling capacitance that
are standard cell can provide, compared to the minimum DECAP cell in technology
library. A large decoupling capacitance from a BISA cell can make up for the
absence of DECAP cells [15]. Fewer inputs help improve test coverage, which
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Table 8.2 Cell information collected during preprocessing step

Name Area Input Ave. Input Ave. DECAP. BISA

DECAP Cell 1,920 0 0 1 No
INVX0 1,920 1 1 0.5 Yes
NAND2X0 1,920 2 2 0.67 Yes
NOR2X0 1,920 2 2 0.67 Yes
INVX1 2,240 1 0.86 1 No
AND2X1 2,560 2 1.5 0.87 Yes
NAND3X0 2,560 3 2.25 0.56 Yes
OR2X1 2,560 2 1.5 0.87 Yes
AND3X1 2,880 3 2 0.83 Yes
NOR3X0 2,880 3 2 0.5 Yes
NAND4X0 2,880 4 2.67 0.53 Yes
NAND2X2 3,200 2 1.2 1.34 No
: : :

will be described in Sect. 8.2.1. (3) The smallest cell (usually the inverter) from
library must be identified because this method needs the smallest functional cell to
ensure that no more cells can be inserted in the unused spaces. Table 8.2 shows an
example which is generated with the Synopsys 90nm library [13]. For the purpose
of estimating the capacitance, the diffusion capacitance of the contacted source and
drain region is comparable to the gate capacitance [12]. In Table 8.2, the columns
labeled Area and Input show each cell’s area and input count. Average input count
and average decoupling capacitance are obtained, which are listed in the fourth and
fifth columns, respectively. For example, NAND2X0 in the third row shows it has
twice the input count of an inverter using the same area. The decoupling capacitance
ratio of 67% shows that NAND2X0 is 33% less than the DECAP cell in same area.
If a cell is selected to be used as a BISA cell, it will be marked in the last column
of the table. The cells with the fewest inputs and larger decoupling capacitances are
the best candidates to become BISA cells.

8.1.2.2 Identifying Unused Spaces

In order to obtain the location of each cell, physical design tools like the Synopsys
IC Compiler [14], can write a DEF file (.def) that contains the coordinates of all
placed standard cells. By analyzing the coordinates of all placed cells, the locations
of all unused spaces are obtained. All unused spaces are calculated and listed in an
Unused Spaces files (.unsp). The format of a UNSP file is shown in Fig. 8.3b. The
required information, such as size and location, are listed in the UNSP file.

8.1.2.3 BISA Cells Placement

Designers can obtain the sizes and locations of unused spaces simply by reading the
UNSP file. This prevention technique attempts to fill each unused space with BISA
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Original placement

BISA cells ranked
based on cell size

Placement after BISA
cells insertion

…
21: size 14 x1 96   x2 110 y1 300 y2 364
22: size  6   x1 234 x2 240 y1 300 y2 364
23: size 32 x1 270 x2 302 y1 300 y2 364
...

An example of unused
spaces file (.unsp)

a c

b d

Fig. 8.3 Cells insertion and placement

cells. A greedy algorithm is developed to achieve this goal. First, the BISA cells are
sorted by features such as size, average decoupling capacitance, and average input
count. Different regions can employ different ranks based on different features. The
location and attribute of each region can be given in a constraint file. If one knows
a region has high switching probability during simulation, the average decoupling
capacitance is more important because BISA cells with larger decoupling capacitors
can help reduce voltage drops. Sorting by size and average input pins can achieve
a small BISA cell number and high test coverage, respectively. In Fig. 8.3, BISA
cells are ranked based on a cell’s size. The largest cell (yellow) in Fig. 8.3c has the
highest priority for insertion. For each unused space, the largest cell is the first to be
tried until the remaining space is smaller than this cell. Then the second largest cell
is tried in the same manner. This process will be repeated until the smallest BISA
cell has been tried, and eventually no more cells can be added to the layout. The
layout after BISA cell insertion is shown in Fig. 8.3d. There are still some white
spaces left between cells, but not even the smallest cell (green) can be inserted. The
whole process is done by a program which simulates the cell insertion process and
produces a tcl command script for physical design tools. Whenever a new BISA cell
is inserted, one corresponding command for the physical design tool is generated
and saved in the script.

8.1.2.4 BISA Cells Routing

All placed BISA cells need to be connected to form a number of BISA blocks,
unlike regular filler cells, which are placed without functionality. The test coverage
is a key parameter in connecting BISA cells. First, as many BISA blocks as possible
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Fig. 8.4 Two examples of BISA cells connection and routing

are created to make each BISA block with fewer gates so that high test coverage
is easier to obtain. Before routing BISA cells, one already knows how many BISA
blocks will be generated. K BISA-cells are divided into M BISA-blocks equally
(M is the size of MISR), so the K/M BISA cells are put in one set. Second, in
order to maximize the portion of testable BISA cells, the number of redundant gates
in each BISA block should be minimized. To do so, the construction of a tree-
structure circuit for each BISA block is proposed. If every input is independent of
other inputs, every net becomes controllable and observable in the tree-structure
circuit, and the full stuck-at test coverage can be achieved. A tree-structure BISA
block is constructed according to the sequence of cells in a block set. Figure 8.4
shows that two different sequences lead to two different tree-structure circuits. The
number in each cell indicates its input count. The first gate is used as the root of tree-
structure circuitry, which is the top (first) level. Next, x cells (x being the number
of inputs of the root cell) are connected to its inputs as its children cells, which
are in the second level. The same procedure is repeated for the next levels. Cells
are sequentially connected to cells in upper level until all of them are processed,
as shown in Fig. 8.4. After completing routing in each block, all the inputs of each
block should connect to LFSR sequentially to minimize the number of shared inputs.
The outputs from M BISA-blocks connect to a MISR with a size of M.

As cells are added to one block, the number of inputs will increase consistently. If
the number of inputs of one block is greater than the number of the LFSR’s output,
some inputs have to share LFSR outputs in a broadcasting fashion. However, the
dependence between several pairs of inputs might result in redundant gates in BISA
blocks, thereby affecting fault coverage.

Routing these extra BISA cells will make the routing process more complex.
In order to cope with pressure from a limited routing area, the nearest cells are
assigned to one BISA block to shorten the interconnections among cells in this
block in a greedy fashion. A slow test clock can be used to test BISA in the
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authentication mode. The slow authentication clock can be estimated according to
process technology and the maximum stage of a BISA block. This allows us to
ignore the BISA’s timing constraints and focus on obtaining maximum coverage
and saving routing resources. For example, a BISA can use any available metal
layer.

Commands are available to create nets and connect them logically during
physical design. Both original design and BISA will be physically routed during
routing/optimization. Once the timing and sign-off of the design are successful, the
last step involves the generation of the GDSII/OASIS format of the design for final
tape-out.

8.1.3 BISA Design in System-On-Chips (SOCs)

SOC is typically a bottom-up hierarchical design, and the top module includes other
predesigned sub-modules, or what is known as intellectual property (IP) cores. If
all the IP cores are designed with BISA inside by the flow described in Sect. 8.1.2,
each IP core can then simply be treated like a regular standard cell, since there is no
available space in each IP core after implementing BISA. Therefore, BISA design
in the top module of a SOC is almost the same as that in a single module design.
One difference is that IP core cells are much larger than normal standard cells. They
cannot be placed in a row, so large empty spaces may be left between IP cores. For
SOC design, the BISA design flow is modified to fit all unused spaces between IP
cores and standard cells.

For a SOC design, organizing LFSRs/MISRs in the top module or sub-modules
in order to minimize area overhead requires a specific consideration. Two structure
topologies are used, namely distributed and centralized, respectively. A distributed
structure means that each IP core and the top module have its own LFSR/MISR.
In a centralized structure, one centralized LFSR and one centralized MISR in the
top module or one of the sub-modules are used to provide test patterns and compact
responses for BISA blocks in both the top module and IP cores.

8.2 Analyzing BISA Structure

8.2.1 BISA Test Coverage

The testable stuck-at-fault test coverage of each tree-structure BISA block theoreti-
cally would be 100% if every input is independent. However, if two or more inputs
share the same output from LFSR, the dependence among these shared inputs will
reduce the controllability/observability and eventually bring down the test coverage.
Excessive BISA cells in a BISA block or small LFSR/MISR will result in inputs
sharing in this block. As an example, the BISA block in Fig. 8.4b has 11 input
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pins, but the size of LFSR is 10, which is one bit less than the inputs of the BISA
block. Thus, one input pin has to share with another input pin in this BISA block.
In Fig. 8.4b, the two dark gates share the first bit of the LFSR (input labeled “1”).
The most straight-forward way to ensure full fault coverage is to increase the size
of LFSR or MISR.

8.2.2 Potential Attacks

In addition to improving test coverage, BISA should be immune to different attacks
that attempt to create space for Trojan gates via removal, redesign, resizing, or
bypassing testing. As previously mentioned, BISA cells are the same as other circuit
cells, so it is extremely difficult for an adversary to identify them. Assuming this
is possible, attacks can be divided into two categories according to their targets,
filler cells or original standard cells. Four potential attacks on these two targets are
discussed in the following.

8.2.2.1 Removal Attack

A removal attack is the most direct and simplest way to create space for Trojan
gates. Simply removing BISA cells will change the functionality of BISA blocks.
Test patterns will test the functionality of BISA blocks, and BISA signatures can
tell whether the BISA cells are there or not. If some functional standard cells from
the original design are removed by adversaries, the original functionality will be
altered. Both functional tests and structural tests would be able to detect removal
attacks. Using as few unnecessary non-functional standard cells as possible to
restrict potential available spaces is recommended.

8.2.2.2 Redesign Attack

An adversary’s changes to any gate in the BISA or original circuits are easily
detectable because the circuits’ functionalities are changed. If an adversary is forced
to redesign the layout to achieve the same functionality and insert Trojan gates as
well, then the chip dimensions will probably also change. This change could result
in a different placement for some or all circuit components. Any changes in the
physical layout will likely change the delay and power characteristics of a circuit,
which will make it easier to detect the Trojan.

8.2.2.3 Resizing Attack

In all BISA cells are already the minimum size and cannot shrink any further, but
some standard cells in original design can be resized to smaller standard cells with
the same logic. However, the circuit performance will be affected by using small
cells.
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8.2.2.4 TPG/ORA Attack

TPG and ORA are used to generate patterns and signatures, so they are potential
targets for an adversary. Both TPG and ORA are quite secure against different
kinds of attacks. Any modification to register or XOR gates in TPG or ORA will
result in totally different patterns and signatures. No matter what change is made,
a different signature will indicate that the circuit has been tampered with. If an
attacker somehow acquires generated test patterns and the corresponding signature
by attacking TPG or ORA, the attacker might then store these results, bypass
BISA, and output them, pretending that BISA is working normally. However, even
if an adversary obtains all the information, a bypassing attack will be detected,
because the seed of LFSR can be changed at any time so that a new set of test
vectors and their new signatures will be generated. The adversary cannot predict the
seed, therefore, the trustworthiness of BISA can be ensured by applying different
seeds.

8.2.3 Yield

The discussions above rely on the fact that BISA is genuine and works without
manufacturing defects. However, BISA contains LFSR, MISR, and many BISA
cells, and silicon defects are unavoidable during fabrication. A chip producing a
faulty signature may contain hardware Trojans, but it also may have been caused by
defects in BISA, while the original circuits are working correctly. Of course, good
chips should not be discarded for defects that only appear in their BISAs; to do so
would reduce yield and increase costs. A hardware Trojan is intentionally inserted
into all or a percentage of chips by adversaries, while defects randomly occur due
to imperfect manufacturing processes. The probability of two chips with the same
defects would be very low, but chips with same Trojan would always produce the
same faulty signatures, a distinction that provides opportunities to separate defective
chips from Trojan-inserted ones. Note that masks used for fabrication cost millions
of dollars, so it might be infeasible for an adversary to make different masks for
different chips (or wafers) to imitate random defects. These chips with the same
right signatures and same faulty signatures are suspected as infected chips. If the
faulty signatures from one chip are completely different from other chips, the faulty
signatures most likely have resulted from defects in the BISA circuit.

8.3 Results and Analysis

BISA is implemented in several single module benchmarks (s38417, AES) and
SOC benchmarks (System05, vga_lcd, Leon 3 Microprocessor) with the 90nm
technology library [13]. Tight timing constraints are used to demonstrate the
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s38417 before BISA insertion s38417 after BISA insertion

System05 before BISA insertion System05 after BISA insertion

a b

c d

Fig. 8.5 Implementation

feasibility of the proposed technique. Figure 8.5a–d show layouts before and after
implementing BISA for s38417 and System05 with the Synopsys IC Compiler [14].

Table 8.3 shows detailed information about the original circuits and BISA circuits
in different benchmarks. For some benchmarks several core utilizations (i.e., layout
compaction) are investigated. As core utilization increases, fewer BISA cells were
inserted into layout to fill the empty spaces. Therefore, high utilization is highly
recommended for designs which need BISA.
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Table 8.3 BISA
implementation under
different utilization

Benchmark Standard cells Core utilization BISA cells

s38417 5,242 90% 131
s38417 5,242 80% 180
s38417 5,242 70% 982
AES 26,447 93% 5,925
AES 26,447 90% 5,971
AES 26,447 85% 5,998
System 05 2,284 Fit 418
vga_lcd 124,031 Fit 7,710
Leon 3 545,836 Fit 64,728

In a large circuit, the core utilization cannot be very high due to the use of
conservative floorplanning tools. For example, the highest core utilization for the
benchmark AES is 93%, while 99% core utilization is still acceptable with a
benchmark as small as s38417. Therefore, a lot of white spaces are left in a large
circuit, sufficient to place post-design LFSR and MISR. For SOC designs, “Fit”
core utilization means the most compact floorplanning that allows all IP cores to be
placed without violations. A lot of BISA cells need to be inserted in the three SOC
circuits, as shown in Table 8.3. On the other hand, since the gaps between IP cores
are very large, large post-design LFSR and MISR can be inserted in these unused
spaces to ensure a very high test coverage. BISA does not increase circuit dynamic
power. However, it will impact circuit leakage power since BISA components will
draw leakage current during functional operation.

Although there is no space for DECAP cells after applying BISA, BISA cells
that are selected from standard cells are able to provide decoupling capacitance to
some degree [15]. During the BISA preprocessing step, cells with high decoupling
capacitors can be used as BISA cells, as described in Sect. 8.1.2.1 and Table 8.2.
The BISA cells can still serve as strong sources of decoupling capacitance. The
comparison in Table 8.2 shows that BISA cells can provide about two thirds the
decoupling capacitance of abtraditional DECAP cell using the same area.

Test coverage is a critical parameter for the BISA technique, as it reflects the
confidence level of BISA’s result. Figure 8.6 shows the BISA test coverage by
performing fault simulation when BISA is inserted into the s38417 benchmark with
a core utilization of 80%. In Fig. 8.6a, different sizes of LFSR, such as 32-bit, 16-bit
and 8-bit are investigated. After 500 test vectors generated from LFSR are applied,
the improvements are 27.63% and 36.1% for 16-bit and 32-bit LFSR, respectively.
Since a 32-bit LFSR is able to provide 32 independent inputs to BISA blocks,
which is larger than the number of inputs of any BISA block, the test coverage is
100%. Different numbers of test patterns are applied and their coverages are shown
in Fig. 8.6b. As the number of test patterns increases, test coverage continuously
increases, especially for larger LFSRs. The highest test coverage can be achieved
by applying different seeds to generate all required test patterns.

In order to demonstrate that BISA is immune to attacks, ten cases of attacks
are made to verify its effectiveness. In the system05 SOC circuit, 418 BISA cells
are inserted to fill unused spaces. Size 32 LFSR and MISR are used to form
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a b

Fig. 8.6 BISA test coverage analysis (a) Test coverage improvement (b) Test coverage of
pseudorandom patterns

Table 8.4 Attack cases Case Type Attack description Signature

0 Genuine None 0712022D
1 Removal Remove a leaf cell 0DA8936E
2 Removal Remove an internal cell 157F4929
3 Removal Remove a leaf cell 0ED740FC
4 Removal Remove an internal cell D5E2706E
5 Removal Remove an internal cell 43D51D83
6 Change Change a leaf cell F2308684

OR3X1 to AND3X1
7 Change Change an internal cell 157F4929

AOI222X1 to OAI222X1
8 Change Change a root cell F39C3B1E

AOI222X1 to OAI222X1
9 Change Change a leaf cell 157F4929

AND3X1 to NAND2X1
10 Change Change an internal cell 0B17041F

NAND4X1 to NAND3X1

BISA structure. 616 ATPG patterns can reach 99.65% testable coverage. When 500
patterns from LFSR are applied, the stuck-at fault test coverage is 81%. In Table 8.4,
case 0 shows the result for the genuine BISA, and the 32-bit signature is shown in
hexadecimal format in the last column. Five kinds of gates are selected for separate
removal from different BISA blocks. In addition, another five types of gates are
selected to be changed to other types of gates in different BISA blocks. The results
of these ten cases are shown in Table 8.4. In each case, the signature generated from
MISR is different from the genuine signature, which shows that BISA has detected
these attacks. In Table 8.4, an internal cell means it has children cells, and a leaf cell
is a cell that does not have children cells.
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8.4 Summary

The BISA structure is introduced to address IC trust issues attributed to an untrusted
foundry. BISA fills all unused spaces to prevent or hamper the Trojan insertion
process after completing layout design by leaving no space for Trojan gates. BISA
cells are connected to form a certain functionality. BISA has no impact on the
original circuit, since BISA and original circuits work independently. Additionally,
different kinds of attacks can be detected, ensuring that the BISA’s result is
trustworthy. By comparing signatures, designers can know whether the chip has
been tampered with or not, as demonstrated by the implementation of different
attacks.
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Chapter 9
Counterfeit ICs: Taxonomies, Assessment,
and Challenges

The problem of counterfeiting of electronic components has drawn a major attention
to the media, industry, and government as the counterfeit components market is
growing exponentially over the past few years. A study conducted from 2005–
2007 [1] reveals that 50 % of original component manufacturers (OCM) and 55 %
of distributors (authorized and unauthorized) have encountered counterfeit parts.
The most recent data provided by IHS shows that reports of counterfeit parts have
quadrupled since 2009 [2]. IHS [3] reports the five most commonly counterfeited
components according to the percent of reported counterfeit incidents as: analog
ICs (25.2 %), microprocessor ICs (13.4 %), memory ICs (13.1 %), programmable
logic ICs (8.3 %), and transistors (7.6 %). Together, these five component groups
contribute slightly more than two-thirds of all counterfeit incidents reported in 2011.

The detection of counterfeit electronic components is a multidimensional prob-
lem that poses a unique challenge to test engineers. Over the past few years,
standards and programs have been put in place throughout the electronics compo-
nent supply chain that outline the testing, documenting, and reporting procedures
[4–6]. However, there is not enough research available to address the detection
and avoidance of counterfeit parts. This chapter shall present in detail all types
of counterfeits, detection methods, and defects present in the counterfeit parts.
Then challenges regarding the implementation of detection methods and their
effectiveness are described. To conclude, research opportunities in the domain of
counterfeit detection and prevention are explained.

9.1 Counterfeit Taxonomy

The increasing threat of counterfeit electronic components has created a specialized
service of testing, detection, and avoidance of such parts. There are different types
of counterfeit parts that must be considered during detection, including recycled,
remarked, overproduced, defective, cloned, and substandard parts. According to the
U.S. Department of Commerce [1], a counterfeit electronic component:

M. Tehranipoor et al., Integrated Circuit Authentication: Hardware Trojans
and Counterfeit Detection, DOI 10.1007/978-3-319-00816-5__9,
© Springer International Publishing Switzerland 2014
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(i) is an unauthorized copy;
(ii) does not conform to the original OCM design, model, and/or performance

standards;
(iii) is not produced by the OCM or is produced by unauthorized contractors;
(iv) is an off-specification, defective, or used OCM product sold as new or working;
(v) has incorrect or false markings and/or documentation.

In addition to the above, we also consider overproduced, cloned, and tampered
parts as counterfeit electronic parts. Figure 9.1 shows the classification of all
different types of electronic components. The counterfeit types can be classified
in the seven distinct categories described below.

9.1.1 Recycled

The most widely reported type of counterfeit parts today is the recycled type. It is
reported that in today’s supply chain, more than 80 % of the counterfeit components
are recycled [7]. It was estimated that in 2005, the United States properly recycled
only 10–18 % of all electronic waste, though that number has risen to 25 %, as of
2009 [8]. In addition to the US and Europe, so many other developed and developing
countries are also improperly disposing of electronics at such an increasingly high
rate that they will soon be able to maintain their own recycling facilities. Enforcing
recycling in the U.S. alone will not be sufficient to curtail the recycling problem.

It is unlikely that a component can go through a long life in the field and a
harsh reclaiming process, and still maintain 100 % functionality. Therefore, parts
that are recycled will be of two types, functional but degraded due to aging
of their previous usage in the field and non-functional. Aging effects such as
negative bias temperature instability (NBTI) and hot-carrier injection (HCI) will
create a parametric shift in components; the amount of shift depends on the chip’s
workload and operation condition. Here, an aged chip is defined as defective or
having a measurable parametric shift or degradation in either physical or electrical
parameters. A non-functioning part is defined as one that does not perform any of
its functions in accordance with OCM specifications.

9.1.2 Remarked

A counterfeit part that is both remarked and recycled has been the most discussed
in recent years. The remarking process is described as the removal of the markings
on the package (or even on the die) and remarking with forged information. The
remarking process is fairly simple. First, a parts’ package is sanded or ground down
to remove old markings or labels (part number, date code, country of origin, etc.).
Then to cover the sanding or grinding marks, a new coating is created and applied
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to the part. The material used for the coating is either thermal, UV-cured epoxy, or
package compatible materials. Once the material is coated, new sets of markings are
applied (etched, painted, etc.) on top of the new coating to give the part a proper-
looking appearance.

The parts are remarked to obtain a higher or newer specification than what the
parts would otherwise rate. For example, a 5-year old part with a 3-year shelf life
can be remarked to a more current date to be sold as new, a 1 GHz microprocessor
can be marked as 1.2 GHz, or a commercial spec chip can be remarked to a military
spec, etc. There are countless ways in which a part can be misrepresented, yet the
motivation behind them is the same—to sell at a higher price. It is important to
note that remarked parts do not necessarily need to be used prior to the remarking.
Either of the previous given examples can apply to new parts as well. It is for this
reason that the two sub-categories of remarking are recycled or new parts, as seen
in Fig. 9.1.

9.1.3 Overproduced

With the advent of integrated circuits (ICs), electronic components have become
more and more complex. As ICs scale in feature sizes and exponentially grow in
functionality, they even become more complex. Today’s sophisticated ICs are only
manufactured in the state-of-art fabrication facilities. Building and maintaining such
facilities for the present CMOS technology is reported to be more than several
billion dollars altogether and still growing [9]. Given this growing cost and the
complexity of foundries and their processes, the semiconductor business model has
largely shifted to a contract foundry business model (horizontal business model)
over the past two decades. This is also true for the assembly where the dies are
packaged, tested, and shipped to the market.

An untrusted foundry/assembly that has access to a designer’s IP now has control
of chips to fabricate/assemble. Parts strictly in this category go through the exact
same processes as authentic and licensed parts. There may not be any danger if a
consumer or a supplier ends up with these parts. Instead, the main problem with
these parts is that a foundry/assembly is essentially making money without sharing
the profit with the design house.

9.1.4 Out-of-Spec/Defective

The other variation of an untrusted foundry sourcing counterfeit parts is an out of
specification or a rejected part being sold instead of destroyed. Older parts relied on
a basic visual system of inking bad dies. For counterfeits, a simple observation of an
ink dot on a die shows that it was never meant to be shipped to market. However, this
process has its own set of problems and is being phased out by some manufacturers
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[10]. The foundry may either knowingly sell these parts, or they may be stolen and
sold in the open market. If these parts make it into the supply chain, authorized
distributors without controls could receive counterfeit parts through untested return
authorizations. This highlights a critical need for distributor processes that include
testing materials being returned from customers. A part which has some parameter
out of specification can be dangerous if the designer was relying on that part
performing a certain way. On the other hand, the defect may go undetected if the
part is never used in that certain way.

9.1.5 Cloned

A cloned part is an unauthorized production of a part without having the legal IP. It
is similar to the overproduced counterfeit type. However, there is a clear distinction
between the two: whether the counterfeiters have the legal IP or not. Cloning can be
done in two ways: they can be reverse engineered or consist of a pirated IP. In reverse
engineering, the counterfeiters copy the design exactly and fabricate the part with
that design. If a counterfeiter has somehow managed to acquire an IP in an illegal
manner without paying the royalty and then fabricates parts using that IP, the parts
fall into pirated IP category.

9.1.6 Forged Documentation

This category is quite simply the easiest to fake. If a part is authentic, there is
no need for it to ship with forged documentation, so a part that does include
forged documentation is also a counterfeit. Forged documentation may include
certifications of compliance with some standards or programs, a revision history, or
a change-log of a component. A simple analog part will likely not be susceptible to
a revision history forgery since its design has been standard for several decades, but
a complex VLSI design, which goes through many revisions, is in danger. However,
archived documentation for older designs and older parts may not be available at
the OCM, making it difficult to verify if the information is authentic. In addition,
many organizations have merged or have been acquired over the years resulting in
information lost through the transitions.

9.1.7 Tampered

The final category of counterfeit types is the tampered type. Here, we are consid-
ering hardware Trojans specifically added to integrated circuits. Such Trojans can
either act as a silicon time bomb where the device can behave differently under
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certain conditions or act as a backdoor where secret information from the chip can be
sent out to an adversary. In both cases, the chip behaves outside of its specification,
and thus we have included such ICs into counterfeit parts. A detailed taxonomy of
such parts can be found in [11].

9.2 Electronic Component Supply Chain Vulnerabilities

Typically, an electronic component will go through a life cycle as shown in Fig. 9.2.
The process includes design, fabrication, assembly, distribution, usage in the system,
and finally end of life. In this section, the vulnerability of each step to counterfeit
emergence is discussed.

The components are stripped off from the printed circuit boards (PCBs), which
are recycled back into the supply chain. Recycling brings components that were
at their end-of-life phase and puts them back into distribution. The counterfeiters
remark these parts and sell them as new in the open market. Also, the new parts can
be remarked to upgrade the specification (e.g., upgrade to industrial/space grade
from commercial grade components) mainly due to profitabilty of those higher
grade components. Second, parts that have been overproduced are introduced into
the market from a chip fabricator. The overproduction of parts happens when one
of the entities or rogue employees involved in fabrication process produces more
than they were contracted to produce, as discussed earlier. These extra parts are
taken from the foundry and sold independently on the open market or on internet
marketplaces. Third, cloned parts go through a similar process to that of an authentic
part, but because they are not authentic they are not subject to the same processes,
tests, and standards as the end user was anticipating. This poses the problem that
not all defects will be detected during the limited testing time. There is no guarantee
that the part will function as planned. Fourth, defective and out-of-spec parts can

Fig. 9.2 Supply chain vulnerabilities for electronic components
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get into the supply chain at various steps, such as design, assembly, distribution,
lifetime, and end of life. Finally, tampered parts can potentially enter into supply
chain at any part of the life cycle.

9.3 Counterfeit Defects and Detection Methods

Counterfeiting is a multidimensional problem that requires multiple test methods
to detect the various anomalies introduced due to the threat. Various types of
counterfeits (described in Sect. 9.1) directly impact the detection methods. The
detection of remarked counterfeit components is different than the cloned or
overproduced types. The types of defects present in remarked type are related to the
remarking process (remarking on the package or die) and the change of electrical
parameters when the component was used before. The type of anomalies related to
the overproduced or cloned types are detected based on the manufacturing process.
Due to the complexities and variations of counterfeit methods, a comprehensive
taxonomy of defects existing in all counterfeit types in presented in the following.
The classification of test methods is also very important as each method can detect
a group of defects. Note that here defects are defined as any anomalies and changes
seen in parts that are different than the authentic ones. A defect could as simple
as an invalid date/code or as complex as some of the hard-to-detect electrical
defects.

9.3.1 Defect Taxonomy

Figure 9.3 presents the classification of the defects present in the counterfeit
components. The defects are broadly classified into two major categories, i.e.,
physical and electrical defects. Tampered defects are not discussed in the taxonomy,
as additional research for detection is needed in this area.

9.3.1.1 Physical Defects

Physical defects are directly related to the physical properties of the components.
They can be classified as exterior and interior defects, depending on the location of
the defect related to the packaging. Exterior defects are:

(i) Packaging/Shipping: The most obvious defects will be ones that are associated
with the packaging or shipping of the parts arrived in. There are some common
defects, namely invalid lot code, invalid OEM shipping and packaging labels,
missing moisture sensitive device (MSD) indicators, etc.
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(ii) Leads/Balls/Columns: The leads/balls/columns on an IC can show how the
part has been handled if it was previously used. Physically, they should adhere
to datasheet specifications, including size and shape. The final coating on the
leads should conform to specification sheet.

(iii) Package: The package of an IC can reveal significant information about the
chip. As this is the location where all model numbers, country of origin, date
codes, and other information are etched, counterfeiters are usually careful
not to damage anything while keeping the package looking as authentic as
possible.

Interior defects are located inside the package. They are mainly divided into two
types. They can be either bond wire or die-related defects.

(i) Bond Wires: Some common defects related to bond wires are missing bond
wires inside the package, poor connection between the die and bond wire, etc.

(ii) Die: The die reveals a lots of relevant information regarding the component.
The defects present in the die are from die markings, cracks, etc.

9.3.1.2 Electrical Defects

Typical electrical defects can be classified into two distinct categories. They
are parametric defects and manufacturing defects. The main reason for adding
manufacturing defects under the electrical category is that these defects can be
almost completely detected by manufacturing tests (a.k.a, electrical tests, will be
discussed in the following section).

(i) Parametric Defects: Parametric defects are the manifestation of the shift of
component parameters due to prior usage or temperature. A shift in circuit
parameters due to aging will occur when a chip is used in the field for some
time.

(ii) Manufacturing Defects: The defects under this category come from the man-
ufacturing process. These defects are classified into three categories—process,
material, and package.

9.3.2 Detection Method Taxonomy

Figure 9.4 shows a taxonomy of counterfeit detection methods arranged the same
way the defects are, with the relative ease of test from left to right. The boxed entries
represent what will be called a class of tests. Each class contains either similar tests,
or will detect similar defects. The objective of developing such a taxonomy is to
identify all potential test techniques to help detect the following counterfeit types:
recycled, remarked, overproduced, cloned, defective, and out-of-spec. The last two
types, forged documentation and tampered, are not considered in this taxonomy.
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9.3.2.1 Physical Methods

Physical methods are classified into four major categories:

(i) Incoming Inspection: When an order is first received, it goes through the
incoming inspection. All parts are inspected thoroughly in this step. Incoming
inspection is divided into three categories: low-power visual inspection, pack-
age configuration and dimension analysis, and X-Ray imaging. All parts should
be strictly documented and inspected during incoming inspection. The physical
dimensions of the component are measured either by hand-held or automated
test equipment in the package configuration analysis. In X-Ray imaging, the
internal structures of the components are observed in real time.

(ii) Package Analysis: Components that appeared suspicious during incoming
inspection should be used as subjects in this class of tests. Blacktop testing
is the procedure of testing a part’s resistance to various solvents. A non-epoxy
blacktop coating should be resolved in acetone, while a thermal or UV-cured
epoxy will require the use of a much more aggressive solvent. Microblasting
analysis is a dry and superfine blasting process. Various blasting agents with
proper grain sizes are bombarded on the surface (package) of the component,
and the materials are collected for analysis. Microblasting analysis may require
much more sophisticated test techniques, such as Laser Scanning Microscoppy,
to detect anomalies on package types that have been microblasted with media
that do not embed in the package.

(iii) Delid: Delid is a process by which the inspection of the internal structure, the
top surface of a die, bond wires, or metallization traces, etc., of an electronic
component can be performed.

(iv) Material Analysis: The chemical composition of the component are verified
using material analysis. There are several tests that can perform material anal-
ysis including X-ray fluorescence (XRF), Fourier transform infrared (FTIR),
energy dispersive X-ray spectroscopy (EDX), etc.

9.3.2.2 Electrical Methods

In this section, we will discuss various manufacturing and process-related tests
suitable for detecting a counterfeit chip. An automatic test equipment (ATE) [12]
may be required for some of the tests.

(i) Parametric Tests: Parametric tests are performed to measure the parameters of
a chip. Defects can be observed at any of the chip’s input/output (I/O) pins.
A defect will modify the observed voltages/currents/delays at these I/O pins,
which can be detected using parametric tests. There are several parametric
tests currently used as manufacturing tests, and they are contact test, power
consumption test, output short current test, output drive current test, threshold
test, rise and fall time tests, set-up, hold and release times tests, propagation
delay tests, etc.
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(ii) Functional Tests: Functional tests are the most efficient, and perhaps most
expensive, way of verifying the functionality of a component. Read/write
operations are performed on a memory to verify its functionality. For example,
for a memory chip, MARCH tests can be applied for counterfeit detection.
Functional fmax analysis can be applied to detect counterfeit microprocessors.

(iii) Burn-In Tests: The device is operated at an elevated temperature to simulate
a stress condition to find infant mortality failures and unexpected failures to
assure reliability.

(iv) Structural Tests: Structural tests are very effective for detecting the manufactur-
ing defects for out-of-spec/defective counterfeit types. It can detect the cloned
(reversed engineered) counterfeit components if there are some anomalies in
the reverse engineering process. It can also detect some of the delay defects
due to aging in recycled and remarked counterfeit types. Its effectiveness is
questionable, however, for obsolete parts where structural test programs may
not be available.

9.4 Challenges Ahead and Roadmap

There are major challenges that must be overcome for the development of effective
test methods (discussed in Sect. 9.3.2). Every attempt should be made to stay ahead
of counterfeiters to prevent a widespread infiltration of such parts into our critical
infrastructures.

9.4.1 Current State of Knowledge

Today’s electronic supply chain is polluted by counterfeit components. Not only
obsolete parts, but also active parts pose a great threat to the supply chain. Obsolete
parts are defined as parts that are no longer manufactured by the OCM, while active
parts are those parts that are currently being fabricated because of market demand,
but the OCM does not change their chip design or fabrication process. In both cases,
there is no opportunity to design the chip with counterfeiting in mind.

There are several standards (such as AS6171 under development by the SAE
G-19A committee, CTI CCAP-101, and IDEA STD-1010) in place to guide the
user for counterfeit detection and avoidance. However, all these standards try to
mainly deal with two types of counterfeits—recycled and remarked. In addition,
these attempts focus on existing test techniques which have proven to be inefficient
on tampered chips and could be ineffective as counterfeiters improve their skills and
techniques. Further, there are currently no simple methods to verify components as
genuine if they belong to overproduced and cloned ICs. There are no metrics to
be able to effectively evaluate the efficiency of the proposed techniques. Another
problem is the consistency of analysis from different test laboratories. Many of
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the techniques are qualitative and require significant experience to conduct testing
effectively. Very often a chip is marked as authentic by one test lab and marked as
counterfeit by another test lab. Such inconsistency in the detection of counterfeit
parts can have catastrophic effects if the chip is deployed into a critical application.

9.4.2 Detection and Prevention Policies

Since 2011, counterfeit electronics have gained significant attention from policy
makers because of the prevalence of such parts in the electronics component supply
chain and their implication on critical applications, particularly in the defense
industry. The U.S. Congress enacted the National Defense Authorization Act
(NDAA) of 2012 [13] on December 2011. Section 818 of NDAA 2012 contains new
requirements for the Department of Defense (DoD) to detect and avoid counterfeit
electronic parts. As a part of the assessment process, the Secretary of Defense shall
review the DoD acquisition policies and systems for the detection and avoidance of
counterfeit parts. These regulations have been imposed on contractors and trusted
suppliers to avoid the entry of counterfeit parts in the supply chain. The detection
of a suspect part must be reported within 60 days to the appropriate Government
authorities and the Government-Industry Data Exchange Program (GIDEP). A risk-
based methodology shall be implemented by the Secretary of Homeland Security
for products purchased by DoD. Contractors must address the proper training
of personnel, the traceability of parts and the proper inspection, and the testing
and reporting of parts. Severe offenses and penalties are imposed for trafficking
counterfeit parts and services. We believe such policies must be updated frequently,
as counterfeiters are advancing in the way they get their parts into electronics
systems, especially as more systems are being integrated off-shore and deployed
to the United States.

9.4.3 The Need for Evaluating the Effectiveness
of Detection Methods

Detection methods are not uniform to all components. A set of tests can be useful
to detect a specific type of part (e.g., microprocessors, memories, etc.) but may not
extend to other part types (analog, passive parts, etc.). Physical methods can be
applied to all part types, however, some of the methods are destructive and take
hours to test. As a result, sampling is done to certify a batch of parts by observing
a small number of parts. On the other hand, conventional electrical test methods
are non-destructive and time efficient, yet they can be very expensive because
such techniques are not necessarily designed for counterfeit detection. In addition,
fixtures may need to be produced and code may need to be written to test various
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parametric values. Testing according to the original manufacturer specifications may
not be possible for complex chips in the absence of the original manufacturer test
tapes and fixtures. Electrical test techniques are advantageous because no sampling
is required and all parts can be tested. There are some issues associated with
electrical tests that must be addressed, as well.

9.4.3.1 Physical Methods

There is a distinct challenge in implementing physical detection methods uniformly
among the components.

(i) Sampling: Most physical tests are destructive. Sample preparation is extremely
important as it directly relates to test confidence. If a few counterfeit compo-
nents are mixed into a large batch, the probability of selecting the counterfeit
one is extremely small.

(ii) Test time and cost: The test time and cost are major limiting factors to
implement physical tests for counterfeit detection. The equipment used for
the physical inspection of such parts (e.g. scanning electron and acoustic
microscopy (SEM or SAM)) are not custom designed for detecting counterfeit
parts. The test time for performing some tests even on a single component is
of several hours.

(iii) Automation: The tests are done in an ad-hoc fashion with no metrics for
quantifying against a set of counterfeit types, anomalies, and defects. Most of
the tests are carried out without automation. The test results mostly depend
on subject matter experts (SMEs). The decision-making process is entirely
dependent on the operator (or SMEs). This is indeed error prone. A chip can
be considered counterfeit in one lab while it could be marked as authentic in
another lab. This was proven by a test run by G-19A group that some labs
reported the chip as counterfeit and some others as authentic [14].

9.4.3.2 Electrical Methods

Electrical tests have the potential to be the only efficient tests that can be imple-
mented for counterfeit detection without sampling. However, there are major
challenges to implementing such tests. One limitation is that recycled chips may
perform similarly to new chips but may demonstrate latent defects and have
reliability concerns. The electrical tests described in Sect. 9.3.2.2 have their own
limitations.

(i) Parametric Tests: Parametric tests are generally very time efficient, taking only
a few seconds to run, depending the type and size of the chip. However, due
to increased process variation (10–15 % process variation [15]) and environ-
mental variations (temperature, noise, aging, etc.), the electrical parameters
of a component vary significantly. It will be very difficult to conclude if the
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variations in the parameters of a component are due to aging (for recycled
and remarked components) or to process variations in the circuit. One can
perform a statistical analysis based on the data observed from the parametric
tests to determine the confidence level that a part is counterfeit with or without
a golden IC.

(ii) Functional Tests: There are major limitations to implementing these tests in
counterfeit detection. For an analog circuit, it is easier to test the functionality
of the chip. However, it is extremely difficult to verify the functionality of
modern digital VLSI chips with millions or billions of transistors. The major
issues associated with functional tests for counterfeit detection include: (a)
difficulty of generating effective test patterns targeting all nodes in the circuit
under test, (b) increased test cost, as it may contribute up to 30–40 % of the total
production test cost. It may not be as much of a concern from the counterfeit
detection perspective as there are many fewer testable components than new
manufactured components. However, test program generation for obsolete and
active parts where only limited knowledge of the part is available will be
extremely difficult, if not impossible. (c) the requirement for a high-speed
tester in order to apply functional test patterns to DUT, and finally, (d) it is
fairly impossible to get the complete set of test vectors for an obsolete part
from the OCM. In some cases, the OCM may no longer exist or the required
information may no longer be available in archived records.

(iii) Burn-In: While burn-in testing is useful in detecting the failures of components
with defects, the time and cost it takes to develop functional test vectors
to perform a burn-in test makes it attractive and useful only for high-risk
applications.

(iv) Structural Tests: The implementation of structural tests in counterfeit detection
is extremely challenging because of the following reasons: (a) The structural
tests require total access to the internal scan chains of a component. Some-
times, the IP owners do not give others permission to access their design and
disable the internal scan chains with a fuse. (b) Obsolete parts may not have
design for testability (DFT) structures implemented. (c) If there is no netlist
present for a component, it is not possible for ATPG to generate test vectors
for testing those components.

9.4.4 Roadmap and Research Opportunities

Three distinct types of components are making the electronic component supply
chain vulnerable, namely obsolete, active, and new components. These different
types of components pose different threats to the entire supply chain. Obsolete
parts are no longer manufactured, and active parts are being fabricated based on
the previous design and developed masks. Therefore, the focus should be on the
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detection of counterfeit components first to avoid installing a counterfeit part on
a circuit card assembly, and then on preventive actions that can be deployed on
newly fabricated chips going forward. As previously described, all the standards
are in place for the detection. However, there is not enough research done for
the prevention of these parts getting into the supply chain as counterfeit parts.
Currently, DoD mandates [16] DNA marking [17] to be placed on the chip to
tag the components throughout the supply chain. However, the effectiveness of
determining authenticity through tagging components by applying DNA marking
has yet to prove efficient. DNA tagging should be useful in determining a point
of origin when the parts were tagged, but it will not authenticate legacy material
or prevent tampering from intermediaries in the supply chain. Additional research
and low-cost prevention methods are needed for obsolete parts to ensure, after
they are tested and verified, they will not be back in the market as a counter-
feit part.

Dealing with new designs could be easier since new mechanisms can be put in
place during chip design so that if the chip is subjected to counterfeiting, it can
be detected much more easily. The first set of such methods for preventing and
detecting new counterfeits designed and fabricated out of recycled materials have
been presented in [18–20]. The technique in [18] inserts a light-weight sensor into
the chip to capture the usage of the chip in the field and provides extremely easy
detection capability. This type of sensor relies on the aging effects of MOSFETs
to change a ring oscillator frequency in comparison with the golden one embedded
in the chip. As a part used in the field ages because of the wearout mechanisms
such as NBTI and HCI, the shift in the frequency of this sensor indicates the
level of aging, and provides a simple readout of the value. But more research is
needed to provide greater prevention capability against counterfeiting in the first
place.

Care must be taken to monitor counterfeiters’ activity over time. As counter-
feiters become more and more advanced, existing techniques will probably be
defeated. More novel techniques must emerge which are dynamic and adaptable
to the trends of counterfeit parts. Active and obsolete parts must be monitored
and studied for the subtle changes/anomalies to ensure that the part is a new type
of counterfeit that has not been documented before. Sharing information between
various entities such as the government, industry, test labs, and academia is very
important to monitoring counterfeit activity. When information on a new counterfeit
type is available, that should be shared to update existing knowledge. The problem
of counterfeiting is not going to disappear, but rather will grow more and more
and will become sophisticated overtime because of the high profit the counterfeiters
gain. Cooperation between government entities, private industries, academia, and
test labs across the board will make us all more prepared for how to deal with
both current and future types of counterfeit parts. Research in academia in this
domain has been almost non-existent. It is important for government and funding
agencies to provide more resources and support to academic researchers to help
develop innovative solutions for this very challenging problem.
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9.5 Summary

There are variety of counterfeit parts currently corrupting the electronic supply
chain and current efforts to address the counterfeiting problem are not sufficient.
Currently, there is not enough research carried out in the field of counterfeit
detection and avoidance in academia and industry. More research is needed to
implement effective test methods that are adaptable, as the counterfeiting process
will become more sophisticated over time. Finally, all entities involved in the supply
chain should collaborate to ensure that no suspect parts finds their way into critical
infrastructures.
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Chapter 10
Counterfeit ICs: Detection and Prevention
of Recycled ICs Using On-Chip Sensors

As discussed in previous chapter, the counterfeiting of ICs is a major issue impacting
the security of a wide variety of electronic systems. A counterfeit component is
defined as an electronic part that is not genuine because it [1]: (i) is an unauthorized
copy; (ii) does not conform to the original component manufacturer’s design, model,
and/or performance; (iii) is not produced by the original component manufacturer
or is produced by unauthorized contractors; (iv) is an off-specification, defective, or
used original component manufacturer’s product sold as “new” or working; (v) has
incorrect or false markings and/or documentation.

The Office of Technology Evaluation, part of the U.S. Department of Commerce,
reported over 10,000 incidents involving the resale of used or defective ICs from
2005 to 2008 alone, much more than other types of counterfeits [1] (shown in
Fig. 10.1). As the figure shows, the number of reported incidents of used ICs being
sold as new or remarked with a higher grade is much more than other types of
counterfeits. In 2008, Business Week published an investigation that traced recycled
ICs found in U.S. military supplies back to their sources [2]. It is reported in [3] that
used or defective products account for 80–90 % of all counterfeits sold worldwide.
With such an estimate, and with the numbers relating to semiconductor sales and
counterfeiting in general (presented in [4]), it is possible that the intentional sale of
used or defective chips in the semiconductor market could account for about $15
billion USD of all semiconductor sales in 2008 alone. Note that this number may
actually be much larger since many of the counterfeit ICs go undetected and are
being used in systems today. In addition, the trends cited in [1], suggest that this
number will only increase over time.

These used or defective ICs enter the market when electronic “recyclers” divert
scrapped circuit boards away from their designated place of disposal for the
purposes of removing and reselling the ICs on those boards. The detailed recycling
process is shown in Fig. 10.2. After a careful cleaning, those used ICs look like
new and can be reused in critical applications. It is vital to prevent recycled ICs
from entering critical infrastructures such as aerospace, medical, and defense supply
chains since they will fail sooner and less predictably than new chips.

M. Tehranipoor et al., Integrated Circuit Authentication: Hardware Trojans
and Counterfeit Detection, DOI 10.1007/978-3-319-00816-5__10,
© Springer International Publishing Switzerland 2014
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Fig. 10.1 Counterfeit incidents by type of problem for microcircuits from 2005 to 2008

Fig. 10.2 ICs recycling process

Since the recycling process usually involves a high-temperature environment to
remove ICs from their boards, there are several security issues associated with these
ICs: (i) a used IC can act as a ticking time bomb [5] since it does not meet the
specification of the unused (new) ICs; (ii) an adversary can include additional die on
top of the recycled die, carrying a back-door attack, sabotaging circuit functionality
under certain conditions, or causing denial of service [6]. Therefore, it is vital to
prevent these recycled ICs from entering critical infrastructures.
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Note that, the term recycled IC is used in this book to denote used ICs being sold
as new or remarked with higher grades. The terms unused IC and new IC represent
the ICs that are brand new. On the other hand, most of ICs used in the field are not
turned on all the time. Take an IC used in a cell phone for example. The cell phone
may only be powered on during the day. The real (power-on) usage time of the IC
would be much shorter than the usage time with power-off intervals. The term usage
time is used to represent the accumulated power-on time, even if the IC was used
intermittently.

In general, recycled ICs have the same appearance, functionality, and markings
as the devices they are meant to mimic, but they have been used for a period of
time before they were resold. Even the best visual inspection techniques will have
difficulty identifying these ICs with certainty [7]. Physical tests, described in [8],
are often used to identify recycled ICs through visual inspection, blacktop testing,
scanning electron microscopy (SEM), scanning acoustic microscopy (SAM), x-ray
imaging, x-ray fluorescence, fourier transform infrared (FTIR) spectroscopy, etc.
These methods can efficiently detect recycled ICs with mechanical defects, such
as defects in packaging, lead, bond wires, die, etc. However, they cannot detect
recycled ICs without these physical defects. Moreover, physical test cannot be
verified all the ICs in a batch of chips as most of these tests are based on sampling.
On the other hand, electrical detection methods can be applied to all the ICs under
test. SAE AS5553 [8] incorporates some electrical tests, such as the DC curve
trace, full DC test, key (AC, switching, functional), and full functional tests at
ambient temperature and over temperature in their detection procedures. However,
the applicability of these tests to today’s complex ICs (microprocessors, memories,
programmable logic devices, ASICs, etc.) are major concerns. Using electrical tests
for IC detection has not yet been verified completely, and there are currently no
available documents to guide recycled IC detection using electrical tests. Therefore,
new techniques need to be developed to help measure recycled ICs’ specifications
and effectively detect them if they have already been used in the field, even for a
short period of time.

Over the past several years, several techniques related to recycled IC detection
have been developed. Physical unclonable functions (PUFs) implement challenge
and response authentication for IC identification [9–13]. For each physical stimulus,
the circuit will react in an unpredictable way due to the complex interaction of the
stimulus with the physical structure of the PUF and the inherent process variations.
As the physical variations for each IC are unique, a distinct ID can be obtained for
each IC through the PUF. Techniques to protect ICs against counterfeiting via active
and passive authentication and identification (also known as hardware metering)
have been proposed in [14–16]. Metering techniques attempt to ensure that the
overproduction of ICs will be prohibited. The above approaches are effective at
authenticating ICs but not at identifying recycled ICs since they are expected to
have the same IDs as the unused ICs.

The computer-aided design and reliability research community has also seen
extensive research on the aging of ICs. In particular, ring oscillator based reliability
analysis has become a common practice. For instance, a silicon odometer has been
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proposed to monitor different types of aging effects [17,18]; however, the objective
was to improve the reliability of ICs, not to identify the recycled ICs. If such sensors
are used to detect recycled ICs, they will be ineffective because of the presence of
process and environmental variations.

The first attempt to identify recycled ICs is presented in [19], a technique
that used on-chip sensors. The simulation and silicon results demonstrated the
effectiveness of the approach. This chapter will focus on this technique for recycled
IC identification.

The major difference between recycled ICs and unused ICs is that recycled ICs
have already been used and have experienced aging, as they were removed from
their original boards and re-sold in the market. Aging effects, such as negative bias
temperature instability (NBTI) and hot carrier injection (HCI), would have had an
impact on recycled ICs’ performance due to the change in threshold voltage. In this
section, two techniques using lightweight sensors (RO-based and AF-based) will be
presented to help with the detection of recycled ICs [19].

The RO-based sensor is composed of a reference ring oscillator (Reference RO)
and a stressed ring oscillator (Stressed RO). The Stressed RO is designed to age at
a very high rate by using high threshold voltage gates to expedite aging so that ICs
used for a period of time can be identified. The Reference RO is gated off from the
power supply during chip operation, so that it experiences less stress. The frequency
difference between the two ROs could denote the usage time of the chip under test
(CUT); the larger the difference is, the longer the CUT has been used, and with a
higher probability the CUT could be a recycled IC. The impact of intra-die process
variations can be minimized with the close placement of the two ROs in the RO-
based sensor. Data analysis can effectively distinguish the frequency differences
caused by aging from those caused by temperature and inter-die process variations
to identify recycled ICs, which is demonstrated by the simulation and silicon results.
The RO-based sensor presents a negligible area overhead, imposes no constraint on
circuit layout, and is resilient to removal and tampering attacks. The three working
modes of the RO-based sensor ensure that the Reference RO cannot be gated on
alone, thus the frequency difference between the two ring oscillators cannot be
changed to mask detection.

The AF-based sensor, composed of counters and an embedded antifuse memory
block, is also presented to identify recycled ICs. The counters are used to record the
usage time of ICs, and the value is then dynamically stored in the antifuse memory
block by controlling the programming signal. Since the antifuse memory block is
one-time programmable, “recyclers” cannot erase the context during the recycling
process. Therefore, the AF-based sensor is resilient to removal and tampering
attacks. Two different structures of AF-based sensor are proposed to measure the
usage time of ICs in [19]: (i) an AF-based sensor using clock (CAF-based) records
the cycle count of the system clock during the chip operation. The usage time of
recycled ICs can be reported by this sensor and the measurement scale and total
measurement time can be adjusted according to the application of ICs. (ii) an AF-
based sensor using signal transition (SAF-based) selects a certain number of signals
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with low switching probability and records their switching activities to calculate
usage time to detect recycled ICs with less area overhead compared to the CAF-
based sensor.

10.1 Background

In this section, aging phenomenon in ICs and their impact on different circuit
components will be briefly introduced. The antifuse OTP memory used in the AF-
based sensor will also be briefly introduced.

10.1.1 Aging Analysis

When the chip operates in functional mode, the transistors age mainly due to NBTI
and HCI. The aging effects of NBTI and HCI can cause parametric shifts and circuit
failures, as demonstrated by reliability models [20,21], and [22]. NBTI occurs when
a negative gate-to-source voltage is applied at the PMOS transistors, which breaks
Si-H bonds generating the interface traps. These interface traps can increase the
absolute value of the PMOS threshold voltage (Vth), resulting in reduced transistor
current and increased gate delay. Equation (10.1) shows the shift of Vth caused by
NBTI [23].

�Vth D qNit;NBTI .t/

Cox

(10.1)

where Cox represents the gate oxide capacitance, q is the electronic charge, and
Nit;NBTI .t/ is the number of interface traps, which will increase as the transistors
continue to operate in the field. HCI occurs when the electron or hole in the
transistors gains sufficient energy to overcome the silicon dioxide barrier in order to
break an interface state. The silicon substrate/gate dielectric interface and dielectric
bulk traps caused by HCI can impact device parameters including threshold voltage,
as shown in (10.2).

�Vth D qNit;HCI .t/

Cox

(10.2)

where Nit;HCI .t/ is the number of interface traps caused by HCI.
Since recycled ICs have been impacted by these aging effects when used in the

field, the circuit parameters of recycled ICs would be different from those of new
ICs. If a fast-aging sensor was embedded into the circuit to help detect its usage,
then recycled ICs could be identified.

In order to verify the effects of aging on a circuit’s performance, several different
inverter chains were simulated using Synopsys 90 nm technology [24]. The delay
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Fig. 10.3 (a)An inverter chain structure, (b) The degradation of inverter chains with different
lengths (stage count), and (c) The degradation of a 3-inverter chain with different inverter types

of these inverter chains will represent the circuit’s performance. The simulation
was conducted using HSPICE MOSRA (Synopsys’ reliability analysis tool) with
combined NBTI and HCI aging effects at 25ıC. Figure 10.3a shows the basic
structure of the inverter chains with the same capacitive load and the same stress
coming from a 500 MHz clock. These chains are composed of 3, 7, 15, and
31 standard, high, and low threshold voltage (SVT, HVT, and LVT) inverters.
Figure 10.3b presents the delay degradation of inverter chains under clock stress
for up to 27 months with no interruption. As can be seen in the figure, the number
of inverters does not have a significant impact on the degradation of these chains
since they receive the same stress, and each inverter’s speed degrades at the same
rate. Aging effects are also dependent on a device’s threshold voltage. The 3-inverter
chains were simulated using SVT, HVT, and LVT and two different size inverters
(INVX1 and INVX32). Figure 10.3c shows that the chain with the HVT inverters
experiences more degradation than the chains with the SVT or LVT inverters,
and the INVX1 inverter chain has a larger degradation than the INVX32 inverter
chain.

NAND and buffer (BUF) gate chains with HVT were also simulated at 25 ıC
with a 500 MHz clock stress. The basic structure of these chains is the same as
the inverter chains. A NAND gate will function as an inverter when its two inputs
are connected together. Figure 10.4 shows the simulation results. As can be seen
in the figure, the gate type does not impact the aging speed significantly. However,
the inverter chain ages slightly faster than the others, while the NAND gate chain
and the BUF chain age at almost the same speed. The difference in the amount
of aging depends on the structure of gates. Therefore, inverters (INVX1) with
HVT will be used to create the ring oscillators used to detect recycled ICs in this
simulation.
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Fig. 10.5 (a) The frequency degradation of a 5-stage RO, and (b) The frequency of a 5-stage RO
decreases as temperature increases

Figure 10.5a shows the frequency degradation of a 5-stage ring oscillator with
HVT inverters after 27 months of aging. The frequency of the RO in a recycled
IC will be smaller than in a new IC. If there are no environmental or process
variations, recycled ICs could be easily identified by measuring the frequency of
the RO embedded in the circuit. However, variations have a significant impact
on the ROs’ frequency. Figure 10.5b shows that the frequency of the 5-stage
RO will decrease as the temperature increases, and that the frequency variation
could be very large. Note that increasing temperature can also increase circuit
degradation.
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Fig. 10.6 (a) The frequency of a 5-stage RO varying with process variations, (b) The frequency
degradation of a 5-stage RO aging for 1 year varying with process variations, (c) The frequency
of a 21-stage RO varying with process variations, and (d) The frequency degradation of a 21-stage
RO varying with process variations

The 1,000 Monte Carlo (MC) simulation results of the 5-stage RO are shown in
Fig. 10.6a, at a temperature of 25ıC with 3� : 2 % Tox, 5 % Vth, and 5 % L inter-
die variations and 1 % Tox, 5 % Vth, and 5 % L intra-die variations. As this figure
displays, the RO’s frequency can vary as much as 20 % under process variations. In
addition, process variations impact the aging rate of the RO, as shown in Fig. 10.6b.
The frequency degradation of the 1,000 chips varies around 8 % (7:4 %–8:6 %) for
1 year of aging. This frequency shift caused by the aging effects in recycled ICs can
help separate them from those caused by process variations in new ICs.

With a fixed stress, the number of inverters does not have a significant impact on
an inverter chains’ delay degradation. However, the frequency of an RO is related
to the number of inverters, f D 1

2�n�td
, where n is number of stages in the RO and

td is the delay of an inverter. Figure 10.6c shows the frequency shift of a 21-stage
RO with HVT inverters. The frequency degradation is shown in Fig. 10.6d. It can
be concluded that the 5-stage RO experiences slightly more degradation since its
oscillation frequency is higher than the 21-stage RO by comparing the frequency
degradation of the 5-stage and 21-stage ROs. However, a 5-stage RO may require a
very fast counter that might be difficult to design for timing closure.
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10.1.2 Antifuse Memory

An antifuse is an electronic device that changes the state from non-conducting/high
resistance to low resistance in response to electrical stress. With sufficiently high
voltage or current, a large power dissipation in a small area will melt a thin insulating
dielectric between polysilicon and diffusion electrodes and form a thin, permanent,
and resistive silicon link. The programming performed after manufacturing is
irreversible and permanent in antifuse cells, which will be used in the AF-based
sensor to store the usage time of ICs.

The AF-based sensor is composed of counters with the usage time of ICs when
powered on stored in an embedded antifuse OTP memory block during the chip
operation. Otherwise, the data may be erased or altered by attackers while the chip
is in the power-off mode. The reasons for using an antifuse block in the AF-based
sensor are [25]: (i) it consumes less power to program or read compared with other
types of OTP structures, such as electrical fuse or CMOS floating gate, (ii) the area
of an antifuse is much smaller than an efuse, and (iii) it does not require additional
mask or manufacturing handling steps during fabrication.

However, most antifuse memories are programmed in a programming environ-
ment with relatively high voltage/current. Therefore, integrated charge pumps or
voltage multipliers are used to provide sufficiently high voltage/current [26, 27] in
embedded antifuse OTP memories. With those charge pumps or voltage multipliers,
no additional power supply is required during programming. The typical interface
of the embedded antifuse memory is shown in Fig. 10.7 [26, 27], including Power
supply, Address, Prog, and Data signals. Existing antifuse blocks with the interface
shown in Fig. 10.7 are used instead of designing a new embedded antifuse structure
in the AF-based sensor, since embedded antifuse memory is only a small part of the
sensor.

10.2 Recycled-IC Detection Sensors

Two different sensors to identify recycled ICs are presented in this chapter. The RO-
based sensor is based on the aging differences between two ring oscillators to record
the usage time of ICs. It does not require any memory element to store the usage
time since it is hidden in the degraded RO frequency because of aging. AF-based



188 10 Counterfeit ICs: Detection and Prevention of Recycled ICs Using On-Chip Sensors

VDD

Ref. RO

VSS

Sleep Trans. Sleep Trans.

Sleep Trans Sleep Trans.

VDD VSS

Mode[1:0]

ROSEL

Stressed RO
System CLK

System
CLK

C
on

tr
ol

 M
od

ul
e

M
U

X

Counter

Timer

Fig. 10.8 The structure of the RO-based sensor

sensors count the system clock or the switching activity of the signals in the design
and store the usage time in an antifuse OTP block. The two sensors will be discussed
in detail in the following.

10.2.1 RO-Based Sensor

The main objectives in designing the RO-based sensor are: (i) the sensor must age
at a very high rate to help detect ICs used for a short period of time, (ii) the sensor
must experience no aging during manufacturing testing, (iii) the impact of process
variations and temperature on the RO-based sensor must be minimal, (iv) the sensor
must be resilient to attacks, and finally, (v) the measurement process must be done
using low-cost equipment, and be very fast and easy.

As mentioned earlier, aging effects can slow down the frequencies of ROs
embedded into the ICs. With an embedded RO, these recycled ICs can be iden-
tified based on their frequency, which will be lower than that of a new IC.
However, there are many parameters impacting the frequency of an RO, such
as temperature and process variations. The RO-based sensor uses a Reference
RO and a Stressed RO to separate the aging effects from process/environmental
variations.

Figure 10.8 shows the structure of the RO-based sensor, which is composed of a
control module, a Reference RO, a Stressed RO, a MUX, a timer, and a counter. The
counter measures the cycle count of the two ROs during a pre-specified time period,
which is controlled by the timer. System clock is used in the timer to minimize the
measurement period variations due to circuit aging. The MUX selects which RO is
going to be measured, and is controlled by the ROSEL signal. The Reference and
Stressed ROs are identical; both are composed of HVT components. The inverters
in Fig. 10.8 can be replaced by any other type of gates (NAND, NOR, etc) that
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can construct an RO. It will not change the effectiveness of the RO-based sensor
significantly. Smaller-stage ROs are used in the RO-based sensor considering the
counter’s measurement speed limits given a technology. For example, in the 90nm
technology, a 16-bit counter can operate under a frequency of up to 1GHz; an
inverter-based RO of at least 21 stages is then required.

Sleep transistors are used to connect the ROs to the power supply in the RO-
based sensor; PMOS sleep transistors control the connection between VDD and the
inverters and the NMOS sleep transistors control the connection between VSS and
the inverters. Both the Reference RO and the Stressed RO work in three modes
controlled by the Mode signal: (i) when the IC is in manufacturing test mode,
the Reference RO and Stressed RO will be disconnected from the power supply
and experience no aging. This mode only lasts a short time, depending on the IC
test procedures. (ii) when the IC is in normal functional mode, the Reference RO
will be disconnected from VDD and VSS , but the Stressed RO will be gated on
and will age. The frequency of the Stressed RO will drop while the Reference
RO will not change very much. ICs will spend most of their time in this mode.
(iii) when the IC is in authentication mode (i.e., when an IC is taken from the
market, and its authenticity is to be verified), both the Reference RO and Stressed
RO will be gated on by connecting to the power supply. The timer and counter
will be enabled to measure ROs’ cycle count and the ROSEL signal will select
which RO to measure. The rest of the IC functionality would be turned off by the
Model signals and the authentication process takes a very short period of time.
The three modes of operation ensure that (i) the frequency difference between the
Reference RO and Stressed RO will be larger over time since the Reference RO
cannot be gated on alone, and (ii) it is extremely difficult for adversaries to force
the RO-based sensor to operate in authentication mode when it is supposed to be in
its normal functional mode, which would eliminate the aging difference. The only
method to do that would be to modify the original RO-based sensor module, which
is impossible during a simple recycling process.

As shown in Fig. 10.8, the inverters of the Reference RO and the Stressed
RO are placed next to each other physically, designed as a single small module.
The process and environmental variations between them should be very small.
Therefore, in a new IC, the frequency difference between the Reference RO and the
Stressed RO would be within a certain small range. In a recycled IC, the Stressed
RO will have suffered aging from its own oscillation, since the chip has been
working in normal functional mode for a long time. However, the Reference RO
will not have experienced as much aging since it was gated off. The frequency
difference between the Reference RO and the Stressed RO will grow larger as
the chip operates longer, which is demonstrated by the simulation and silicon
results. If the frequency difference is outside of the new ICs’ frequency difference
range considering process variations, it can be concluded with high confidence
that the CUT was recycled from used boards. The area overhead of the RO-based
sensor is negligible when compared to the millions of gates in modern ICs. Power
consumption is also limited to that consumed by the Stressed RO in the RO-based
sensor.
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10.2.2 AF-Based Sensor

In the RO-based sensor, the inverters of the Reference RO and the Stressed RO are
placed physically next to each other to minimize the impact of intra-die process
variations. However, it may still be difficult to completely exclude the impact of
inter-die process variations on the sensor. In addition, the RO-based sensor provides
only an approximation of the usage time in a form of aging in the stressed RO.
Therefore, the sensitivity (the minimum usage time of recycled ICs detected by
sensors) of the RO-based sensor is limited. For example, it may not identify recycled
ICs used for less than 1 month, based on simulation. In order to eliminate the issue
of process variations, to provide a more accurate usage time, and to identify recycled
ICs that are only used for a very short period of time (such as 1 day), two AF-based
sensors are proposed: the CAF-based sensor and the SAF-based sensor.

CAF-Based Sensor: Fig. 10.9 shows the structure of the CAF-based sensor, which
is composed of two counters, a data read module, an adder, and an antifuse OTP
memory block. counter1 is used to divide the high frequency system clock with
a lower frequency signal, as shown in Fig. 10.9. counter2 is used to measure the
cycle count of the lower frequency signal. The size of the two counters can be
adjusted depending on the measurement scale (Ts: defined as the time unit reported
by the sensor) and the total measurement time (Ttotal ). For example, if Ts is 1 h and
Ttotal is 1 year based on the specification of an IC, a 38-bit counter1 will meet the
requirement to count the usage time from 20ns (assume system clock = 50 Mhz) to
1h and a 14-bit counter2 will count the usage from 1 to 8,760h (1 year).

Since the data stored in registers (counters) could be lost or reset when the power
supply is off, non-erasable memory is required in this sensor. An embedded antifuse
OTP block is used instead of a field programmable read-only memory (FPROM)
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Algorithm for Data Read
01: initial address = (N/2);
02: for (i = log(N/2),i > 0,i−−) {
03: if ([address] == 1)
04: address = address + 1;
05: if ([address] == 0)
06: address = address −1, $stop;
07: else
08: address = address − 1;
09: address = address + 2(i −1);
10: else
11: address = address − 2(i +1);
12: }

Fig. 10.10 The algorithm for
“data read” in CAF-based and
SAF-based sensors

to store the usage time information because FPROM could be tampered with or
altered by attackers. In the antifuse block, Prog is assigned to be 10b1 if the value
in counter2 increases by “1”. By connecting the output of counter2 to Address in
the antifuse block directly, the related antifuse cell will be programmed as “1”.
Therefore, the largest address of the cell whose content is “1” will be the usage
time of CUT based on the measurement scale setup by counter1.

However, program and read operations share the same Address signals in an
antifuse block. Therefore, a MUX (MUX1 in Fig. 10.9), controlled by data read
module, is used to select the address (antifuse cell) to be read or programmed. Every
time the power supply is on, the antifuse block will work in read mode for a short
period of time. During this time, the read address generated by the data read module
will go through MUX1, and all the antifuse cells will be traversed based on the
traversing binary tree principle. Figure 10.10 shows the algorithm for data read in
an N-bit antifuse block. As Fig. 10.10 illustrates, there are log.N=2/ loops in the
algorithm. The address is increased or decreased by 2i�1.i D 0; : : : log.N=2// for
the i th loop based on the value in the address. If the value stored in the address is
“1”, (Œaddress� DD 1) and the value stored in the next address is “0”, the address
will represent the usage time before power-on, based on Ts . The read operation will
last less than log.N=2/ C 1 system clock cycles, depending on the value stored in
the antifuse block; this time will be recorded by counter1, as well.

Once the previous usage time is collected, it will be stored in register Reg3 and
sent to the adder . The reason for using an adder here is that counters start from “0”
every time the power is turned on, and the previous usage time must be considered
when the total usage time is calculated. In addition, Reg1 is used to sample the data
in adder, Reg2 delays the data in Reg1 with one system clock, and XOR gates are
used to compare the data in Reg1 and Reg2. If they are different (denoting the usage
time increased), the antifuse OTP block will work in program mode and the data
in Reg1 will go through MUX1 to the Address in the antifuse block. Therefore,
combined with the value in counter2 (the usage time after power-on), the new total
usage time will be stored in the antifuse OTP block by programming a new antifuse
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cell with a larger address. By designing the sensor in this way, the probability of
altering or tampering attacks will be reduced on the AF-based sensor.

In order to eliminate the need for additional pins on the chip for authentication
purposes, the CAF-based sensor uses a MUX (MUX2) and an authentication (Aut.)
pin to send the usage time to the output pins of the ICs. This way, no extra output
pins will be added to the original design. When the IC works in normal functional
mode, original primary outputs (OPOs) will go through MUX2. If the IC is in
authentication mode by enabling the authentication signal, the data read module
will set the antifuse IP in read mode and the usage time will go through MUX2. In
addition, when the IC works in the manufacturing test mode, the functionality of the
CAF-based sensor will be disabled, and structural fault test patterns will be applied
to the sensor.

SAF-Based Sensor: With two counters, the area overhead of the CAF-based
sensor could still be considered large for smaller designs. In order to reduce the
area overhead, an SAF-based sensor is proposed based on the (SW), as shown in
Fig. 10.11. Comparing Figs. 10.11 with 10.9, it can be seen that the structure of the
SAF-based sensor is similar to that of the CAF-based sensor. The difference is that
the CAF-based sensor counts the cycle of system clock to record the ICs’ usage
time while the SAF-based sensor counts the switching activity (positive edge) of a
certain number of nets in the design. During simulation, a certain number of nets
are selected to be the input of an AND gate. The rule of net selection is that the
switching activity of the output of the AND gate must meet the requirement of the
measurement scale. For example, if Ts is 1h, one of the choices could be four nets
with SW.N _1/ D 30=60 min, SW.N _2/ D 24=60 min, SW.N _3/ D 25=60 min,
and SW.N _4/ D 24=60 min, respectively. However, with different functional
inputs, the signals’ SW could be significantly different. Therefore, only the signals
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with consistent SW under different inputs are selected. The net selection can be
adjusted based on different designs and measurement scales. Then the positive pulse
of the output of the AND gate (SS signal in Fig. 10.11) will be counted by counter2
in the sensor.

In order to further reduce the area overhead, a 1-bit right shifter is used to divide
the value in counter2 by 2, and then the largest address of antifuse cells with “1”
will represent [SW/2]. A 1-bit left shifter is used to calculate the switching activity
by ŒSW=2� � 2. The recorded SW will represent the ICs’ usage time. Therefore,
the number of antifuse cells in SAF-based sensor will be reduced compared with
CAF-based sensor. However, the accuracy of the SAF-based sensor is lower than
the CAF-based sensor because (i) it is based on the switching activity of a certain
number of nets on the netlist while CAF-based sensor counts the cycle count of the
system clock, and (ii) the SAF-based sensor loses part of the usage time information
due to the shifters.

Compared with the RO-based sensor, the area overhead of the two AF-based
sensors is larger because of the counters and the antifuse OTP block. However,
this overhead is still negligible when compared to the millions of gates in modern
ICs. The major advantage of the AF-based sensor over the RO-based sensor is that
the usage time stored in the AF-based sensors to identify recycled ICs will not be
impacted by technologies (i.e., older technology designs do not age as much as the
new ones do), packages, assemblies, or process variations. Even if the design was
fabricated at different times in different foundries, the AF-based sensor can still
indicate how long a chip under testing has been used. In addition, AF-based sensors
can identify recycled ICs used for a very short period of time, such as 1 day, due to
the small measurement scale.

10.3 Results and Analysis

In this section, the experimental results of the RO-based sensor and AF-based sensor
will be presented, including simulation results and silicon results from test chips.
Attack analysis on the two sensors will also be discussed.

10.3.1 RO-Based Sensor

Figure 10.12 shows the proposed measurement flow using the RO-based sensor
for identifying recycled ICs in experiments. This is done only for the purpose
of validating the proposed sensor. The way the RO-based sensor is designed
eliminates the need for a golden IC, especially when a chip is used in the field
for a long period of time in the field. First, a certain number of random, new
ICs are used as sample chips to generate a fingerprint. The samples can come
from the same or different wafers and lots. The larger this sample is, the more
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Fig. 10.12 The measurement flow using the RO-based sensor for identifying recycled ICs

process variation space will be covered, reducing the probability that new ICs
with large process variations will be identified as recycled ICs. 1,000 sample
chips are tested in the simulation. In authentication mode, the Reference RO’s and
Stressed RO’s frequencies are measured. Temperature variation should not impact
the identification results significantly, since the Reference RO and Stressed RO will
experience the same environmental temperature.

Once the sample chips have been measured, the frequency difference between the
Reference RO and Stressed RO will be calculated, with Fdiff D Fref �Fstr , where
Fref is frequency of the Reference RO, and Fstr is frequency of the Stressed RO.
With 1,000 sample chips, the range of Fdiff will be determined using distribution
analysis, creating a fingerprint for new ICs. If Fdiff of the CUT is out of the range
of the new ICs’ fingerprint, there is a high probability that the CUT is a recycled
IC. Otherwise, the CUT is assumed to be a new IC. The longer the CUT has been
used, the more aging effects it will have experienced, making it easier to identify.
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Table 10.1 Process variations

Inter-die Intra-die

Vth (%) L (%) Tox (%) Vth (%) L (%) Tox (%)

PV0 5 5 2 5 5 1
PV1 8 8 3 7 7 2
PV2 20 20 6 10 10 4
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Fig. 10.13 The frequency difference distribution of RO-based sensor with PV0 using (a) 21-stage
ROs, and (b) 51-stage ROs

The entire measurement procedure for each CUT should take only a short amount
of time (less than few seconds).

90nm technology is implemented and simulated to verify the effectiveness of the
RO-based sensor [24]. HSPICE MOSRA from Synopsys is used to simulate and
measure the impact of aging on the RO-based sensor. The nominal supply voltage
is 1.2V. During simulation, in the stress phase, the Reference RO was gated off
and the Stressed RO was gated on, experiencing NBTI and HCI aging. The stress
for the Stressed RO comes from its own oscillation. In the authentication phase,
the Reference RO and Stressed RO were both gated on and measured one by one,
selected by the ROSEL signal. The measurement time was set up in the timer as
100�s in the simulation. Since the clock of the counter in the RO-based sensor is
from the RO, the counter gives the cycle count of each RO. The frequency of RO is
equal to the cycle count divided by the measurement time. The following simulation
analysis is based on inverter ring oscillators.

Stage Analysis: RO-based sensors with 21-stage and 51-stage ROs were simulated
at 25ıC with 2 % Tox, 5 % Vth, and 5 % L inter-die and 1 % Tox, 5 % Vth, and 5 %
L intra-die process variations (PV0 in Table 10.1). 1,000 chips were generated using
Monte Carlo simulation by HSPICE, and the total aging time was set at 24 months
with a 1-month step.

Figure 10.13a shows the frequency difference Fdiff range between the 21-stage
Reference RO and Stressed RO, where, in the legend, AT denotes aging time, M
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represents month, and Y represents years. As seen in this figure, the frequency
difference in new ICs (AT D 0) could be larger or smaller than 0, which is
dependent on the process variations between the two ROs. In addition, the process
variations of the CUTs are different from that of the 1,000 sample new ICs, but the
frequency differences still follow an identical distribution. The range of frequency
differences in the new sample ICs is used as the fingerprint. After being used for 1
month, the Stressed RO suffered from aging effects and its frequency became lower.
The lowest frequency difference between the Reference RO and the Stressed RO is
larger than the largest frequency difference present in the new IC set. Therefore, the
recycled IC detection rate for ICs aged for 1 month or longer is 100 %. At 6 months,
1 year, and 2 years, the frequency difference between the Reference RO and the
Stressed RO becomes larger and larger, and the variation of the frequency difference
becomes larger as well. This is because the aging rate is different from chip to chip
due to process variations; some ICs aged faster and some others aged slower.

RO-based sensors with 51-stage ROs were also implemented using the same
temperature and the same process variations. Figure 10.13b shows the simulation
results. By comparing Fig. 10.13a and b, it can be concluded that the frequency
difference between aged and new ICs is smaller when using larger-stage ROs.
However, the frequency difference variation becomes smaller as well, which means
that the RO-based sensor could still detect fully recycled ICs that had been used for
1 month with a 100 % detection rate. If the RO-based sensor uses large-stage ROs,
it may impact the absolute value of the frequency difference between the Reference
RO and the Stressed RO, but the detection rate will not be impacted significantly.
For different technologies, the stage count of the ROs could be adjusted based on
the speed of the counter. In the following, RO-based sensors with 21-stage ROs are
used for further analysis according to the 90nm technology.

Process Variations and Temperature Analysis: The effectiveness of the RO-
based sensor is partly dependent on the variations between the Reference RO and
the Stressed RO. With lower rates of variation, the RO-based sensor can identify
recycled ICs that have aged for a shorter period of time. However, the variations
between the Reference RO and the Stressed RO are determined by intra-die process
variations. The smaller the intra-die variations, the more effective the RO-based
sensor will be. Table 10.1 shows the different process variation rates used in the
simulation to analyze their impact on detection. Moving from PV0 to PV2, inter-die
and intra-die variations both become larger. RO-based sensors with 21-stage ROs
were simulated at 25ıC using these process variation rates.

By designing the sensor as a small module (hard macro), the Reference RO and
the Stressed RO were placed close to one another and the variations between them
were minimal. The simulation results of 1,000 chips with PV1 and PV2 are shown in
Fig. 10.14a and b, respectively. By comparing Figs. 10.13a, 10.14a, and b, it can be
concluded that the variation of the frequency differences between the Reference RO
and the Stressed RO in the new ICs becomes larger with larger process variations.
For the 1,000 ICs with PV2, the detection rate of recycled ICs aged for 1 month
is 95:2 %. However, for the recycled ICs that aged for 6 months, the detection rate
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Fig. 10.14 The frequency difference distribution of an RO-based sensor with 21-stage ROs with
(a) PV1 and (b) PV2
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Fig. 10.15 The frequency difference distribution of the RO-based sensor with (a) PV1 and ˙10ıC
and (b) PV2 and ˙20ıC

is 100 %. The RO-based sensor identifies shorter-aged recycled ICs with smaller
intra-die process variations as in PV0, PV1, and PV2.

The 1,000 circuits generated using Monte Carlo were also simulated with both
process and temperature variations. Figure 10.15a shows the frequency difference
occurrence rate between the 21-stage Reference and Stressed ROs with process vari-
ations PV1 (shown in Table 10.1) and temperature variations of ˙10ıC around room
temperature. Figure 10.15b shows the simulation results with process variations
PV2 and temperature variations of ˙20ıC around room temperature. The results in
Figs. 10.15a and 10.14a are from chips with the same process variations but different
temperature variations. As the figures show, the frequency difference variations
in Fig. 10.15a are slightly larger than those in Fig. 10.14a, due to temperature
variations. The same conclusion can be made by comparing Figs. 10.15b and 10.14b.
For the 1,000 chips with PV2 and ˙20ıC temperature variations, the detection
rate of recycled ICs aged for 1 month is 92:3 %, but it is still 100 % for recycled
ICs aged for 6 months, demonstrating that the RO-based sensor is effective even
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Table 10.2 The structure of RO-based sensors in the test chip

ROs in RO-based sensors

Reference RO Stressed RO RO Structure Vth

RO-based1 R_RO1 S_RO1 1 NAND C 200 BUFs SVT
RO-based2 R_RO2 S_RO2 1 NAND C 200 BUFs HVT
RO-based3 R_RO3 S_RO3 201 NANDs HVT

with large process and temperature variations. Note that such a large variation in
temperature and process are not expected in practice when authenticating a CUT.
The temperature difference and process variations between the two ROs in an RO-
based sensor will be negligible since they are placed physically near each other.

Silicon Results: The RO-based sensor is also verified through analysis of test chips
fabricated using a 90nm technology. The test chip was originally designed to verify
the effects of aging on the frequency of the ROs. It is used here to demonstrate the
effectiveness of the RO-based sensor. In total, there are 96 delay chains in the chip
that can work in ring oscillator mode by controlling different input signals [28]. Six
of these ring oscillators were selected to construct three RO-based sensors, as shown
in Table 10.2.

• RO-based1 contains two identical ROs (R_RO1 and S_RO1) with one SVT
NAND gate and 200 SVT BUFs;

• RO-based2 is composed of two identical ROs (R_RO2 and S_RO2) with one
HVT NAND gate and 200 HVT BUFs

• RO-based3 includes ROs (R_RO3 and S_RO3) with 201 HVT NAND gates.

where R_RO1, R_RO2, and R_RO3 are Reference ROs, while S_RO1, S_RO2,
and S_RO3 are Stressed ROs, respectively.

Comparing ROs included in the test chip with those used for HSPICE simulation,
there are two main differences: (1) the stage of ROs in the test chip is 201 while the
stage of ROs used in Monte Carlo simulation is much smaller (e.g. 21). The much
larger number of stages in the test chip was used to make the measurement and
observation possible with low-end oscilloscopes. (2) the gates in the ROs in the test
chip are complex gates (BUFs, NANDs, etc.) while inverter-based ROs were used
in simulation. The purpose is to aim at analyzing the impact of aging on different
types of gates in the test chip. However, the number of stages and RO gate type do
not present a significant impact on the effectiveness of the RO-based sensor.

Fifteen test chips are used in the experiment to present the impact of process
variations and aging. To replicate the RO-based sensor’s stressed mode, S_RO1,
S_RO2, and S_RO3 were enabled and experienced accelerated aging for 80 h at
135ıC with an elevated supply voltage (1.8V instead of 1.2V). The reason for using
accelerated aging is that it takes a long time (usually weeks/months) to observe
aging effects under normal conditions. The remaining three ROs were gated off and
experienced no aging. In authentication mode, all of the ROs were enabled, and
the temperature was brought back to room temperature (around 25ıC). With the 15
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Fig. 10.16 The frequency difference distribution in (a) RO-based1, (b) RO-based2, and (c) RO-
based3

new test chips, the average frequency of ROs is about 7:5 Mhz. Figure 10.16 shows
the experimental results of the three RO-based sensors over the test chips. The red
bars in the figure show the frequency difference between the Reference RO and the
Stressed RO in each RO-based sensor at time zero (new/unused ICs). Similarly, the
yellow bars are the frequency difference between the two ROs after 80h of aging.

Since a much larger number of stages are used in these sensors compared to
those used in the simulations, the mean frequency of the ROs in the test chip and the
frequency difference values are quite different from those yielded by simulations.
However, even with 201 gates in these ROs, the detection rates of the recycled ICs
that aged 80h using RO-based1, RO-based2, and RO-based3 are all still 100 %,
which demonstrates that the RO stage count in the RO-based sensor does not have a
significant impact on the sensor’s effectiveness in detecting recycled ICs. According
to the detailed results, the average frequency degradation of the stressed ROs in
RO-based1, RO-based2, and RO-based3 (shown in Fig. 10.16) is 3:2 %, 4:0 %, and
3:8 %, respectively, By comparing Fig. 10.16a and b, it can be concluded that the
frequency difference gap between new chips and aged chips in RO-based2 is larger
than that in RO-based1. This is due to the fact that RO-based sensors with HVT gates
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(RO-based2) will be more effective than those with SVT gates (RO-based1), which
is also demonstrated in Fig. 10.16 through the simulation results. By comparing
detection rates in Fig. 10.16b using RO-based2 (composed of HVT buffers) with
Fig. 10.16c using RO-based3 (composed of HVT NAND gates), it can be concluded
that the gates used in the RO can change the effectiveness of RO-based sensor
slightly but not significantly.

Note that the ROs in the RO-based sensors in the test chip were not placed as
close as they were supposed to. For instance, the results at time zero show that for
RO-based1 and RO-based2, the R_ROs are faster than S_ROs in most cases, while
this is not the case for RO-based3. This could be because of the spatial variations
that exist between the ROs not placed near each other, which made some ROs faster
than others. For a RO-based sensor to be the most effective, it is recommended to
place both ROs in a single localized module to reduce the variation between them.
Limited by the amount and structure of the test chips, the analysis with silicon data
was not done as with the Monte Carlo simulations. However, the silicon results from
these test chips demonstrate the effectiveness of the RO-based sensor.

10.3.2 AF-Based Sensors

From the above analysis, it can be concluded that detection of a recycled chip
depends on the amount of degradation caused by aging, workload, and process and
environmental variations. However, if the chip is used for a very short period of
time, or if the chip is designed and fabricated using an older technology node, it
will not experience much degradation, thus negatively impacting the effectiveness
of detection. Process and temperature variations cannot impact the data in antifuse
cells in the AF-based sensor since the usage time of the ICs is calculated by counters
and stored in the antifuse block. Therefore, the only step required to know how long
the IC has been used is to read the antifuse block by enabling the authentication
signal. Note that a non-zero usage time from an AF-based sensor in a CUT does
not suggest that it is a recycled IC due to the burn-in process. The CUT can be
identified as a recycled one only if the usage time is longer than the time for the
burn-in process. Therefore, recycled ICs used for a very short period of time can
still be detected by the AF-based sensors.

Area Overhead Analysis: The area overhead of AF-based sensors are analyzed
based upon the implementation of a design (named CSAFTEST) with about 500K
gates and 12KB in-system programmable memory. Table 10.3 shows the area
overhead caused by RO-based, CAF-based, and SAF-based sensors with different
measurement scales and total measurement time. As can be seen in the table,
the area overhead caused by the AF-based sensors changes with Ts and Ttotal ,
since the structure of AF-based sensors changes with measurement resolutions.
For a CAF-based sensor, the size of counter1 depends on Ts while the size of
counter2 and the size of the antifuse memory block both depend on Ttotal=Ts.
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Table 10.3 The area overhead caused by RO-based, CAF-based, and SAF-based sensors on
CSAFTEST

Measurement Area overhead

Scale (Ts ) Total Time (Ttotal ) RO-based CAF-based (%) SAF-based (%) Reduction (%)

1min 1 month – 7.37 3.72 49.5
1h 1 year – 1.57 0.82 47.8
1 day 1 year – 0.18 0.12 33.3
1 day 4 years – 0.37 0.21 43.2
– – 0.025% – – –

For SAF-based sensor, the area overhead is much smaller than that of CAF-based
sensor due to the shifters. The reduction, calculated by {Overhead(CAF-based)-
Overhead(SAF-based)}/Overhead(CAF-based), is shown in the sixth column in
Table 10.3. For example, with Ts D 1 h and Ttotal D 1 year (8,760h), CAF-based
sensor was designed with 20-bit counter1, 14-bit counter2, and 8,760-bit antifuse
memory block. The area overhead of this CAF-based sensor is 1.57 % while the
area overhead caused by SAF-based sensor is 0.82 % and the reduction is 47.8 %.
However, if Ts D 1 min &, Ttotal D 1 month, Ts D 1 day, and & Ttotal D 1 year,
the area overhead of CAF-based sensor are 7.37 % and 0.18 %, respectively.

From the above analysis, it can be concluded that the area overhead caused by
AF-based sensors depends on the application and specification of ICs. For example,
if an IC is used in a system that requires a small Ts and a large Ttotal , the area
overhead would be large. Otherwise, the overhead would be small (less than 1 %).
On the other hand, the time recorded by the AF-based sensors is the power-on time
and the intervals between power-on are not calculated. Therefore, the usage time
stored in the sensor (Ttotal) is usually shorter than the time with power-off intervals.
With a smaller Ttotal , the size of the antifuse memory block in the AF-based sensors
will be smaller, and accordingly, the area overhead will be smaller.

Furthermore, the following conclusions could be made by comparing the RO-
based sensor with AF-based sensors: (i) the area of an RO-based sensor is much
smaller than that caused by AF-based sensor, and it also stays constant because the
number of gates used in RO-based sensor does not vary with designs. Here, the RO-
based sensor was about 0.025 % area overhead, which is negligible. (ii) the accuracy
of RO-based sensor is lower than that of the AF-based sensors since it only provides
an approximation of the usage time in a form of aging in the stressed RO.

Usage Time Analysis: Since the AF-based sensor only records usage time larger
than Ts , if the power-on time of an IC is smaller than Ts , part of the usage time will
be lost during the measurement. In order to verify the usage time, CAF-based and
SAF-based sensors are analyzed with different Ts . Take the worst case for example,
if every time the IC is turned on, the power-on time (Tpon) is shorter than Ts , then the
AF-based sensors will not record any usage time. The value stored in the antifuse
memory will always be equal to the time for the burn-in process. The AF-based
sensors will be ineffective in this case, which should be avoided when designing an
AF-based sensor.
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With appropriate Ts , N D ŒTpon=Ts� will be recorded in counter2 every time
power is on and combined with the previous usage time to be stored in the antifuse
memory block in CAF-based sensor. Figure 10.17a shows the estimated usage time
under different usage situations using a CAF-based sensor. The X axis represents the
worst case when Tpon < Ts . In this case, the estimated usage time recorded by the
sensor is always zero. The solid line represents the ideal case, when the estimated
usage time (Tesm) is equal to the actual usage time. The range between the dashed
line and solid line represents the estimated usage time when Tpon > Ts . Similarly,
the range between the dash-dot line and solid line represents the estimated time
when Tpon > 10 � Ts . As can be seen in the figure, the longer the chip is used
on each power-on, the more accurate estimated usage time will be recorded by the
CAF-based sensor.

For SAF-based sensor, the estimated usage time under different usage situations
is shown in Fig. 10.17b. By comparing Fig. 10.17b with Fig. 10.17a, a conclusion
can be made that the accuracy of the SAF-based sensor is slightly lower than that
of CAF-based sensor. For example, when Tpon > Ts , the usage time recorded by
CAF-based sensor would be Test D ŒTpon=Ts� � Ts while the usage time recorded
by SAF-based sensor would be Test D ŒTpon=2Ts� � 2Ts. In addition, since the
SAF-based sensor is based on the switching probability of several nets in the netlist,
the estimated usage time shown in Fig. 10.17b is based on a probability. Assuming
that the output of the AND gate in the SAF-based sensor (SS signal in Fig. 10.11)
switches once during Ts with probability p, then SS will switch more than once
with probability 1�p. Note that the case that SS does not switch during Ts will not
be considered since this situation should be avoided when designing an SAF-based
sensor. With this assumption, when Tpon > 2 � Ts , the estimated usage time will
be in the range between the dashed line and solid line with probability p, shown in
Fig. 10.17b.

Note that even with time lost during the measurement by using AF-based sensors,
a recycled IC could still be identified since the usage time recorded by the antifuse
memory block in the used ICs will be longer than the time for the burn-in process.
After the burn-in process and before being sent to market, the AF-based sensor in all
CUTs report almost identical usage time. However, when ICs are used in the field,
the usage times recorded by the sensor in CUTs would be larger and different from
each other based on the usage conditions before recycling.

10.3.3 Attack Analysis

In this section, a few attacks circumventing RO-based and AF-based sensors are
discussed considering the capabilities of professional recyclers. The first attack
to the RO-based sensor could be removal and tampering attacks. However, it is
inherently difficult for the recycler to remove the sensor, due to the expected
measurement results from the two ROs. The second attack could be that the recycler
tries to intentionally age the Reference RO to mask the difference between the ROs
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in the RO-based sensor. Similarly, it is impossible to do that since Reference RO
cannot be gated on alone. However, one can argue that attackers with unlimited
resources may be able to remove the chip package, modify the original design, and
tamper with the RO-based sensor. For such ICs where additional security is required,
alterations can be made to the RO-based sensor to prevent these kinds of attacks.
The RO-based sensor could be obfuscated inside the IC by multiplexing functional
gates. This modification would make it more difficult for an attacker to analyze the
IC, and make it more difficult to tamper with the sensor or modify it in any way.

For AF-based sensors, attackers would try to mask the usage time of ICs by
disabling the sensor. However, the AF-based sensor will automatically run whenever
the power is on, and the usage time will be stored in the antifuse memory directly.
Therefore, it is impossible for attackers to disable the sensor without removing
the packaging and breaking the chip. The second attack could be the erasure and
alteration of antifuse cells; this is not possible because the memory used in the
sensors is an antifuse OTP block. The most important advantage of the antifuse OTP
technique is its ability to resist all existing reverse engineering methods because the
oxide breakdown in antifuse cells occurs in a random location within a bounded
enclosure and is extremely small [25]. Therefore, the state of a bit cell remains
hidden in the silicon atoms, making it extremely difficult for attackers to tamper
with the memory. The third attack could be modification of the counters or the
signals connected in the sensor. However, with limited resources and without access
to the original design, attackers cannot modify the nets’ connection. Decapping,
professional cleaning, and remarking will not help attackers either.

10.4 Summary

In this section, two techniques are presented using lightweight on-chip sensors
to detect recycled ICs. The frequency difference between the Reference RO and
the Stressed RO in the RO-based sensor makes the identification of recycled ICs
possible. The usage time stored in the antifuse memory using AF-based sensors can
indicate how long an IC has been used and then identify a recycled IC. Experimental
results and analysis demonstrated the effectiveness of these sensors.
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Chapter 11
Counterfeit ICs: Path-Delay Fingerprinting

Several light-weight on-chip sensors have been presented to detect recycled ICs
based on the degradation of ring oscillators and usage time. They are very
effective for recycled ICs detection. However, they only work best for designs
with these sensors but cannot address detection of existing and legacy ICs that
have no such sensors embedded in them. In order to address this issue, a new
technique is proposed based on side-channel information degradation due to aging,
including path delay degradation, leakage current degradation, and transient current
degradation.

This chapter will focus on the path-delay fingerprinting flow presented in [8].
For new ICs, the delay distribution of paths will be within a certain range. The
fingerprint of the new ICs can be generated during manufacturing test of these ICs
and stored in a secure memory for future use when identifying recycled ICs. Due to
aging effects, such as NBTI and HCI, the path delays in recycled ICs will be larger
than those in new ICs. For a chip under authentication (CUA), the larger the path
delays are, the higher the probability there is that the CUA has been used and is
a recycled IC. A fingerprinting and authentication flow is presented for accurately
identifying recycled ICs in [8]. Statistical data analysis is used to distinguish the
path delay changes caused by process and temperature variations from those caused
by aging. Since the path delay information is measured during the manufacturing
test process, no extra hardware circuitry is required for this technique.

11.1 Path-Delay Degradation Analysis

When a chip is used in the field, aging effects could cause some of its parameters to
shift over time. NBTI increases the absolute value of the PMOS threshold voltage
and results in decreasing transistor current and increasing gate delay [1–3]. HCI
creates traps at the silicon substrate/gate dielectric interface, as well as dielectric
bulk traps, and therefore degrades device characteristics including voltage threshold

M. Tehranipoor et al., Integrated Circuit Authentication: Hardware Trojans
and Counterfeit Detection, DOI 10.1007/978-3-319-00816-5__11,
© Springer International Publishing Switzerland 2014
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Fig. 11.1 (a) An illustrative circuit with NAND, NOR, XOR, and INV chains and (b) Delay
degradation of the chains

[1–3]. Since recycled ICs have been impacted by all of these aging effects, the path
delay of recycled ICs will be different from those of new ICs.

In order to demonstrate the impact of aging on path delay in ICs, in a simple
manner, different gate chains were simulated using a 45nm technology [4] as shown
in Fig. 11.1a. The simulation was conducted by HSPICE MOSRA [5] with the built-
in aging model [5] and combined NBTI and HCI aging effects at a temperature
of 25ıC. Standard threshold voltage (SVT) INVX1, INVX32, NAND, NOR, and
XOR gate chains of different lengths were simulated for up to 2 years of usage.
Figure 11.1a shows that all chains are experiencing stress from a 500MHz clock.
Any other stress (e.g., DC stress which is a constant “0” or “1”, or AC stress with
different duty ratios) and usage time could be used in the simulation. Figure 11.1b
presents the delay degradation caused by 2 years (24 months) of aging. As can be
seen in the figure, different gate chains age at slightly different rates, which depends
on the structure of the gates. The XOR gate chain has the fastest aging rate amongst
these chains. By comparing the delay degradation rates of the INVX1 and INVX32
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Fig. 11.2 (a) Delay degradation of path Pi and (b) Pi delay increases with increased temperature

chains, it can be concluded that larger gates will age at a lower rate than smaller
gates with the same stress. In addition, the workload (input value and the switching
frequency of each gate) also has a significant impact on the aging rate. ICs may be
recovered from different used boards from different users who may have applied
different workloads to the IC at different times. It is practically impossible to know
the exact input vectors applied by the user.

Figure 11.2a shows the delay of a randomly selected critical path Pi (this path
includes 22 gates) from the ISCAS’89 benchmark s38417 with stress from a random
workload (functional patterns) applied to the primary inputs. The path was aged for
4 years with NBTI and HCI effects at room temperature 25ıC. As can be seen
in the figure, the degradation of path Pi used for 1 year is around 10 % while
if the circuit is used for 4 years, the degradation is about 17 %, indicating that
most aging occurred at the early usage phase of the design. Therefore, if there
are no environmental or process variations, such degradation should provide great
opportunities to identify recycled ICs by measuring one path delay from the circuit.
However, these variations have a significant impact on the path delay. On the other
hand, different paths age at different rates as demonstrated earlier. Figure 11.2b
shows the delay of path Pi under different temperatures at different aging times.
In the figure, AT denotes aging time, M represent months, and Y denotes years.
As can be seen in Fig. 11.2b, the delay of path Pi increases as the temperature
increasing and paths age at different speed under different temperature.

To analyze variations’ impact on Pi ’s delay, Monte Carlo (MC) simulation are
run using HSPICE on s38417. 300 MC simulation results of Pi at 25ıC are shown
in Fig. 11.3a, with 3-sigma 2 % Tox , 5 % Vth, and 5 % L inter-die and 1 % Tox, 5 %
Vth, and 5 % L intra-die process variations. Pi ’s delay varies around 12 % due to
process variations. In addition, process variations also have a significant impact on
the aging rate of path delay, as shown in Fig. 11.3b. Pi ’s delay degradation in the 300
ICs varied around 8 % (4 % 
 12 %) for 1 year of aging. These variations evidently
make the detection difficult, thus, the path delay shifts caused by aging effects in
recycled ICs must be separated from those caused by process variations in new ICs.
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Fig. 11.3 (a) Delay of path Pi with process variations and (b) Delay degradation of path Pi

changing with process variations

11.2 Path-Delay Fingerprinting Considering Aging

Figure 11.4 shows the flow for identifying recycled ICs using path-delay fingerprints
and statistical analysis [8]. The proposed flow is divided into three major steps.
First, paths are simulated and selected according to their aging rate. Next, the delay
information of these paths are measured by a clock sweeping technique in new ICs
(either during manufacturing test on all ICs or during authentication on a sample of
new ICs) and in any available CUAs. Finally, statistical analysis is used to decide
whether the CUAs are recycled ICs or not.

• Step 1. Path Selection: Due to the large number of critical and long paths in a
circuit, in this step, paths which age at faster rates are selected by analyzing the
gate types in different paths and simulating the circuit with different workloads.
Paths with higher rates of aging are preferred for fingerprint generation, since the
differences in the delay of those paths between recycled ICs and new ICs will
be much larger than the differences in paths which degrade slower. Fingerprints
generated by fast-aging paths could help identify recycled ICs used for a shorter
time. However, there are several parameters impacting the aging rate of a path,
including the type of gates composing the path and the workload. Based on these
parameters, and the observations made from simulation shown in Fig. 11.1, the
following rules are used to select fast-aging paths: (i) paths with more fast-
aging gates, such as NOR or XOR gates, will be selected, and (ii) paths that
experience more zeros and more switching activity will be selected. More zeros
in the path will increase the effect of NBTI on the PMOS transistors, and a high
switching frequency will increase the HCI effects on gates, increasing the path
delay degradation more significantly.

Paths with more fast-aging gates would be identified by analyzing the type
of gates composing the paths. However, it is very difficult to identify paths that
experience more zeros and more switching activity without knowing the specific



11.2 Path-Delay Fingerprinting Considering Aging 211

Select one IC

Collect path delay information
using clock sweeping

Apply delay
test patterns

Finish all the
sample ICs

Data analysis

If the CUA(s) is beyond
the fingerprint of new ICs

Compare

CUA(s)

Y

N

Collect path delay
information using
clock sweeping

Recycled ICs New ICs

Y N

Fingerprint Generation
CUA’s Measurement

Data analysis

S
ili

co
n 

M
ea

su
re

m
en

t
Id

en
tif

ic
at

io
n

IC

Critical paths analysis

Gate type analysis Apply different workloads

Select paths with fast
aging gates

Select paths experiencing more “0”
and switching

P
at

h 
S

el
ec

tio
n

Fresh sample ICs

Fingerprint of new ICs Fingerprint of CUA(s)

Paths with high degradation rate

Fig. 11.4 Recycled IC identification flow

workload. Therefore, in the work, different workloads (input combinations) are
applied to ICs’ primary inputs during logic simulation. For each gate on a
critical path, the average switching activity and the zeros it has experienced
are calculated. Paths with more switching activity and zeros are then selected
using the flow. These paths, along with those composed of the more fast-aging
gates, are used to generate fingerprints to identify recycled ICs. The number of
selected paths could be adjusted according to the design and its testing procedure.
In the simulation, the top 50 paths are selected with fast-aging gates and the
top 50 paths experiencing more switching activity and zeros in the benchmark
circuit.
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• Step 2. Silicon Measurement: The second step in Fig. 11.4 is to collect the
selected paths’ delay from the ICs. Note that the fingerprint generation can be
done during manufacturing test of a large sample of ICs before shipping them
to the market or on a number of new ICs from each production kept by the
design house for the purpose of authentication or recycled ICs identification.
The larger the size of sample is, the wider of a range of process variations will
be included in the fingerprint, reducing the probability that new ICs with large
process variations are identified as recycled ICs. Path delay information from the
new ICs is measured by performing test procedures on the ICs. Traditionally,
test patterns are generated by ATPG before fabrication to detect path and
transition delay faults. These patterns will be applied to all new ICs using clock
sweeping techniques [6] to measure the path delay of the targeted paths. Note
that using clock sweeping is a common practice in industry for speed binning
of ICs [6].

Figure 11.5 shows the flow of the clock sweeping technique. The delay test
patterns are applied to ICs at different clock frequencies (f1, f2, . . . fn). Under
different frequencies, the paths could pass or fail. If the time period ti of the
frequency fi (ti D 1

fi
) is larger than the path delay, the path will pass. Otherwise,

the path will fail. When a path fails, the largest passing frequency will determine
the path delay. The frequency step size (�f D fi � fi�1), which depends on
the tester, will determine the accuracy of path delay measurement results of
silicon chips. For example, with the Ocelot ZFP tester [7], the main frequency is
400 MHz and the frequency step size is 1 MHz. In the simulation, a 5 MHz step
size around 1.0 GHz circuit frequency is used for the clock sweeping technique.
The measurement environment should keep the temperature as stable as possible,
which can be controlled by the manufacturing test environment.
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• Step 3. Identification: Once the path delay in all sample chips are measured,
statistical data analysis will be used to generate a fingerprint for new ICs.
For a CUA taken from the market, the same test patterns will be applied in
a near-identical environment. The path delay information of the CUA will be
processed by the same statistical data analysis methods. In a simple analysis, if
the fingerprint of the CUA is outside of the range of the new ICs’ fingerprint,
there is a high probability that the CUA is a recycled IC. Otherwise, the CUA is
likely a new IC. The longer the CUA has been used, the more aging effects it will
have experienced, making it easier to identify.

Without extra hardware circuitry embedded into the ICs, the recycled IC
identification technique imposes no area or power overhead. It provides a
negligible test time overhead during manufacturing test on a sample of ICs,
since only a few patterns must be applied several times at different frequencies.
Also, there is no change in the current IC design and test flow since there is
no additional circuitry in the IC used for detection. In addition, this method is
resilient to tampering attacks. It is inherently difficult for recyclers to mask the
impact of aging on the recycled ICs’ path-delay fingerprints during the recycling
process.

11.3 Statistical Data Analysis

Two statistical data analysis methods are used: simple outlier analysis (SOA),
and principal component analysis (PCA). When performing SOA, a single path is
randomly selected from the selected path set, and use its delay range in new ICs
to generate a fingerprint. The process variations of the CUA may or may not be
the same as those within the sample ICs. The selected path delay of the CUA and
sample ICs will follow the same distribution, which makes SOA effective in certain
conditions. However, a single-path based analysis will not be very effective, due to
the limited aging information collected. In general, SOA is expected to be effective
in distinguishing recycled ICs used for a long time from new ICs with small process
variations.

In order to improve the effectiveness of the technique, PCA is also used to
separate the aging effects on path delay from process variations. The path delay
information of all selected paths, which have been measured by clock sweeping,
will be processed by PCA. In the simulations, the top 100 paths with faster aging
rates were selected to generate fingerprints. The delay of each path is one of the
variables for PCA to use. Therefore, with N ICs, the dimension of the data set for
PCA to generate fingerprint is N � 100. The first three components of PCA in all
new ICs were plotted, and a convex hull was created as the fingerprint for new chips.
The path delay information of the CUA was also analyzed by the same process and
plotted in the same figure. If the CUA is outside of the convex created by the new
ICs, there is a high probability that the CUA is a recycled IC.
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11.4 Results and Analysis

In order to verify the effectiveness of the recycled IC identification flow and
data analysis methods, they were implemented using 45nm technology on a few
benchmarks. HSPICE MOSRA [5] is used to simulate the effects of aging on the
path delay of different benchmarks. The supply voltage of the 45nm technology
is 1:1V. Random workloads (random functional input patterns) were applied to
several ISCAS’89 benchmarks. Path delay information was collected using clock
sweeping at different aging times. Different process and temperature variations
were also simulated to analyze their impact on the effectiveness of the recycled
IC identification method.

11.4.1 Process and Temperature Variations Analysis

Table 11.1 shows the three process variations rates used in the simulations. Moving
from PV0 to PV2, inter-die and intra-die variations both become larger. PV1
represents a realistic rate of process variations that a foundry might have. Four sets
of MC simulation (MCS) were run using different levels of variations, as shown in
Table 11.2. For each set of MCS, 300 MC simulations were run to generate 300
chips. During the simulations, the aging effects of NBTI and HCI were simulated
with random stress for the benchmark s38417. From the top 500 paths, the paths P1,
P2,. . . , P50 with fast-aging gates and the paths P51; P52; : : : ; P100 with more zeros
and higher switching activities were selected to generate fingerprints.

Analysis Using SOA: First, 300 MC simulations were run in MCS1. The max-
imum aging time is 2 years. Here, SOA was used to process the path delay
information. 3 paths (P1, P2, and P51) were selected to show the results of SOA.
Figure 11.6a–c show the path delay distribution of the 3 paths from 300 ICs used
for different aging times. Similar results were obtained for the other 97 paths as well.
For each path, the range of the path delay at ATD“0” is the fingerprint of the new
ICs. If the path delay of the CUA is out of that range, there is a high probability that
IC is a recycled one. Note the 300 different MC simulations are used for recycled
ICs from those used as sample new ICs. As can be seen in the figure, the delay

Table 11.1 Process variation rates

Inter-die (3� ) Intra-die (3� )

Vth (%) L (%) Tox (%) Vth (%) L (%) Tox (%)

PV0 3 3 2 2 2 1
PV1 5 5 2 5 5 1
PV2 8 8 2 7 7 2
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Table 11.2 Simulation setup
Experiments Process variations Temperature

MCS1 PV0 25ıC
MCS2 PV1 25ıC
MCS3 PV2 25ıC
MCS4 PV1 25ıC ˙10ıC

Fig. 11.6 Path delay distribution in ICs with PV0 in MCS1 at different aging times (a) Path P1,
(b) Path P2, and (c) Path P51

distribution of each path in recycled ICs shifts to the right, relative to the distribution
of delays in new ICs. This is because path delay in recycled ICs increases due to
aging. The longer the ICs have been used, the more path delay degradation they
will have experienced. In addition, the path delay variation increases as the aging
time increases. The reason for this is that ICs with different process variations age
at different speeds, and the path delay variations become larger as the aging time
increases.

Figure 11.6a shows the distribution of path P1’s delay, and the smallest delay of
P1 in recycled ICs used for 1 month is smaller than the largest delay in new ICs.
Therefore, the detection rate of recycled ICs used for 1 month is less than 100 %
(98:3 %) when using the fingerprint generated by SOA from path P1. However,
the detection rate of recycled ICs used for 3 months or longer is 100 %, which
demonstrates that it is easier to detect recycled ICs that have been used for longer
amounts of time. If path P2 is chosen to detect recycled ICs, the detection rate of
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Fig. 11.7 Path P51 delay distribution in ICs at different aging times (a) in MCS2, (b) in MCS3,
and (c) in MCS4

ICs used for 1 month (95:7 %) is slightly less than when using path P1. However, if
path P51 is used, which has the fastest aging rate among the 100 paths, the detection
rate is 100 % even if the ICs are only used for 1 month. P51 is the most effective path
for identifying recycled ICs in this benchmark. From the above analysis, it can be
concluded that different paths generate different fingerprints due to their different
aging speeds, which makes SOA slightly less effective.

Figure 11.7a and b show the delay distribution of path P51 across 300 MC
simulations in MCS2 and MCS3. Overall, Figs. 11.6c, 11.7a, and b present the
delay distribution of the same path (P51) in ICs with different process variations. By
comparing these figures, it can be concluded that the larger the process variations
are, the larger the path delay variations in new ICs will be, which makes it more
difficult to detect recycled ICs. Even when using the most effective path P51, the
detection rates of ICs used for 1 month with PV1 and PV2 drop from 100 % with
PV0 to 78:0 % and 50:7 %, respectively. A 100 % detection rate could be achieved
if the ICs were used for 1 year or longer with PV1, or longer than 2 years with PV2.

300 MC simulations were also run with ˙10 ıC temperature variation during the
aging process in MCS4 as shown in Fig. 11.7c. The measurement temperature is
25 ıC. It shows the delay distribution of path P51 and the detection rate of ICs used
for 1 month using it is 67:7 %. By comparing Fig. 11.7c and a, it can be concluded
that the larger the temperature variation is, the larger the path delay variation is,
which makes it more difficult to detect recycled ICs.
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Fig. 11.8 PCA results of ICs under 25 ıC (a) used for 1 month with PV0 in MCS1, (b) used for 1
month with PV1 in MCS2, and (c) used for 3 months with PV1 in MCS2

Analysis Using PCA: A similar analysis is done using PCA for different MCSs.
Figure 11.8a shows the PCA results of the 100 paths in s38417 with 300 chips
in MCS1. FC denotes the first component from PCA, SC represents the second
component, TC is the third component, and DR denotes the detection rate. The
convex is built up from new IC data, and represents the fingerprint for new ICs. The
red asterisks represent chips used for 1 month. As can be seen in the figure, the 300
used ICs were completely separated from the signature of the new ICs. Thus, the
detection rate using path delay fingerprints generated by PCA is 100 % for recycled
ICs used for 1 month. For recycled ICs used for a longer time, the detection rate will
obviously be 100 % as well.

The path delay information from the remaining three sets of MCSs were also
analyzed by PCA. Figure 11.8b shows the analysis results of new chips and recycled
ICs used for 1 month in MCS2. As can be seen in the figure, some of the recycled
ICs are close to the new ICs’ fingerprint. The detection rate is 96:3 %, which is much
higher than using SOA. By comparing Fig. 11.8b and a, conclusions can be made
that (i) the convex hull built up from new ICs in MCS2 is much larger than that in
MCS1 (note that the convex hull in MCS1 looks larger than MCS2 due to its small
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Fig. 11.9 PCA results of ICs with PV2 under 25 ıC in MCS3 used for (a) 6 months and (b) 1 year

scale of axes), and (ii) the recycled ICs in MCS2 are closer to new ICs than those in
MCS1, which makes the detection rate in MCS2 less than that in MCS1. The path
delay information of 300 ICs used for 3 months in MCS2 were also processed, and
the results are shown in Fig. 11.8c. By comparing Fig. 11.8b and c, a conclusion can
be made that the longer the chips have been used, the farther they will be from the
new ICs’ fingerprint. The detection rate of recycled ICs used for 3 months or longer
with PV1 at 25 ıC is 100 %.

Figure 11.9 shows the PCA results of ICs in MCS3. The detection rate of recycled
ICs used for 1 month, 3 months, 6 months, and 1 year are 72:7 %, 89:3 %, 99:3 %,
and 100 %, respectively. The figures of PCA results of recycled ICs used for 1 month
and 3 months are not shown here since the detection rates are so far from 100 %.
Figure 11.9a and b show the new ICs’ fingerprint and the recycled ICs used for 6
months and 1 year, respectively. The recycled ICs used for longer times are easier
to detect, as seen by comparing Fig. 11.9a and b. By comparing the detection rates
in these simulations, it can be concluded that it is more difficult to detect recycled
ICs which have higher levels of process variations. The 99:3 % detection rate of ICs
used for 6 months and the 100 % detection rate of ICs used for 1 year in MCS3
shows the effectiveness of the technique.

With the same measurement temperature 25 ıC, ˙10 ıC temperature variation is
used in MCS4 during the aging process. The detection rate of ICs used for 1 month,
3 months, and 6 months in MCS4 are 90:6 %, 100 %, and 100 %, respectively.
The new ICs’ fingerprint and the detected recycled ICs used for 3 months and
6 months are shown in Fig. 11.10. By comparing Fig. 11.10a with Fig. 11.8c, a
conclusion can be made that the recycled ICs used for 3 months in MCS4 are closer
to the fingerprint than recycled ICs used for 3 months in MCS2. This phenomenon
demonstrates that temperature variations could increase the path delay variations
in new ICs and make it more difficult to detect recycled ICs. However, the 100 %
detection rates of ICs used for 6 months in MCS4 demonstrates the effectiveness of
the method with process and temperature variations.
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Fig. 11.10 PCA results of ICs with PV1 and ˙10 ıC temperature variations in MCS4 used (a) 3
months, and (b) 6 months

Table 11.3 Recycled IC detection rates for s38417

SOA PCA

1M (%) 3M (%) 6M (%) 1Y (%) 1M (%) 3M (%) 6M (%) 1Y (%)

MCS1 100 100 100 100 100 100 100 100
MCS2 78 96.7 99.7 100 96.3 100 100 100
MCS3 50.7 76.3 85.3 95.6 72.7 89.3 99.3 100
MCS4 67.7 93.3 98 100 90.6 100 100 100

Figures 11.7–11.10 presented some detailed results relating to using this tech-
nique on s38417 with SOA and PCA. Table 11.3, however, tabulates these results
in addition to some other results obtained using both statistical analysis approaches.
These results clearly demonstrate that PCA is more effective than SOA when it
comes to identifying ICs used for shorter periods of time.

11.4.2 Benchmark Analysis

In addition to s38417, the ISCAS’89 benchmarks s9234 and s13027 were also
simulated to demonstrate the efficiency of this technique on different designs. The
process variation and temperature variation rates used in MCS4 were applied to
these two benchmarks. The aging stress causing NBTI and HCI degradation in these
benchmarks comes from random workloads. 300 MCS were run for each benchmark
for a maximum 2 years of aging. The path selection method was also applied to these
benchmarks, and 100 paths from each benchmark were used to run statistical data
analysis using PCA.

Table 11.4 shows the recycled IC detection rate for all three benchmarks under
MCS4 for up to a year of aging. The detection rate for ICs used for 3 months in the
benchmarks s9234 and s13207 is 100 %, which matches the results obtained from
s38417.
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Table 11.4 Recycled IC
detection rates—benchmark
comparison under MCS4
using PCA

Benchmark 1M (%) 3M (%) 6M (%) 1Y (%)

s9234 88 100 100 100
s13207 89.6 100 100 100
s38417 90.6 100 100 100

The results shown clearly demonstrate that the recycled IC detection method
using a path delay fingerprint generated by PCA is very effective, even in designs
with large process and temperature variations.

11.5 Summary

In this chapter, a path-delay fingerprinting technique is presented for recycled IC
identification. The path delay signatures from recycled ICs are different from those
from new ICs due to aging. With no additional hardware circuitry required, this
method provides no overhead on area and power consumption. The simulation
results of different benchmarks with different process and temperature variations
demonstrated the effectiveness of the method.
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