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Tracking Multiple Objects  
and Action Likelihoods 

Chi-Min Oh and Chil-Woo Lee 

Abstract. In this paper we propose a method which can improve MRF-Particle 
filters used to solve the hijacking problem; independent particle filters for tracking 
each object can be kidnapped by a neighboring target which has higher likelihood 
than that of real target. In the method the motion model built by Markov random 
field (MRF) has been usefully applied for avoiding hijacking by lowering the 
weight of particles which are very close to any neighboring target. The MRF un-
ary and pairwise potential functions of neighboring targets are defined as the pe-
nalty function to lower the particle’s weights. And potential function can be 
reused for defining action likelihood which can measure the motion of object 
group. 

Keywords: Multiple Object Tracking, Action Likelihood, Gesture Recognition. 

1 Introduction 

Data association for tracking multiple objects has been an important issue because 
the maintenance of the list of the detected objects is needed in the research fields 
of image and signal processing, computer vision, stochastic process and pattern 
recognition. The representative applications of tracking multiple objects is such as 
visual player tracking in soccer broadcast system, visual surveillance in building 
or with mobile robots, automobile’s collision avoidance against pedestrians and 
bicycles, multiple touch tracking for mobile devices, activity analysis of insects or 
people, video compression, and human-computer interaction. 

The process of data association is like the process of multiple object tracking 
that assigns proper identities to the detected objects in the consecutive video   
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images. By only using object detectors such as a labeling method on object seg-
mentation image not considering sequential consistency of object identities, the 
list of detected objects changes at every frame. There must be frequently and  
repeatedly appearing objects and it is required to assign same identities to these 
sequentially existing objects. Multiple hypothesis tracking [1] and the joint proba-
bilistic data association filter (JSDAF) [2] are the basic frameworks in this data 
association area. The multiple hypothesis tracker and JPDAF with a particle filter 
[3] show some potentialities for nonlinear systems. However, the hijacking prob-
lem has not been explicitly resolved. Some related works [1,3,6,7] focused on 
other aspects, such as the observation model and feature descriptors. 

Khan et al. [4] first have attempted to explicitly represent the hijacking prob-
lem. Khan uses a graph representation of neighboring objects since hijacking hap-
pened when the locations of the objects were very close. Considering the distance 
between objects, neighboring objects are connected as graph edges. This graph 
can be assumed as Markov random field (MRF) where the properties of neighbor-
ing objects can be defined as the potential functions and exploited for object track-
ing problem. Using MRF, a description of neighboring objects, Khan defined 
MRF motion model in Markov chain Monte Carlo-based particle filter and solved 
hijacking problem. Based on MRF motion model, to solve the hijacking problem, 
Khan used a penalty function from MRF pairwise potential functions to lower the 
particle weight nearly approached to neighbors than object itself. 

This paper basically adapts Khan’s MRF motion model in our multiple particle 
filters which we call here as MRF-Particle filters. The pairwise term of MRF-
Particle filter for the penalty function is similar to Khan’s method but we try to 
additionally utilize the unary term because the graphs of neighboring objects are 
built at every end of frame for penalty function in next frame that means the actual 
penalty function is not made at current time. Therefore unary term could compen-
sate the weakness of pairwise term which is based on the outdated graph by one 
time step. Unary term can be used in penalty function with current observation 
image; we can add current information to one-frame outdated graph for hijacking 
problem. 

MRF graphs represent the details of movements of all objects. Based on the  
potential functions of MRF graphs, it is possible to know the motion patterns of 
multiple objects. We present how to define the action likelihoods of neighboring 
multiple targets. The action likelihoods represent the motion and chords of touched 
fingertips based on MRF potential functions. The motion and chord likelihoods are 
such as clues for translation, rotation, scaling motions and structure of multiple 
touch points. These likelihoods can be estimated concurrently as a joint likelihood 
to define more complex gesture recognition. In applications, touch command can 
benefit from this definition strategy. By multiplying any action likelihood as a 
joint likelihood [9] it is possible to generate the gesture recognition command. 

The rest of this paper is organized as follows. Section 2 outlines from the object 
detection to data association of multiple particle filters. Section 3 describes how to 
build MRF graphs of multiple objects. Based on MRF, the penalty function with  
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pairwise and unary terms can help to avoid the hijacking problem. Section 4    
explains the action likelihoods of the motion and structure of grouped object 
neighbors. Section 5 concludes the paper and discusses about future research    
directions. 

2 Particle Filters for Tracking Multiple Targets 

For the simulation of tracking multiple objects, we detect dynamically moving 
multiple touch points in our tabletop display system as shown in Fig. 1. The 
touched fingertips are obtained through an infrared camera capturing the scattered 
infrared rays from the acrylic display [8]. Using the segmented binary image of 
fingertips we detect the touch points using 8-neighbor labeling algorithm. The 
result of detection is the list of ID, location and size of each touch point but the ID 
of each touch point is not guaranteed to be same in upcoming image frames [5]. 

 

Fig. 1 Simulation system of object detection of touch points based on our tabletop display 

Fig. 2 shows that the identities of detected objects change within two consec-
utive frames. Using a labeling method, it is not possible to assign proper identi-
ties to objects consistently in consecutive image frames. The data association of 
detected objects maintains the identities of multiple touch points throughout a 
video sequence. The easiest way of data association simply attaches a tracker to 
each target. In this paper, we prefer to use independent particle filters for track-
ing each object since particle filter is very robust in nonlinear and dynamic   
environment. For tracking each object identity, we follow the process of particle 
filtering. 

 

Fig. 2 The identities of detected objects using 8-neighbor labeling method can change 
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Particle filter is a implementation version of Bayesian filter [3], which esti-
mates the posterior distribution by updating previous posterior distribution with 
discrete samples (particles). The benefit of Bayesian filter is the recyclability of 
previous result by adding current likelihood and prior into the previous posterior 
as like this ݌ሺݔ௧| ௧ܻሻ ൌ ௧ሻݔ|௧ݕሺ݌ߙ න |௧ିଵݔሺ݌௧ିଵሻݔ|௧ݔሺ݌ ௧ܻିଵሻ 

where, ݔ௧ is the object state (location) and ௧ܻ ൌ ሼ ଵܻ, … , ௧ܻሽ is the vector of obser-
vations which are the consecutive segmented binary images. The current posterior 
with all observation ௧ܻ  is updated from previous posterior pሺݔ௧ିଵ| ௧ܻିଵሻ  using 
prior pሺݔ௧|ݔ௧ିଵሻ and likelihood pሺݕ௧|ݔ௧ሻ. 

Particle filter has the prediction, evaluation and resampling steps. In prediction 
step every particle is predicted from previous particle set as like ݌൫ݔ௜,௧ห ௜ܻ,௧൯ ൎ ,௜,௧ሺ௦ሻݔൣ ௜,௧ሺ௦ሻ൧௦ୀଵேݓ

 

where, ݔ௜,௧ሺ௦ሻ  is a particle, ݓ௜,௧ሺ௦ሻ  is the particle’s weight and N is the number of   

particles. 
The particles are proposed by below proposal distribution (transition model) ݔ௜,௧ሺ௦ሻ~݌൫ݔ௜,௧|ݔ௜,௧ିଵ൯ 

In evaluation step, every particle’s weight is determined by its likelihood to update 
the predicted posterior to current time:  ݓ௜,௧ሺ௦ሻ ൌ  ௜,௧ሺ௦ሻ൯ݔ|௧ݕ൫݌

After updating the posterior from previous one, each target’s position can be esti-
mated by particle set of ith particle filter. The expected value ݔప,௧തതതത of the particle set 
in ith particle filter statistically gives a reliable and smooth position of ith object. 

ప,௧തതതതݔ ൌ ෍ ௜௧ሺ௦ሻேݔ௜,௧ሺ௦ሻݓ
௦ୀଵ  

For estimation of likelihood, we use the integral image of segmentation image 
which is shown in Fig. 3. The likelihood is related to the number of white pixels 
covered by the particle window. Therefore the number of counting those pixels 
in integral image reduces to 4 times. Then the likelihood using integral image   ݕ௧̀  is ݓ௜,௧ሺ௦ሻ ൌ β ቀݕ௧̀൫ݔ௜,௧ሺ௦ሻ: 1൯ െ :௜,௧ሺ௦ሻݔ௧̀൫ݕ 2൯ െ :௜,௧ሺ௦ሻݔ௧̀൫ݕ 3൯ ൅ :௜,௧ሺ௦ሻݔ௧̀൫ݕ 4൯ቁ 
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Fig. 3 The observation image (binary) is transformed to the integral image to calculate   
particle weights fast. The particle weight is the likelihood which is relative to the amount  
of white pixels within the location of particle which appearance can be seen here as a     
rectangle. 

where, ݕ௧̀൫ݔ௜,௧ሺ௦ሻ: 1൯, ݕ௧̀൫ݔ௜,௧ሺ௦ሻ: 2൯, ݕ௧̀൫ݔ௜,௧ሺ௦ሻ: 3൯, and  ݕ௧̀൫ݔ௜,௧ሺ௦ሻ: 4൯ are pixel values at 
the apexes of the particle rectangle. The summation of values in a rectangular 
region is done by accessing only four pixels. Comparing the simple summation of 
all pixels in rectangle, as known in computer vision area, integral image-based 
summation saves time exponentially. 

Fig. 4 shows the resultant locations of tracked objects. Only using original par-
ticle filters with a proper likelihood function can track multiple targets robustly. 
The gray cloud is the distribution particles and green circle is the expected posi-
tion of the particle distribution. This works fine until two objects are not near each 
other. Next section represents how to minimize the hijacking errors. 

 

 

Fig. 4 Two frames (#295, #304) of tracking results in which the identities maintain     
consistently 

3 MRF-Based Particle Filters 

Independent particle filters are useful for single target tracking where no close and 
severe interaction happens between target objects. However when simultaneously 
tracking multiple objects, usually some of targets must get near or can cross over 
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each other, then wrong target can hijack other tracking filters from neighboring 
object as shown in Fig. 5.  

 

Fig. 5 As some objects get close their particle, Their weights can be wrongly augmented by 
other objects since the likelihood function has no guidance to the object identities 

Hijacking other tracking filters on neighbors happens when some particles of 
the target are wrongly weighted by a near target. To avoid hijacking problem, 
Khan introduced a penalty function in the likelihood measurement using pairwise 
term of MRF motion model. The penalty function needs a graph for multiple ob-
jects. As a graph consists of vertexes and edges, in this multiple object tracking 
the graph has all gathered object positions as vertexes and connects them as links 
when the distance of objects is within the minimum edge distance as shown in Fig. 
6. There can be several local graphs for the groups of locally neighbored objects.  

 

Fig. 6 Two graphs have been built based on the minimum edge distance C. Each graph has 
two vertexes and one edge. 

The penalty function lowers the weights for those particles ݔ௜,௧ሺ௦ሻwhich are very 

near neighboring target ݔ௝,௧. If particle is getting near the neighbor, penalty value 
for the particle’s weight is getting higher to reduce the effect of this particle in the 

tracking filter. The penalty function of particle ݔ௜,௧ሺ௦ሻ with neighbor ݔ௝,௧ is 

φ൫ݔ௜,௧ሺ௦ሻ, ௝,௧൯ݔ ൌ ൞ܥ െ ට൫ݔ௜,௧ሺ௦ሻ െ ܥ௝,௧൯ଶݔ         ݂݅ ට൫ݔ௜,௧ሺ௦ሻ െ ௝,௧൯ଶݔ ൑ ݁ݏ݅ݓݎ݄݁ݐ݋                                     0ܥ   
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where the minimum amount of penalty function is zero when the indexed particle 
is almost beside of a neighboring target. If the distance between the particle and 
neighbors is not less than C, penalty value is always one. 

To apply the penalty effect, the particle is weighted with the likelihood function 
and the penalty function using ݓ௜,௧ሺ௦ሻ ൌ ௜,௧ሺ௦ሻ൯ቄ1ݔ|௧ݕ൫݌ െ φ൫ݔ௜,௧ሺ௦ሻ,   ௝,௧൯ቅݔ
Where ݔ௝௧  is the neighbor which is in the minimum distance with the indexed 
particle. Fig. 7 shows the penalty effects on the particles and how different with 
Fig.5 to avoid the hijacking problem. 

 

Fig. 7 The penalty effects are relatively colored as red on the locations of particles and by 
comparing Fig. 5 this approach can avoid the hijacking problem 

However the time of the graph made is behind of one frame time. To eliminate 
the effect of one-frame late problem, we define a unary term to utilize the observa-
tion image. When the particles are positioned above neighbors, the likelihood 
function gives the maximum value. Therefore the previous penalty function needs 
to be changed to avoid the wrong maximum value of likelihood function. The 
unary term we define is used to check whether the particle rectangular area has 
white pixel or not and if it is near neighboring targets. The modified penalty func-
tion is  φכ൫ݔ௜,௧ሺ௦ሻ, ௝,௧൯ݔ ൌ φ൫ݔ௜,௧ሺ௦ሻ, ,௜,௧ሺ௦ሻݔ௝,௧൯݄൫ݔ  ,௝,௧൯ݔ

݄൫ݔ௜,௧ሺ௦ሻ, ௝,௧൯ݔ ൌ ൝ቄ1 െ ݑ ൬ቀݕ௧̀൫ݔ௜,௧ሺ௦ሻ: 1൯ െ :௜,௧ሺ௦ሻݔ௧̀൫ݕ 2൯ െ :௜,௧ሺ௦ሻݔ௧̀൫ݕ 3൯ ൅ :௜,௧ሺ௦ሻݔ௧̀൫ݕ 4൯ቁ൰ቅ  ݂݅ case ݁ݏ݅ݓݎ݄݁ݐ݋           1ܣ  

where h is the modifier for penalty function. The case A means that the indexed 
particle is near neighbor and not near its target. In case A, if particle overlaps the 
neighbor not its target, the value of the modifier h is zero. ݑ is a step function. 
Fig. 8 shows the effects of the modifier.as blue color. 

Based on the penalty function with unary and pairwise terms, it is possible to 
reduce the hijacking occurrences. The modifier function helped the proposed  
method effectively avoid hijacking problem. 
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Fig. 8 The effect of the unary term-based modifier function shows that the particle with 
wrong maximum likelihood since the particle is located on a neighbor. And those particles 
are marked as black ൈ and will have zero weight. 

4 Action Likelihood Estimation 

The trajectory of each graph shows the motion information of grouped objects such 
as translation, rotation and scaling with the description of the chord information of 
touch points. The chord information means how many points are moving or stable 
considering the structure of graph vertexes. The potential functions of the graph 
have the action information of multiple touch points. Therefore using the potential 
functions (f1, f2, f3) as shown in fig. 9 it is possible to establish action likelihood as  ݌௧௥௔௡௦௟௧௜௢௡൫ ଵ݂|ܩ௜,௧ିଵ:௧൯ ൌ ∏ ቈ ሺௗ௫,ௗ௬ሻ೔ሺௗ௫,ௗ௬ሻೕ೅|ሺௗ௫,ௗ௬ሻ೔||ሺௗ௫,ௗ௬ሻೕ |቉ሺ௑೔,௑ೕሻאா , 

௦௖௔௟௜௡௚൫݌ ଶ݂|ܩ௜,௧ିଵ:௧൯ ൌ ∏ ൫ห݀௜,௝,௧ݑ െ ݀௜,௝,௧ିଵห െ ܵெூே൯ሺ௑೔,௑ೕሻאா , 
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௥௢௧௔௧௜௢௡൫݌ ଷ݂|ܩ௜,௧ିଵ:௧൯ ൌ ෑ ௜,௧׎൫หݑ െ ௜,௧ିଵห׎ െ ܴெூே൯ሺ௑೔,௑ೕሻאா  

where u is step function and the translation likelihood ptranslation is the normalized 
inner product between all displacement vector, the scaling likelihood pscaling means 
whether all points are scaled larger than SMIN, and the rotation likelihood protation 
means whether all points are rotated larger than RMIN.. These motion likelihoods 
can be measured concurrently. 

         

                               (a)                                   (b) 

 

(c) 

Fig. 9 the potential functions (f1, f2, f3) captures the motion information of vertex in two se-
quential time steps. (a) ଵ݂൫ ௜ܺ,௧, ௜ܺ,௧ିଵ൯ ൌ ሾ݀ݔ, ,ݕ݀ ሿ்׎  (b) ݂2൫ܺ݅,ݐ, െ1൯ݐ,݅ܺ ൌ ݀݅,݆  (c) ݂3൫ܺ݅,ݐ, ൯ݐ,݇ܥ ൌ݀݅,݆ 

Another potential function f4=[n, nmove, nstable, nin, nout]
T represents the chord in-

formation of a graph. n is the number of touch points. nmove is the number of mov-
ing touch points, nstable is the number of nonmoving points, nin is the number of 
incoming points and nout is the number of outgoing points between time t-1 and t. 
Considering the number of f4 parameters five chord likelihoods can be defined by ݌௖௛௢௥ௗ_ே൫ ସ݂, ௜,௧ିଵ:௧൯ܩ|ܰ ൌ ׬ ሺܰߜ െ ݊ሻ, ݌௖௛௢௥ௗ_ே೘೚ೡ೐൫ ସ݂, ܰ௠௢௩௘|ܩ௜,௧ିଵ:௧൯ ൌ ׬ ሺܰ௠௢௩௘ߜ െ ݊௠௢௩௘ሻ, ݌௖௛௢௥ௗ_ேೞ೟ೌ್೗೐൫ ସ݂, ௦ܰ௧௔௕௟௘|ܩ௜,௧ିଵ:௧൯ ൌ ׬ ሺߜ ௦ܰ௧௔௕௟௘ െ ݊௦௧௔௕௟௘ሻ, ݌௖௛௢௥ௗ_ே೔೙൫ ସ݂, ௜ܰ௡|ܩ௜,௧ିଵ:௧൯ ൌ ׬ ሺߜ ௜ܰ௡ െ ݊௜௡ሻ, ݌௖௛௢௥ௗ_ே೚ೠ೟൫ ସ݂, ௢ܰ௨௧|ܩ௜,௧ିଵ:௧൯ ൌ ׬ ሺߜ ௢ܰ௨௧ െ ݊௢௨௧ሻ, 

where N, Nmove, Nstable, Nin and Nout are user queries on the graph, and δ is delta 
function; (0)δ is ∞ or  otherwise zero. 
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We have tested all action likelihoods and the estimated likelihoods and chord 
information in several motions as shown in Fig. 10. With all defined action like-
lihoods (motion, chord), any multi-touch gesture command in real-time applica-
tion can be defined as a joint likelihood with them. For example, when we simply  

 

 

(a) translation 

 

(b) scaling 

 

(c) rotation 

Fig. 10 The action likelihoods of translation, scaling and rotation, and the chord informa-
tion of f4=[n, nmove, nstable, nin, nout]

T  are shown below graph 
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use a multi-touch action (drag with two touch points) for mouse-drag command, 
the mouse-drag command can be defined as ݌ௗ௥௔௚_௖௢௠௠௔௡ௗ ൌ ௖௛௢௥ௗ_ே൫݌௠௢௧௜௢௡݌ ସ݂,  ,௜,௧ିଵ:௧൯ܩ|2

where  ݌௠௢௧௜௢௡ ൌ ௥௢௧௔௧௜௢௡݌௦௖௔௟௜௡௚݌௧௥௔௡௦௟௔௧௜௢௡݌  

5 Conclusion 

When we use independent particle filters for multiple object tracking, some target 
objects can lose their trackers due to the influence of the wrong maximum likelih-
ood of neighboring target objects. This is called the hijacking problem and usually 
happens when target objects gathered into a small area. To avoid the hijacking 
problem the proposed method is MRF-Particle filters where MRF motion model is 
combined with particle filters to lower the weights of particles. If particles are 
very close to the neighbors then those weights are reduced by the penalty function 
of both pairwise and unary terms to avoid hijacking problem.  

Due to the weakness of the pairwise term defined from the outdated graph, we 
additionally define a unary term to compensate the penalty function using given 
the observation under present time. The unary term captures the wrong maximum 
likelihood obtained from the neighbors. By reducing the effect of the wrong max-
imum likelihood, we can reduce the hijacking occurrences. This evaluation will be 
conducted in future works.  

Additionally we expect that the information of MRF graphs can be used for ac-
tion recognition. We have proposed how to define action likelihoods and joint 
likelihoods with potential functions which define some action elements and chord 
information. Some basic information of actions can be measured as shown in the 
resultant images. Future work will include extensive gesture recognition works 
based on these user-defined action likelihoods. 
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