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Preface

The purpose of the 14th ACIS/IEEE International Conference on Software En-
gineering, Artificial Intelligence, Networking and Parallel/Distributed Computing
(SNPD 2013), held in Honolulu, Hawaii, USA on July 1-3, 2013 is aimed at bring-
ing together researchers and scientists, businessmen and entrepreneurs, teachers and
students to discuss the numerous fields of computer science, and to share ideas and
information in a meaningful way. Our conference officers selected the best 17 pa-
pers accepted for presentation at the conference in order to publish them in this
volume. The papers were chosen based on review scores submitted by members of
the program committee and underwent further rounds of rigorous review.

In chapter 1, Nakashima et al. propose a sensor, which detects person localiza-
tion without privacy offending, applying brightness distribution. In the proposed
design, the sensor is constructed with a line sensor and cylindrical lens to obtain
one-dimensional brightness distribution. Comparing with conventional line sensors,
CMOS area sensors are with low cost, and high sensitivity. Therefore, in the pro-
posed sensor, the CMOS area sensor is applied as covered in certain areas phys-
ically, so that it behaves as a line sensor. The proposed sensor is able to obtain
one-dimensional horizontal brightness distribution that is approximately equal to
integration value of each vertical pixel line of two-dimensional image.

In chapter 2, Irosh Fernando, Frans Henskens and Martin Cohen propose a model
attempting to overcome the main limitations of approximating reasoning in medi-
cal diagnosis. Unfortunately, most current approaches have not been able to model
medical diagnostic reasoning sufficiently, or in a clinically intuitive way.

In chapter 3, Shigeru Nakayama and Peng Gang modify the adiabatic quantum
computation and propose to solve Deutsch-Jozsa problem more efficiently by a
method with higher observation probability. Adiabatic quantum computation has
been proposed as a quantum algorithm with adiabatic evolution to solve combinato-
rial
optimization problem, then it has been applied to many problems like satisfiabil-
ity problem.

In chapter 4, Tatsuya Sakato, Motoyuki Ozeki, and Natsuki Oka propose a com-
putational model of imitation and autonomous behavior. In the model, an agent can
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reduce its learning time through imitation. They extend the model to continuous
spaces, and add a function for selecting a target action for imitation from observed
actions to the model. By these extension and adaptation, the model comes to adapt
to more complex environment.

In chapter 5, Jianfei Zhang et al. propose analyze the main factors that in?uence
the performance of CTC(N) and present an improved contentiontolerant switch
architecture - Diagonalized Contention-Tolerant Crossbar Switch, denoted as Di-
aCTC(N). They recently proposed an innovative agile crossbar switch architecture
called
Contention-Tolerant Crossbar Switch, denoted as CTC(N), where N is the number
of input/output ports. CTC(N) can tolerate output contentions instead of resolving
them by complex hardware, which makes CTC(N) simpler and more scalable than
conventional crossbar switches.

In chapter 6, Hajime Murai introduces four methods of quantitative analysis for
the interpretation of the Bible in a scientific manner. The methods are citation anal-
ysis for interpreters’ texts, vocabulary analysis for translations, variant text analysis
for canonical texts, and an evaluation method for rhetorical structure. Furthermore,
these algorithms are implemented for Java-based software.

In chapter 7, Djelloul Bouchiha et al. present an approach for annotating Web
services. The approach consists of two processes, namely the categorization and
matching. Both processes use ontology matching techniques. In particular, the two
processes use similarity measures between entities, strategies for computing simi-
larities between sets and a threshold corresponding to the accuracy. Thus, an internal
comparative study has been done to answer the questions: which strategy is appro-
priate to this approach? Which measure gives best results? And which threshold is
optimum for the selected measure and strategy? An external comparative study is
also useful to prove the efficacy of this approach compared to existing annotation
approaches.

In chapter 8, Xulong Tang, Hong An, Gongjin Sun, and Dongrui Fan introduce
VCBench, a Video Coding Benchmark suite which is built up from a wide range of
video coding applications. Firstly, typical codecs are selected (X264, XVID, VP8)
according to the popularity, coding efficiency, compression quality, and source ac-
cessibility. Secondly, hotspots are extracted from coding process as kernels. VC-
Bench mainly focuses on Transformation, Quantization and Loop filter. All of the
extracted kernels are single-threaded version without any architecture-specific op-
timizations, such as SIMD. Besides, inputs in three different sizes are provided to
control running time. Finally, to better understand intrinsic characteristics of video
coding application, we analyze both computational and memory characteristics, and
further provide insights into architectural design which can improve the perfor-
mance of this kind of applications.

In chapter 9, Elena Acevedo, Antonio Acevedo, Fabiola Martinez, and Angel
Martinez describe a novel method for encrypting monochromatic images using an
associative approach. The image is divided in blocks which are used to build max
and min Alpha-Beta associative memories. The key is private and it depends on the
number of blocks. The main advantage of this method is that the encrypted image



Preface VII

does not have the same size than the original image; therefore, since the beginning
the adversary cannot know what the image means.

In chapter 10, Jinhee Park, Hyeon-Jeong Kim, and Jongmoon Baik deal with re-
liability evaluation issues in the web environment and compare with each other in
terms of failure data collection methods, reliability evaluation techniques, and vali-
dation schemes. We also evaluate them based on hypothetical execution scenarios,
analyze the strengths or weaknesses of each technique, and identify the remaining
open problems.

In chapter 11, Jie Lin et al. Lu develop the distributed energy routing proto-
cols for the smart grid. In particular, they first develop the Global Optimal Energy
Routing Protocol (GOER), which e?ciently distributes energy with minimum trans-
mission overhead. Considering that the computation overhead of GOER limits its
use in large-scale grids, they then develop the Local Optimal Energy Routing Proto-
col (LOER) for large-scale grids. The basic idea of LOER is to divide the grid into
multiple regions and adopt a multiple layer optimal strategy to reduce the energy
distribution overhead while preserving the low computation overhead. Through ex-
tensive theoretical analysis and simulation experiments, their data shows that their
developed protocols can provide higher energy distribution e?ciency in comparison
with the other protocols.

In chapter 12, Yoondeok Ju and Moonju Park present a framework for efficient
use of multicore CPU in embedded systems. The proposed framework monitors the
usage of the computing resources such as CPU cores, memory, network, and the
number of threads. Then it manages the number of CPU cores to be assigned to the
application using the resource usage hints. They have tested the framework using
SunSpider benchmark with FireFox and Midori Web browsers on an embedded sys-
tem with Exynos4412 quad-core. Experimental results show that by managing the
core assignment and frequency scaling, we can improve the energy efficiency along
with the performance.

In chapter 13, Hideo Hirose, Junaida Binti Sulaiman, Masakazu Tokunaga apply
the matrix decomposition method to predict the amount of seasonal rainfalls. Ap-
plying the method to the case of Indian rainfall data from 1871 to 2011, they have
found that the early detection and prediction for the extreme-value of the monthly
rainfall can be attained. Using the newly introduced accuracy evaluation criterion,
risky, they can see that the matrix decomposition method using cylinder-type matrix
provides the comparative accuracy to the artificial neural network result which has
been conventionally used.

In chapter 14, Shunsuke Akai, Teruhisa Hochin and Hiroki Nomiya propose an
impression evaluation method considering the vagueness of Kansei. This evaluation
method makes a subject evaluate impression spatially. A method for analyzing the
evaluation results has been proposed and the results of analysis have been shown.
This analysis method shows average values and coefficients of variation of scores
of the evaluation results spatially.

In chapter 15, Naotaka Oda et al. challenges a new approach to contribute to the
student counseling field by giving a representation of counseling records. By giving
a representation, effective analysis and processing of cases are possible. First, they
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give a formal representation of counseling cases based on observation that persons
and their network and changes of the network are important structure of cases. Sec-
ond, they try to capture characteristics of cases by giving attributes and transitions
of relations that compose networks. Third, a similarity measure is defined for cases
based on the formal representation and attributes. These proposal are examined by
counseling cases, which are prepared by rearranging real cases.

In chapter 16, Khan Md Anwarus Salam, Hiroshi Uchida, Setsuo Yamada, and
Nishio Tetsuro develop the web based UNL graph editor which visualizes UNL
expression and the users can edit the graphs interactively. The Universal Network-
ing Language (UNL) is an artificial language which enables computers to process
knowledge and information across language barriers and cultural differences. Uni-
versal Words (UWSs) constitute the vocabulary of UNL. However, from the UNL
expression it is difficult for humans to visualize the UNL graph to edit it interac-
tively.

In chapter 17, Chi-Min Oh and Chil-Woo Lee propose a method which can im-
prove MRF-Particle filters used to solve the hijacking problem; independent particle
filters for tracking each object can be kidnapped by a neighboring target which has
higher likelihood than that of real target. In the method the motion model built by
Markov random field (MRF) has been usefully applied for avoiding hijacking by
lowering the weight of particles which are very close to any neighboring target. The
MREF unary and pairwise potential functions of neighboring targets are defined as
the penalty function to lower the particle’s weights. And potential function can be
reused for defining action likelihood which can measure the motion of object group.

It is our sincere hope that this volume provides stimulation and inspiration, and
that it will be used as a foundation for works to come.

July 2013 Satoshi Takahashi
Program Chair
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Restroom Human Detection Using
One-Dimensional Brightness Distribution Sensor

Shorta Nakashima, Shenglin Mu, Okabe Shintaro, Kanya Tanaka, Yuji Wakasa,
Yuhki Kitazono, and Seiichi Serikawa

Abstract. As aging society problem goes serious; systems to confirm safety of
elders in daily life are expected. In this paper, a sensor, which detects person local-
ization without privacy offending, applying brightness distribution is realized. In the
proposed design, the sensor is constructed with a line sensor and cylindrical lens to
obtain one-dimensional brightness distribution. Comparing with conventional line
sensors, CMOS area sensors are with low cost, and high sensitivity. Therefore, in
the proposed sensor, the CMOS area sensor is applied as covered in certain areas
physically, so that it behaves as a line sensor. The proposed sensor is able to obtain
one-dimensional horizontal brightness distribution that is approximately equal to in-
tegration value of each vertical pixel line of two-dimensional image. By employing
this method, the information of the target person’s position and movement status
can be obtained without using two-dimensional detail texture image.

1 Introduction

Aging society is a serious problem which the whole Japan has to face to. The in-
creasing number of elders is putting more and more burden on the workers in med-
ical and welfare fields. Especially, in daily life of elders, much more workers are
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required to take care of them, even just to confirm their safety. Usually, in daily care
of elders, falling down in restroom causes serious accidents. Surveillance systems
are necessary and important for relieving the burden of care workers in prevent-
ing elders from accidents stated above. However, there are several limitations of
conventional surveillance systems with video cameras, such as high cost and hard
to set. Especially, because of privacy protection policy they are not able to apply
in restroom, where falling down accidents usually happen. Although, for solving
that problem, there are some systems with video image deteriorated designed have
been proposed, the systems with cameras are still not easy to be employed 3.
Therefore, the system, which can detect a person’s position and movement status
without video or image information, is expected in medical and welfare field.

In previous research, pyroelectric type temperature sensors are generally used in
detecting a person’s presence by infrared rays. Limitation of the sensor is that it can-
not distinguish the person’s position and/or movement status, but only presence [4].
In order to solve the problem, a sensor which is able to get localization of target per-
son without privacy offending is proposed in our previous work introduced in [5]].
It is considered that target person can be localized by using the integration value
of each vertical pixel line of two-dimensional image instead of one-dimensional
brightness distribution obtained by combining the line sensor and the cylindrical
lens, because these two are thought to be the same approximately in theory. Sim-
ulation results in previous research showed that the proposed method is effective
at confirming a person’s presence, position, and movement status. Especially, it is
attractive for welfare application that the method is able to distinguish the target per-
son’s standing upright or falling down status based on one-dimensional brightness
distribution with no privacy offending at all.

For evaluating the proposed method in not only simulation but also field test, the
sensor system, which is proposed according to the method in previous research for
person’s localization without privacy offending, is realized and varified in this paper.
In this research, the sensor was constructed and the field tests for the sensor were
implemented. According to the experimental results, it can be stated that target per-
son’s position could be detected from only one-dimensional brightness distribution
without considering two-dimensional information fetched by the proposed sensor
sytem. The proposed system is effective in real application in restroom. The paper
is organized as follows. After this introduction section, Sect. [2] gives the introduc-
tion about the privacy-preventive sensor. In Sect.[3] the basic structure of the Obrid-
Sensor proposed in this research is introduced. The acquisition model of brightness
distribution is stated in Sect. @l After that, the experiments are studied in Sect.
The conclusions are given in the last section.

2 Privacy-Preventive Sensor
The sensor which is able to detect a person’s position and state without privacy

offending was introduced in our previous work, named as Obrid-Sensor [3]. The
Obrid-Sensor can obtain one-dimensional brightness distribution by combining
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signal fetched by line sensor and rod lens (the detail about the design is given in
Sect. ). The state of the target person can be estimated using the one-dimensional
brightness distribution by the LVQ algorithm [6]]. In this method, in order to obtain
the optimum parameters in LVQ, the S-System [7, 8], which is one of the extended
models of GA [9] and GP [10], is employed. By employing the method, a privacy-
preserving sensor, which can distinguish target person’s states between standing and
falling down without using cameras or other video equipments, can be constructed.
In addition, the application of the S-System provides good parameters despite a lack
of experience and familiarity, and a discrimination circuit was created using LVQ.

Based on the simulation results using the brightness distribution from a camera
captured image, the effectiveness of our design was verified. In this paper, the de-
signed sensor system was realized according to the proposed method. The proposed
scheme was confirmed by experimental results in field tests.

3 Basic Structure of Obrid-Sensor

As we see in Fig. [Tl it is the basic structure of Obrid-Sensor. The sensor is con-
structed with a CMOS sensor and a rod lens as we see in the figure. Comparing
with expensive line sensors, CMOS area sensors are with features of low cost and
high sensitivity. The application of them is increasing according to recent rapid ad-
vancement in CMOS technology. Therefore, in this research, a CMOS image sensor
is designed to be covered by black covers that have a line shaped window over the
center row, so that it will behave as a line sensor in practice. The rod lens has the
same properties as the cylindrical lens which is introduced in [5].

Covers
Rod lens

Focal length }

_ I | /
g A p
y

Line sensor

Fig. 1 Structure of Obrid- CMOS image sensor
Sensor

4 Acquisition Model of Brightness Distribution

The proposed sensor is designed to detect a target person’s state without applying
video or image information. The theoretical structure of Obrid-Sensor is shown in
Fig. 2l Figure 2(a), (b), and (c) show its overall view, side view and top view, re-
spectively. As we see in Fig. 2(b), the rod lens is with the shape of a flat panel, and
the light radiation from a physical object is input into the sensor even if a vertical
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Object
N
Rod lens
Ci Lme sensor
L C
/ D
) 4+ L+
L S, (L L+ L)
C; K 4
S.(C+C+C
L uw
Sg (R*+ R+ R)
(a) Overall view
Rod lens Line sensor
* Rod lens
Line Sensor
(b) Side view (c) Top view

Fig. 2 Setting in Obrid-Sensor

position is different. In other words, the distribution of vertical light is integrated.
In addition, as shown in Fig. 2lc), the rod lens is a convex lens when it is viewed
from the top. Therefore, when the physical object’s horizontal position is different,
the position projected on the sensor will also be different. Summarizing information
stated above, Fig.[2a) shows the light radiated from the physical object’s R, R, R™
enters the SR point of the line sensor that radiated from C*, C, C™, enters the SC
point, and L*, L, L™ enters the SL point. In other words, the output from the line
sensor indicates how the vertical integration of the light from the object distributes
in the horizontal direction. Thus, such privacy-preserving sensor can be achieved
without using cameras or using a large scale device.

5 Experiments and Study

In order to verify the usefulness of the proposed system, a group of experiments
were implemented and studied. Firstly, target person’s localization experiments
were implemented for verification of the sensor’s accuracy. In the experiments, the
brightness distribution of the sensor was measured when the target person moved in
a fixed range. The experimental procedure can be stated as follows. First, the bright-
ness distribution of the background where the person was not present was acquired.
Next, the brightness distribution of the area where the person was present was ac-
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Fig. 3 Appearance of
Obrid-Sensor

CMOS image sensor

quired. Then the difference between the background and the brightness distribution
of the object can be calculated. Because the difference of brightness distribution
changed according to target person’s movement, it is thought that the person’s posi-
tion information was included in the difference value.

In this research, the proposed sensor for field tests was realized by a rod lens
(SAKAI-G rod lens ¢ 3 x 110 mm) and a CMOS image sensor (Logicool Qcam
Pro 9000) as shown in Fig.[3l In the experiment, according to the basic design shown
in Fig. [ the usable range r for person localization was measured when the condi-
tion of the distance d between object and Obrid-Sensor was set 1.00 m, 2.00 m and
3.00 m. There is an example of detecting based on 2-Dimensional figure shown in

Obrid-Sensor

Movement
direction

Height 1.0 m

Usable range r

Fig. 4 Detection by Obrid-Sensor
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Fig. 3l Figure [5l (a) shows the actual camera image; (b) shows the brightness dis-
tribution of (a). Line (A) shows the brightness distribution of background fetched
in the first step. Line (B) is the brightness distribution with target person. The dif-
ference between (A) and (B) is shown as (C). It is clear that the position of target
person can be detected according to the difference of brightness distribution.

To confirm effectiveness of the proposed method in experiments, a male in 20’s
is set as the target person who uses the restroom. The localization and falling down
detection by the proposed method was implemented. The experimental device using
Obrid-Sensor was designed and applied in experiments. As shown in Fig. [6] it is
the photograph of the device with its size. In our design, two Obrid-Sensors, which
were set in vertical and horizontal directions, were utilized. They are employed for
detecting brightness distribution in the two directions, respectively. A restroom with
the alignment as shown in Fig.[7lis employed as experimental environment. The en-
vironment can be considered as the most common restroom environment in normal
life. The Obrid-Sensor is set in the right hand not far from entrance of the restroom.
In the experiment, the target person was designed to move from entrance to toi-
let. The localization is implemented in the whole process. In order to confirm the
usefulness of proposed method in localization, the localization of target person us-
ing brightness distribution are summarized as shown in Fig. 8] Fig. [0 Fig. 10l and
Fig.[[Tl Figure[§lshows the condition when target person in the entrance of restroom
and Fig. [9 shows the condition when the target person stands in the middle of the

(a) Camera image

255
(A) Background brightness

(B) Object brigh/tness

(C) Difference between (A) and (B)

ol x__‘//‘\

0 . 239
Pixels
Fig. 5 Example of detecting (b) Brightness distributions of (a)

by Obrid-Sensor

Brightness
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Fig. 6 Experimental device

Fig. 7 Experimental envi-
ronment in restroom

270 cm

180 cm Washbowl U

0]

Toilet bowl

240 cm

- Obrid-Sensor

room. The condition of using toilet is shown in Fig.[10l The falling down results are
shown in Fig. [[Tl The photographs in (a)s of the figures show the actual locations
and gestures of the target person in experiments. As we see in (b)s of the figures,
the peaks of brightness distribution varied according to the variation of distance
between the target person and the sensor. The highest peak is 80 when the target
person was in the middle of the restroom, nearest from the sensor. The lowest peak
was 22, when the target person was at the entrance of the restroom. As we track the
position of the peak in horizontal direction, it is clear that the target person can be
localized by our definition: in entrance area, in middle of restroom or toilet using
area. Meanwhile, gestures of the target person were also sensed in experiment. As
we see in the (c)s in Fig. Bl Fig. O Fig. [0 and Fig. [Tl gestures of the target per-
son, standing, sitting and laying can be classified by defining proper threshold value
and estimating centre of gravity. In the experiments, the states of target person were
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Fig. 8 Experimental results
in the entrance of restroom

Gravity: 391

Threshold:32

(©)

Peak: 22
(b)

Fig. 9 Experimental results
in the middle of restroom

Gravity: 353
Threshold:32

(©

Peak: 80
(b)

defined by standing, sitting and lying. The states are divided by two thresholds. As
we see in (c)s from Fig. [§]to Fig.[1] the thresholds were 320 and 200. If the gravity
of target person was higher than 320, the state can be recognized as standing. If the
gravity was between the two thresholds, the target person is recognized as sitting.
The state with the gravity below 200 is defined as lying (falling down). According
to the experimental results, it can be stated that the proposed method is effective in
localization and falling down detecting in restroom with privacy protection.
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Fig. 10 Experimental
results in use of toilet

Threshold:32!

Gravity: 244,

Threshold:200

©

Peak: 40
(b)
Fig. 11 Experimental
results of falling down in
restroom
Threshold:320

Peak: 15 (b)

6 Conclusions

Based on realization of the proposed privacy preserving sensor, the localization and
falling down detection system in restroom is proposed in this research. According
to brightness distribution detected by the sensor, localization and falling down de-
tection functions can be utilized in restroom sensing without privacy offending. In
order to validate effectiveness of the proposed method, a group of experiments have
been implemented. In the experiments, it is confirmed that target person’s position
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and movement status can be detected correctly owing to the brightness distribution
by employing the proposed method. Therefore, this method is considered as an ex-
cellent choice for safety ensuring system in medical and welfare field.

Acknowledgements. This work was supported by JSPS KAKENHI Grant Number:
24700198.
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An Approximate Reasoning Model for Medical
Diagnosis

Irosh Fernando, Frans Henskens, and Martin Cohen

Abstract. Medical diagnosis is a classical example of approximate reasoning, and
also one of the earliest applications of expert systems. The existing approaches to
approximate reasoning in medical diagnosis are mainly based on Probability Theory
and/or Multivalued Logic. Unfortunately, most of these approaches have not been
able to model medical diagnostic reasoning sufficiently, or in a clinically intuitive
way. The model described in this paper attempts to overcome the main limitations
of the existing approaches.

Keywords: approximate reasoning, medical expert systems, inference model,
psychiatry.

1 Introduction

Medical diagnostic reasoning is a typical application of approximate reasoning, in
which the knowledge and reasoning are often characterised by uncertainty, vague-
ness and partial information. Whilst there are several approaches to approximate
reasoning in medicine, most of them adopt Bayes Theorem (e.g. 1, [@], [E])
and/or Fuzzy Logic (e.g. [@], [@], [ﬂ]). The other approaches include Dempster-
Shaper Theor 1, ], Certainty Factors Model ], and Cohens inductive
probabilities [é].
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The approaches based on Bayes theorem have two main limitations: conformity
of the total probabilities to be equal to one, and the assumption of conditional in-
dependence. Unfortunately these restrictions are not compatible with the real world
expert clinical reasoning. For example, whilst Probability(Disease = asthma) = 0.8
and Probability(Disease = bronchitis) = 0.9 are clinically meaningful, it violates
the axiom, which requires Probability(Disease = asthma) + Probability(Disease =
bronchitis) < 1.

Fuzzy logic has been the most widely used multi-value logic, and in fact, it has
been applied in early medical expert systems such as CADIAG-2 ]. Unfortunately,
the logical inference using Fuzzy Logic implication operators that are based on
Fuzzy t-norm and t-conorm are less meaningful in medical diagnostic reasoning.
Nonetheless, the Fuzzy Logic inference based on Sugeno-type Fuzzy inference [@%
even though often used in contexts of control system applications, is able to provide
a close approximation to medical diagnostic reasoning. The model proposed in this
paper adopts a diagnostic inference similar to Sugeno-type (Takagi-Sugeno-Kang)
Fuzzy inference applied in control system applications.

In real world clinical practice, symptoms are quantified using a number of
symptom attributes (e.g. a symptom, chest pain, can be assessed quantitatively us-
ing attributes: duration, onset, severity of the pain). This quantification is impor-
tant because the likelihood of a given diagnosis tends to vary according to the
quantities of its related symptoms. The relationship between the likelihood of a
diagnosis and the quantities of its relevant symptoms is often highly subjective
and implicit. Clinicians usually acquire the understanding of these relationships
with years of experience. Importantly, this relationship can be either positive or
negative (i.e. whilst the presence of a one symptom increases the likelihood of a
particular diagnosis, it may also decrease the likelihood of another). During di-
agnostic reasoning, clinicians actively look for these positive and negative rela-
tionships in order to rule in and rule out diagnostic possibilities. Conventional
approaches based on Probability theory, Fuzzy logic, Dempster-Shaper Theory
and Cohens inductive probabilities are unable to model the negative functional
relationships.

The Certainty Factor model is able to represent the positive and negative func-
tional relationships as measure of belief (MB) and measure of disbelief (MD) re-
spectively [IEI], and is more intuitive to clinicians, compared to other approaches.
Nevertheless, it models the clinical reasoning only at a superficial level. For ex-
ample, it does not model the criticalness of the diseases, and also does not model
the variations of diagnostic likelihoods based on different degrees of a symptom
severity.

The proposed model described in this paper, is not only able to model both posi-
tive and negative functional relationships, but is also able to model the variations of
likelihood and the criticalness of diagnoses according to the severities of symptoms,
in a clinically intuitive manner.

)
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2 Combining Evidence

The nature of medical diagnostic reasoning typically involves inferring a quantity
of a dependent entity (e.g. a degree of likelihood of having a particular diagnosis)
based on a set of quantities of independent entities (e.g. set of symptoms, each with
a degree of severity). This section introduces a model, that captures the functional
relationship between a quantity of a dependent entity (i.e. dependent variable) with
a set of quantities of independent entities (i.e. conjugates of independent variables).

In order to explain this operator, let us consider the following two sets of enti-
ties: S = {s1,82,...,8, ;D = {dy,d>,...,dn} , where each entity can be quantified
using the quantification function, Q, that maps each entity, x; of the entity set, X,
into the range [0, 1]. The function Q can be formally defined as, Q : X — [0,1].
Now, given a quantity of an entity, Q(s;), the corresponding quantity of a related
entity, d; is expressed using the notation, Q(d,|s;). Similar to the notation of condi-
tional probability, Q(d;|s;) means the quantity of d; is conditional upon the quan-
tity, O(s;). A key feature of this model is the approximation of the relationship
between the independent variable, Q(s;), and the dependent variable, Q(d;|s;), us-
ing a function F;j that is determined according to expert clinical judgment. The
approximation of this functional relationship is described in Figure [[ using a hy-
pothetical example. The relationship between Q(s;) and Q(d;ls;) can be expressed
as Q(s;) THEN Q(d,|s;), or equivalently as Q(s;) = Q(d|s;) using the implication
operator, where Q(d|s;) = F;;(Q(s:)).

Fig. 1 0(dj|si) = F;;(Q(s:))

The above-described functional relationship is extended in order to combine sev-
eral quantities of independent entities by introducing relative weights for each tuple,
< dj,s; >. Weight, w;; determines the relative importance of each s; in relation to
d;. The relative importance of s; in relation to d; is expressed using the function, R
which is expressed as:

R(sild;) = wij/ <éwi1> (D
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Equation [Tl is used in optimising the efficiency of the inference algorithm as de-
scribed in the next section. Given a conjugate of independent variables, Q(s;) A
O(s2) A+ AQ(sy), where all of them have either a positive or negative functional
relationship with an entity, d;, the corresponding quantity of d; can be expressed
and calculated as follows:

IF Q(s1)A---NQ(sn) THEN Q(dj) WHERE Q(dj) = Q(dj|si A\--- Asy) or
Q(s])/\ -AQ(sp) = 0(d )WHERE 0(dj) = 0(d; \s] A---Asp), where Q(dj|s; A

- A\sy) is calculated as follows :

Odj|sy A~ Asy) = (ZF,, wq> / <2E1(MM(Q(S1')))~W:‘;>

Since F;j(Max(Q(si))) = 1, the above equation can be simplified as:

Q(dj|sl /\"'/\Sn — (2[‘1] W,j> / (ZW,‘]) 2)
i=1

When the equation 2 is applied to calculate Q( \ ;) using a single independent
variable, Q(s;), it becomes evident that Q(d;|s;) = F;;(Q(s;)):

Fij(Q(si))wij

ofals) ="

= Fij(Q(si))

Therefore, the above equation for calculating Q(d,|s; A--- As,) can also be written

as
O(dj]s1 A~ Asy) = <ZQ (d;ls;) wu> / <2Wi/’> 3)
i=1

A similar equation is used in the Sugeno-type Fuzzy inference that has been de-
scribed in control system applications [15]. In the rest of the paper, Equation 3 and
the notation, Q(d||s;) will be used instead of Fj;(Q(s;)) for convenience.

The above concepts are further elaborated using an example described in Fig-
ure 2l Given a rule, Q(s1) AQ(s2) = QO(di]|s1 A s2), this example describes how
O(di|s1 As2) is calculated using Q(s; ) and Q(s2). Both Q(s1) and Q(s2) have a posi-
tive functional relationship with the Q(d |s;) and Q(d| |s2) respectively as described
in Figure2l

There can be a functional relationship between a dependent variable and a set
of independent variables, where some of the independent variables have a posi-
tive functional relationship individually with the dependent variable while the rest
have a negative functional relationship indiVidually with the dependent variable.
For example let (dj|s| A---Asy Asy A-+-As,) be the dependent variable, where
O(s7),....0(s;)) have positive functional relatlonshlps with Q(dj|s{),...,0(d,|s})
respectlvely, whereas Q(sy ), ..., 0Q(s,,) have negative functional relationships with
o(djlsy),...,0(djls,) respectively. Q(dj\sl+ A---Asyt)and Q(dj|sy A+ As,,) can
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be calculated separately using Equation[3l Then, Q(d,|s{ A+ As;f Asy A+ Asy,)
can be calculated by adding Q(d,|s{ A---Asy) and O(dj|s; A---As,,) as follows:

Q(djls\ A+ Nsy Ny AeesAsy) = Q(djlsy Ave- Asy) +Odjlsy A+ Asy) (4)

W=7
Q(d,[s;)=0.8

Q(sy) =0.2;

W= 6
Q(s,) =0.5;  Q(dq|s) = -0.6

i Q(s;) [ Qyls) | wy; | Q(d,lsy) wyy

1 0.2 0.8 7 5.6

2 0.5 0.4 6 2.4

Sum= |13 |8.0

Q(d,[s, AS,) = 8/13=0.6

Fig. 2 Calculating Q(d|s As2), where O(s1) AQ(s2) = O(d|s1 As2)

Extending the above example, Figure 3] describes how Q(d|s3 A s4) is calculated
given Q(s3) A Q(s4) = Q(d1|s3 Asa), where the quantities, Q(s3) and Q(s4) have a
negative relationship with the corresponding quantity of d;. Given, Q(d,|s; Asy) =
0.6 and Q(d|s3) Asa) = —0.4, Equationdlis used to calculate Q(d; |s1 Asa As3 Asa)
as follows:

O(di]s1 Asa As3 Asa) = Q(di|s1 As2) +O(di|s3 Ass) =0.6+—-04=0.2

It is important to note that the quantity function, Q can have different meanings de-
pending on the context. For example, Q(d;) can be interpreted as the likelihood of
having the diagnosis, d; or the degree of the severity of the diagnosis, d;. A similar
model with different notations has been previously introduced for diagnostic rea-
soning in psychiatry [§], [d], where Q(d i|s1 A+ Asp) can be calculated as follows:

n

1
0(dj) = 0(dj|si A=+ Asn) = ; Y O(djlsi)wij

i=1
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0.0 04  Q(s;3)

Wis=4
Q(d4|s;)=-0.2

Q(sy) = 0.4;

1.0

Wy=5
Q(sy) =0.3; Q(d4|s,)=-0.6

i Q(s;) | Q(dylsp) | wyy | Q(dylsy) wyy

3 0.4 -0.2 4 -0.8

4 0.3 -0.6 5 -3.0

Sum= |9 -3.8

Q(d,s3 AS4) = -3.8/9=-0.4

Fig. 3 Calculating Q(d|s; Asz), where Q(s1) AQ(s2) = Q(d1|s1 Asz)

The authors’ experimentation with clinical scenarios has indicated that the model
described in Equation [2] approximates clinical reasoning more accurately than the
above equation.

3 Diagnostic Inference

Using the above-described model for combining evidence, this section describes
an example of diagnostic inference that uses a knowledgebase model consisting of
three sets of entities: symptom attributes, symptoms and diagnoses, as described in
Fig. 4.

The symptoms, which have positive functional relationships with a given diagno-
sis, d; is called the inclusion criteria of d;, whereas the symptoms, that have negative
functional relationship are called the exclusion criteria of d.

Given a conjugate of independent variables, Q(s1) A Q(s2) A -+ A Q(sp), two
kinds of functional relationships are defined using Equation[3l: O (dj|si A--- Asy)
and Qc(dj|si A--- Asy), which are the likelihood and criticalness of d; respectively.

Let us create a set of entities and a few inference rules for a sample
knowledgebase.
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D: Diagnoses

S: Symptoms

A: Symptom Attributes

Fig. 4 Knowledgebase model

Diagnoses

d; =Depression; dy=Generalised Anxiety

Symptoms s; =Loss of interest; s, = Fatigue; s3 = Worrying thoughts ; s4 =Suicidal
thoughts

Attributes

a; =Duration ; a =Number of activities given up

Rulebase

O(ar) ANQ(az) = O(s1) where Q(s1) = Q(s1|a; Aaz);

O(s1) AQ(s2) N Q(s3) A Q(s4) ANQ(s5) = Or(di) WITH Qc(dy) WHERE Qy.(d) =
QL(d] ‘S] AR P AR WARY /\S5), Qc(dl) = Qc(d] ‘S] AR Y AR L WARY /\S5);

O(s1) A Q(s2) A Q(s3) A QO(s4) = Qr(dr) WITH Qc(d,) WHERE Qp(d2) =
Qr(da|s1 Asy Ns3 Asg), Qc(da) = Qc(da|s1 As2 As3 Asg);

The sample knowledgebase created above is described as a graph in Figure[3l where
the symptom, s5 that is the only symptom in the exclusion criteria for the diagnosis,
d; is connected to d; with a dotted line.

The inference model adopts the ST model introduced by Ramoni et al [IE]. The
ST model (described in Figure [6) is based on the logical inferences, abduction,
deduction and induction, which were described by Charles Peirce ]. Each step of
the model is elaborated in the following sections.

4 Abstraction

Suppose the patient first reports the symptoms, s; and sp. Abstraction involves,
for example, in the case of s;, mapping what the patient reported in his/her own
words (e.g. Dont feel like doing anything) into the symptom, s; = Loss of inter-
est, and quantifying it via eliciting the symptom attributes. The functional relation-
ship between symptoms, s; and s;, and the attributes, a; and a,, are described in
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. . d,: Generalized d,:Organic
[dl.Depressan [ Anxiety ] [ disease
S;:Loss of L S;:Worrying S,:Suicidal Se: Elated
[ interest }[ >,:Fatigue ] [ thoughts thoughts Mood
a,:Duration a_Z:_I\_Iumt.)er of aj:Energy
activities given up level

Fig. 5 Sample knowledgebase

Abstraction

A 4

Induction

Fig. 6 ST model

Figure[ll Given, Q(a;) =2 and Q(ay) = 4, the corresponding values, Q(s1|a;) = 0.8
and Q(s1]az) = 0.9 are determined respectively, using the functional relationships
described in Figure[7} Then, O(s1]a; A ay) is calculated as described in the table in
Figure[7l with the result that Q(s;) = O(s1]a; Aaz) =0.9.

In a similar way, the symptom, s, is also abstracted and quantified using Q(a;)
and Q(a3); then, Q(s2) = Q(s2|a; Aaj3) is calculated. In order to proceed with this
example, let us assume this calculation resulted in Q(s2) = Q(s2|a; Aaz) = 0.5.
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Q(s4lay) s,: Loss of Q(s4lay)
1.0 interests 2).2 ,,,,,,,,,,,,,,,,, S
08f- .

W,,=8
Q(ay)=4; Q(s4]a)=0.9

Q(ay)=2; Q(s4|a,)=0.8
W=6

; a,: Number of
a,: Duration e
activities given up

i Q@;) | Qsyla) | wiy | Q(syla)wy,

1 2 0.8 6 4.8

2 4 0.9 8 7.2

Sum = 14 12

Q(sila, Aay) = 12/14<0.9

Fig. 7 Abstraction of symptom, s

5 Abduction

The next step of the inference process is abduction. This involves hypothesising
likely diagnoses and calculating their likelihoods and criticalness using the quantifi-
cations of the symptoms already done in the stage of abstraction:

Q(sl) = Q(Sl \al /\az) =0.9
Q(Sz) = Q(Sz\al /\a3) =0.5

As described in Figure 3l both s1 and s, are connected to d; as well as d,. In ad-
dition, s; is also connected to d3. In many real world situations, any given set of
symptoms can be connected to a large number of diagnoses indicating a large num-
ber of diagnostic possibilities, of which only some are relevant. In order to narrow
down the list of likely diagnoses a threshold value, z; is used. Only those symptoms
with their quantities above the threshold value are used for determining the likely
diagnoses.

Let t, = 0.5. In this case, only Q(s;) is considered since Q(s)  t;. Therefore we
narrow down the search space by eliminating d3 as we ignore s;.

Now, using Q(s1) = 0.9, we determine Qr(d,|s;) = 1.0, Or(d2]s1) = 0.6 and
Oc(dy]s1) = 0.2, Qc(ds|s1) = 0.2 as described in Figure[§] In real world situations,
more than one symptom may indicate the same diagnosis. For example, suppose s3
has been quantified and results in Q(s3) = 0.7, which is above the threshold value.
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1,0f oo

1.0
Qc(dy|sy)

0.2}

Qc(dyls)

T R 1.0
Q(d,ls4)

0.6

Qy(d4]s)

oo Q(sy) Q(S1); 0.9

: d,: Generalized

Q(s4)=0.9; Q(s4)=0.9;
Q,(dy]s4)=1.0 Q,(d,ls4)=0.6
Qq(d]s4)=0.2 s,: Loss of Qc(dy[s4)=0.6

interests

Fig. 8 Relationship between the quantity of the symptom, s and the likelihood and critical-
ness of diagnoses d; and d.

In this case, both s1 and s3 are connected to d; (see Figure [8). Therefore, this in-
volves calculating Qr (dy|s; As3) in a similar way as described in Figure 2

6 Deduction

Deduction involves eliciting the rest of the symptoms associated with each of the
likely diagnoses considered and quantified in the previous stage. The order of the
symptoms that need to be quantified is determined according to the priority of each
symptom, calculated using Equation[Il When an inference rule consists of both in-
clusion criteria and exclusion criteria, the symptoms in the exclusion criteria are
quantified first. This is because, if the quantified symptoms in the exclusion criteria
result in a high negative likelihood value, quantification of the symptoms in inclu-
sion criteria can be terminated, thereby improving the efficiency of the inference
algorithm.

In this example, s5 is the only symptom in the exclusion criteria in relation to
the diagnosis, dj(elated mood contradicts the diagnosis of depression). Assuming
that s5 is abstracted and quantified with the result Q(ss) = 0.2 , Figure [0 describes
how Qr(d|ss) is derived using its functional relationship with Q(ss). Next, the
remaining symptoms in the inclusion criteria are explored. In this example, this
involves eliciting the rest of the symptoms for d; and d5. In relation to both d| and
d,, the symptoms, s3 and s4 have to be elicited from the patient (see Figure[3)).
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Fig. 9 Relationship be-

tween the quantity of the
symptom, s5 and the like-
lihood and criticalness of

diagnoses d
Q(SS)z i
Moo
Q. (d4|ss)=- 0.6
00,02 Q(ss) 1.0
060N
-1.0
Q,(dys5)

Q(s;)=0.6;
Q| (d4]s5)=0.4

Q(s4)=0.7;
d,:Depression | Q,(d,|s,)=0.8
Qg(d4]s5)=0.2 Qc(dis4)=0.9
S3:Worrying
thoughts

S,:Suicidal
thoughts

1.0
Q_(dylss
0.4]

0.0

1.0!
Qc(dylsy Far
0.2} ,

0.0 O'GQ(53)1‘O

0.0 0.;I 1.0
Qs.)

Fig. 10 Relationship between the quantity of the symptoms, s3 and s4, and the likelihood and
criticalness of diagnosis d|

It is possible that the quantified symptoms may indicate a large number of diag-
noses including less relevant ones. In order to narrow down the search space further,
another threshold value, 7, is used at this stage.

For example, let 7; = 0.4. In this case none of the diagnoses are eliminated since
Q(d] ‘S]) = 1.0 > t; and also Q(dz‘sl) =0.6>1,.

The quantification of the symptoms, s3 and s4 are similar to what is described in
Figure[7] therefore the details are omitted. Assuming this quantification resulted in
QO(s3) = 0.6 and Q(s4) = 0.7, Figure [[Q describes how Q(d|s3) and Q(d |s4) are
determined. Similarly, Q(d|s3) and Q(dz|s4) are also determined.
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7 Induction

Induction involves testing the hypotheses (i.e. diagnostic likelihoods) by calculat-
ing the likelihood of the diagnoses considered in the previous stages and their crit-
icalness. In our example, this involves calculating Qy.(d;), Oc(d)), Or(d>), and
QOc(dy). Figure [[1] describes how Qy (di|s1 A sz As3 Asg) and Qp(dy]ss) are cal-
culated. Qr(d|s1 As2 As3 Asg) is the diagnostic likelihood (positive) of d; based
on the symptoms in the inclusion criteria, whereas Qr,(d |ss) is the diagnostic like-
lihood (negative) of d; based on the symptom, s5 in the exclusion criteria. Now,
QOr(di|sy Asa As3 Asy Ass) is calculated using Equation ] as follows:

QL(d] ) = QL(d] |S] AR YAYX) /\S4/\S5) = QL(d] |S] NAs2As3 /\S4)+QL(d1 |S5) =0.7-0.6=0.1

Since Qy.(d;) = 0.1 is less than the threshold value z; = 0.4, the possibility of having
the diagnosis (i.e. diagnostic hypothesis) d, is rejected.

In a similar way, Qc(d1), QOr(d>), and Qc¢(d>) can also be calculated. If induction
results in a large number of diagnoses, the threshold value, ¢, can be used to filter
out less likely diagnostic possibilities.

W,,= 10 Wy=8\ Wy=5 W=7 "= ~=o___ Ws,=9
S;:Loss of . Sy:Worrying || S,:Suicidal Ss:Elated

2 S,:Fatigue Mood

interest thoughts thoughts [ofe]
Q(s,)=0.9; Q(s,)=0.5; Q(s;)=0.6; Q(s,)=0.7; Q(s5)=0.2;
Q(dy|s1)=1.0 Q,(d[s,)=0.5 Q,(dy]s3)=0.4  Qu(d4]s:)=0.8 Q(d4]s5)=-0.6
i Q(s;) | Qudylsy | wy Qp(dylsy) wy i Q(s;) | Qu(dylsy Wit QL(dsy) wyy
1 |09 |10 10 |10 5 |02 |[-06 9 -5.4
2 |os |os 8 4 Sum = 9 -5.4
3 |06 |04 5 2 Q(,fs9) = -5.4/9=-06
4 |07 |os8 7 5.6

Sum = 330|216
Q(d,[s; AS;A83 489 = 21.6/30=0.7

Fig. 11 Deriving the likelihood of the diagnosis, d; using the symptoms in the inclusion
criteria and exclusion criteria
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8 Conclusion

This paper describes a model that approximates reasoning in medical diagnosis by
adopting the ST model and a Sugeno-type Fuzzy inference. Unlike some of the
previous approaches, the proposed approach is able to model both negative and pos-
itive functional relationships, and also the likelihood and criticalness of diagnoses
that vary according the severity of symptoms.

Furthermore, the proposed model is not only simple for clinicians with non-technical
background to understand, but also intuitive to clinicians compared to other models.
Therefore it is able to overcome the main limitations of other approaches that have
been described earlier.

Two major challenges in medical expert system development include difficulties
implementing a sufficiently large knowledgebase and engaging clinicians. The sim-
plicity of the model and its clinical intuitiveness offers the advantage of being able
to engage clinicians and actively involve them in a collaborative development of
the knowledgebase. A prototype of a web-based platform for collaborative develop-
ment of a knowledgebase, and diagnostic decision support in psychiatry, has been
implemented using this model [ﬂ].
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Study on Adiabatic Quantum Computation
in Deutsch-Jozsa Problem

Shigeru Nakayama and Peng Gang

Abstract. Adiabatic quantum computation has been proposed as a quantum algo-
rithm with adiabatic evolution to solve combinatorial optimization problem, then
it has been applied to many problems like satisfiability problem. Among them,
Deutsch and Deutsch-Jozsa problems have been tried to be solved by using adia-
batic quantum computation. In this paper, we modify the adiabatic quantum com-
putation and propose to solve Deutsch-Jozsa problem more efficiently by a method
with higher observation probability.

1 Introduction

Adiabatic quantum computation[T} 2, [3]] was proposed as a quantum algorithm
with adiabatic evolution to solve combinatorial optimization problem. Then it has
been applied to many problems like satisfiability problem (SAT)[4]]. Among them,
Deutsch-Jozsa problem[3} [6, [7] has been tried to be solved by using adiabatic quan-
tum computation.

In this paper, we modify the adiabatic quantum computation and propose a
method to solve Deutsch-Jozsa problem more efficiently with higher observation
probability.

2 Deutsch-Jozsa Problem

Deutsch-Jozsa problem was developed by David Deutsch and Richard Jozsa in
1992.1f a function f(x) has a binary value for an input variable x of n bits as follows;
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S e{0,1}") = {0, 1} (1)

The problem is to minimize the inquiry to the function to decide whether it is con-
stant (uniform) or balanced (equal). For example, we consider the case of the input
variable x with n = 2 bit. When the function always has the same values for any
input values of x = 00,01, 10, 11, i.e., £(00) = f(01) = f(10) = f(11) =0 or 1, the
function is called a constant function. On the other hand, when the function values
f(00), £(01), £(10), £(11) have O twice and 1 twice, the function is called a bal-
anced function. It is promised that the function should be constant or balanced. In
the classic algorithm, we must inquire the function three times, like f(00), f(01),
and f(10). In general, classic algorithm requires 2"~! + 1 queries to the function
with n bit of the input valuable.

However, in Deutsch-Jozsa algorithm, only one inquiry to f(x) is enough to
determine whether this function is constant or balanced. In late years quantum al-
gorithms such as adiabatic quantum calculation or quantum random walk are sug-
gested and have been applied to NP complete problem. Deutsch-Jozsa algorithm
with n = 2 needs three qubits, but adiabatic quantum algorithm needs only two
qubits. Moreover, we propose more efficient method for the adiabatic quantum
computation to solve Deutsch-Jozsa problem.

3 Adiabatic Quantum Computation

3.1 Discrete Expression of Schrodinger Equation

Deutsch-Jozsa problem is to find the state vector |y/(7)) where the eigenvalue (en-
ergy) of time-independent Hamiltonian A is minimized by using the adiabatic quan-
tum computation. Adiabatic quantum computation uses the Schrodinger equation.

"M~y (). @

The continuous differential equation must be converted into discrete expression for
computer simulation.

y(r+4)) =" y()), ©)

where Plank constant is used as = 1 for simplicity, and A is a differential time
contributing to a phase scaling parameter on the right hand side of eq. (3).
3.2 Hamiltonian and Unitary Transform

Adiabatic quantum computation introduces a step parameter s ranging from 0 to 1.
Then, the Hamiltonian H can be written as

H(s) = (1 —s)H;+sHy, 4)
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as a function of step parameter s, where H; is Hamiltonian of the initial state in-
dependent of any problem and Hy is Hamiltonian of the final state depending on
a given problem. When the step parameter s is gradually changed from O to 1, the
Hamiltonian will be changed from the initial Hamiltonian to final Hamiltonian.

Therefore, the state vector ’l//(h)> gradually changes with each step by unitary
transform as follows;

’w(h)> — pi(l=s)HA—isHyA ’w(h—l)> (5)

where an integer parameter hil < h < j+ ljis calculated from s =h/(j+ 1), j is the
number of repetition steps, and U is a unitary transform for adiabatic quantum
evolution written as,

U(h) . e—i(l—S)H,‘A—iSHfA. (6)

The same parameters in this computation are used to compare with the theory of
Das et al.[3]. For example, the number of repetition steps is also used as j = 4 in
our numerical simulation, and A is a phase scaling parameter used as A = 1 required
for adiabatic quantum evolution.

US(Z; = ¢~ {0=9H: hags non-diagonal elements and is unitary transform for state
mixing between interacting states. This causes diversification of the solutions. On
the other hand, U,(,? = ¢ Hf has only diagonal elements and is unitary transform
for phase shifting where the phase of a state with high cost is shifted very much and
that of a state with low cost is not shifted much. This results in intensification for
searching solutions.

3.3 Hamiltonian Modified by Nonlinear Step Functions

We modify the linear step parameter s to a nonlinear step function p(s) changing
from O to 1. Hamiltonian can be written as

H(s) = (1= p(s))Hi + p(s)Hy, @)

where we introduce a nonlinear step function p(s) changing from O to 1. The non-
linear step function must be monotonic to fulfill both p(0) = 0 and p(1) = 1. In the
case of linear step function,

pls) =s. (8)

Although the step function p(s) is originally used as a linear function[[I} 3], we pro-
pose the nonlinear step function and did the computer simulation to solve Deutsch
problem. Here, we propose the cubic step function,

p(s)=4(s—1/2)*+1/2, ©9)

as shown in Fig. 1, and compare the linear step function with the cubic step function.
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Fig. 1 Two coefficients in Hamiltonian with linear or cubic step function as a function of step
parameter

4 Hamiltonian of Deutsch-Jozsa Problem
4.1 Initial Hamiltonian of Deutsch-Jozsa Problem
According to Das et al.[3]], the Hamiltonian H; of the initial state,
1
|1//i):2(|OO>+\01)+\10)+\11)), (10)

of two qubits n = 2 used in Deutsch-Jozsa problem is given by,

3 —1-1-1
1] -1 3 —1-1
—-1-1-13

where [ is a 4 x4 unit matrix.

4.2 Final Hamiltonian of Deutsch-Jozsa Problem

The Hamiltonian H of the final state ’l]/f> is given by

Hy=1—|yy){wyl, (12)
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where

B
V3
depends on the function f(x) given in Deutsch-Jozsa problem. The coefficients o
and f are given by,

lwr) = |00)+ ) [j01)+[10) +[11)], (13)

o=, (=) + (=)D + (=1 10 4 ()71, (14)

B=1-a, (15)
respectively. If the function is a constant function such as f(00) = f(01) = £(10) =
f(11) =0 or 1, then o = 1, = 0. If the function is a balanced function such as
f(00) = £(01)=0,£(10) = f(11) =1, thenx =0, = 1.

Using the properties of o+ 8 = 1, ¢ = 0, the Hamiltonian H of the final state
|l[/f> is given by,
38 0 0 0

_ 11 03-B-B P
Hr=51 o fll; 3*/313 fBB (10
0 —B -B 3-

5 Adiabatic Quantum Computation in Deutsch-Jozsa Problem

5.1 |Initial State in Deutsch-Jozsa Problem

We prepare the initial state in Deutsch-Jozsa Problem as follows;

1
1
| a7

W) = 2 100) +101) +]10) +]11)) =
1

where equal probability amplitudes are provided to |00), |01), |10), and |11).
The initial state must be independent of the property of the function given in
Deutsch-Jozsa problem.

5.2 Energy State of Deutsch-Jozsa Hamiltonian

After this,we assume that the function in Deutsch-Jozsa problem is constant, then
we use these values of o = 1 and 3 = 0. By using the nonlinear step function p(s),
Hamiltonian ranging from Hamiltonian Hy of the initial state |yp) to Hamiltonian
H, of the final state |y) is totally written as,

ot e -1

_ p(s)—1 34+p(s) p(s)—1 p(s)—1

HO= 4| pls)=1 ps)=13+p(s) pls) 1 |- (1%)
p(s)—1 p(s)—1 p(s) =13+ p(s)
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By using the eigen equation of this Hamiltonian,
|H(s)—AI| =0, (19)

we can obtain two energy eigen values A » 3 4 given by,

1
hiasa =11, [14/1-3p(s) +3p(s)2. (20)

Figure 2 shows evolution of four energy levels of eigenvalues A1 34 as functions
of step parameter s and step function p(s) by adiabatic quantum computation in
Deutsch-Jozsa problem. The highest eigenvalue of the Hamiltonian is 1, which is
two-fold degenerate. As shown in Fig. 2, there are long flat lines for the nonlinear
step function, which mean long interaction between the upper energy level and the
lower energy level. The lasting of long interaction causes strong transition between
the two levels. However, there are short flat lines for the linear step function, which
have only short time for strong transition.
At the initial step s = 0, the four eigenstates of the Hamiltonian are written as,

—[00)+{11)  —[00)+[10) —[00)+]01)  |00)-+[01)+[10)+|11) 21
V2o V2T V2 2 :

These eigenstates of the Hamiltonian at the final step s = 1 are given by,

[11),[10),]01),00), (22)

respectively. It is considered that the initial ground state at s = 0, (]00) 4 ]01) +
[10) 4 |11))/2, evolves to the final ground state at s = 1, |00), after several unitary
transforms.

5.3 Evolution of State Vector by Unitary Transform

We are assuming that the function of Deutsch-Jozsa problem is a constant function
f(0) = f(1), and we do the numerical calculation in the case of o = 1,3 = 0. The
final state will be,

B
V3

Therefore, we should make the observation probability of the state vector |00)
as higher as possible than 25% in the initial state ‘1//(0>> = (|00) +101) + |10) +

[11))/2.

The initial state ‘y/<0>> with equal superposition state shown in Gauss space of

’1//<9>>:a\00>+ [|01) +]10) +[11)] 2 |00) (23)

Fig. 3(0), is evolved by applying the unitary transform U(!) with the cubic step
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Fig. 2 Evolution of four energy levels by adiabatic quantum computation in Deutsch-Jozsa
problem

function at the first step s = 1/9(h = 1). The first evolved state vector can be calcu-
lated as follows;

0.5340— 0.01177\ < [00)

O\ oo | 04716—0.1259 | « jo1)

‘l” >_U "” >N 0.4716 —0.1259i | « [10) (24)
0.4716 —0.1259i ] + [11)

where two state vectors change and the complex numbers come out. The two state
vectors are shown in Gauss space of Fig. 3(1).

This unitary transform is repeated five times at each step. At the step s =8/9(h =
8), we obtain the final solution state shown in Fig. 3(8) as follows;

—0.1520—0.9864i\ « [00)

®\ — y® |y M\ & 0.0239 —0.0277i | « |01)
v)=uy?) 0.0239 — 0.0277i | « [10)
0.0239 —0.0277i )« [11)

(25)

where the probability amplitude of observing the state vector |00) is getting
high.
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Fig. 3 Evolution of two state vectors by adiabatic quantum computation as a function of step
parameter s in Gauss space

5.4 Evolution of Observation Probability by Adiabatic Quantum
Computation

In adiabatic quantum computation, the observation probability of each state vector
at each step can be calculated from taking the square of the absolute value of the
probability amplitude. Then, the observation probability P{!) of the two state vectors
at the first step s = 1/9(h = 1) is given as follows.

|0.5340 —0.0117i 0.2852\ < [00)

() | 104716 —0.1259* | [ 0.2383 | « |o1) 26)
10.4716 — 0.1259i> | ~ | 0.2383 | « |10)
|0.4716 — 0.1259i|? 02383 ) «|11)

The observation probability of the |00) state increases to some extent than that of
the initial state, and becomes 28.52%. The observation probability of the other states
decreases to 23.83%. Since the superposition state is normalized, the addition of two
probabilities becomes 1 even though there is some fraction effect.
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At the next step s = 2/9(h = 2), the observation probability of the |00) state
increases to 37.72% and that of the other states decreases to 20.76% as follows;

|0.6095 — 0.0760i|? 03772\ < [00)

p) o | 103599 -0.2794i2 | [ 0.2076 | < o1) o7
1 103599 —0.2794i]> | T | 0.2076 | « |10)
|0.3599 —0.2794i|? 0.2076 / «[11)

At the step s = 8/9(h = 8), the observation probability of the |00) state increases to
99.6% and that of the other states decreases to 0.13% as follows;

| —0.1520 — 0.9864i|> 0.9960\ < [00)

P8 o 0.0239 —0.0277i]* | _ [ 0.0013 | + |o1) (28)
- 0.0239 —0.0277i> | ~ | 0.0013 | + |10)
0.0239 — 0.0277i|? 0.0013 /'« [11)

At the last step s = 9/9(h = 9), the observation probability of the |00) state is the
same as 99.6% as shown in Fig. 4. Since there is no state mixing at the last step
s = 1, the observation probability will not change. As a result, we start with four
equal probabilities of observing the states of |00), [01), [10), and |11) in the initial
state, then we obtain the solution of |00) with high observation probability of 99.6%
after the four unitary transforms in the adiabatic quantum computation.

On the other hand, we could not increase the observation probability in the linear
step function p(s) = s. Then, we get the final observation probability 86.27% of
finding the solution as shown in Fig. 4.

6 Considerations on Energy Gap in Adiabatic Quantum
Computation

The energy gap between the two states shown in Fig. 2 indicates an interaction
between the two levels. The bigger the energy gap, the stronger the interaction. The
strong interaction results in fast population transitions between the levels, then we
can achieve fast calculation.

However, if there is no energy gap, then no interaction exists between the levels.
This is called level-crossing where adiabatic quantum computation does not work.
Therefore, we must choose the step function to obtain a wider energy gap or keep a
strong interaction for a long time. We can quickly reduce the observation probabil-
ity amplitude of the non-solution state as low as possible, and increase that of the
solution state as high as possible.

In Fig. 2, the energy gap between the ground state and the excited state becomes
the smallest at s = 0.5 in the linear step function p(s) = s. At this point, the interac-
tion is the strongest. On the other hand, the flat region continues at the same gap for
a long time in the cubic step function p(s) = 4(s — 1/2)3 4 1/2. Thus, strong inter-
action must be working for a long time and we can see that this causes observation
probability increase very quickly.
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7 Conclusion

In this paper, we proposed the nonlinear cubic step function p(s) = 4(s — 1/2)3 +
1/2 instead of the linear step function p(s) = s used in Das et al.[5] in the adiabatic
quantum computation to effectively solve Deutsch problem. We could obtain the
higher observation probability of finding the solution than that of Das et al.[3].

It seems that the most suitable step function will change depending on the number
of qubit and the target problem like 3-SAT problem. Therefore, we must try to do the
similar numerical experiment to check whether the cubic step function is appropriate
or not.
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A Computational Model of Imitation
and Autonomous Behavior
in Continuous Spaces

Tatsuya Sakato, Motoyuki Ozeki, and Natsuki Oka

Abstract. Learning is essential for an autonomous agent to adapt to an
environment. One method that can be used is learning through trial and error.
However, it is impractical because of the long learning time required when
the agent learns in a complex environment. Therefore, some guidelines are
necessary to expedite the learning process in the environment. Imitation can
be used by agents as a guideline for learning. Sakato, Ozeki and Oka (2012)
proposed a computational model of imitation and autonomous behavior. In
the model, an agent can reduce its learning time through imitation. In this
paper, we extend the model to continuous spaces, and add a function for
selecting a target action for imitation from observed actions to the model. By
these extension and adaptation, the model comes to adapt to more complex
environment. Even in continuous spaces, the experimental results indicate
that the model can adapt to an environment faster than a baseline model
that learns only through trial and error.

Keywords: reinforcement learning, imitation, continuous spaces.

1 Introduction

Learning is essential for an autonomous agent to adapt to an environment.
An agent can adapt to the environment by learning through trial and error.
One way of learning through trial and error is by reinforcement learning[T].
However, adapting to a complex environment without any guidelines is a
very time-consuming process|2]. Therefore, some guidelines are necessary
for speeding-up learning in a complex environment. The use of appropriate
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guidelines allows an agent to shorten its learning time[2][3][4]. Agents that
have already adapted to an environment would perform actions appropriate
to the environment. Therefore, imitation of the behavior of other agents that
have already adapted to the environment would help an agent that has not
adapted to the environment to shorten its learning time, and this imitation
of behavior could act as a guideline for learning.

There are five key questions when an agent imitates behavior of other
agents: “who to imitate”, “when to imitate”, “what to imitate”, “how to
imitate” and “how to evaluate a imitation” [5] [6] [7].

Sakato, Ozeki and Oka[8] focused on the two questions: “what to imitate”
and “how to evaluate an imitation”, and they proposed a computational
model of imitation and autonomous behavior.

“What to imitate” was realized by selecting a policy for imitation. The
way of imitation depended on policies for imitation when an agent tries to
imitate an observed action. For example, they considered the case in which an
agent tries to imitate the action of picking up an apple on a table by another
agent. Then, policies the agent could adopt were “imitating movements of the
hand”, “picking up the same object”, “picking up the same kind of object”,
and so on. The agent selected a policy from among these candidates.

“How to evaluate an imitation” was realized by evaluating an action the
agent had performed when the agent had imitated an action of the other
agent. For example, they considered the case in which the agent observed the
other agent eating an apple the eating agent had, and tried to imitate the
action with policy “eating an object which is held by itself”. Then, the agent
that had performed the action as imitation should have evaluated whether
the policy the agent had selected was appropiate or not. In this case, policy
“eating an object which is held by itself” was not appropiate if the agent had
an inedible object. In this case, the agent should have selected policy “eating
the same kind of object”.

The agent trying to imitate should select a policy for imitation. In Sakato
et al.’s model[8], policies were defined in advance, and each policy was evalu-
ated by reward the agent had got. In their model, the purpose of the learning
agent was to learn appropriate autonomous bahavior by imitation learning.
Reinforcement learning and imitation learning were used for learning ap-
propiate autonomous bahavior in their model. The learning agent performed
actions which are determined from reinforced actions and observed actions,
and learned appropriate autonomous bahavior.

In Sakato et al.’s model[§], discrete state and action spaces were used for
learning. In order to apply for a real robot, their model should be extended to
continuous state and action spaces for learning. Moreover, an observed action
imitated was only the last observed action in their model, however, for the
more appropriate imitation, targets to imitate should be a series of observed
actions. Therefore, in this paper, we extend their model to continuous spaces,
and add a function for selecting a target action for imitation from observed
actions to their model.
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The remainder of this paper is organized as follows. The related works are
described in Section 2l The proposed computational model of imitation and
autonomous behavior is described in Section Bl In Section ] the evaluation
experiments of the proposed model are described. In Section [l the results
of the experiments are described, and the discussion is provided. Finally, the
conclusion is presented in Section

2 Related Works

Ng et al. proposed a model that could shorten the learning time of the agent
by using the shaping reward based on states[3]. Wiewiora et al. proposed a
model using the shaping reward not based on states, but based on states and
actions[2]. Tabuchi et al.[9] proposed a method of acquisition of behaviors by
reinforcement learning using the shaping reward based on the result of imita-
tion learning, applying the study by Ng et al.. The methods like these needed
in advance to determine a policy for imitation, and to prepare the shaping
rewards. The methods of selecting a policy for imitation were studied by Alis-
sandrakis et al.[6], Billard et al.[5], and so on. Alissandrakis et al. proposed
a method of selecting a policy from policies for imitation, and experimented
the method in a chess world. In the chess world, an imitator agent tended to
reproduce either subparts or the complete path followed by the demonstrator.
Billard et al. applied Alissandrakis et al.’s method to learning by imitation
of tasks involving object manipulation and gestures.

In the study by Tabuchi et al., the more frequent the state was observed,
the more the shaping reward was given. In the study by Alissandrakis et al. or
Billard et al., the more similar an performed action which an agent selected
using a policy for imitation was to the observed action, the more frequently
the agent selected the policy.

In contrast with these, in Sakato et al.’s model[§], the agent selected a pol-
icy for imitation depending on the reward the agent had got using the policy.
In Sakato et al.’s model[§], the purpose of the learning agent was not repro-
duction of the observed movements, but learning appropriate autonomous
behavior. Therefore, the learning agent should have selected a policy for imi-
tation such that the learning agent could get more reward by imitation rather
than a policy for imitation such that the learning agent could perform more
similar action to the observed action. In Sakato et al.’s model[8], policies for
imitation ware prepared in advance. In order to select a policy for imitation,
a value was given to each policy. Each value reflects importance of each pol-
icy. When the learning agent observes actions the other agent performed, the
learning agent selected a policy for imitation based on the values. In Sakato
et al.’s model[§], the learning agent came to select a policy for imitation such
that the learning agent could get more reward by updating values based on
rewards the learning agent had got by imitation. The tendency to perform an
observed action depended on similarity between the features of a state which
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ware defined in advance (hereafter, state features) of the observed agent and
the present state features of the learning agent. A value was given to each
feature, and the values influenced similarity between features.

In this paper, we extend the model to continuous spaces, and adapt the
model to select an imitated target from observed actions. For these extension
and adaptation, we make the following extension.

— Adapting Sakato et al.’s model[8] to continuous state features and contin-
uous action features (which are features of an action)

— Adapting Sakato et al.’s model[8] to reinforcement learning in continuous
state spaces and continuous action spaces

— Adapting the similarity to continuous state spaces

— Adapting Sakato et al.’s model[8] to select a target action for imitation
from the observed actions

— Adding a function for selecting a target action for imitation from the
observed actions to Sakato et al.’s model[§]

— Adapting Sakato et al.’s model[§] to update values of continuous state
features and continuous action features

The specification of each extension is described in Section [Bl

3 Proposed Model in Continuous Spaces

It assumes that there are an agent which performs optimal actions (hereafter,
optimal agent) and a learning agent in the environment. The proposed model is
implemented to the learning agent. When the optimal agent performs actions,
the learning agent observes the actions and states in which the actions ware ob-
served. The learning agent determines an action to perform from the observed
actions and a reinforced action (see Fig.[I). In this paper, the proposed model
is applied to learning in the environment that involoves continuous spaces.
The specification of the proposed model is described below.

3.1 Learning Agent

In the proposed model, the learning agent consists of the reinforcement learn-
ing (RL) module, the imitation module, and the action selection module
(Fig. ). The agent learns autonomous behavior through trial and error by
reinforcement learning in a given environment. Learning autonomous behav-
ior through trial and error by reinforcement learning is carried out by the RL
module. The agent tends to imitate actions performed by the optimal agent if
there is the optimal agent in the environment. Observing actions performed
by the optimal agent and selecting a policy for imitation, which is used to
determine “what to imitate”, are carried out by the imitation module. The
action selection module determines whether the agent performs a learned
action or imitates an action performed by the optimal agent.
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Fig. 1 Configuration of the proposed model

The learning and action generation process of the learning agent is de-

scribed below.

1:

8:

9:
10:
11:
12:
13:
14:
15:
16:

if the optimal agent is performing an action, then
Observe a state and an action.

2
3: else
4:
5

Select a target action from the observed actions.
Choose between two alternatives: a reinforced action or an action per-
formed by the optimal agent with a possibility proportional to the
similarity between a state in which the target action was observed and
the present state of the learning agent.
if the learning agent chose an action performed by the optimal agent,
then
Select a policy for imitation with a possibility proportional to the
values of the policies.
Imitate the target with the selected policy.
else
Perform the reinforced action.
end if
Get rewards.
Perform reinforcement learning.
Update the values.
end if
Go to [l

The specification of each process is described below.
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3.2 Reinforcement Learning

Reinforcement learning is used in the RL module in order to learn au-
tonomous behavior. Function approximators are used for approximations
of values of states and actions. In the proposed model, we use CACLA by
van Hasselt[I0] as a reinfocement learning method for learning in continuous
spaces.

3.3 Observing and Recording States and Actions

When the optimal agent performs an action, the learning agent recognizes an
action with the action repertoire of the learning agent itself, and records the
action with states in which the action was observed. The observed states and
actions are recorded as a sequence of states and actions. States and actions
are represented by a set of features such as “the type of an object”, “the
location of an object”, and “whether the learning agent holding an object
or not”. A recorded set of state and action features in the sequence can
be a target for imitation. States and actions are recorded by the imitation
module.

3.4 Selecting a Target to Imitate

When the learning agent imitates the observed action, a target to imitate is
an action such that a state in which the action was performed is the most
similar to the present state of the learning agent. similarity(s,s’) is defined
as the similarity between states as follows:

>0 exp(Vs(i)) fi(si, 87)

S exp(Va(0) M

similarity(s,s’) =

where s and s’ are states, s; and s} are i-th state features of s and s, re-
spectively, ns is the number of the state features, and V;(4) is the value of
i-th state feature. V;(4) is updated through learning. The updating process is
described in Section B f;(s;, s) is a similarity between s; and s}. The defi-
nition of the similarity between the state features is described below. A target
to imitate is an action such that a state in which the action was observed is
the most similar to the present state of the learning agent. Therefore, target,
which is a target to imitate, is selected as follows:

target = arg max similarity(s, s7) (2)
j

where s7 is the j-th element of the sequence of the observed states.
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There are continuous features and discrete features. sim.(x,y), similarity
between continuous features x, y is defined as follows:
—lz —yl?
2c2

) 3)

sime(,y) = exp(
simg(x,y), similarity between discrete features z, y is defined as follows:
simg (2, y) = Ozy (4)

where 05, is the Kronecker delta, which means

_J1l(z=y)

In Eq. @), fi(si,s}), which is a similarity between s; and s}, can be sim.(z, y)
or simgy(z,y).

3.5 Selecting a Policy for Imitation

A policy for imitation, which is used to determine “what to imitate”, is
selected by the imitation module.

When the learning agent imitates the selected action, the learning agent
selects a policy for imitating the selected action from n, policies. The prob-
ability of selecting policy k is defined as follows:

_ exp(Va(k))
Sontoexp(Va(k))

where V, (k) is the value of policy k, and is updated through learning.

Pr(k) (6)

3.6 Action Selection of the Learning Agent

An action performed by the learning agent is selected by the action selection
module.

The learning agent determines whether it performs a reinforced action
or imitates an action performed by the optimal agent. The determination
is based on the similarity between a state in which the target action was
observed and the present state of the learning agent.

When the learning agent selects the ith element of the sequence of the
observed states and actions, the probability Pr(imitation) that the learning
agent imitates the observed action is defined as follows:

Pr(imitation) = similarity(s, s**"&°") (7)
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where s is the present state of the learning agent, and 59! is the target-th
element of the sequence of the observed states. The probability
Pr(autonomous) with which the learning agent performs the reinforced action
is defined as follows:

Pr(autonomous) = 1 — similarity(s, s*8°") (8)

When the learning agent imitates the observed action, the learning agent
determines an action to perform with the method described in Section

3.7 Updating Feature and Policy Values

We explained in Section B3 that the observed states and actions were
recorded as a sequence of states and actions, and that an element of the
sequence was recorded as a set of features of states and actions. When the
learning agent imitates an element of the sequence of the observed states
and actions, how to determine a set to imitate and a policy for imitation
was described in Section B4] and Section In the proposed model, val-
ues, which reflect the importance of features or policies, are given to state
features and policies for imitation. Features contributes to selecting a target
for imitation and a policy for imitation. The degree of the contribution of
each feature depends on each feature value. The values should be learned
from the environment, because the important state feature or the policy
to adopt for imitation is different if the environment has changed. In the
proposed model, the values are updated based on the action the learning
agent performed and the reward the learning agent got. When the learn-
ing agent performed action a and got reward r, the values are updated as
follows:

VI (@) < fi(si, si)adfi(si, si)r — V(i) 9)
VIFN (i) = gi(ai, ap)algi(ai, aj)r — Vi (i) (10)

where V!T1(i) and V/!*1(i) are the updated feature value and the updated
policy value, respectively. V(i) and V(i) are the previous feature value and
the previous policy value, respectively. a(0 < « < 1) is the learning rate. a;
is the i-th feature of the action the learning agent performed, and a; is the
i-th feature of the target action of imitation. f;(s;,s}) and g;(a;,a;) are the
similarities between state features and action features, respectively.

Reward is referenced to update each value. The learning adavances de-
pending on similarity between features.

State values and policy values are updated by the imitation module.
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4 Experiments

A learning experiment using the proposed model and a learning expriment
using only the RL module as a baseline of the comparative study are per-
formed.

4.1 Experimental Environment

The experiments are performed in the following environment. The perfor-
mance of the proposed model is evaluated using a dining table simulator,
which is shown in Fig. [Pl There are heads of two agents and their right hands,
a table, and one object in the environment. The types of objects are an apple,
a bunch of bananas, and a stone. One of the objects is randomly placed on
the table in the initial state. The agent at the bottom is the optimal agent,
and the one at the top is the learning agent. The agents act each episode
alternately. Each episode ends if the object in the environment is eaten or
thrown away. The learning agent observes actions and states when the opti-
mal agent acts. The learning agent performs actions and learns the optimal
actions when the learning agent acts. The action determination processes
were described in Section [3

The agents can pick an object on the table, place an object on the table,
eat an edible object, and throw away an object.

The agent is given reward 10.0 when the agent eats an edible object (an
apple and a bunch of bananas). The agent is given reward 10.0 when the
agent throws away a stone. The agent is given reward 0.0 when the agent
performs any other actions.

W ASYS1L—4 verl 10 5 e 5

)

Fig. 2 Experimental environment
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4.2 States

The states are expressed as a set of the following features. These features are
used as parameters of function approximators for reinforcement learning.

— X-coordinate of the object

— Y-coordinate of the object

— Whether the object is an apple or not

— Whether the object is a bunch of bananas or not
— Whether the object is a stone or not

— Whether the agent is holding the object or not

“X-coordinate of the object” and “Y-coordinate of the object” are continuous
features. The other features are discrete features (0 or 1).

4.3 Actions

An action of the learning agent is expressed as two-dimensinal coordinates.
When the coordinates are indicated, the learning agent tries to reach out its
hand to the coordinates. If the learning agent has nothing, the learning agent
picks up an object at the coordinates. If the learning agent reached out its
hand to the table, the learning agent picks up nothing. If the learning agent
has something, and the coordinates of the action indicate somewhere on the
table, the learning agent places the object at the coordinates. If the learning
agent reached out its hand to the head of the learning agent, the learning
agent tries to eat the object the learning agent is holding. If the learning
agent reached out its hand to somewhere out of the table except the head of
the learning agent, the learning agent throws away the object it has.

In the environment, the edible objects are an apple and a bunch of bananas,
and the inedible object is a stone. If the learning agent tries to eat a stone,
the learning agent fails to perform the action, and keep holding the stone.

4.4 Observed Features

When the optimal agent performs actions, the learning agent observes the
following features of the optimal agent and the environment.

— State features

e The type of an object in the environment, which can be an apple, a
bunch of bananas, or a stone

e Whether the optimal agent is holding an object or not

e The relative location of the object

e The absolute location of the object
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— Action features

e The place to where the optimal agent reached out its hand

e The angle of shoulder of the optimal agent at the time the optimal agent
performed the action

e The type of an object at the place to where the optimal agent reached
out its hand, which can be an apple, a bunch of bananas, a stone, a
table, a head of the agent, or the outside of the table

The relative location is the location which uses the performing agent as the
point of reference. The absolute location is the location which uses the envi-
ronment as the point of reference. “The type of an object in the environment”,
“whether the optimal agent is holding an object or not” and “the type of an
object at the place to where the optimal agent reached out its hand” are
discrete features. “the absolute location”, “the relative location”, “the place
to where the optimal agent reached out its hand” and “the angle of shoulder”
are continuous features.

4.5 Policy for Imitation

The learning agent selects a policy from the following policies when the learn-
ing agent imitates an observed action.

— The same target
— The same angle
— The same place

If the learning agent selects policy “the same target”, the learning agent
reaches out its hand to an object which type is the same as that of an object
the optimal agent reached out its hand to, e.g. when the learning agent ob-
serves that the optimal agent performs “picking an apple”, then “eating”, the
learning agent performs actions to the coordinates of an apple, then to the
coordinates of the head of the learning agent with policy “the same target”.
If the same target object is not on the table when the learning agent performs
an action, policy “the same target” is not selected.

If the learning agent selects policy “the same angle”, the learning agent
performs an action with the same angle of shoulder of the learning agent
as that of the optimal agent, e.g. when the learning agent observes that the
optimal agent performs “picking an apple at the far right on the table from
the optimal agent”, the learning agent reaches out its hand to the far right
on the table from the learning agent with policy “the same angle”.

If the learning agent selects policy “the same place”, the learning agent
reaches out its hand to the place where the optimal agent reached out its
hand, e.g. the learning agent observes that the optimal agent performs “reach-
ing out its hand to (0.5,0.5), the learning agent reaches out its hand to
(0.5,0.5) with policy “the same place”. If the learning agent can not reach
out its hand to the coordinates, policy “the same place” is not selected.
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5 Results and Discussion

The learning agent performed 5000 steps in each experiment.
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Fig. 3 Cumulative rewards observed in the experiments. The solid line represents
the cumulative reward the learning agent got with the proposed model, and the
broken line represents the cumulative reward the learning agent got only with the
reinforcement learning method.

Fig.Blshows the cumulative rewards observed in the experiments. The solid
line represents the cumulative reward the learning agent got with the model
proposed in this paper, and the broken line represents the cumulative reward
the learning agent got only with the reinforcement learning method. The
proposed model can adapt to the environment faster than a baseline model
that only uses reinforcement learning. The results indicate that actions the
optimal agent performed can be guidelines for the learning agent to which
the proposed model is implemented.

Fig. M shows the change in values of state features, and Fig. Bl shows the
change in the probability of selecting each policy.

Fig. @ shows that the value of feature “the type of the object in the envi-
ronment” is the highest among the four. The result indicates that the feature
is important for the learning agent to learn in the environment. The learning
agent tends to imitate the observed action when the learning agent observed
the optimal agent performing an action to an object such that the type of
the object is the same as an object in the environment.

The value of feature “whether the agent is holding the object or not” is the
second highest among the four. The feature is also important for the learning
agent to imitate action performed by the optimal agent, e.g. the agent cannot
eat when the agent has nothing, or the agent cannot pick an object when the
agent is holding something.

Feature “the absolute location of the object” and “the relative location
of the object” are continuous features. The features are not as influential as
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Fig. 4 Change in the values of the state features of the learning agent. “Type”
means feature “the type of an object in the environment”. “Having” means feature
“whether the agent is holding the object or not”. “Relative” means feature “the
relative location of the object”. “Absolute” means feature “the absolute location of
the object”.
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Fig. 5 Change in the probability of selecting each policy of the learning agent.
“Target” means policy “the same target”. “Angle” means policy “the same angle”.
“Place” means policy “the same place”.

their values indicate because an object hardly appears at the same locations
as once an object appeared at (see Eq. ().

In other words, in the case of the experiments, it seems that feature “the
type of the object” and “whether the agent is holding the object or not” are
the important features.

Fig. Bl shows that the value of policy “same target” is the very highest
among the three. We believe this is because imitation with policy “the same
target” is appropriate to the dining table environment. In addition, we believe
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that policy “the same angles” is a little higher than policy “the same place”
because the appropriate action is an action such that the shoulder angle of
the learning agent is the same as the observed angle when the learning agent
performs the action after the learning agent picks an object (i.e. eating or
thowing away).

The experimental results indicate that the learning agent can adapt to
the dining table environment faster than a baseline model that learns only
through reinforcement learning in the proposed model.

6 Conclusion

In this paper, Sakato et al.’s model[§] was extended to continuous state and
action spaces. The model was implemented in the case of the dining table
environment, then evaluated. The proposed model was evaluated based on the
cumulative reward the learning agent got, changes in values of state features,
and changes in probabilities for selecting policies for imitation. The learning
agent that only uses reinforcement learning was also evaluated based on the
cumulative reward the learning agent got as a baseline of the comparative
study. The experimental results indicated that the proposed model can adapt
to the environment faster than a baseline model that learns only through trial
and error even in the environment with continuous state and action spaces.
Moreover, values of the state features and probabilities of the policies for
imitation also learned appropriately. In this paper, the learning agent that
learns with the proposed model was only compared with the learning agent
that learns only through reinforcement learning. However, we believe that
the performance of the proposed model would change depending on whether
learning of values of features is performed or not. Therefore, investigating the
changes would be the aim of the next study.

The other challenge is to add a function for acquiring new behaviors to
the learning agent. In the proposed model, the learning agent imitates the
observed action with action repertoire of the learning agent itself. There-
fore, the range of problems in which the learning agent can learn appropriate
actions is fixed if action repertoire of the learning agent is designed in ad-
vance. In other words, complexity of problems in which the learning agent
can learn appropriate actions depends on designs of state and action spaces,
state and action features, and policies for imitation. A function to acquire
new behaviors is necessary for more flexible imitation learning of the learning
agent[I1]. Moreover, workload during the design of the learning agent would
be reduced if the learning agent can acquire new behaviors. In addition, we
believe that the more appropriate behavior could be acquired if the learn-
ing agent acquires the concepts of actions from the environment rather than
action repertoire of the learning agent is designed in advance.
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DiaCTC(N): An Improved Contention-Tolerant
Crossbar Switch

Jianfei Zhang, Zhiyi Fang, Guannan Qu*, Xiaohui Zhao, and S.Q. Zheng

Abstract. We recently proposed an innovative agile crossbar switch architecture
called Contention-Tolerant Crossbar Switch, denoted as CTC(N), where N is the
number of input/output ports. CTC(N) can tolerate output contentions instead of re-
solving them by complex hardware, which makes CTC(N) simpler and more scal-
able than conventional crossbar switches. In this paper, we analyze the main factors
that influence the performance of CTC(N) and present an improved contention-
tolerant switch architecture - Diagonalized Contention-Tolerant Crossbar Switch,
denoted as DiaCTC(N). DiaCTC(N) maintains all good features of CTC(N), in-
cluding fully distributed cell scheduling and low complexity. Simulation results
show that, without additional cost, the performance of DiaCTC(N) is significantly
better than CTC(N).

1 Introduction

Crossbar is widely used in high-speed Internet switches and routers for its simplicity
and non-blockingness. To simplify scheduling operations, variable size packets are
segmented at input ports into fixed-size cells and reassembled at output ports.
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According to where packets (cells) are buffered, there are four basic types of
crossbar switches, namely output queued (OQ), input queued (IQ), combined in-
put and output queued (CIOQ), and crossbar with crosspoint buffered switches. In
an OQ switch, cells arriving at input ports are forwarded to their destination out-
put ports immediately and buffered in output queues. Without delay in input ports
and switch fabric, OQ switches are powerful in terms of providing quality of ser-
vices (QoS). Thus, theoretical studies on QoS guarantee are based on output queued
switches[[I]]. Since an OQ switch requires memory speedup N, where N is the num-
ber of input/output ports of the switch, such QoS results are impractical.

The memory of 1Q switches operates at the same speed as the external link rate
and cells are queued in input ports. To avoid head-of-line (HOL) blocking problem,
input buffers are arranged as virtual output queues (VOQs). Since it is hard to ensure
QoS on IQ switches, CIOQ switches have been proposed as a trade-off design of OQ
and IQ switches. In a CIOQ switch, the memory speed is S times faster than the link
rate, where S is in the range of 1 < S < N, and cells are buffered in both input ports
and output ports. It was shown that a variety of quality of services are possible using
CIOQ switches with a small constant S.

The performance of an IQ or CIOQ switch depends on scheduling algorithm,
which selects contention-free cells and configures I/Q connections for switching
cells in each time slot. For IQ switches, many scheduling algorithms based on max-
imum matching have been investigated (e.g. [2][3]]). These scheduling algorithms
provide optimal performance. Because the time complexity for finding maximum
(size or weight) matchings is too high for practical use, heuristic algorithms for find-
ing maximal matchings were considered instead (e.g. [4]]-[8]]). For a switch with N
input ports and N output ports, such schedulers require 2N N-to-1 arbiters working
in multiple Request-Grant-Accept (RGA) or Request-Grant (RG) iterations (which
involve global information exchange) to obtain a maximal matching between inputs
and outputs. Though implemented in hardware, these schedulers are considered too
slow with too high cost for high-speed networks. The scheduling problem of CIOQ
switches has also been considered. It was shown in [9] that, using an impractically
complex scheduler, which implements the Stable Marriage Matching (SMM) algo-
rithm [10], a CIOQ crossbar switch with a speedup of two in the switch fabric and
memory can emulate an output queued (OQ) switch. This result is only theoretically
important, because the SMM problem has time complexity O(N?).

To reduce scheduling complexity, crossbar switch with crosspoint buffers was
proposed, which is also called buffered crossbar switch. Coordinating with input
queues, crosspoint buffers decouple scheduling operations into two phases in each
time slot. In the first phase, each input port selects a cell to place into a crosspoint
buffer in its corresponding row, and in the second phase, each output port selects a
crosspoint in its corresponding column to take a cell from. Input (resp. output) ports
operate independently and in parallel in the first (resp. second) phase, eliminating a
single centralized scheduler. Compared to unbuffered crossbars, the scheduling al-
gorithms of buffered crossbars are much simpler. Considerable amount of work, e.g.
[110-[18]l, has been done on buffered crossbar with and without internal speedup.
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However, N2 crosspoint buffers take a large chip area, which severely restricts the
scalability of buffered crossbar switches.

In summary, conventional crossbar switches, including crossbar with crosspoint
buffers, require complex hardware to resolve output contentions. We recently pro-
posed a new switch architecture called contention-tolerant crossbar switch, denoted
by CTC(N), where N is the number of input/output ports [19]. CTC(N) tolerates
output conflicts using a reconfigurable bus in each output column of the fabric. In
this way, controllers distributed in input ports are able to operate independently and
in parallel. This feature reduces the scheduling complexity and wire complexity, and
makes CTC(N) more scalable than conventional crossbar switches. CTC(N) opens
a new perspective on designing switches. This paper focuses on further discus-
sion on CTC(N), and presents an improved contention-tolerant switch architecture
called diagonalized contention-tolerant crossbar switch, denoted as DiaCTC(N).
Simulation results show that, with staggered polling (SP) scheduling algorithms
[20]], DiaCT C(N) significantly enhances the performance with the same low cost of
CTC(N).

2 Throughput Bottleneck of CTC(N)

In our previous work, we presented the CTC(N) architecture. Similar to conven-
tional crossbar, the fabric of CTC(N) is comprised of N> crosspoints (Switching
Element, SE) arranged as an N x N array. Each SE has three inputs, three outputs
and two states, as shown in Figure[T] (a). Each input port i is equipped with a sched-
uler S;. In one time slot, if input port i (0 <i < N — 1) wants to transmit a cell to an
output port j (0 < j <N —1), S; sets the state of corresponding SE; ; to receive-and-
transmit (RT) state. The remaining SEs in the same row be kept in cross (CR) state.
If more than one input ports set their SEs as RT in the same output line (column),
the output line is configured as a pipeline, as shown in Figure [I] (b). Cells transmit-
ted from upstream input ports will be intercepted and buffered in downstream input
ports. In this way, output contentions are tolerated in CTC(N). Buffer in each input
ports can be arranged as single FIFO queue or Virtual Output Queues according to
queueing management policies, which contains cells both from outside of switch
and from upstream input ports (if exist).

In [19], we theoretically proved that the throughput of CTC(N) with single
FIFO in each input ports and without speedup is bounded by 63%. To improve
the performance of CTC(N), we proposed staggered polling scheduling algorithm
scheme (SP for short)[20]. In order to ease scheduling operations, buffer in in-
put port i is arranged as N VOQs denoted by VOQ; ;. S;, the scheduler in in-
put port i, maintains two sub-schedulers, i.e. the primary sub-scheduler PS; and
the secondary sub-scheduler SS;, as shown in Figure 2l PS; generates a unique
number ¢;(¢),0 < ¢;(r) < N —1, in time slot 7. That is, ¢;(¢t) # cp(t) if i #i".
At time 7, if VOQ; ;) 1s not empty, the cell selected by PS; is the HOL cell
of VOQ; ), denoted by PSi(t) = VOQ; ;). Otherwise, PS; returns null, de-
noted by PS;(t) = null. SS; maintains a set L;(r) of non-empty VOQ indices
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(i.e. Li(t) = {k|[VOQ; is not empty in time slot ¢ }), which is updated in every time
slot. SS; chooses one from L;(¢) according to some algorithms as its scheduling re-
sult. Random pattern is one of representative secondary scheduling algorithm, i.e.
SS; picks one index of VOQ from L;(z) randomly. We use g;(¢) to denote the index
number of the VOQ chosen by SS; in time slot #, i.e. $S;(t) = VOQ; 4. If the Li(t)

is empty, SS;(1) = null.
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Fig. 2 Scheduling process in input port i
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The two sub-schedulers operate in parallel. S; chooses the scheduling result of PS;
first. If PS;(¢) # null, Si(t) = VOQ; .,(;)» which means VOQ; ;) will be serviced at
time slot ¢. If PS;(t) = null, S; turns to consider the scheduler result of SS;. If both
PS; and SS; return null, S;(z) = null, which means no VOQ will be serviced at time

slot 7.
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In [20], we evaluated the performance of SP with several example scheduling
algorithms. Simulation results showed that with zero knowledge of other input ports,
the fully distributed schedulers “smartly” cooperated with each other and attained
high performance. However, due to the intrinsic feature of CTC(N), it is hard for
the throughput of CTC(N)) to achieve 100%.

In what follows we analyze the main factors that affect the performance of
CTC(N). For easy analysis, let us consider the case with heavy offered load. Since
each input port transmits one cells during one time slots, input port i can be mod-
eled as a queue, denoted as Q;, which contains cells from both outside and upstream
and with N output destinations. CTC(N) can be modeled as a queueing network as
shown in Figure 3l where al = A is the arrival rate of Q; from outside, and at is the
arrival rate of Q; from upstream input ports. r; is the service rate of Q;. For switch
without internal speedup and under heavy traffic, we have r; = 1.

vy
vy
v

ry

.
an-1" > TN-1
a0 ———» On.1 > .
v \4 \4
O() 0/ ON-I

Fig. 3 Queueing model of CTC(N) with single FIFO queue in each input port

For Q;, the aggregate arrival rate q; is:

aj=aj+al =A+a}. (1

When a; > r;, Q; is overloaded and the throughput of CTC(N) fails to achieve 100%.
Let a; ; be the arrival rate of Q; from upstream input ports with output port j as
its destination. We have

0 if i = 0;
u_ b
“i{zfjv—ola;jjifo<igN—1. @
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From the analysis in [21]], we know that

a;fj > a,’éj 3)

fori>kand 0 < j <N — 1. Itimplies,

@ > a @)

for i > k. Clearly, the aggregate upstream traffic increases as input port i increments.
In the worst case with A = 1, from Equation (I) and (@), we have:

1 ifi=0;
GV a0 <i<N—1.

Obviously, even Q; is overloaded for a; > r;. With the same service rate and multi-
ple times heavier arrivals, downstream input ports suffer from more severe overload.

SP scheduling algorithm scheme was designed for reducing upstream arrivals
by diminishing interceptions. With staggered polling pattern, the primary sub-
schedulers select cells to form a conflict-free I/O matching. In order to maximize
the utilization of input ports, the second sub-schedulers select cells arbitrarily, which
may cause conflicts and interceptions. Simulation results in showed that SP al-
gorithms successfully enhance the throughput. However, the structure of CTC(N)
dictates that Equations (@) and (@) still hold with SP algorithms. Unbalanced up-
stream arrivals lead to overloading traffic for downstream input ports. It explains
the phenomenons in [20] that the throughput began to go down when offered load
A = 0.5, where the input port N — 1 who had heaviest upstream traffic started to be
overloaded.

3 Diagonalized Contention-Tolerant Crossbar Switch
Architecture

In order to improve the throughput of CTC(N), we introduce an improved CTC(N)
architecture called Diagonalized Contention-Tolerant Crossbar Switch, denoted as
DiaCTC(N). DiaCTC(N) is exactly the same in all aspects of CTC(N), except the
connections in each SE column.

In CTC(N), SEs in each output column form a unidirectional alignment. SEy ;
is an upstream node of SE ; in output column j, where 0 <7 <" <N —1 and
0 < j < N — 1. Therefore, input port O is the top input for any output destination
and it only has traffic from outside. A cell transmitted out from input port O could
be intercepted by N — 1 downstream input ports. Input port N — 1 is the bottom
input for any output destination. Cells buffered in input port N — 1 are from outside
and N — 1 possible upstream input ports by N possible output columns. While in
DiaCTC(N), consider output column j, 0 < j < N — 1. SEs in output column j are
classified into the following three classes:
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Fig. 4 (a) CTC(4) architecture; (b) DiaCTC(4) architecture

e Head SE: SE; j is the head SE of output column j when i = j. The associated I;
is the top input for output destination O;. Cell transmitted from /; to O; possibly
is intercepted by I;,d =i+kmod Nand 1 <k <N —1.

o Tail SE: SE; ; is the tail SE wheni = j—1 mod N. The associated I; is the bottom
input for output destination O;. Cells transmitted from I; to O; arrives at O;
without being intercepted.

e Internal SE: SE; ; is an Internal SE when i = j+kmodN, 1 <k <N -2.[;
has upstream inputs and downstream inputs for output destination O;. A cell
transmitted from /; to O; could be intercepted by its downstream input /g, i.e.
d=i+kmodNand1 <k<(j—1—i)modN.

Let C; be the aggregation of cells which might be buffered in I;. ¢, 4 is the cell
which originally arrived at I; from outside with Oy as its destination. ¢, 4 € C; and it
satisfies following condition:

i ifd=1i;
5= { (i—k) mod N,0 <k < (i—d) mod N otherwise.

Figure @ (b) shows a DiaCTC(4), and its counterpart CTC(4) is shown in Figure @
(a) with SEs serving as Heads and Tails being labeled. In CTC(N), all SEs in the
top row are Head SEs and SEs in the bottom row are Tail SEs, while in DiaCTC(N)
there is exactly one Head SE and exactly one Tail SE in each row.

Compared with CTC(N), DiaCTC(N) balances the aggregate upstream traffics
over all input ports without additional hardware cost, and Equations (3)) and (@) don’t
hold. In the next section, we show that better performance will be achieved by this
simple, but meaningful, modification of CTC(N).
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4 Performance Evaluation

The performance of DiaCTC(32) and CTC(32) with Staggered Polling (SP) algo-
rithm scheme are compared in terms of mean cell delay under uniform traffic and
non-uniform traffic by simulations. Random pattern is chosen as an example sec-
ondary scheduling algorithm in SP algorithm scheme. We also consider the well-
known iSLIP method of one iteration for 32 x 32 conventional crossbar switch for
the reason that only one iteration may be performed in each time slot in cell switch-
ing at the line speed.

4.1 Uniform Traffic

For uniform traffic, the traffic distributed over all output destinations uniformly.
We test the performance use Bernoulli and Bursty arriving pattern. With Bernoulli
arrivals, DiaCT C(32)-SP-Random performs the same performance with iSLP when
offered load A < 0.55, and has smaller mean cell delay than iSLIP when 0.55 < A <
1, as shown in Figure 8l Obviously, compared to the performance of CTC(32)-SP-
Random, DiaCT C(32)-SP-Random has remarkable improvement.

Figure [6] illustrates the performance under bursty arrivals with burst length are
16, 32 and 64. The performance of DiaCTC(N)-SP-Random, CTC(N)-SP-Random
and iSLIP decrease slightly with increasing burst length at the same offered load
A, and the performance decline of iSLIP is more evident than the other two. It
implies that CTC(N) and DiaCTC(N) switches are affected less than iSLIP by

Bernoulli i.i.d. uniform traffic
T T T T

—©— iSLIP
—&— CTC(32)_SP_Random

3 —%— DiaCT(C(32)_SP_Random

Mean cell delay ( time slots )

0.1 0.2 0.3 04 05 06 0.7 08 09 1
Offered Load ( )

Fig. 5 Mean cell delay under Bernoulli i.i.d. uniform traffic
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burst length. The iSLIP outperforms DiaCTC(32)-SP-Random and CTC(32)-SP-
Random in these three graphs when A < 0.6, however, DiaCTC(32)-SP-Random
shows the best performance when 0.6 < A < 1. CTC(32)-SP-Random has the sim-
ilar performance with DiaCTC(32)-SP-Random and iSLIP at A = 1 with minor
difference.

4.2 Non-uniform Traffic

We chose three schemes from several nonuniform traffic models: Asymmetric [22]],
Chang’s [23]], and Diagonal [24]]. Let 4; ; be the offered load arriving at input port i
and forwarding to output port j. Asymmetric traffic model is defined as

)Li.,(iﬂ')modzv = Aaj,
where ag =0, ay = (r—1)/(rN = 1), a; = a1/~ 'V # 0, and Ai»//l(iﬂ)mode =

rVi# j,(i+1)modN # j, r = Agpin/Amax = an—1/a1 = rm1/(N=2), Chang’s traffic
model is defined as

0 ifi=yj;
/l,-,,-—{ A /

Ny Otherwise.

Diagonal traffic model has very skewed loading which defined as

2ifi=j;
hij=R % ifj=it 1
0 otherwise.

The performance of DiaCTC(32) and CTC(32) with SP scheduling algorithm
and iSLIP are given in figure 1 DiaCTC(32)-SP-Random shows the best perfor-
mance with both asymmetric and Chang’s arrivals. CTC(32) performs similar with
DiaCT(C(32) and is better than iSLIP when 0.8 < A < 1 under asymmetric traffic.

Under diagonal traffic, the mean cell delay of CTC(32)-SP-Random increases
sharply when 0.65 < A < 0.75, and goes up slightly with 0.75 < A < 0.8. The delay
of DiaCTC(32)-SP-Random and iSLIP rise smoothly with increasing offered load,
and iSLIP outperforms DiaCTC(32)-SP-Random. DiaCTC(N)) tends to scatter the
traffic over all of the VOQs in one input by intercepting cells from other inputs. Thus
SP scheduling algorithm operates well and the switch achieves high performance. It
is good for the situation with heavy and more balanced traffic load, such as Bernoulli
traffic, Bursty traffic, Asymmetric non-uniform traffic and so on. However, for di-
agonal traffic which only has cells forwarding to two output destinations in each
input ports, load balancing process in DiaCTC(N) leads to unexpected delay. Even
though DiaCTC(32)-SP-Random has slightly higher delay than iSLIP, considering
its low arbitration complexity and fully distributed control feature, the performance
is really prominent.
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From above simulation results, we can conclude that DiaCTC(32) significantly
enhances the performance, but has the same good feature and low complexity as
CTC(N).

S Concluding Remarks

In our previous work, we proposed an innovative agile crossbar switch architecture
CTC(N) and proved that its throughput of simple FIFO scheduling under Bernoulli
i.i.d. uniform traffic is bounded by 63%. To improve performance, we proposed a
fully distributed scheduling algorithm scheme called staggered polling (SP in short).
Simulation results showed that, using SP scheduling algorithm scheme, the fully
distributed schedulers “smartly” cooperate with each other and achieve high perfor-
mance even with zero knowledge of other input ports.

This paper analyzes the main factor influencing performance of CTC(N). We
present an improved contention-tolerant crossbar switch called diagonalized
contention-tolerant crossbar, denoted as DiaCTC(N). Since DiaCTC(N) has the
same fully distributed control property and low complexity of CTC(N), SP schedul-
ing algorithms are able to operate on DiaCTC(N) without any change. DiaCTC(N)
enhances the performance by balancing upstream traffic load for input ports. Sim-
ulation results show the outstanding improvement of performance of DiaCTC(N)
with SP scheduling algorithms.

DiaCTC(N) illustrates a new approach to improving CTC(N). However, out of
sequence problem, which exists in CTC(N), remains a challenging open problem
for DiaCTC(N). It can be reduced by designing sophisticated scheduling algorithms
and queueing management methods. We remain the discussion of this problem in
our subsequence papers. On the other hand, more algorithms can be designed for
achieving good performance according to other QoS measures.
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Exegetical Science for the Interpretation
of the Bible: Algorithms and Software for
Quantitative Analysis of Christian Documents

Hajime Murai

Abstract. Systematic thought (such as Christian theology) has primarily been
investigated using literature-based approaches, with texts that are usually more
abstract and subjective in nature than scientific papers. However, as systematic
ideas and thought influence all areas of human activity and thinking, the applica-
tion of scientific methodologies such as bibliometrics, natural language
processing, and other information technologies may provide a more objective
understanding of systematic thought. This paper introduces four methods of quan-
titative analysis for the interpretation of the Bible in a scientific manner. The
methods are citation analysis for interpreters’ texts, vocabulary analysis for
translations, variant text analysis for canonical texts, and an evaluation method
for rhetorical structure. Furthermore, these algorithms are implemented for
Java-based software.

Keywords: Bible, theology, interpretation, bibliometrics, NLP.

1 Introduction

As an aspect of higher cognitive functions, systematic thought has primarily been
investigated using literature-based approaches, with texts that are usually more
abstract and subjective in nature than scientific papers. However, as systematic
ideas and thought influence all areas of human activity and thinking, the applica-
tion of scientific methodologies such as bibliometrics, natural language
processing, and other information technologies may provide a more objective
understanding of systematic thought. By utilizing these new scientific methods,
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we can (a) ensure the objectivity and replication of results; (b) handle large-scale
data precisely in a uniform manner [1].

I believe that it is possible to analyze the abstract thoughts and value systems
embodied within a text corpus with such methods. In this paper, I focus on a
Christian text corpus. Throughout history, traditional religions have exerted great
influence on humanity. Most religions have certain canonical texts at their core,
with the hermeneutics, or interpretations, of the canon also usually in text format.
Thus, it is possible to represent key conceptualizations through the objective
analysis of the canonical texts.

2 Approaches to Scientific Interpretation

As mentioned above, for the scientific analysis of thoughts, it is necessary that
interpretations of the canon of target thoughts be analyzed scientifically. Unfortu-
nately, it is currently impossible to achieve a scientific interpretation comparable
to human interpretation, but it is possible to partially reproduce several human
techniques of interpretation by utilizing scientific methods.

There are two quantitative approaches to interpreting the canon. The first is not a
semantic interpretation of the canon itself, but an indirect approach to more clearly
extract the details of interpretation. Although the second approach is direct, there are
concerns that the resulting analysis is shallow because the canon itself does not al-
ways include as much information as is required in order to analyze the interpretation.

In the first, indirect approach, the relationship between the target text (the canon)
and the texts that describe the interpretation of the target text (theologians’ texts) is
important. These relationships are called intertextuality. Citation analysis is an
effective method for analyzing the relationships between texts. It clarifies the inter-
pretation of some parts of the canon and the relationships between several parts of
the texts. Therefore, this analysis is able to visualize the structure of interpreters’
concepts. Citation analysis enables the scientific analysis of theological differences
between theologians and between eras or sects [2]. Of course, it is also possible to
extract the characteristics of theological interpretation by the quantitative analysis
of distinctive and frequent vocabulary in the texts that describe the interpretation of
the canon. It is also possible to extract the interpretation of the translator by com-
paring the correspondence between the original text and its translation into another
language, because a translation is an interpretation of the original text [3].

In the second, direct approach, the extraction of characteristic words is funda-
mentally based on their frequency. Utilizing techniques such as TF-IDF, characte-
ristic words can be extracted quantitatively. For characteristic vocabularies, it is
possible to use co-occurrence [4] and dependency analyses to numerically clarify
the usage tendencies of important words. Co-occurrence analysis is the study of
word occurrences in common with the target word, and dependency analysis in-
vestigates the words in dependent relationships. The semantic analysis of words is
fundamental to interpretation. These quantitative methods are equivalent to those
used in the humanities, which are collectively termed concordance interpretation.
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Another effective direct approach is to make comparisons between entire ca-
nonical texts or between small parts of canonical texts. This allows an analysis of
the theological emphasis made when the canon was written [5] as well as a study
of the process of creating the canon [6] on the basis of the quantitative comparison
of several variant texts that are included in the canon. In addition, a comparison of
parts of the text in the canon makes it possible to numerically verify the rhetorical
structure that is constructed from the relationships among text parts [7].

In this paper, I would like to introduce four methods of quantitative analysis for
the interpretation of religious thought in a scientific manner. The citation analysis
of interpreters’ texts and vocabulary analysis of translations can be considered as
indirect approaches. For a direct approach, methods are introduced to extract ca-
nonical theology from differences in variant texts and to evaluate rhetorical struc-
ture. Moreover, I will discuss a software application for utilizing these algorithmic
methods.

3 Co-citation Analysis of Religious Texts

3.1 Background

There are many theological differences between specific religious groups. As a
result of these differences, interpretations of the canon can differ. If it is possible
to scientifically extract these differences, the transition or mutual influence can be
numerically analyzed.

Specifically, this method aims to automatically extract the main elements of a
number of key conceptualizations from a religious text corpus and analyze their
cluster construction using an objective and replicable methodology. This, in turn,
will provide an objective basis for the examination of systematic thought [2].

3.2 Constructing Networks and Extracting Clusters

Here, we focus on the writings of St. Augustine and St. Thomas Aquinas, two
influential Church Fathers, as well as those of Jean Calvin, Karl Barth, and Pope
John Paul II. This enables us to extract essential teachings of Christian dogma
through historical transitions and identify the individual characteristics of herme-
neutics. Based on the patterns of Bible citations within their writings, we created
networks for frequently cited sections of the Bible and extracted the main ele-
ments and clusters of these in order to compare a number of key conceptualiza-
tions. Clusters were extracted according to a threshold value of co-citation
frequency. Table 1 gives the total number of citations and co-citations in each
author’s writings.

The resulting clustered network for Augustine is presented in Fig. 1. The
nodes’ alphabets and numbers are symbols that correspond to the Bible sections;
dense parts are clusters. The differences in clusters extracted for each author are
presented in Table 2.
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Fig. 1 Example of a Clustered Co-citation Network (Augustine)

Table 1 Citations and Co-citations

Author Titles | Citations | Co- Average citations
citations | per verse
Augustine 43 22674 215824 6.94
Thomas Aquinas 32 36015 800457 15.05
Jean Calvin 47 70324 | 2005864 13.51
Karl Barth 113 53288 | 2661090 23.67
John Paul 1T 1939 32166 643708 9.34
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Table 2 Extracted Clusters

Author | Augustine | Thomas | Jean Karl | John
Cluster Aquinas | Calvin | Barth | Paul I
Incarnation o o o o
Salvation from evil o o
Spirit and body o o
Predestination o
Commandments o o
Evangelization 0 o
Sola Fidei o
Suffering servant o
Creation o
Judgment o

3.3 Discussions

This analysis identified the core element of Christian thought to be incarnation,
because almost all the famous theologians shared the same cluster about incarna-
tion (which includes Jnl:14, Phil2:6, Phil2:7, Phil 2:8, Gal4:4). In addition,
distinctions between individual theologians in terms of their sect (Protestant theo-
logians share a cluster about the Commandments) and era (modern-age theolo-
gians share a cluster about evangelization) were identifiable.

As Christianity literally believes that Jesus Christ is the Messiah, the result
indicating the core element of Christianity seems to be valid. Moreover, as Protes-
tants resist the rules of the Catholic Church, it is reasonable that they might em-
phasize the Commandments of the Bible instead of those of the Catholic Church.
Likewise, in the modern age of science and globalization, modern churches need
to strengthen the concept of evangelization.

The co-citation analysis results seem to match the circumstances of each
theologian. This method could be applicable to other theological corpora.

4 Extracting the Interpretive Characteristics of Translations

4.1 Background

Although there have been some studies that focus on background interpretations by
comparing and analyzing translations, these have utilized the methodologies of the
humanities, which are unsuitable for maintaining objectivity and for large-scale anal-
ysis. Utilizing information technologies, this paper proposes some methods for nu-
merical comparisons and the extraction of background interpretations in translations.

Specifically, the first step is to estimate the correspondence between the origi-
nal vocabulary and the translation of that vocabulary on the basis of quantitative
data. The next step is to objectively and quantitatively extract the differences in
translators’ interpretations from the differences in corresponding vocabulary in
each translation [3].
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4.2 Extracting Corresponding Vocabularies

Various high-performance algorithms are available for extracting corresponding
word pairs from original and translated texts. These algorithms emphasize preci-
sion rather the recall ratio, because there are many large size corpora available for
modern languages. However, in the case of classic texts such as the Bible (in an-
cient Greek and Hebrew), there are not enough original texts for large-scale
quantitative analysis.

First, a new algorithm is designed to identify word pairs between the original
text and the translated version. The algorithm incorporates three features: a word-
for-word correspondence hypothesis, a recalculation of mutual information after
the elimination of identified pairs, and an asymptotic threshold reduction. Through
the combination of these features, recall rates improve by 20% compared to con-
ventional methods and it is possible to extract multiple words corresponding to
each of those in the word pairs.

Three Japanese translations of the Bible (Colloquial Japanese, New Japanese,
and The New Interconfessional Translation) were analyzed using the proposed
method, and vocabulary pairs of ancient Greek and Japanese were extracted.

4.3 Creating Networks on the Basis of Correspondences

In the next stage, two types of network are created on the basis of word corres-
pondences, and the characteristics of translated words are extracted by calculating
centrality values.

The network creation steps are depicted in Figs. 2—4. These identify the voca-
bulary correspondences (bipartite graph in Fig. 2), the relationship between words
in the original languages (Fig. 3), and the relationships between words in the
translated languages (Fig. 4).

Next, a centrality analysis (closeness, betweenness, and Bonacich) was applied
to the extracted networks. The network centers reflect the conceptual center of the
texts, because the central words signify that some concepts were more frequently
used as an integrating concept or hypernym.

25
ZLES
273

L=

Fig. 2 Example of Corresponding Vocabularies
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Fig. 4 Example of a Corresponding Network in the Translated Language

In addition to the relationships between original and translated languages, it is
possible to make a network for the Bible that is composed of relationships be-
tween two original languages. The Old Testament was mainly written in Hebrew
and the New Testament was mainly written in Greek. Therefore, the Bible de-
scribes the theology of the same God in two different languages. Because of this,
modern Bible translations should interpret the conceptual theological relationships
between Hebrew and Greek and translate them into one language. These relation-
ships enable the correspondences between concepts in Hebrew and Greek to be
analyzed using a modern translation as a medium.

As a case study, the relationship between the words God and Lord in the New
Revised Standard Version (NRSV; Protestant translation) and New American Bible
(NAB; Catholic translation) was analyzed. The results are depicted in Figs. 5 and
6, respectively.
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Fig. 6 Network of the conceptual relationship between God and Lord in NAB

4.4 Results and Discussion

The results from the vocabulary correspondence analysis of Japanese translations
are summarized in Table 3. During translation, words that are important to a trans-
lator are translated carefully. Highly correspondent word pairs (in which concrete,
mutual information is contained) between the original and translated text indicate
characteristics of translation. Such highly correspondent word pairs were included
in the results table.

The extracted results match the background of each translation. Colloguial Japa-
nese is the oldest Japanese colloquial Bible. Fundamentalist Christians (equivalent to
Evangelicals in the USA) were not satisfied with this version, and created the New
Japanese version to emphasize the miracles and power of God. The New Intercon-
fessional Translation was created to introduce a common Bible to the Catholic and
Protestant churches, and therefore emphasizes peace among people of God.
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Table 3 Characteristics of Translations

Colloquial Japa- The New Inter-
1 P New Japanese | confessional
nese .
Translation
Highly corres- | The Second Com- Forglveness Peace given by the
. and judgment . 7
pondent word | ing . Spirit, the Mission
on sins
Fides quaerens .
Closeness . . Fides quaerens
. Seeking for intellectum, the |
centrality . intellectum
Mission
Betweenness Church as people Life is given by | Coming of the
. who are called by 2 .
centrality God the Spirit Kingdom of God
Bon.acwh cen- To know
trality

From the case study of conceptual relationships between two original languag-
es, it can be inferred that NRSV interprets God and Lord as directly related con-
cepts whereas NAB interprets them as fundamentally separated concepts. In other
parts, word correspondences tend to be similar in the two translations. One Greek
word was translated into several English words, and one English word was trans-
lated into several Hebrew words. Therefore, the level of detail in concepts about
God and Lord is higher in Hebrew than in English or Greek.

From these results, it can be concluded that differences of interpretation be-
tween translations can be extracted by quantitative methods.

5 Synoptic Analysis of Religious Texts

5.1 Background

Undoubtedly, there are many cases where a group of people have sought to spread
their message, and therefore developed a literature of canonical documents, but
have encountered problems concerning the interpretation of the texts and the rela-
tionships between various individual documents. This kind of situation exists not
only within Christianity, but also within other religions and schools of political
thought. Such interpretative issues appear to have a direct influence on many
matters in the modern world.

The central aim of this section is to develop a scientific information-
technological method to analyze semantic differences that arise between multiple
overlapping canonical texts. I believe that this method can be applied not just to
the Bible, but also to the interpretation of systematic thinking embodied within
collections of canonical texts in other spheres.

Specifically, this section introduces a method to analyze how central messages
emerge from the existence of multiple overlapping canonical texts. This is applied to
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the four traditional Gospels in the Bible, allowing a comparison with the Catechism of
the Catholic Church. This gives a numerical illustration of precisely which messages
Christianity has sought to convey with the selection of the four traditional Gospels [5].

5.2 Creating Networks and Clusters

The internal structure of each Gospel is divided into segments called pericopes.
Pericope is an ancient Greek word meaning cut-out. Each pericope corresponds to
a small segment of a biblical story that was transmitted orally.

In the Gospels, pericope units are numbered, such as No. 235. However, a particu-
lar pericope in one Gospel may correspond to multiple pericopes in another Gos-
pel. This one-to-many relationship is due to the editing process, as each Gospel
writer combined pericopes that he believed were related. Thus, if one author saw a
connection between one pericope and several others, that particular pericope unit
would be repeated in a number of sections within the Gospel. Accordingly, there
are many pericopes in the four Gospels that have the same verses, because they
were taken and edited from the same source pericope.

Matthew | Mark Luke | John
* 24:23 17:22-37/(12:25}+|No. 302 |

24:26-27 |13:19-2
24:28
124:17-18 [13:14-1

10:39

/ ‘ No. 235 The Day of the Son of Man

Fig. 7 Example of Pericope Relations

NP

As Fig. 7 shows, pericopes containing verses in common with pericope No. 235
are Nos. 103, 290, 291, 296, and 302. This suggests that the writer of Matthew
perceived some relationship among pericope Nos. 235, 103, 290, 291, and 296.
Similarly, the writer of Mark imagined relationships between Nos. 290 and 291,
whereas the writer of John made a link between pericope Nos. 235 and 302.

These pericope relationships can be converted into networks that regard peri-
copes as nodes and their relationships as edges. This study uses the Synopsis of the
Four Gospels from the Nestle-Aland Greek New Testament (version 26) [8] as the
data source of pericope relationships. This is believed to be the basis for various
charts of pericope relations.

In order to identify the internal structure of the Gospels, the maximum con-
nected subgraph was clustered and the core element was extracted. Four cores
were extracted by combining node sharing cliques (Fig. 8 and Table 4). The
following are the messages of the four cores:
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Fig. 8 Clustered Maximum Connected Partial Graph of the Four Gospels
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Table 4 Contents of Clusters in the Network of the Four Gospels

Cluster Pericope Chapter and Verse of the Bible

A 203 | Lk12:35-48

294 | Mk13:33-37

295 | Lk21:34-36

296 | Mt24:37-44

208 | Mt25:1-13

B 103 | Mt10:37-39

160 | Mt16:24-28/Mk8:34-9:1/1.k9:23-27
235 | Lk17:22-37

288 | Mt24:3-8/Mk13:3-8/Lk21:7-11
289 | Mt24:9-14/Mk13:9-13/L.k21:12-19
291 | Mt24:23-28/Mk13:21-23

302 | Jn12:20-36

C 81 | Lk6:37-42

100 | Mt10:17-25

166 | Mt18:1-5/Mk9:33-37/1.k9:46-48
263 | Mt20:20-28/Mk10:35-45

284 | Mt23:1-36/Mk12:37-40/Lk20:45-47
309 | Jn13:1-20

313 | Lk22:24-30

322 | Jnl5:18-25

D 97 | Mt9:32-34

117 | Mt12:22-30/Mk3:22-27

188 | Lk11:14-23

240 | Jn7:14-39

247 | In8:48-59

A) Preparation for the Day of Judgment because we do not know when it will
come;

B) Foretelling persecution and recommending the path of discarding everything;

C) Teachings to the community of disciples;

D) Whether the miracles of Jesus were due to demons.

These teachings are believed to be the focus points of the old Church Fathers who
canonized the New Testament.

In order to compare the results, the same analysis was applied to the Catechism
of the Catholic Church [9]. Each item of the Catechism has a number, which is
used as its ID. The ID numbers range from 1 to 2865. The relationships among the
numbered items are complicated, and it is not unusual for one item to be related to
several others. It is possible to construct a network by regarding items as nodes
and relations as links, as for the pericopes in the Gospels.
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As a result, ten clusters were extracted from the network of the Catechism’s re-
lationships (details of clusters are presented in Table 5). These clusters contained
the following:

A) The Holy Spirit and the Sacraments;

B) The authorities of the Church;

C) The Virgin Mary;

D) The temptation of sin and malice; the miracles of the Christ;
E) Repentance, remittance, atonement;

F) Icons;

G) Human dignity in the figure of God;

H) Death;

I) Poverty;

J) Participation of laypeople in priesthood and prophecy.

Table 5 Contents of Clusters in Catechism

Cluster | Catechism ID Number
737, 788, 791, 798, 103, 1092, 1093, 1094, 1095, 1096, 1098,

A 1099, 1100, 1101, 1102, 1103, 1104, 1105, 1107, 1108, 1109,
1154

B 85, 86, 87, 88, 888, 889, 890, 891, 892, 2032, 2033, 2034,
2035, 2036, 2037, 2038, 2039, 2040
143, 148, 153, 485, 489, 494, 506, 722, 723, 726, 963, 1814,

c 2087, 2609, 2617

D 394, 518, 519, 538, 540, 542, 546, 550, 560, 1115, 2119,
2816, 2849

E 980, 1424, 1431, 1451, 1455, 1456, 1459, 1473

F 476, 1159, 1160, 1161, 1162, 2129

G 225, 356, 1700, 1703, 2258

H 958, 1032, 1371, 1689

I 544, 2443, 2544, 2546

J 784,871,901, 1268

5.3 Discussion

The themes of the three most concentrated clusters in the Catechism (corresponding
to A, B, and C) are the Holy Spirit and the Sacraments, the authorities of the
Church, and the Virgin Mary. These themes are typical of the Catholic Church, but
are not approved by many Protestant churches. Considering that the emphasized
messages are typically different in Protestant churches, it is possible that the differ-
ences between Catholics and Protestants were especially considered and enhanced
when the Catechism was edited. Another typically Catholic characteristic is the
cluster concerning icons (F).

The message that disciples should abandon everything to follow Jesus is included
in cluster I, which has a size of 4; however, this is a small part of the entire network.
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Other than that, the problems of liturgy (A) and authority in the Church (B) are
closed up. In the four Gospels, serve each other is an important message; howev-
er, the Catechism insists upon the authority of priests. One main characteristic of
the four Gospels is an eschatological warning, but the Catechism does not em-
phasize this. Overall, the messages to the disciples became more suitable for
religious organization and the eschatological messages were weakened.

6 Validation Methodology for Classic Rhetorical Structure
6.1 Background

Literary criticism is a promising field for interpreting the Bible precisely. This
methodology analyzes the Bible as literature and examines its use of literary
techniques. A marked literary characteristic of the Bible is its sophisticated struc-
tures, which comprise classic rhetorical structures such as chiasmus (in Fig. 9),
concentric structures (in Tables 6 and 7), and parallelisms.

A B
o \ < 2 ~ 2 r 2\ A \ 2 AY
0TL TOV TIALOY qUTOD XVTEAAEL €L I;ovnpouq Km.luy(x(-)ouc

Kol Ppéxa émi [Stkatong kol |adikouc.
B’ A

A B
he makes his sun rise|on the bad|and fhe good

<

and causes rain to falljon the justfand|the unjust Mt5:45
B’ A

Fig. 9 Example of a Simple Chiasmus (Mt5:45)

Table 6 Example of Corresponding Pericopes in a Concentric Structure (Mk8:22-10:52)

Part Name of Pericope
A 8:22-26 Jesus cures a blind man at Bethsaida
B 8:27-30 Peter’s declaration about Jesus
C 8:31-33 Jesus foretells his death and resurrection
D 8:34-38 Losing life for Jesus
E 9:1 A man who does not taste death
F 9:2-13 The transfiguration
G 9:14-29 The healing of a boy with a spirit
H 9:30-32 Jesus again foretells his death and resurrection

G’ 9:33-50 Who is the greatest?

F 10:1-12 Teaching about divorce

E’ 10:13-16 Jesus blesses little children

D’ 10:17-31 The rich man

C 10:32-34 The third time Jesus foretells his death and resurrection
B’ 10:35-45 The request of James and John

A’ 10:46-52 The healing of blind Bartimaeus
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Table 7 Example of a Corresponding Theme in a Concentric Structure (Mk8:22-10:52)

Common Theme

A, A’ | Healing the visually impaired

B, B’ | Jesus is Messiah

C, C’ | Foretelling death and resurrection
D, D’ | Persecution and life

E, E’ | Who enters the kingdom of the God
F,F’ | Moses

G, G’ | Evil spirit and child

There are several merits to identifying rhetorical structures in the Bible. It can
clarify the divisions in a text; moreover, the correspondence of phrases signifies
deeper interpretation. If the rhetorical structure is concentric, the main theme of
that text is also clarified.

However, there are some problems regarding rhetorical structures. First, there is
no clear definition of a valid correspondence. Some structures correspond by
words or phrases, but more abstract themes may also be the element of correspon-
dences. The length of the text unit is not uniform. Some structures are composed
of phrases, whereas other structures are composed of pericopes. Therefore, a quan-
titative validation method for the rhetorical structure of the Bible is necessary [7].

6.2 Evaluation Algorithm for Rhetorical Structures

In this methodology, the relationships between each pericope in the rhetorical
structure were first validated on the basis of the common occurrence of rare words
and phrases. If corresponding pairs of pericopes more frequently include rare
words and phrases, the probability of intentional arrangement is believed to be
higher. Second, on the basis of the mean and standard deviation of a random com-
bination of pericopes, the probability of accidental occurrences of common words
and phrases in the test hypothesis is calculated. The common words and phrases
are assumed to be normally distributed. The results are examined to determine
whether the correspondences exceed the level of statistical significance.

Fig. 10 depicts an example calculation for the probability of random word pairs
appearing when the rhetorical structure has nine pericopes and a particular word
appears three times in that structure. The occurrence was counted in the form of a
single word, a two-word phrase, and a five-word window; appearance thresholds
of less than 10, 20, and 30% of pericopes were used for each form.

For the comparison, randomly divided pericopes were constructed from the
same text. Two types of validation were also executed on the basis of the random
division of pericopes. At first, the same combination of pericope patterns was
applied to randomly divided pericopes. Next, a random combination of pericope
patterns was applied to randomly divided pericopes. Thus, there are three
estimates of validity:
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A) Random combination and hypothetical pericope;
B) Hypothetical combination and random division;
C) Random combination and random division.

These three random situations were used to statistically validate the hypothesis of
rhetorical structures. Parallel Concentric Structures within the Bible [10-12] was
selected for the hypothesis. Tables 8—10 depict the results of the three types of
validity estimation. The symbol ** signifies a 1% level of statistical significance,
* signifies 5%, and + signifies 10%.

&
If three pericopes include a

specific word, and the
C::> Pericope 8 structure is composed of

nine pericopes, the

probability that a

<:> Pericope 7 conespom_ﬁng pair emerges
randomly is equal to

8/9x (1/8+2/7)+1/9x1/7

~0.41
( Pericope 4 J @( Pericope 6 J

Fig. 10 Calculating the Probability of a Random Pair

Table 8 Statistical Evaluation of Rhetorical Structure 1 (Genesis-Deuteronomy)

Two-word Five-word
One word .
phrase window
10%1(20% |30% (10% |20%| 30%| 10%| 20%| 30%
Genesis A|* Hko | ok ek Kok Kk
B | ** +
C ke *k
Exodus A * sk | kk | ke
B R R I + *
C + kk k k k kek
Leviticus A+
B +
C ke *
Numbers A
B w0k 4
C ke *k
Deuteronomy | A |+ |+
B 4+ + +
C + + £
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Table 9 Statistical Evaluation of Rhetorical Structure 2 (Samuel-Ezekiel)
Two-word Five-word
One word .
phrase window
10%| 20%| 30%| 10%| 20%| 30%|10% |20% |30%
Samuel | A|* * R o
1,2 B|*
C| *
Kings1, | A o
2 B * *k +
C Kk ®k +
Isaiah Al * *k *k *k
B ®
C + ok
Jeremiah | A| ** *k Hk *
B Kk
C o + +
Ezekiel | A + *
B * +
C + * *
Table 10 Statistical Evaluation of Rhetorical Structure 2 (Matthew-Revelation)
Two-word Five-word
One word .
phrase window
10% |20% |30% (10% [20% |30% |10% (20% (30%
Matthew A * *
IS ® * ®k
Mark Al * ®k Kk
Bl + ®k ®
d+ ®3k
Luke Al + *
B
C +
John Al *
B
C +
Acts A
Bl *
qa =
Revelations | Al ** ®k * Kk Kk Kk ®k ®3k ®
Bl * ® Kk Kk Kk Kk ®k ®k ®k
qa = ®k Kk Kk Kk Kk ®k ®k ®k
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6.3 Results and Discussion

The results show that, in many texts of the Bible, the hypothesis is validated in
terms of the relationships between words that occurred in less than 10% and 20%
of the text, in the forms of either A or B or C.

A similar tendency in statistical significance among various books of the Bible
seems to confirm that a unified rhetorical structure is included in these texts.

7 Software Application for Interpretation of the Bible

A project to develop a computer application to perform the above analyses is on-
going. The latest development version of a Java-based server—client model has
been published [12].

sical Text Archive System

D BRE BT BBG T2 0D A - =]
a-5-8 R) [ i iocabos 060 /b /Dizplan Tt v @ 154 [iCLaicnsl archive
@ Eonds Bl #Fm1-2
L LKR Classical Text Archive 5. @5 Bblecom |G| digital lbary clossic - Google R# | ] The Digital Liwary of Classic Prates | B
chapter verse | length directlon -
o % (1 w1 % [Fenes w
NAZE
9:1: ket epBoecetemlotovy SremepaceEy kat nlfev cLe TNy
Y tfirav rodev
Display Citatien Information &
Display Co-Cltation Infermation &
(Output teighbour Grogh J 0 ] citation ¥
Citations
Auth Tt [fear T
ar i Min o ¥ Location [ 7P°
all ¥ [an - all ~
Max ol =
[Thomas Aquines |Sumuma contra Gentiles Liberd Capitad inverse—citation
Caluin ‘Commentary on Matthew Mark Luke — Volume 1 iy Lty inverse—citatlon
iCalvin ‘Commentary on Matthew Mark Luke - Volume 1 e el lnverse-citation
Karl Barth Die Kirchliche Dogmatik 1 1-1 31137 frwerse—citation
Karl Barth Die Kirchilche Dogmatik 1 -1 G 4 464 inverse—cltatlon
Karl Barth Die Kirchliche Dogmatik 1 1-1 54481 inverse-citation
Farl Barth Die Kirchliche Dogmatik 4 1-14 50162 inverse-citation
Compound Citations
Author Title [Foms Frequency Type
Mir st ¥ Location
all ¥ an ) ai v
Max|a
the Bible suthors  BibleN ewTestamentRomans 1:18 5 co-citation
the Blble authors | BibleN ewTestamentRomans 8:18 g co-citatlon
the Bible suthors BibleN ewTestamentRomans 216 4 lco-citation
the Bible authors  BibleNewTestamentRomans 1:17 4 eomcitation
=
T

Fig. 11 Screenshot of the Interface for Browsing the Citation Database

The software contains an implementation of the algorithms described in this pa-
per and data to support the interpretation. In addition, it includes general functions
of Bible software, such as browsing and searching through several translations in
parallel.

For the citation analysis function, a citation and reference database and brows-
ing interface have been implemented (Fig. 11 shows a screenshot of the citations
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and references browsing interface), as has a network analysis function for the
citation network. Furthermore, a browsing interface for cited text is included so
that researchers can interpret the Bible on the basis of information about the rela-
tionships between citations and references (due to copyright issues, this function is
not available in the test version).

For the translation analysis, an asymptotic correspondence vocabulary pre-
sumption method has been implemented as the estimation algorithm. This function
outputs the results of vocabulary estimation in CSV format by dividing data on the
original text and the translated text into morphemes. The next version of the soft-
ware will enable users to browse the results of vocabulary estimation for each
translated text alongside the original and translated texts.

An algorithm for verifying the validity of the rhetorical structure has also been
implemented. In addition, the software includes a database of rhetorical structure
hypotheses, and users can browse rhetorical structures for each text location
(Fig. 12 shows a screenshot of the rhetorical structure browsing interface).
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Fig. 12 Screenshot of the Interface for Browsing the Rhetorical Structure Database

8 Conclusions

This paper introduced four methods for the quantitative analysis of the interpreta-
tion of a canon of systematic thoughts. Although various quantitative methods can
be used to analyze interpretations, it is difficult to analyze contextual information
that is not described in texts (such as the circumstances of the author, historical
facts, or cultural backgrounds). As in other fields where quantitative methods have
not been applied, narratology and discourse analysis must also be used. To enable
the scientific analysis of thought, it is necessary to resolve these problems and
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enrich the algorithms for the quantitative analysis of interpretation. These new
algorithms should also be easily available to many researchers. Therefore, com-
puter software supporting interpretation should implement an interface that allows
an integrated analysis and a flexible combination of the results of several other
algorithms.
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Young Scientists [B]).
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Abstract. A Web service is software that provides its functionality through the
Web using a common set of technologies, including SOAP, WSDL and UDDI.
This allows access to software components residing on different platforms and
written in different programming languages. However, several spots, including
the service discovery and composition, remain difficult to be automated. Thus, a
new technology has emerged to help automate these tasks ; it is the Semantic
Web Services (SWS). One solution to the engineering of SWS is the annotation.
In this paper, an approach for annotating Web services is presented. The ap-
proach consists of two processes, namely the categorization and matching. Both
processes use ontology matching techniques. In particular, the two processes use
similarity measures between entities, strategies for computing similarities
between sets and a threshold corresponding to the accuracy. Thus, an internal
comparative study has been done to answer the questions: which strategy is
appropriate to this approach? Which measure gives best results? And which thre-
shold is optimum for the selected measure and strategy? An external comparative
study is also useful to prove the efficacy of this approach compared to existing
annotation approaches.
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1 Introduction

The Web services technology allows accessing to heterogeneous software, in
terms of languages and platforms, through the Web with common standards, in-
cluding SOAP', WSDL? and UDDI’. However, the syntactic nature of these stan-
dards has hindered the discovery and composition of these services. To resolve
this problem, semantic Web services have emerged. To add semantics to a service,
it is possible to annotate the elements of this service with the concepts of an exist-
ing domain ontology. The annotation consists to associate the WSDL elements of
a Web service with concepts of an existing semantic model. Often this model is a
domain ontology of the Web service.

In preliminary work, an annotation approach has been proposed in [3]. It con-
sists of two main processes: categorization which classifies the WSDL document
in its corresponding domain, and matching which associates each entity of the
WSDL document with the corresponding entity in the domain ontology. Both
categorization and matching are based on ontology matching techniques [7] which
in turn use similarity measures between entities. A similarity measure quantifies
how much two entities are similar. In particular, WordNet based similarity meas-
ures are used [17].

To compare the results from the annotation approach using different similarity
measures (internal comparison), and compare this approach with other existing
approaches (external comparison), a tool called SAWSDL Generator has been
implemented. The tool receives as input a WSDL file and a set of domain ontolo-
gies, and then generates a WSDL document annotated according to the SAWSDL
standard [8].

This paper presents an internal comparative study to improve, optimize and de-
termine under which conditions the annotation approach provides its best results.
An external comparative study is also presented to show clearly the effectiveness
of this approach over other annotation approaches.

The paper is organized as follows: the next section presents a summary of the
approaches of Web services annotation which exist in the literature. Section 3
presents the annotation approach presented in [3]. Section 4 and Section 5 detail a
comparative study. The final section concludes our work while presenting the
main contributions that the comparative study enabled us to provide.

2 Literature Review

The annotation of a Web service consists in associating and tagging WDSL ele-
ments of this service with the concepts of an ontology [16].

! http://www.w3.org/TR/soap/
2 http://www.w3.org/TR/wsdl
3 http://www.uddi.org
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Several approaches have been proposed for annotating Web services. Table 1
summarizes the characteristics of the Web service annotation approaches as fol-
low: (1) The "Approach" column corresponds to the approach in question ; (2) The
"Considered elements" column describes the considered elements in the annota-
tion process ; (3) The "Annotation resource” column indicates the model from
which semantic annotations are extracted ; (4) The "Techniques" column presents
the used techniques for the annotation ; (5) The "Tool" column indicates the tool
supporting the approach.

Table 1 Summary of Web service annotation approaches

Ao Considered Annotation em TS Tool
elements resource
Operation - ST . Annotation
[2] parameters Workflow Parameter compatibility rules Editor
Complex types Domain . SAWSDL
[3] and operations Ontology matching
ontology Generator
names
Operations, Domain
[10] message, parts Text classification techniques ASSAM
ontology
and Data
Data  (Inputs Domain
[16] and Outputs of Schema matching techniques MWSAF tool
. ontology
services)
. Visual
[9] Natural- Domain Text mining techniques OntoBridge
language query | Ontology
(VOB)
Data  (Inputs .
Meta-data . . . Semantic
[13] and _Outputs of (WSDL) Machine learning techniques Jabelling tool
services)
Annotation & . Prolog
[4] Query Workflow Propagation method Implementation
Datalog Source . .
[5] definitions definitions Inductive logic search EIDOS

There are also many other tools in semantic annotation like CharaParser which
is a software application for semantic annotation of morphological descriptions
[6]. Jonquet et al. [11] developed NCBO Annotator, an ontology-based web ser-
vice for annotation of textual biomedical data with biomedical ontology concepts.
SemAF (Semantic annotation framework) allows the specification of an annota-
tion language [18]. Wyner and Peters [19] propose several instances of GATE’s
Teamware to support annotation tasks for legal rules, case factors and case
decision elements. Liao et al. [14] identifie three main components of semantic
annotation, propose for it a formal definition and presents a survey of current
semantic annotation methods.

In a preliminary work, bouchiha et al. [3] propose to annotate Web services
using ontology matching techniques. In the rest of this document, we usually use
the name of the tool "SAWSDL Generator" to reference this approach.
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3 SAWSDL Generator

As shown in Fig. 1, the annotation approach consists of two main processes: cate-
gorization and matching. Both categorization and matching are based on ontology
matching techniques. The goal of ontology matching is to find relationships be-
tween entities [7]. Usually, these relations are equivalences discovered through
similarity measures computed between these entities. To be accomplished, the
ontology matching process uses similarity measures between entities. A similarity
measure quantifies how much two entities are similar [17].

»o B

WSDL de-
scrption

—

Categorization
Concepts of the | —
selected ontology .
o

o e ‘WSDL
[ I ) elements |1V0rdNet |

Ontologies

Matching
L1 I

——

Types
ComplexType
Element1
ANNOtation se—
Element2

Annotation\
Interface
Operation
Precondition
Domain Annotation Domain
Expert Annotated Model
WSDL File

Fig. 1 SAWSDL Generator Architecture [3]

SAWSDL Generator uses similarity measures based on WordNet, such as Path,
Resnik, Lin and Jiang [17]. WordNet is an online lexical database designed for use
in a program [15]. Thus, these measures are calculated and then normalized. Nor-
malization usually involves reversing the measured value to obtain a new value
between O and 1. The value 1 indicates a total semantic equivalence between the
two entities.
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When multiple ontologies are available, the similarity between sets must be
calculated by comparing the set of entities of the WSDL file with all entities of
each ontology. Based on these measures, the system chooses one among ontolo-
gies to run the matching algorithm. The selected domain ontology determines the
category of the WSDL document. This process is called "Categorization Process".

SAWSDL Generator treats an ontology as a set of entities (concepts), and a
WSDL document also as a set of entities (XSD data types, interfaces, operations
and messages). In data analysis, the linkage aggregation methods, including Single
Linkage, Full Linkage and Average Linkage, allow the assessment of the distance
between two sets of elements [7].

After the categorization, the elements of the WSDL document are associated to
the ontology concepts using a similarity measure. This process is called "Matching
Process".

The whole annotation process is a semi-automatic process where the user can
intervene to validate, modify or reject the results. He can also set a threshold for
the similarity measure. The threshold represents the required accuracy, it is a value
between O and 1, the value 1 indicates that there must be a total semantic equiva-
lence between two concepts. The use of a threshold reflects the allowable toler-
ance during calculations. More the threshold value is larger, more the results are
accurate.

In the next section, a comparative study allows to evaluate and compare the
results of the annotation process using different similarity measures.

4 Internal Comparison

The purpose of the internal comparison is to determine the measure, the strategy
and the threshold that return the best results for the annotation process.

SAWSDL Generator offers the user the ability to choose the measure, the strate-
gy and the threshold used in the categorization and matching. Thus, the comparative
study is carried out for each one of two processes:

4.1 Categorization Evaluation

The categorization allows to associate a service to its corresponding domain. In
this section, we use the term categorization or classification to say the same thing.
To check the categorization process with different similarity measures, we used
a corpus® of 424 Web services organized manually into 26 areas (categories) [10].
Because of the lack of domain ontologies we limited our study to 40 services or-
ganized as follows: 14 business domain, 2 travel, 4 money, 8 weather, 6 web, 5
matematics and one service from the music domain. The domain ontologies
used in the categorization process are business® and travel®. As a strategy for

4 http://www.andreas-hess.info/projects/annotator/ws2003.html

3 http://www.getopt.org/ecimf/contrib/onto/REA/index.html

6 http://protege.cim3.net/file/pub/ontologies/travel/
travel.owl
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calculating similarity between sets we have chosen the Average Linkage where the
similarity between two sets of entities is equal to the average similarity of all pairs
of entities in both sets.

To evaluate and compare the results of the categorization process for different
similarity measures, we use in the following the metrics precision, recall and F-
measure [1].

e Recall (R): proportion of the correctly classified (categorized) services of all
the services of the two considered domains, namely business and travel: R =
CEN/CN.

e Precision (R): proportion of the correctly classified (categorized) services of
the automatically classified services: P = CEN/EN.

The recall and the precision can be combined into a single measure, called F-
measure [12], defined as follows: F-measure = (2 * recall * precision) / (recall +
precision).

The following figure shows the curves of the F-measure of different similarity
measures according to the threshold values:

0,6
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Fig. 2 The F-measure curves for the categorization process with different measures

The graph above shows that for a zero threshold, the different measures give
the same results of categorization. However, the difference is between the scope of
the different curves. This can be justified by the fact that certain measures return
high average compared to others. For example, the Jiang measure gives higher
averages compared to the Path and Resnik measures.

With more accuracy (threshold> 0) the results of categorization differ between
these measures. The measure Path gives the lowest results of categorization com-
pared to the other measures. We can see that with a threshold between 0.00 and



Semantic Annotation of Web Services: A Comparative Study 93

0.015, the Lin measure is the most effective for the categorization. For this inter-
val, the measures Resnik, and Pirro provide best categorizations compared with
the Jiang measure although it gives very high semantic averages. This may be
justified by the fact that with the Jiang method several services out of domain are
incorrectly classified; which is not the case with the other measures. However, for
a threshold in the interval 0.015-0.02, the curves level changes so that the Jiang
measure becomes the most powerful. When the threshold increases the Jiang
measure classifies correctly most of the services; which is not the case for the
measures Resnik, Lin and Pirro. For the same reasons, with a threshold between
0.00 and 0.015, the Pirro measure gives poor results compared to the Lin measure.
With a threshold>0.015 the Pirro measure becomes better than the Lin measure
but remains low compared to the Jiang measure.

We can deduce that if we use the measures Lin, Resnik and Pirro (usually
measures that return low semantic averages), then the threshold must be between
0.00 and 0.015, to have best results. However, if we use the Jiang method, we
must increase the threshold.

There is a dependency between the choice of the threshold and the choice of the
measure. Note that for a threshold<0.015, it is recommended to use the Lin
measure. However, with a threshold>0.015 it is recommended to use the Jiang
measure. From the graph, we have also seen that the best classification has been
obtained with the Lin measure, and with threshold=0.01.

The following table shows a ranking of measures based on the threshold
depending on the quality of the results obtained by each measure:

Table 2 Ranking of the similarity measures with different thresholds

0.00 - 0.01 0.01 - 0.015 | 0.015-0.02 0.02 - 0.06
1 | Lin Lin Jiang Jiang
2 | Pirro Pirro Pirro Pirro
3 | Resnik Jiang Lin Lin
4 | Jiang Resnik Resnik Resnik
5 | Path Path Path Path

A measure of lower rank is better compared to a measure of higher rank for the
considered interval of threshold.

4.2 Matching Evaluation

We define the function Match which associates a WSDL element with the closest
concept in the domain ontology. The function Match is defined as follows:

Match: E, , = E

ontolog y
e — c,suchas sim(e,c) = MAX . sim(e,c,) and

sim(e,c,) 2 threshold
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With E, the set of elements of the WSDL document, E,,,,, the set of concepts
of the domain ontology, e is an element of E,q, ¢ is a concept of E,pi0gy, 1 the
number of concepts of the domain ontology and sim a similarity measure.

To evaluate the matching process, we tested the performance of the association
function Match with different similarity measures. For this, we have chosen a
reference WSDL document, annotated manually, and consider it as valid. The
selected WSDL document was "TrackingAll”. As a similarity strategy we have
chosen Average Linkage, and as similarity measures we compared the measures
Path, Lin, Resnik, Jiang and Pirro. To evaluate the results of the matching
process, we used the metrics precision, recall and F-measure.

The following figure shows the curves of the F-measure of different similarity
measures according to the threshold values:

0,7

0,6 :
051

S o '

304 \

>
£ 0,3
Y02
0,1

0 \ — — — \
0,00 0,05 0,10 0,15 0,20 0,25 0,30 0,35 0,40

Threshold

N h

0,45 0,50 0,55 0,60 0,65 0,70

——Path —m—Lin Resnik Jiang =¥=Pirro

Fig. 3 The F-measure curves for the matching process with different measures

From this graph, we note that with a threshold belonging to 0.05-0.20, the
measure Path performs best compared to the other measures.

The results of the measures Jiang and Pirro are low compared to the other
measures, despite they return the highest similarities. This can be justified by the
fact that with the measures Jiang and Pirro, all the elements containing the term
"Tracking" are not correctly associated to their corresponding concepts, unlike
Path, Resnik and Lin.

We note also that the curves of Lin and Resnik are similar in that they return the
same results for a threshold belonging to 0.00-0.15. For a threshold belonging to
0.15-0.35, Resnik is more efficient compared to Lin. For a threshold> 0.35, Resnik
returns no association.

It is therefore clear that the measures Jiang and Pirro return the lowest results
for the matching process. With the measures Lin, Path and Resnik, the matching
performance depends on the chosen threshold. It should be a compromise between
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the chosen threshold and the used similarity measure. With a threshold of 0.05 -
0.15, it is recommended to use the measure Path; the measures Resnik and Lin are
ranked second.

4.3 Discussion

By analyzing the results of the categorization and matching in the same time, we
found that for a given threshold, the quality of results is different for both
processes. For example, the best results of matching are obtained with a threshold
equal to 0.35. However, with this threshold, services are not classified in any cate-
gory, i.e. the results of the categorization process are low for a threshold equal to
0.35. If using an appropriate threshold for the categorization process, then the
quality of matching drops. This is justified by the fact that the similarity values
used in the matching process are high compared to the semantic averages returned
when using the strategy Average Linkage to accomplish the categorization
process.

This problem is therefore due to the strategy Average Linkage used to calculate
the semantic average between a WSDL document and an ontology. For example,
the element "company” has a strong relationship with "association”, but has no
similarity with the other concepts of the business ontology: with the measure
Path, sim(company, association) = 0.25. With the other concepts, sim(company,
concept x) = 0. The semantic average between the WSDL document and the on-
tology = 0.25/33 = 0.0075. It is therefore clear that the semantic average (0.0075)
used for the categorization is too low compared to the similarity (0.25) used for
the matching.

To resolve this problem, we have three solutions:

e Choose two different thresholds for the categorization and the matching.

e Use two different strategies for both processes.

e Define a new strategy that allows, with a single threshold, to find some compa-
tibility between the categorization process and the matching process.

We chose the third option, and we proposed a hybrid strategy between Single
Linkage and Average Linkage.
The new strategy is defined as follows:

Definition: Given a similarity function 6: O x O — R. The measure between two
sets is a similarity function A:2°x2° — R, such as:

Vx,y C0,A(x,y) =—2 210(e;,¢))

,withe;,e, ) e x*y
& '

The following graph illustrates the results of the F-measure of the categorization
and the matching process with the Lin measure and the new strategy:



96 D. Bouchiha et al.

0,7
0,6
0,5

T " X \
0,3

\
I
0,2
01 \ o0

r—° g

F-measure

0,00 0,05 0,10 0,15 0,20 0,25 0,30 0,35 0,40 0,45 0,50 0,55
Threshold

—e— Categorization —s— Matching

Fig. 4 The F-measure curves for the categorization and matching with the Lin measure

Finally, we can say that with the Lin measure, the new strategy and a threshold
= 0.10, the annotation approach works best for the categorization and matching at
the same time.

5 External Comparison

This section presents a comparative study between the approach presented in [3]
and the other Web service annotation approaches which exist in the literature.
Initially, our intention was to compare the approach presented in [3] with all other
approaches. However, several problems have prevented us from making a com-
plete study:

e Unavailability of technical details to implement these approaches.
e [t is difficult to exploit the tools associated with these approaches.

Thus, we limited our study to the MWSAF approach [16]. MWSAF (METEOR-S
Web Service Annotation Framework) is a Framework for semi-automatically an-
notate WSDL descriptions of Web services with relevant ontologies.

5.1 SAWSDL Generator vs. MWSAF

Purpose: The overall purpose of the two approaches is to semi-automatically an-
notate Web services with relevant ontologies. They consist of two phases: the
categorization and matching. The categorization allows to classify a WSDL doc-
ument in its corresponding domain. The matching allows to associate the elements
of the WSDL document with their corresponding concepts in the ontology.

Used techniques: The approach MWSAF uses schema matching techniques. It uses
the XML schema of the WSDL document and the schema of the ontology to compare
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them. SAWSDL Generator [3] uses ontology matching techniques by decomposing
the WSDL document into its basic elements (XSD data types, interfaces, operations
and messages) and the ontology into its concepts, then compares the two sets.

In both approaches, a similarity (or a semantic average) between the WSDL de-
scription and the ontology based on a similarity measure between two concepts is
calculated to identify the domain ontology which will be retained for the annotation.

Two main differences can be distinguished:

o The considered WSDL elements and ontology concepts: To accomplish the anno-
tation process, the two approaches compare the WSDL elements with the ontology
concepts. MWSAF consider on the one hand the WSDL elements complexType,
elementType, Enumeration and element, and on the other hand all the ontology
concepts, namely class, sub-class, instance and attribute. SAWSDL Generator
uses the WSDL elements complexType, elementType, element, operation, mes-
sage and part, and it considers the class and sub-class as ontological concepts.

o The similarity between two concepts: While SAWSDL Generator uses linguistic
similarity measures to compare two entities, MWSAF uses MS measure (match
score) that is a combination between linguistic similarity and structural similarity
where the similarity between two entities may depend on other concepts.

Since both approaches involve two processes, namely the categorization and
matching, the comparison will focus on these two processes.

5.2 Comparison at the Categorization Level

To test the categorization process of the two approaches we have taken the same
test base used for the internal comparison: 40 services including 16 of business
domain, two of travel, 4 money, 8 weather, 6 web, 5 matematics and 1 service of
music. The domain ontologies selected to apply the categorization process are
business and travel. To evaluate the results of the categorization process we used
the metrics precision, recall and F-measure.
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Fig. 5 The F-measure curves for the categorization process of the two approaches
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From Fig. 5, we note that for a threshold>=0.25, both approaches give the same
results of categorization. But with a threshold<0.25 the MWSAF approach gives
results less efficient compared to SAWSDL Generator. The best results of
SAWSDL Generator are obtained with a threshold=0.1.

5.3 Comparison at the Matching Level

To compare the matching results of SAWSDL Generator and MWSAF approach,
we tested the performance of the association function according to the used simi-
larity measure. Recall that the main difference between the two approaches is that
SAWSDL Generator uses a linguistic similarity measure based on WordNet, and
the MWSAF approach uses the measure MS (match score) which is composed of
a linguistic similarity measure and structural similarity between two concepts,
which relies on the similarity of sub-concepts.

For testing, we chose a reference annotated WSDL document and considered it
as valid. The chosen WSDL document was "TrackingAll"”. As similarity measure,
we chose the Lin measure for SAWSDL Generator, and for the MWSAF approach
we used the linguistic similarity measure Ngram. To evaluate the results of the
matching process, we used the metrics recall, precision and F-measure.

The following figure shows the curves of the F-measure of the two approaches
according to the threshold values:
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Fig. 6 The F-measure curves for the matching process of the two approaches

From this graph we see that the results obtained by MWSAF are underperform-
ing compared to SAWSDL Generator whatever the chosen threshold.
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6 Conclusion and Perspectives

To take advantage of Web service technology, an approach has been proposed to
annotate syntactic WSDL descriptions of Web services by ontological models [3].
The annotation approach has two main processes: categorization and matching. In
the first process, the WSDL description of a service is assigned to its correspond-
ing domain. In the second process, the WSDL entities are associated with pre-
existing domain ontology concepts. Both processes categorization and matching
use similarity measures based on WordNet. A tool, called SAWSDL Generator
has been developed to implement the proposed approach.

A comparative study has been conducted to improve the annotation approach
and show its effectiveness compared to other works. The evaluation experiments
showed that this approach works best with the Lin measure and a threshold equal
to 0.1. To create a compromise between the categorization and matching, a new
strategy for calculating similarity between sets has been proposed.

SAWSDL Generator, as it stands, provides very satisfactory and encouraging
results. However, it still suffers from several problems including the problem of
compound words and abbreviated words used as identifiers in the descriptions of
services. While these are significant identifiers for service developers, they can
not be handled by the Java WordNet API’. Hence the need for linguistic analysis
for the separation between the composed parts in a word and identify the impor-
tant parts (the parts that are meaningful to the domain), and the need to analyze the
abbreviations. Until these problems are solved, human intervention remains neces-
sary to correct the incorrect matches.
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VC-Bench: A Video Coding Benchmark Suite
for Evaluation of Processor Capability
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Abstract. Video coding standards such as H.264 are widely used since the
flourish of digital compressed video ranging from low bit-rate Internet stream-
ing applications to HDTV broadcast. As a result, more powerful processors are
required to meet the growth in coding quality and velocity. Though many ef-
forts have been made on associated items, it lacks one up-to-date benchmark
suite for studying architectural properties of video coding applications. This
paper introduces VC-Bench, a Video Coding Benchmark suite which is built up
from a wide range of video coding applications. Firstly, typical codecs are se-
lected (X264, XVID, VP8) according to the popularity, coding efficiency,
compression quality, and source accessibility. Secondly, hotspots are extracted
from coding process as kernels. VC-Bench mainly focuses on Transformation,
Quantization and Loop filter. All of the extracted kernels are single-threaded
version without any architecture-specific optimizations, such as SIMD. Be-
sides, inputs in three different sizes are provided to control running time. Final-
ly, to better understand intrinsic characteristics of video coding application, we
analyze both computational and memory characteristics, and further provide
insights into architectural design which can improve the performance of this
kind of applications.
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1 Introduction

In the past few decades, video technology was prevalent in many domains like
communication, computer, radio and TV. Two significant trends are becoming
clear. First, Applications like video conference, videophone and digital TV in-
crease rapidly. This trend leads to the development of video coding standards,
such as H264 and webM [1, 2]. A variety of codecs have been published accord-
ing to these standards. Thus, it is paramount to ensure both coding quality and
velocity to meet the demand of users. Second, though many powerful general-
purpose processors have already been designed, simply increasing the number of
cores does not automatically yield performance due to the complexity of video
coding applications. Architectural parameters such as cache hierarchy and branch
prediction mechanism also affect video coding performance. How to guarantee
coding quality and velocity on devices such as multi-core processors, embedded
platforms and mobiles become a cutting edge research topic.
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MB in i q
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Fig. 1 Overview of video coding process

Fig. 1 shows an overview of video coding process. Encoding begins with pars-
ing the input commands and dividing video sequence into consecutive frames.
Each frame further splits into blocks called macroblock (MB) which contains
16X16 pixels. MB then goes through five basic phases called motion estimation
(ME), discrete cosine transform (DCT), quantization, loop filter and entropy cod-
ing. Both encoding and decoding apply inverse transformation and de-quantization
processes to construct reference frames. Each phase has its specific characteristics.
For example, ME uses search algorithms to do block matching. This is an iterative
process to find the most similar MB compared to current MB. It uses several
frames as input and the majority of operations are computational instructions.
DCT does transformation on MB while quantization seeks for high compression
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rate by reducing the precision of transformed data. Operations of these two phases
are relatively simple with many regular memory accesses. Different program be-
haviors need different architecture support. Besides, today’s prevalent perfor-
mance analyzing tools cannot gather properties of each phase respectively. They
provide overall results so that it is hard to analyze bottlenecks precisely. In order
to evaluate processor capability and guide microarchitecture design, a benchmark
suite concentrating on each phase is urgently needed.

In this paper, we present Video Coding Benchmark suite (VC-Bench) which is
built up from widespread video codecs. VC-Bench includes codecs’ hotspots
which are the most time consuming parts. This benchmark suite is written in
‘clean’ C in order to provide a fair evaluation result on various architectures. In-
puts from three resolutions are provided so that researchers can control simulation
time and understand the influence of input size on performance. The specific con-
tributions of this work are as follows:

e Introduce a new video coding benchmark suite, including kernels from video
coding applications. These applications cover the widely used codecs in multi-
media domain.

e Hotspots of selected codecs are analyzed. Further extraction of hotspots facili-
tates analysis on architecture performance.

e Three different sizes of input are offered to control running time. These inputs
cover typical characteristics of real-world video sequences.

e Architectural properties are analyzed. Insights into architectural design are
derived to improve the performance of video coding applications.

The rest of this paper is organized as follows. Section 2 introduces related work
and section 3 presents the approach we use to build up VC-Bench. We provide the
performance comparison and execution characteristics in section 4. In section 5,
we draw a conclusion and discuss future work.

2 Related Work

There are many notable benchmark suites currently. MEVBench, building up
from mobile embedded vision applications, was presented to guide embedded
architecture design [3]. The author concentrated on key algorithms within mo-
bile vision applications and analyzed dynamic code hotspots, computing proper-
ties, and memory system performance. San Diego Vision Benchmark Suite
(SD-VBS) was provided by a team from University of California, San Diego [4].
It included diverse computer vision applications drawn from vision domain.
Nine applications were listed and each contained several computational kernels.
Same as MEVBench, they analyzed the hotspots and execution properties of
selected applications.

Mediabench [5] was an advanced benchmark suite targeting at video coding.
The author compared video coding applications with SPECint benchmarks and
pointed out their differences on IPC and bandwidth. There were three generations
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of Mediabench. The latest one was published in 2006 [6]. Though it implemented
H.264 and MPEG-4, we find Mediabench does not match the developing speed of
video coding application. Firstly, limited video coding standards were included.
Recently burgeoning standards such as webM [2] presented by Google were not
included. Secondly, the codecs were out of style. They chose codec JM 10.2 [7]
and FFMPEG [8] to represent H.264 and MPEG-4 codecs. But the most prevalent
codecs of H.264 and MPEG-4 are X264 [9] and XVID [10] respectively. Thirdly,
the memory behavior of video coding changed. In Fig. 2 we compare modern
codecs with Mediabench and it is clear that they are different. It is important to
use up-to-date applications to evaluate modern computer architecture.

A team from Barcelona Supercomputing Center-CNS, Spain published a
benchmark suite called HD-VideoBench, which overcame shortcomings of Me-
diabench by including X264 and XVID and filled the blank of missing HD digital
video [11]. However, they did not address on architectural performance which is
usually the purpose to build a benchmark suite. Besides, HD-VideoBench did not
analyze hotspots but chose full codecs instead. This approach results in long run-
ning time and various redundant codes. It is difficult to analyze characteristics of
program behavior and to locate bottlenecks precisely.
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Fig. 2 Comparison of Mediabench and modern codecs

3 Details of VC-Bench

In order to build a comprehensive benchmark suite of video coding, we widely
search available resources and include the most popular video codecs. VC-Bench
is based on three high-quality codecs employing over 16 kernels. Several prin-
ciples are listed below to make the benchmark suite representative, available,
impartial and integrated.

e Popularity. Kernels included in VC-Bench must be extracted from applications
which are widely used in modern video coding domain.

e Accessibility. The codecs must be under free license. This guarantees that we
can get the source codes legally.
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e Portability and fairness. Any machine-specific optimizations must be easily
removed from the source codes, ensuring the benchmark suite easily run on
different platforms.

e Integrality. Typical inputs, configurations and parameters must be provided
for the usage of VC-Bench.

3.1 Codec Analysis

Peak Signal-to-Noise Ratio (PSNR) is commonly used as a metric for quality of
lossy compression coding. We compare PSNR between codecs. We use default
encoding configuration and input videos are listed in Table 1. The resolution of
these typical videos ranges from 176x144 to 1920x1080.

Table 1 Video Sequences

Name Resolution
Foreman 176x144
Mobile 352x288

Ducks_fly 1280x720
Ducks_fly 1920x1080

—=— VP8
——x264

55
- theora

PSNR

0 250 500 750 1000 1250 1500 1750 2000 2250
Bitrate (kbps)

Fig. 3 PSNR analysis

Fig. 3 depicts PSNR of codecs and solid line represents 176x144 300 frames
video while dotted line represents 352x288. All of X264, VP8 and XVID perform
well with small differences in Fig. 3. Theora exhibits a lower encoding quality and
this penalty rises along with the increase of resolution. X264 performs the best on
both encoding quality and compression rate. When the resolution of video se-
quence is larger than 352x288, performance of X264, XVID and VP8 tends to get
closer. This trend remains when the video resolution rises to 1920x1080. The cod-
ing efficiency of X264 and XVID are also superior [12]. Therefore, we choose
X264, XVID and VP8 to build up VC-Bench. We exclude Theora due to its low
coding quality; we use it only for PSNR comparison purpose.
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3.1.1 X264

X264 is a free software library for encoding video streams into the H.264/MPEG-
4 AVC format [9]. X264 implements a number of technologies to enhance coding
quality and efficiency. The newest version of X264 implements Psychovisual
Rate—distortion optimization which investigates the relationship between physical
stimuli and sensations. It also uses Macroblock-tree rate control to adjust the qual-
