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Preface

Since its origination in the mid-twentieth century, the area of Artificial Intelligence
(AI) has undergone a number of developments. While the early interest in AI was
mainly triggered by the desire to develop artifacts that show the same intelligent
behavior as humans, nowadays the field has become more mature, and researchers
have realized that research in AI involves a multitude of separate challenges, besides
the traditional goal to replicate human intelligence. In particular, recent history has
pointed out that a variety of intelligent computational techniques, part of which are
inspired by human intelligence, may be successfully applied to solve all kinds of
practical problems. Examples of such intelligent techniques include machine learn-
ing, agent technology, and knowledge representation, and examples of application
domains include medicine, economics, and incident management, among many oth-
ers. This sub-area of AI, which has its main emphasis on applications of intelli-
gent systems to solve real-life problems, is currently known under the term Applied
Intelligence.

The objective of the International Conference on Industrial, Engineering & Other
Applications of Applied Intelligent Systems (IEA/AIE) is to promote and dissemi-
nate recent research developments in Applied Intelligence. Held yearly, the confer-
ence brings together scientists, engineers and practitioners, who work on designing
and developing applications that use intelligent techniques and apply them to a va-
riety of application domains. The current book, which is published in the Studies
in Computational Intelligence series by Springer-Verlag, contains short papers au-
thored by participants of the 26th edition of IEA/AIE, which was held in June 2013
in Amsterdam, the Netherlands. This conference was organized by VU University
Amsterdam in collaboration with Delft University of Technology and Texas State
University-San Marcos, and was sponsored by the International Society of Applied
Intelligence (ISAI), Almende B.V., the Benelux Association for Artificial Intelli-
gence, and the Municipality of Amsterdam.

This book discusses contemporary challenges as well as solutions regarding to
a variety of aspects related to Applied Intelligence. It is comprised of 30 chapters,
which are distributed over 11 parts. The material of each chapter is self-contained
and was reviewed by at least two anonymous referees, to assure a high quality.



VI Preface

Readers can select any individual chapter based on their research interests without
the need of reading other chapters. We are confident that this book provides useful
reference values to researchers and students in the field of Applied Intelligence,
enabling them to find opportunities and recognize challenges in the field.

We would like to thank Springer Verlag, and in particular Prof. Janusz Kacprzyk,
the editor-in-chief of the Studies in Computational Intelligence series, for providing
us the opportunity to publish this volume. Moreover, we thank the senior editor,
Dr. Thomas Ditzinger, and the editorial assistant, Holger Schäpe, for their efforts
in preparing and publishing this book. We also greatly thank all organizing and
program committee members for their hard work in assuring the high quality of this
book. And last, but not least, we cordially thank all the authors who made important
contributions to the conference and the book. Without their efforts, this book could
not have been published.

April 2013 Moonis Ali
Tibor Bosse

Koen V. Hindriks
Mark Hoogendoorn
Catholijn M. Jonker

Jan Treur
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Part VIII: Problem Solving

Application of the Swarm Intelligence Algorithm for Investigating the
Inverse Continuous Casting Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
Edyta Hetmaniok, Damian Słota, Adam Zielonka

Estimating Mental States of a Depressed Person with Bayesian
Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
Michel C.A. Klein, Gabriele Modena

Multi-objective Optimization Algorithms for Microchannel Heat Sink
Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
Ahmed Mohammed Adham, Normah Mohd-Ghazali, Robiah Ahmad

Solution of the Inverse Stefan Problem by Applying the Procedure
Based on the Modified Harmony Search Algorithm . . . . . . . . . . . . . . . . . . 175
Edyta Hetmaniok, Damian Słota, Adam Zielonka, Roman Wituła

Part IX: Robotics

Cascade Safe Formation Control for a Fleet of Underactuated Surface
Vessels Using the DCOP Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
Alejandro Rozenfeld, Jawhar Ghommam, Rodrigo Picos,
Gerardo Acosta

UMH’s Navigation in Unknown Environment Based on Pre-planning
Guided Fuzzy Reactive Controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
Xuzhi Chen, Zhijun Meng, Wei He, Kaipeng Wang

Part X: Special Session on Decision Support
for Safety-Related Systems

Developing Context-Free Grammars for Equation Discovery:
An Application in Earthquake Engineering . . . . . . . . . . . . . . . . . . . . . . . . . 197
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Modelling Space Perception in Urban Planning: 
A Cognitive AI-Based Approach 

Dino Borri and Domenico Camarda* 

Abstract. The study deals with cooperative space conceptualization by humans 
according to the AI-based cognitive approach and the urban-planning approach of 
architects and planners. It carries out the diagnosis and the control of example 
spaces in known urban environments. The paper is oriented toward suggesting 
system architectures to let spatial agents add structuring degrees to navigated ur-
ban spaces and challenge relevant disorientation conditions. 

The methodology draws on ontology-based text-mining analysis and statistical 
interpretation applied to university-class questionnaire surveys, exploring beha-
viours in human interaction with a space. After an introduction, a case-based dis-
cussion of the cooperative conceptualization and representation of space is carried 
out. The third section shows the ontological results of the case-study, with general 
results and follow-up discussed in the concluding section. 

Keywords: Decision support, Spatial cognition, Environmental planning, Space 
ontology, Multi agent systems. 

1 Research Background 

This research explores human agents’ approaches to conceptualize and represent a 
spatial environment during their ‘navigation’ to reach a spatial objective [1][2]. 

The problem of orienting and moving in navigation is common in cognitive 
sciences [3]. Yet, the present work addresses the problem of the role played by 

                                                           
Dino Borri ⋅ Domenico Camarda 
Technical University of Bari, Italy  
e-mail: d.camarda@poliba.it 
 
*  The present study has been carried out by the authors as a joint research work. Nonethe-

less, section 1 has been written by D. Borri, sections 2,3,4 have been written by D. 
Camarda.. 
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diverse space components to support the navigation. A focus is on ‘structural’ or 
‘substantial' components, as opposed to apparently ‘ornamental’ components. An 
intriguing logical argument about fundamental vs. secondary components in hu-
man agents’ perception of reality comes out in literature, frequently fostering (par-
ticularly in robotics), but also opposing an alleged differentiation between struc-
tured or unstructured space navigation [4]. 

In structured spaces, robotics consider movements and learning easier and more 
cognitively recognizable than in unstructured spaces. This is different when deal-
ing with human agents. A structured space for a human agent may be represented 
by an indoor space –such as, e.g., a hospital aisle- that is geometrically simple and 
empty and, in fact, easy to be navigated with low concentration. Conversely, an 
outdoor space –e.g., a plaza-, where a human agent moves randomly, in crowded 
and hardly recognizable geometries, can represent an unstructured space [5].  

In particular, we aim at investigating on a potential distinction between ‘struc-
ture’ and ‘ornament’, in individual and multi-agent perspective in human space 
perception. The situation is even slightly more complex here than an indoor struc-
tured corridor investigated in a previous experimentation [6]. 

In this framework, the paper carries out the diagnosis and the control of exam-
ple spaces in known urban environments, with a decision-support system approach 
for spatial agents’ navigation. The methodology draws on ontology-based text-
mining analysis and statistical interpretation applied to university-class question-
naire-based surveys, exploring behaviours in human interaction with a space. 

2 Spatial Features of a Navigated Environment 

In a previous case-study, the navigated space-environment was an indoor univer-
sity corridor, where students looked for a professor’s office [6]. Now, the com-
plexity is raised by a more random and numerous presence of interfering agents in 
a less mono-dimensional geometry. The questionnaire is shown in figure 1 [7]. 

A hundred students of a Town & Country planning course of the Politecnico di 
Bari (Italy) responded to the questionnaire through a university webepage. The 
physical context was a commercial street, i.e., a complex but geometrically struc-
tured urban space. Answer protocols were statistically analysed, looking for primi-
tive space features, namely ’structures’ and ‘ornaments’ [4] and ‘landmarks’ and 
‘beacon’ (respectively on-way signs or distant guiding target for a navigation task) 
[8] Text-mining software was applied to protocols, mainly with a keyword-based 
approach, followed by Principal component analysis (PCA) to reduce variables. 

When analysing questionnaire responses, agents’ actions show a straightfor-
ward target orientation, and a set of elements is common to the two features. PCA 
was carried out on about 40 keywords for each feature group. The analysis found 
out numerous variables: the first 5 ones were selected, as they explained about 
80% of the total variance, in both cases (figure 2) [6]. 
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The most statistically significant features of the lists roughly form mutually ex-
clusive clusters, i.e., architectural (in ornaments) and direction/position (in struc-
tures) elements. They are clearer than in the indoor experiment [6]. 

When analysing protocols for ‘landmark’ or ‘beacon’ features, again 5 aggre-
gate components found by PCA explained approximately 80% of the total vari-
ance [7][8]. However, in this case, sets are only roughly logically distinguishable 
and mutually exclusive. 
 

 

Fig. 1 The questionnaire survey 

 

Fig. 2 PCA on structures and ornaments 

As a whole, the robotics division between structures and ornaments in naviga-
tion tasks seems to be challenged by a more complex and fuzzy situation, some-
how confirming Goodman’s scepticism [4]. This does not necessarily mean that 
spatial features are loosely described, because in real urban contexts they belong 
to coherent ontologies, useful for decision support systems. Also, agents’ percep-
tions are distorted by the fact that an urban street is not a perfect mono-
dimensional space, and transversal navigations and distractions play important 
roles. This induces a low structuring degree that is difficult to be analysed [9]. 
Further, the intersection of statistical results depends on an actual multi-agent, 
rather than single-agent, process where students often strolled around in groups, 
delivering similar survey responses [10]. In this complex condition, the imperfect 
result aggregation achieved is clearly consistent with a cognitive process not com-
pletely understood. 
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3 Ontological Results 

The above discussion confirms that spacescape is hardly identifiable as a single, 
static and a-priori snapshot for a whole community, as popularly believed. It var-
ies among agents and with time, with features that are not always so obvious as 
alleged [11].  

As mentioned, this paper shows the most recent stage of a research carried out in 
different contexts. In the primary set of experimentations carried out in Mediterra-
nean countries [12],  spaces were conceptualized by agents as made up of different 
entities, diverse and multidirectional trajectories with arcs mutually interconnected 
geometrically, as well as functionally and perceptively. As mentioned in logical and 
topological literature [13][14] such space is an ill-structured entity overall, whose 
structuring degree, for representation or navigation aims, strongly depends on a num-
ber of quali-quantitative features. That research tried to single out some of them, 
drawing on group-reasoning-based, multi-agent perceptions and drawing out coop-
erative conceptualizations of space. The present research has allowed a sort of fine-
tuning of some features, decreasing the navigation scale. The space-environment 
analysed is clearly a structured (although not completely) [14] space, especially when 
compared to an urban region. An attempt to integrate overall results ontologically 
was then carried out. The ontology starts from a simple concept tree, where the  
concepts in the two researches are merged into classes and linked by logical  
properties [15]. 

The ontology is written in OWL 2.1, so allowing the processing of human-
generated information through software agents rather than merely by human 
agents. The Space environment ontology can be then suitable to be processed by 
reasoning and query engines, e.g. for decision support (figure 3) [15]. 

Of course, the above ontological description is a simplified conceptualization, 
just aimed at exploring possible models of representation of space perception able 
to couple with such complexity and to preserve embedded pieces of information. 
Therefore, it should be regarded as an explorative, rather than deliberative, system 
approach to spatial knowledge. Fortunately, under a planning or decisionmaking 
perspective, this complex structure of space perception is increasingly considered 
by DSSs as a richer framework to allow more aware decisions. Therefore, DSS 
architectures have started embedding approaches and methodologies, in order to 
grasp such multifaceted representation of spatial perceptions. Integrated attempts 
have been difficult and with mixed results, to date, in that they still fail to provide 
a rich but manageable synthesis to decisionmakers in need of support [16]. 

4 Concluding Remarks 

The present paper deals with the cooperative conceptualization and representation 
of space, aiming at supporting decision and navigation in space environments. As 
a main outcome, investigated space features seem to somehow affect space con-
ceptualization and navigation. 
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The structure/ornament dichotomy emerges rather evidently from the analysis, 
even if some ‘grey areas’ stay between structures and ornaments, characterizing 
the basic fuzziness of the two features. Even the increased degree of uncertainty 
from a quasi-mono-dimensional situation (an indoor corridor) to a quasi-bi-
dimensional situation (an urban street) does not substantially compromise that 
dichotomous clustering of features. 
 

 
Fig. 3 Map of the space-environment ontology (Protégé software, excerpt) 

Also, ornaments do arguably play primary roles in reaching the structure searched 
for (the shop) and enhancing the structuring degree (usability) of the urban street to 
accomplish the task. Admittedly, the degree of structuring space ensured by orna-
ments proves to be weaker in an urban street than in a indoor corridor context,  
because of that weaker mono-dimensionality and stronger space complexity. Yet a 
structuring degree does exist, being produced by the deliberate  intentionality of 
agents during their navigation tasks guided by their target-reaching aim, confirmed by 
their search for features of a facilitated path. This might suggest that intentionality 
seems to actually create structuring degrees. 

However, such agents’ intentionality is fostered by agents’ ability to identify 
and associate spatial characteristics (i.e., to ‘structure’ space) and support their 
navigation in a lowly structured environment [17]. In this perspective, association 
ability may represent an actual creative attitude of agents, rather critical in the 
navigation effort. This is an intriguing argument, able to transpose the traditionally 
physical and geometrical concept of space structuring to a more primitive and 
abstract approach level, perhaps understated by recent mainstream, application-
oriented literature but greatly present in classical speculation [18][19]. 
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In sum, the perceivable but not completely clear characterization of space fea-
tures, as well as the non-negligible importance of creativity connected to space 
structuring efforts in space navigation do represent a challenge for the logical 
argument (particularly in robotics) about fundamental vs. secondary components 
in agents’ perception of space. This should be taken in due consideration when 
modelling space for navigation and –in general- spatial decision support systems, 
particularly within a multi-agent-based approach in which agents are not only 
artificial but also human. 

Under an environmental planning perspective, the involvement of a plurality of 
agents and conceptions about space still remains essential. The knowledge raised 
and exchanged in real group-reasoning processes represents a critical issue to be 
managed in order to draw and attain realistic development scenarios for communi-
ties. The re-composition of the knowledge–action dichotomy in spatial planning, 
long discussed by literature [e.g.: 20], can find a catalytic layout in multi-agent 
DSS, where interactions enhance knowledge-intensive and action-oriented plan-
ning processes. 

In this framework, research aiming at involving and improving spatial cogni-
tion by group reasoning represents a critical effort toward effective management, 
besides its contingent and still partly unresolved difficulties. The research is rather 
explicit in this sense, sketching out multiform spatial perceptions and consequent 
categorizations, in turn involving multiform possibilities for DSS in enhancing 
development scenarios. 

The possibility of singling out logical IF-THEN rules, for example, is an in-
triguing horizon, particularly useful for the drawing out of navigation-support 
layouts for  multi-agent spatial objectives. 

However,  the cognitive interactions of the agents in reflexive-creative tasks, as 
for example depicted in specific planning literature [e.g.: 21], would benefit from 
system architectures based on spatial ontologies. Far from being depressed in nar-
row patterns, professional creativity would in fact focus its creative effort on or-
ganizing originally and effectively spatial concepts and primitives from ontologic 
libraries and database previously collected. In this complexity-intensive context, 
building up a system architecture based on spatial ontologies could have a fair 
motivation in environmental planning. Therefore, it is an interesting perspective 
for future research. 
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Facilitating Player Interaction in a Dynamic 
Storytelling Environment  

Richard Paul, Darryl Charles, Michael McNeill, and David McSherry 

Abstract. Enabling players to interact with stories generated using artificial intel-
ligence planning techniques, and thus exert their own influence on the emergent 
narrative, is an important challenge in the development of interactive computer 
game worlds. We focus in this paper on story planning in a dynamic storytelling 
environment and the problem that arises when plan steps are reduced to primitive 
actions that can be executed in the game world, but lack sufficient context for 
players to understand their purpose from a narrative perspective. We propose a 
solution to this problem in which story plans are represented at two different le-
vels of abstraction, one that allows for meaningful player interaction, and another 
that enables plan steps to be executed in the virtual world. 

1 Introduction 

Increasingly, commercial computer games are being designed to give players 
more control over game narrative by integrating highly emotive, interactive story 
elements into the gameplay. Single-player role-playing games (RPGs) are tradi-
tionally rich in story design, allowing players to explore freely and engage with 
stories that interest them, although variations in story content and structure are 
usually predetermined rather than being dynamic and adaptive. Multiplayer RPGs 
have an additional focus on social interaction but are limited in their ability to 
create engaging stories and player actions may have limited impact on the stories 
that other players experience [1, 2]. 

Enabling the creation of more dynamic and engaging storylines has become a 
major focus of research interest in the Interactive Digital Storytelling (IDS)  
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community. Examples of IDS systems with a particular emphasis on interactive 
drama include Anchorhead [3], PaSSAGE [4], Mimesis [5], and Façade [6]. In 
common with I-Storytelling [7], Opiate [8] and Haunt 2 [9], the emphasis of our 
own recent work on the MIST system [10] is on story planning in dynamic story-
telling environments. Hierarchical task network (HTN) planning [11] plays a key 
role in our approach by enabling the creation of complex, non-linear stories that 
would otherwise not be feasible due to the authorial load demanded by pre-
scripting. As we have shown in previous work, both player and non-player charac-
ter (NPC) actions can also be allowed to have significant impact on an ongoing 
story by combining HTN planning with techniques for repairing an incomplete 
story when plan steps are invalidated by the actions of autonomous characters in 
the game world [10].  

In this paper, we present techniques for enabling players to interact with ongo-
ing stories in MIST, and thus exert their own influence on the emergent narrative. 
In Section 2, we describe how player interaction is facilitated in our approach by 
allowing players to select from alternative plan steps at appropriate points in an 
ongoing story. We also show how the decomposition of plan steps to the level of 
primitive actions can result in a loss of story context that makes it difficult for 
players to understand their purpose from a narrative perspective. In Section 3, we 
describe how this problem is addressed in our approach by a mechanism for dual 
representation of story plans. Our conclusions are presented in Section 4. 

2 Interactive Storytelling in MIST 

Artificial intelligence (AI) planning techniques often play an important role in 
storytelling systems. For example, Mimesis [5] and GADIN [12] use AI planning 
algorithms in which story actions are defined in terms of STRIPS operators [13] 
for achieving a set of goals. In common with I-Storytelling [10], our approach to 
storytelling in MIST is based on HTN planning [11], in which an overall task to be 
performed is given as input rather than a set of goals to be achieved, and planning 
knowledge is represented as a collection of methods for task decomposition rather 
than STRIPS operators. The HTN planner uses the methods provided by the story 
author to break the overall task down into a set of smaller sub-tasks. The sub-tasks 
identified are then further broken down, if necessary, to the level of primitive 
actions that can be executed as plan steps to perform the overall task. 

The Story Manager. The storytelling process is coordinated in MIST by a compo-
nent called the story manager whose role is analogous to that of the dungeon master 
in the traditional tabletop role-playing game Dungeons and Dragons [14]. The story 
manager uses the story planning methods provided by the story author to generate a 
story instance that can be applied in the current world state and initiates the story’s 
execution by assigning story roles to NPCs and player characters in the game world. 
As the story plan is executed in the game world, the story manager assigns tasks to 
NPCs and player characters according to their roles in the story. It also monitors the 
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story’s progress and attempts to repair the story if it detects that one or more steps in 
the story plan have been invalidated as a result of changes in the world state. 

Story Generation. The starting point for story generation in MIST is a story 
headline, which may include variables representing roles to be assigned to game 
characters. Other variables in a story headline, or introduced in the planning 
process, may represent items or locations in the game world. For example, the 
story headline for a theft and recovery story might be: 

I is stolen from V by T and recovered by H 

In this example, a valuable item (I) is stolen from a victim (V) by a thief (T) and 
recovered by a hero (H). Table 1 shows a possible decomposition of the story 
headline. The role of thief (T) might be assigned to a player character called Bob 
and the roles of victim (V) and hero (H) to NPCs called Mary and Sam. Actual 
steps in the example story might then include:  

      Bob takes Magic Ring from Mary         Mary asks Sam to recover Magic Ring 

Player Interaction. The planner’s ability to generate multiple story plans for a 
given world state provides the basis of our approach to facilitating player interac-
tion, which currently assumes that only a single player character is involved in a 
given story. At each point in the story requiring some action to be performed by 
the player, the story manager uses the generated plans to identify all possible ac-
tions that could be performed by the player while enabling the story to continue in 
a way that is consistent with at least one of the generated plans. It then asks the 
player to select a preferred action from these alternative plan steps, and the story 
continues with the action that the player selects. 

Loss of Story Context. A limitation of the above approach to facilitating player 
interaction is that the decomposition of plan steps to primitive actions in the tradi-
tional HTN formalism may result in a loss of story context. It may thus be difficult 
for players to understand the purpose of actions from which they are asked to se-
lect. For example, suppose all the generated plans begin with Bob getting a wea-
pon with which to ambush and rob the victim. There may be several ways for Bob 
to obtain a weapon, such as going to a shop to buy a sword, or going to another 
location (e.g., a cave) to retrieve a hidden weapon. With story plans reduced to 
primitive actions that can be executed in the game world, and Bob initially at Lake 
3, the alternatives available to Bob as his first plan step might include: 

           Bob walks from Lake 3 to Shop 1         Bob walks from Lake 3 to Cave 2 

The problem is that the purpose of these alternative actions may not be clear to the 
player. For example, why should Bob go to Cave 2? In Section 3, we present a 
solution to this problem in which the traditional HTN formalism is extended to 
enable plan steps to be represented at a level of abstraction that preserves the con-
text needed for players to make informed choices between alternative actions in an 
ongoing story. 
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Table 1 Example HTN decomposition of a story headline in which an item (I) is stolen 
from a victim (V) and recovered from the thief (T) by a hero (H)  

Story Headline Initial Story  
Decomposition Story Plan 

I is stolen from V by T and 
recovered by H 

T gets a weapon W T walks from L1 to L2 
T picks up W at L2 

T ambushes V 

T walks from L2 to L3 
T waits for V at L3 
V walks from L4 to L3 
T attacks V with W 

T takes I from V T takes I from V 
T escapes with I T walks from L3 to L5 

V seeks help from H 
V walks from L3 to L6 
V asks H to recover I  

H agrees to help V H agrees to help V 

H recovers I from T  

H walks from L6 to L5 
H takes I from T 
H walks from L5 to L6 
H gives I to V 

3 Dual Representation of Story Plans 

Our proposed solution to the problem highlighted in Section 2 extends the tradi-
tional HTN formalism to enable story authors to create two complementary HTNs 
(HTN-H and HTN-L) that represent plan steps at the higher (H) and lower (L) 
levels needed for players to make informed choices between alternative actions 
and for plan steps to be executed in the game world. In the extended HTN formal-
ism, the story author provides HTN-H methods for decomposing the story head-
line into plan steps that preserve the context necessary for players to understand 
their purpose e.g., 

       T goes to L2 to pick up W 

Where necessary, the author also provides HTN-L methods for decomposing the 
HTN-H plan steps into primitive actions to be executed in the game world e.g., 

      T walks from L1 to L2        T picks up W at L2 

In the storytelling process that we now describe, plan steps generated from HTN-
H, the higher level HTN, are used to narrate story events to the player and also to 
present alternative plan steps to the player at appropriate points in the narrative.   

Interactive Storytelling Process. First the HTN-H methods provided by the story 
author are used to generate all possible stories that can be applied in the current 
world state. A tree representation of the HTN-H plans is then traversed by the 
story manager while interacting with the player at points in the ongoing story 
where a choice of plan steps is available to the player character. Each path from 
the root node to a leaf node in the plan tree represents a complete story plan at the 
higher level of abstraction. If the next story step is one that is performed by the 
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player character, then the story manager presents the alternative actions (i.e., 
HTN-H plan steps) available to the player at this point in the story. The story 
manager then uses the HTN-L methods provided by the author to decompose the 
HTN-H plan step selected by the player to the level of primitive actions that can 
be executed in the game world. When the HTN-L actions for the selected HTN-H 
plan step have been executed, the story continues with the action selected by the 
player now as the current node in the HTN-H plan tree. In the case of a story ac-
tion performed by an NPC, one of the alternative actions (i.e., HTN-H plan steps) 
is selected at random, and any HTN-L methods provided by the author for its de-
composition are applied with no need for player interaction.  

Theft and Recovery Example. For the theft and recovery story discussed in Sec-
tion 2, Fig. 1 shows part of the plan tree that might be created by the story manag-
er from the set of HTN-H plans that can be applied in the current world state. With 
the thief role again assigned to a player character called Bob, the plan steps se-
lected by the player at each stage of the ongoing story are highlighted in bold. 
Possible HTN-L decompositions of the selected plan steps are also shown in the 
figure. With plan steps from which the player is asked to choose represented at the 
higher level of abstraction (HTN-H) in the extended HTN formalism, the player 
should now have no difficulty in understanding their purpose in the context of the 
theft and recovery story. 

 

 

Fig. 1 Example player choices at the beginning of a theft and recovery story 
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4 Conclusions 

We presented an approach to facilitating player interaction with ongoing stories in 
a dynamic storytelling environment (MIST), thus enabling players to exert their 
own influence on the emerging narrative. We also demonstrated the loss of story 
context that may occur when plan steps are decomposed to the level of primitive 
actions, making it difficult for players to understand the purpose of alternative 
plan steps. The dual representation of story plans enabled by our extension of the 
traditional HTN formalism provides a solution to this problem in which the addi-
tional authoring load is compensated by the ability to communicate story content 
to players more effectively.  
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Using Agents for Dynamic Components  
Redeployment and Replication  
in Distributed Systems 

Nadim Obeid and Samih Al-Areqi 

Abstract. Availability is one of the important criteria that affect the usefulness and 
efficiency of a distributed system. It mainly depends on how the components are deployed 
on the available hosts. In this paper, we present a generic agent-based monitor ap-
proach that supports the dynamic component redeployment and replication me-
chanisms which were presented in Avala and E-Avala. Avala and E-Avala were 
proposed to improve availability in large and distributed component-based sys-
tems via redeployment and replication. By reifying the interaction between the 
system and components, agents can detect when it is necessary to change the con-
figuration and whether redeployment or replication is more appropriate. 

Keywords: Distributed Systems, Agents, Availability, Redeployment. 

1 Introduction 

Distributed Systems (DS) have to face the problem of disconnected operations. In 
addition to the fact that the initial deployment architecture may not be very suita-
ble,  it is difficult to predict, at design time, the applications which the DS has to 
deal with. Therefore, finding and maintaining a desirable (e.g. availability) dep-
loyment architecture that satisfies a given set of constraints is a challenging prob-
lem. This is due to the facts that (1) there are many parameters which influence the 
selection of an appropriate deployment architecture  (2) the space of possible  
architectures is large and (3) there may be constant need to change locations of 
components to meet changing requirements. This leads to some problems such as 
availability, dependency management [15]], and dynamic configuration.  Hence, 
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mechanisms such as components replication and redeployment may be necessary 
in order to improve availability and reliability [1, 2, 10, 12, 5].  

In this paper, we present a generic agent-based monitor approach that supports 
the dynamic component redeployment and replication mechanisms which were 
presented in Avala [12] and E-Avala [3]. E-Avala improves on Avala by (1) con-
sidering positive and negative dependencies among components and (2) imple-
menting replication taking into consideration negative dependencies. By reifying 
the interaction between the system and application components, agents can detect 
when it is necessary to change the configuration and whether redeployment or 
replication is more appropriate.   

  In section 2 we discuss Avala and E-Avala. In section 3 we present the agent-
based redeployment approach. In Section 4 we discuss previous approaches to 
replication and redeployment. 

2 Avala and E-Avala 

In this section we give a brief presentation of Avala [6] and E-Avala [2]. Let h1, 
h2, …, hk (1 ≤ k) stands for hosts, MEM(hi) be the memory of hi. C1, …, Cn (1 ≤ n) 
stands for components, MEM(Ci) be the memory of Ci and  FREQ(Ci, Cj) be the 
frequency between components Ci and Cj. The Avala algorithm [6] starts by rank-
ing all hardware nodes and software components as follows: 


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The ranking of software components is performed as follows: 
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Where d denotes contributions of host memory and E contributions of event size 
of interactions between Ci and Cj. 

The next software component to be assigned to h, is the one with the smallest 
memory requirement and which would contribute maximally to the availability 
function if placed on h. The Component Rank (CR) is calculated as follows:  

CR(Ci, h) = D1(Ci, h,n) + D2(Ci, h)  (3) 

where )jMC(,(*
n

1  j
)jMC ,iFREQ(C *d  n) h, ,i(C1D fhREL

=
=   

and  )(
  n)h, ,i(C2D

iCMEM

E
=  

and  MCj is a shorthand for mapped Cj, f(MCj) is a function that determines the 
hosts of mapped components, REL(h, f(MCj) is a function that determines the 
reliability between selected host h, and hosts of mapped components. 

Host Rank (HR) is calculated as follows: 
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where m is number of hosts that are already selected. 
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E-Avala [2] employs the notion Depend(Ci, Cj), not present in Avala, as follows: 



=

Cion  depends Cj if    1-

Cjon  depends Ci if     1
),( jCiCDepend  (5)

Furthermore, E-Avala takes into considration whether or not is a need for data 
consistancy check regarding a Ci as shown below in (6): 
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Let h be the selected host, l is the level of dependency for system configuration,  
determined by the designer, and  nm be number of mapped components (i.e., al-
ready been assigned to selected hosts), E-Avala uses the same equations of Avala 
to calculate the intial ranking and distribution. It improves on Avala by employing 
two additional functions: RCR (resp. Consis-RCR) that compute Replicate Com-
ponent Rank without (resp. with) consideration for data consistency. 

RCR(Ci, h, n, nm) = D3(Ci, h, n) + D1((Ci, h, nm)  (7) 

where 
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Consis-RCR(Ci, h,n,nm) = D3(Ci, h, n)*(1-Consis(Ci ) + D1(Ci, h, nm) (8)

E-Avala makes a comparison between the selected components for  redeployment 
determined by CR (cf. (3)) and those to be replicated determined by RCR (cf. (5)). 
The selected component will be the one with the highest value of CR and RCR 
and that satisfies the constraints of memory, Loc, and Colloc with respect to the 
current host h and components which are already assigned. This process is be 
repeated until h is saturated. The performance of Avala and E-Avala is discussed 
in [2].  

3 Agent-Based Redeployment 

Agents are specialized autonomous problem solving entities that are suitable for 
problem solving in DS [6, 8, 9, 10, 11, 12]. The use of agents enables us (1) to 
keep track of the communication cost, (2) to mange dynamic reconfiguration 
while the system is operational and (3) to choose the better mechanism (e.g., re-
deployment or repplication) to maintain availability at minimal cost.  

Let HR (resp. HT) stands for the host of the requesting component, CR, (resp. 
target component CT). We employ two kinds of Agents: (1) Comp-Agent (CPA), 
which has the required information about its host’s components and has the ability 
to monitor any frequent interactions between a component on its host and compo-
nents on other hosts and (2) Comm-Agent (CMA), which manages the communi-
cations with the other Host’s CMAs. Let Cor(CR, CT) stand for the cost of request 
between CR and CT.  When Cor(CR, CT) becomes high (e.g., above a certain thre-
shold), CPA  of HT will negotiate  with  the  CPA  of HR (through CMAs  of HT 
and HR) in order to agree on one of the following options :  (1) redeploying CR in 
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HT, (2) redeploying CT in HR,  (3) replicating CR in HT, (4) replicating CT in HR or 
(5) no change. Assuming HR ≠ HT,  Cor(CR, CT) can be defined as follows: 

Cor(CR, CT) = freq(CR, CT)*eventsize(CR, CT)/reliable(HR, HT )  (9)

where freq(CR, CT) represents the frequency of interaction between CR and CT,  
eventsize(CR, CT) denotes  the size of interactions between CR and CT,  relia-
ble(HR, HT ) is the reliability between HR and HT. Fig. 1 and Fig. 2 show the agents 
and negotiations algorithms.  

 

  

Fig. 1 Agent Algorithm Fig. 2 Agent Negotiation 

We have made some improvement on the DeSi simulator [6] in order to simu-
late interactions between any two components on different hosts. We generate a 
deployment architecture that consists of 10 components, 3 hosts with their soft-
ware agents and with availability=.8122 distributed  as follows:  

Host0 = {0,4,7}, Host1 ={2,6,3,8} and Host3 = {0,5,1,9} 

the input value are as in Table 1. 

Table 1 Input Values 

Input Parameter                          Value       Input Parameter               Value 
Number of Component  10   Min host reliability   0 
No. of hosts   3          Max host reliability   1 
Min comp memory (in KB)    2           Min comp event size (in KB)         .01 
Max comp memory (in KB)  8          Max comp event size (in KB)         10 
Min host memory (in KB)  15        Min host bandwidth (in KB/S)  30 
Max host memory (in KB)   30        Max host bandwidth (in KB/S) 100 
Min comp frequency (in events/s)  0          Level of dependency  3 
Max comp frequency (in events/s) 10 
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Let Ci
R where 0 ≤ i ≤ 9 and   Cj

T where 0 ≤ j ≤ 9 be two operating components 
and let Rep(i) (resp. Red(i)) denote replicating Ci

R  (resp. redploying) on host of 
Cj

T. To test the viability of the algorithms, we execute several scenarios.  
The values, as  generated by the simulator (of  an E-deployment architecture),  

which effect the agents' negotiation results, are shown below: frequency values 
between components and their memory size in Fig. 3, dependency values in Fig. 4 
and reliability values between hosts and their memory size in Table 2.  

We now  consider two Scenarios. In the first,  C4 makes requests frequently to 
C6 (cf.Table 3). The result (cf. Fig. 5) is to replicate C4 as there are many compo-
nents dependent on it, and it provides better availability. We could not  replicate 
C6 because there is a need for data consistency and it depends on two components 
in its host. In the second, C3 makes frequents requests to C9 (Table 4). The result 
(cf. Fig. 6) is that either mechanism is possible. Redeploying C3 will improve 
availability because it has more interaction and both positive and negation depen-
dency relations with components in the host of C9. 

 

 

Fig. 3 Components Frequency Fig. 4 Component Dependency  

Table 2 Host Reliablity/Memory Table 3 Component properties 

Host No.        0 1     2        Comp. properties    Comp (4)  Comp (6) 
0       1      .49  .38                       Comp. memory size       7,6kb                      3,8 

1      .49      1   .94  Free host size                 4,5 kb                   12.5 kb 
     3      .38      .94   1   Positive dependency         0,3                 0,2,3 

Host MEM   21        27   22  Data Consistency               0                             1 

  

 

Fig. 5 Senario 1 Results Fig. 6 Senario 2 Results   
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Table 4 Scenario 1 Component properties 

Component Properties  Component (3)  Component (9) 
Component memory size         4.8 kb            6.8 
Free Host size          4.5kb           12.5kb 
Positive dependency        0,1,2         4,5,8 
Negative dependency         4,6,8,9 
Data consistency                0               0   

4 Previous Work and Concluding Remark 

Several approaches that support the replication of components in DSs have been 
proposed. However, only a few address redeployment. In [4], Dock is proposed. It 
employs mobile agents to perform deployment tasks among hosts. It differs from 
our approach in that it is more concerned with the practical issues of implementing 
deployment rather than extracting parameters and evaluating deployment architec-
tures. In [5], a constraint-based deployment approach is presented. It addresses the 
deployment of hierarchical components on heterogeneous dynamic networks.  In 
[3], MARP employs mobile agents to coordinate the updates made to replications 
maintained at different servers to ensure consistency.  

In this paper, we present a generic agent-based monitor approach that supports 
the dynamic component redeployment and replication mechanisms which were 
presented in Avala [6] and improved in E-Avala [2]. Some of the issues that need 
to be addressed include: (1) dealing with functional consistency among compo-
nents, (2) expanding the solution to include additional parameters such as compo-
nents structure representation. 
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Prototyping and Evaluation of a Wireless Sensor
Network That Aims Easy Installation

Takanobu Otsuka, Tatsunosuke Tsuboi, and Takayuki Ito

Abstract. The number of senior citizens living alone are increasing in Japan. Ac-
cordingly, the budget for social security is increasing. The percentage of burden for
social security budgets reached 69.5% only for senior citizens recently, and will
increase more and more. These budgets are consumed in mainly in the larger hos-
pitals. Thus, recently ”in-house” health care for senior citizens is gathering much
attention in Japan. Various ”home-care” products are increasingly developed and
implemented to care the health of the senior citizens. However, these products are
usually expensive and their self installation is very difficult. In this research, we
developed a wireless sensor network system that realizes easy installation and easy
operation. Our preliminary experiments demonstrate that our system can surely find
some anomaly sensing information without any difficult installation procedures.

1 Introduction

The number of senior citizens living alone are increasing in Japan. Accordingly,
social security budget is increasing. Even though Japans total population has be-
come stagnant, in 2010 the percentage of senior citizens reached 23.1% and is still
increasing. The percentage of burden for social security budgets reached 69.5% by
senior citizens. The Japanese government realized that this is a really important bud-
get problem and must need to be tried to be solved. The Japanese government got
the medical institutions to decrease the number of beds for senior citizens because
of mainly the budget, and switch the policy toward to home health care. Because of
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the above situation, the importance of home health care is increasing drastically in
Japan. Various home care products are developed to provide home health care for
senior citizens. The following are the examples of them.

• The alert system that monitors for abnormally wanders by senior citizens
• Life safety alarm system to monitors for an old person living alone
• Emergency call and reporting systems for unusual status
• Emergency telephone calling system for unusual status

However, these products are usually expensive and their installation is difficult. Our
research aims to develop a system for easy operation and easy installation. Because
we conducted a cooperative research with the Niihama medical Coop as a prelim-
inary test in Japan. In this research, we could identify the problem in which sys-
tem developer needs to know in the real world. We conducted a research with the
cooperation of the Niihama Medical Co-op in Japan. Niihama Medial Co-op was
consistently operates a large clinic, a group home, a day care, and a day service.
It is a few medical institutions in Japan which gives home health care and medi-
cal care throughout. Generally medial institutions are divided medical services and
home health care services. Therefore the burden on user is big the Niihama Med-
ical Co-op. was integrating medical and home health care services. The Japanese
government got the medical institutions to decrease the number of beds for senior
citizens because of mainly the budget, and switch the policy toward to home health
care. In this research we aim to realize an easy-install and easy-operation sensor
modules for both of the care-provider sides and senior people.

The rest of our paper is organized as follows. Section 2 introduces previous stud-
ies and the position of our research. Section 3 presents our prototype system and the
configuration of our test demonstration. Finally, Section 4 summarizes our paper
and provides future work.

2 Related Works

2.1 General Product Features

The system [1] can simply notify 2 times per day for the senior citizen when they
drink a cup of tea. The systems [2]can analyze the behavior patterns using the mo-
tion sensors and send some emergency reports.[6][7] The systems [4]have been de-
veloped with RFIDs and sensors for analyzing the behavior patterns in order to send
the notifications of abnormal events as a whistle-blower system. The systems[3]have
the wearable sensors that can monitor temperature by the thermometers. The sys-
tem [5]can detect abnormal behavior by using a video camera. The following are
the problems on the above related works.

• Generally they are expensive products for installation.
• They require the separated communication cables.
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• Video cameras will invate privacy too much.
• Werable sensors increase the mental burden of users
• They require huge computational power to process the videos
• Their main purposes are to altert rathern to wantch/see.
• Their visibility of the activity logs is not sophisticated.

3 Development and Test Demonstration of WSNs

3.1 Feature of Zigbee

We selected the most suitable transmission standards because it should be wireless.
The most unique point of Zigbee is that itfs ultra-low power consumption and it

can built easily for a mesh type network[8][9]. Specifically, Zigbee-based modules
work 6 monthes with only the battery type CR2032. When a communication com-
mand is taken out from the unit A to the unit B, it can select a single route from A to
B. You can select any route for data coomunication in the mesh network of Zigbee.

The second unique point is the mesh network of Zigbee. Installed Zigbee has
a repeater function, so that you can operate as a repeater by setting Zigbee in the
middle point in the case of short of communication distance. It is the optimal as
a sensor network because you can use these features without special installation.
Moreover some Zigbee have a program area alone, you can mount the sensor which
easy calculation is attached although rich calculation canft be performed.

3.2 The System Outline

We have developed a sensor network that can be installed easily by anyone. While
users can begin to operate by simply putting unit, the sensing result can be viewed
on the webpage. This section describes the developed system. An overview of the
system is shown in Figure1.

Fig. 1 System outline
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Sensed data by the sensor units transmits to the server. The server can display the
sensed data in a web page almost realtimely. We developed the sensor unit is running
by an internal battery. This is because any power supply cable is not required.

3.3 Experimental Setting

By installing the sensor units for two of our rooms, we have collected the sensed
data for performing anomaly detection by sensing the actual data. The sensor unit
has been placed in accordance with the flow line of the students.

While Figure 2 shows the room-A layout, Figure 3 shows the room-B layout.
Room-A is divided into two main areas, illustrated the flow line to the path to-

ward the entrance of their desk. Sensors are arranged at right angles to the flow
line thereof, because it is about 5m, the entire laboratory sensingis possible. For
simplicity, room A is similar to that of a relatively businesses and households.

Fig. 2 Room-A layout diagram of the sensor
unit

e

b

a

c

Meeting Desk

Desk A

Desk B

Desk C

Rest Area

Monitor

Desk D

Fig. 3 Room-B layout diagram of the sensor
unit

Room-B is a meeting room space in which, there is a desk that is arranged at the
center, and the other tables surround it. We assume room-B is a conference room or
a free space.

We collected the following data:

• Data collection periodF2012/07/01-2012/08/22
• Number of data collection of room AF242,053
• Number of data collection of room BF177,623

Our outlier detection is performed by clustering the collected data. We divided into
four clusters by the k-means method. While the vertical axis as the time, the hori-
zontal axis are date. A data that deviates from clusters can be seen as a anomaly.
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3.4 Experimental Result

Experimantal results for room-A and room-B are shown in Figure 4 and Figure 5,
respectively. Because there are a lot of people in the room-A compared to room B,
while the result on room-A looks more continuous, the result of room-B is more
intermittent but looks continuous as well. From both figures, many sequential reac-
tions of sensor e, sensor b and sensor c can be seen in the results because they were
installed in a doorway where many people were passing.

In the Figure 4 and Figure 5, some anomaly data can be seen. These anomaly
data are actually reactions caused by a heat source by the sunlight. However, what
we can confirm is our sensor system can show some anomaly data in the graphs. In
the real usecase, analyist can interpret these anomaly data based on the domain.

Sensor e

Sensor c

Sensor b

Sensor a

Time

Day

Anomaly.

Anomaly.

Fig. 4 Clustering result of room A

Sensor e

Sensor c

Sensor b

Sensor a
Time

Day
Anomaly. Anomaly.

Unusual data.

Fig. 5 Clustering result of room B

4 Summary

Recentry, a lot of services that can monitor senior people or detect intruders have
been focused very much. But the usual systems are expensive and we need expert
knowledge to install them. In this study, we have developed a sensor network that is
low cost and easy to installation. In addition, the system also performs the anomaly
detection method by clustering. We conducted the experiments with 2 real typical
rooms. Then, we showed that our system can classify correctly the normal sensed
data and abnormal sensed data. The abnormal sensed data, in this experiment, was
a kind of the noise[10]. But it could be an intruder or some other happening. As
future works, realization of anomaly detection using bayesian network, it is possible
to aims easy installation.
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Winner Determination in Combinatorial 
Reverse Auctions 

Shubhashis Kumar Shil, Malek Mouhoub, and Samira Sadaoui 

Abstract. Since commercially efficient, combinatorial auctions are getting more 
interest than traditional auctions. However, winner determination problem is still 
one of the main challenges of combinatorial auctions. In this paper, we propose a 
new method based on genetic algorithms to address two important issues in the 
context of combinatorial reverse auctions: determining the winner(s) in a reasona-
ble processing time and reducing the procurement cost.  Indeed, not much work 
has been done using genetic algorithms to determine the winner(s) specifically for 
combinatorial reverse auctions.  To evaluate the performance of our method, we 
conducted several experiments comparing our proposed method with another me-
thod related to determining winner(s) in combinatorial reverse auctions. The expe-
riment results clearly demonstrate the superiority of our method in terms of 
processing time and procurement cost. 

1 Introduction 

An auction is a market scenario in which bidders compete for item(s). In tradition-
al auctions, an individual item is auctioned separately, which leads to an ineffi-
cient allocation and processing time [7, 10]. Combinatorial auctions have been 
proposed to improve the efficiency of bid allocation by allowing bidders to bid on 
multiple items [7, 10]. These auctions provide a combinatorial allocation that mi-
nimizes the procurement cost and running time [5, 7, 10]. They have been used in 
various real-world situations [1] such as resource allocation with real-time con-
straints [10], sensor management [9, 11], supply chain management [12] and  
computer grids [2]. A combinatorial auction problem is actually a winner determi-
nation problem [4]. Winner determination is still one of the main challenges of 
combinatorial auctions [10]. Indeed, determining the winner(s) in combinatorial 
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Department of Computer Science, University of Regina, Regina, SK, Canada 
e-mail: {shil200s,mouhoubm,sadaouis}@uregina.ca 



36 S.K. Shil, M. Mouhoub, and S. Sadaoui 

 

auctions is a complex problem and it has been shown to be NP-complete [5, 7]. 
However, applying combinatorial auctions to procurement scenario [13] is cost–
saving [7]. Many algorithms have been developed to solve combinatorial auction 
problems, e.g. Hsieh and Tsai presented a Langrangian heuristic method [7], and 
Sitarz introduced Ant algorithms and simulated annealing [7].  Furthermore, many 
research works have been carried out to figure out the efficient way to solve win-
ner determination in combinatorial auctions. Most of the proposed algorithms  
restrict the bundles on which bids can be submitted in order to solve the problem 
optimally but these restrictions introduce economic inefficiencies [7]. Some algo-
rithms find optimal solutions but are very slow; others avoid restrictions but allow 
bidding on a small number of items [7].   We are interested in combinatorial re-
verse auctions in which we consider the procurement of a single unit of  
multi-items. In our auction, there is one buyer and several sellers who compete 
according to the buyer’s requirements. First the buyer announces his demand  
(multiple items) in the auction system. Then the interested sellers register for that 
auction and bid on a combination of items. Genetic Algorithms (GAs) are success-
ful to solve many combinatorial optimization problems [7]. GAs are powerful 
search techniques consisting of selection, crossover and mutation methods [3]. 
Sometimes simple crossover and mutation operators produce inappropriate chro-
mosomes. To avoid this problem, special or modified crossover and mutation  
operators are defined [1]. GAs can terminate anytime as required and the current 
best chromosome can be the best solution. Nevertheless, not much work has been 
done by using GAs to solve winner determination problem in the context of com-
binatorial reverse auctions.  To the best of our knowledge, only one research paper 
[7] employed GAs to tackle this problem. However, the method proposed in [7] 
needs comparatively many generations and a considerable amount of time to pro-
duce good solutions.  In this paper, our research goal is twofold:  (1) solve the 
winner determination problem in combinatorial reverse auctions in a reasonable 
processing time, and (2) reduce the procurement cost with fewer generations.  For 
this purpose, we define a new GA-based method that uses two repairing tech-
niques to repair infeasible chromosomes as well as a modified two-point crossover 
operator that is capable of distributing the solutions and preventing a premature 
convergence.  Furthermore, we conduct several experiments by comparing our 
proposed method with the one defined in [7]. The experimental results clearly 
demonstrate the superiority of our method in terms of processing time and pro-
curement cost. 

2 Proposed GA-Based Method 

In Fig. 1, we define our GA-based method that we name GACRA (Genetic Algo-
rithms for Combinatorial Reverse Auctions). Assume there are m items and n 
sellers. So the number of bid items combination is 2m-1 and we use m×n bits to 
represent each chromosome. In case of m=2 and n=3, a chromosome represented 
by 100100 means that seller 1 bids for only item A (first two bits 10), seller 2 bids 
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for only item B (next two bits 01) and seller 3 bids for no items (last two bits 00). 
To generate bid prices, we consider random values between 200 and 500 for each 
item for each seller. In Step 2, the initial chromosomes are generated randomly. 
To avoid redundancy, the RemoveRedundancy function ensures exactly one selec-
tion of a particular item from all sellers in each chromosome. To avoid emptiness, 
the RemoveEmptiness function guarantees at least one selection of every item in 
each chromosome. So, we repair infeasible chromosomes using these two func-
tions. Our RemoveRedundancy function works with the following steps. 

1. For each chromosome, selects bits for each seller. 
2. Tests bits for one seller to verify if item(s) are selected and stores this  

information. 
3. Continue testing bits of next sellers; if item(s) are already selected by the pre-

vious seller then converts the current bit value to 0. 

Our RemoveEmptiness function works with the following steps. 

1. For each chromosome, selects bits for each seller. 
2. Tests bits for all sellers and stores the information of the non- selected item(s). 
3. Continue converting bit value to 1 until all item(s) are selected. 

 

 

Fig. 1 Pseudo code of GACRA 
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In step 4, fitness value of chromosome is generated. We propose the following 
fitness function to calculate the fitness value of every chromosome. Since the 
motivation of this research work is to minimize the procurement cost for the buy-
er, our fitness function for Chromosome Xi is defined as follows. 
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where )(Cbs represents a bid for the item combination C  submitted from the ths sel-

ler; )(Cxs  is 1 when the item combination C  is selected for the ths  seller and 0 
otherwise. 

We use gambling-wheel disk selection method [4] to select chromosomes for 
cross-over operation. In step 7, the crossover operation is performed. A child 
chromosome takes two portions from one parent and one portion from another 
parent in two-point crossover. In our modified two-point crossover operation, the 
basic idea is same but the direction of taking portions from parents is different. 
The first child takes portions in forward direction but the second child takes it in 
reverse order. It creates positive effect to increase diversity in the solution spaces 
to allow all bidders to get more chances to be selected. In some cases, after remov-
ing redundancy and emptiness, some bidders get deprived but this modification of 
crossover gives them a chance again. This will prevent the procedure to converge 
prematurely. Then, the procedure will move to mutation operation as indicated in 
our algorithm. In step 9, RemoveRedundancy and RemoveEmptiness functions 
remove redundancy and emptiness respectively. In step 11, the procedure selects 
the better chromosomes among the initial and new chromosomes of the generation 
based on fitness values. Since genetic algorithm is called anytime algorithm, our 
procedure can be stopped anytime and it produces the best solution. The entire 
process is repeated until the termination condition is fulfilled, which is here the 
number of generations. In step 12, the procedure returns the winner(s). The solu-
tion is not improving in all generations but in our procedure we always preserve 
the current winner. So there is no chance to produce worse solution than the  
previous generation. 

3 Experiment 

We have conducted several experiments to determine the winner in combinatorial 
reverse auctions by using our method GACRA. We also compare GACRA with 
the technique presented in [7] that we call CRA (Combinatorial Reverse Auc-
tions). We have implemented GACRA as well as CRA as described in [7] in Java. 
These two methods are both executed on an AMD Athlon (tm) 64 X2 Dual Core 
Processor 4400+ with 3.43 GB of RAM and 2.30 GHz of processor speed. We 
have used the following parameters and settings for the experiments: Chromosome 
Encoding: Binary String; Selection: Gambling-Wheel Disk; Crossover: Modified 
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Two-point; Crossover Rate: 0.6; Mutation Rate: 0.01 and Termination Condition: 
Generation Number. 

In the first experiment, we measure the required time of our proposed method 
and compare it with CRA. In Fig. 2, we show the required time (in milliseconds) 
versus the number of generations for both GACRA and CRA. This is the average 
required time of 20 runs. From the comparison we can see that our proposed me-
thod needs less processing time. This happens because of two reasons: (1) we 
represent the chromosome with less number of bits, and (2) we keep the calcula-
tion of fitness value simple. 

We have also done some comparative experiments on the procurement cost and 
report the results in Fig. 2. Since our procedure always maintains feasible solu-
tions and never accepts redundant bid item, it is able to produce good solutions 
from the very first generations. Moreover, it keeps producing better solutions in 
consecutive generations. 

 

 

Fig. 2 Left figure - required time (in milliseconds) vs number of generation; right figure – 
bid price vs number of generation 

In addition, we assess the processing time for GACRA by varying the number 
of sellers and keeping the number of items fixed to 2, 4, 6 and 8. Finally we assess 
the processing time for GACRA by varying the number of items and keeping the 
number of sellers fixed to 20, 40, 60 and 80. As the number of bits required to 
represent the chromosomes of our algorithm directly depends on both the number 
of items and the number of sellers, so with increasing any of these, the required 
running time also increases. Due to using less number of bits to represent chromo-
some, required running time of GACRA is less than that of CRA. In CRA fitness 
function tries to mitigate the effect of allowing redundancy but in GACRA fitness 
function is simple and has no additional task. In CRA repair function only re-
moves emptiness but in GACRA RemoveRedundancy, RemoveEmptiness func-
tions and Modified two-point crossover operator remove redundancy, emptiness 
and early convergence respectively. Due to not allowing redundancy, GACRA is 
able to minimize procurement costs from very early generations. 
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4 Conclusion and Future Work 

Motivated to save significant time and reduce the procurement cost, this paper 
solves the problem of winner determination in combinatorial reverse auctions. 
With the help of the two repairing method, the modified two-point crossover and a 
careful selection of operator of GAs, it is notable that our method can produce 
optimal solutions in a reduced processing time. As it is obvious that parallel GAs 
are capable of providing the solution more efficiently [6, 8], the future target of 
this research is to determine the winner by using the most efficient methods of 
parallel GAs. Another future direction is to determine the winner(s) according to 
multiple attributes of items. 
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Virus Transmission Genetic Algorithm 

Weixin Ling and Walter D. Potter 

Abstract. In this paper we propose a novel Virus Transmission Genetic Algo-
rithm, which is inspired by the evolution of immune defense and the infection 
transmission model. Containing one virus population and one host population, the 
VTGA simulates biological infections by using new operators such as virus infec-
tion and virus spread. To study the effectiveness, we apply the algorithm to sever-
al function optimization problems, several travelling salesman problems and a 
forest planning problem. Results of the experiments show that the VTGA per-
forms well at searching for optimal solutions and preserving diversity of  
population. 

Keywords: Virus Transmission Genetic Algorithm, Function Optimization, Tra-
velling Salesman Problem, Forest Planning Problem. 

1 Introduction 

Premature convergence is a well-known problem of the Genetic Algorithm [1] [2] 
[3]. One solution is storing patterns during a search. Hence, diversity won’t be 
eliminated when the algorithm converges. The Virus-Evolutionary Genetic Algo-
rithm [4] [5] is an algorithm implementing this method. The VEGA has a virus 
population and a host population. The virus population is for saving effective pat-
terns. When a new generation of hosts is created, these effective patterns offer 
information to make the new hosts better than their parents. Reasonable as it 
sounds, there are problems with the VEGA. The first one is that every virus 
represents a continuous chromosome region, not a complete solution. If the effec-
tive patterns don’t exist as continuous regions, then the viruses can’t offer much 
help. The second problem is how to determine the fitness of the viruses. Since the 
virus population has a limited size. Hence, only the most effective patterns will be 
stored and we need to evaluate patterns to decide which ones will stay. In the 
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VEGA, the fitness value of a virus measures how much the virus improves the 
hosts infected by it. So, the evaluation of a virus involves many evaluations of the 
hosts related to the virus, which could be computationally expensive for some 
complex problems. 

Consequently, considering the reasonableness of storing patterns and the prob-
lems of the VEGA, we propose a new algorithm called the Virus Transmission 
Genetic Algorithm. The VTGA uses two populations as well, one virus population 
and one host population. However, they work differently. The virus population is 
used for search and the host population is used for storing good schemes. In the 
VTGA, we simulate the evolution of viruses inside their hosts. Therefore, we have 
crossover and mutation working similarly to that of the simple GA. To mimic the 
behaviors of viruses, we implement infection, spread and recovery operators fol-
lowing the Susceptible-Infectious-Recovered (SIR) model in epidemiology [6].  

In the VTGA, we involve discussion about the biological immune system. 
However, the VTGA is an algorithm very different from the well-known Artificial 
Immune System (AIS), which abstracts the structure and function of the natural 
immune system through pattern recognition techniques [7]. 

In the remainder of the paper, we provide a description of the VTGA. Then we 
examine the efficiency of our algorithm by using it to solve some function optimi-
zation problems, some travelling salesman problems and a 73-stand forest plan-
ning problem. Finally, we discuss the features of the algorithm and future work. 

2 Virus Transmission Genetic Algorithm 

To model the evolution of immune defenses against infectious diseases, one host 
population and one virus population are defined in the VTGA. Although named 
differently, host individuals and virus individuals both represent a complete solu-
tion. The VTGA initializes hosts and viruses by assigning random solutions to 
them, which are evaluated by the same objective function. The host population is 
mainly used for recording good solutions found during computation. No operation 
is defined for the host population and there is no interaction among hosts. Virus 
individuals, on the other hand, perform many operations, the outline of which is 
this: There are attacks from virus individuals to hosts. Weak hosts are killed by 
viruses and replaced by stronger hosts. As a result the overall fitness of the host 
population is gradually improved. To simulate this process, we need to implement 
virus infection, virus evolution (crossover and mutation) and virus spread. 

For infection, a virus selects a weak host adopts information from the host. We 
use a tournament selection to randomly pick up a few candidate hosts. The candi-
date host with the worst fitness value will be selected as the target, following the 
fact that people with weak immune systems are likely to get sick. When solving an 
optimization problem, we find that it’s usually harder to improve better solutions 
than worse ones. Hence, with the “selecting the worst scheme”, we improve poor 
solutions first. After selection, the virus will adapt itself to the host. In biology, 
adaptation is a complex process. A virus replicates and mutates to generate lots of 
strains to beat the host’s immune system. But in this study, we simplify this 
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process by copying several genes from the host, which could be seen as a process 
of bringing effective patterns from the host to the virus. The parameter 
INFECTION_RATE is used to determine the percentage of genes being copied. 

After infection, a virus starts developing itself by crossover and mutation inside 
its host. Only viruses infecting the same host could be matched together for cros-
sover, so the viruses infecting the same host form a dynamic subpopulation, which 
is isolated from other subpopulations of other hosts and whose size is changing 
because some of the viruses will leave and infect another host from time to time. 
For this reason, although the size of the whole virus population remains the same, 
the virus subpopulation size inside a host is changing all the time. In this case, it is 
difficult to use traditional crossover operators. Because they usually require parent 
selection and replacement and implementing selection and replacement on dynam-
ic virus subpopulations in different hosts is complicated.  

Considering that, we replace the traditional selection process with enumerating 
every pair of two virus individuals inside the same host and exchanging informa-
tion between them. The crossover process is one-way. The better virus copies 
some random genes to replace the corresponding genes of the worse virus but not 
the other way around. How many positions are copied is controlled by the parame-
ter CROSSOVER_RATE. After the weaker virus is rewritten, the newly generated 
virus will not be evaluated and its fitness value remains the same. The crossover is 
finished when every pair of viruses of the same host is processed. 

We gain two advantages from this method. Inside the same host, the best virus 
has influence on every other virus. The second best virus has influence on every 
other virus except the best one and so on. On the other hand, the worst virus will 
be affected by all other viruses. And the second worst virus will be affected by all 
other viruses except the worst. That means better solutions could have an influ-
ence on more solutions and worse ones cause impacts on fewer solutions.  

After crossover, the VTGA mutates viruses by reassigning random values to 
genes with a low probability, which is controlled by a parameter named 
MUTATION_RATE. When mutation is finished, all viruses will be evaluated.  

In an appropriate situation, a virus escapes from its current host and selects 
another one. Virus spread as an operator simulates this process of escaping. After 
crossover and mutation, the VTGA goes through all viruses to check their fitness 
values. If a virus is good enough to defeat its host by having a better fitness, then 
there is a chance that the host’s solution will be replaced completely by the solu-
tion of the virus. Whether a host will be replaced or not is controlled by a parame-
ter called SPREAD_RATE. In another case when a virus is not better than its host, 
the VTGA allows the virus to escape with a probability controlled by a parameter 
called the RECOVERY_RATE. Once a virus escapes from its host, we would 
consider the host’s immune system to have recovered from the infection of this 
virus so that the virus won’t perform crossover or mutation until it infects next 
host.  

In the VTGA, the infection operator randomly selects a few candidates from the 
host population, and a virus will infect the weakest one of the candidates. So the 
worse a host is the more opportunities it has to get infected. But there is one prob-
lem. Suppose the VTGA selects N candidates from the host population in every 
infection. If N is smaller than the host size, some hosts will never be selected  
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because they are the best in the population. So the VTGA spends all its effort on 
improving relatively bad solutions. This mechanism gradually raises the lower 
bound of all host fitnesses. However, in optimization problems, this is not efficient 
because the goal is to find the best solution. So we use a method called fitness 
masking on the best host. At the end of every generation, the VTGA finds the best 
individual in the population. After the VTGA records the best individual, the fit-
ness masking operator randomly selects another fitness value from the host popu-
lation to replace the fitness value of the best individual in the population.  

3 Experiment Results 

Function Optimization. At the first stage of experiments we have six quality tests 
using several famous test functions [8]. The six functions are: De Jong’s function, 
Axis parallel hyper-ellipsoid function, Rotated hyper-ellipsoid function, Rosen-
brock’s valley, Rastrigin’s function and Schwefel’s function. 

Travelling Salesman Problems. The travelling salesman problem (TSP) is a 
well-known NP-hard problem in combinatorial optimization. In this study, we test 
the VTGA with several TSP problems (Bays29, Swiss42, Berlin52, Eil76 and 
Ch150) obtained from the TSPLIB1. We describe a solution of the TSP problems 
as a permutation of integers. And we use the order based crossover operator pro-
posed by Syswerda [9] [10] and the exchange mutation operator.  

The Forest Planning Problem. The goal of solving a forest planning problem 
[11] is to find the best valid harvest schedule maximizing the even-flow of harvest 
volume.  We use the VTGA to solve the 73-stand Daniel Pickett Forest2 [11]. 

The forest planning problem is a constrained optimization problem. A valid so-
lution of the problem has to obey all rules listed in the problem. To acquire valid 
solutions using a search algorithm, we repair invalid solutions after mutation so 
that they become violation-free before they are evaluated.  

Results. We run 50 trials for every function optimization problem. From the re-
sults (Table 1), we learn that the VTGA is able to obtain good results in most tests. 

We use different configurations when solving the TSP problems (Table2). 
From the results (Table 2), we believe the VTGA is an effective algorithm for 
solving the TSP problems generally.  

For comparison, we implement one generational GA (Table 3) with the same 
repair function. We find that after 1 million evaluations, it is difficult for the GA 
to improve the solutions it finds. The best solution found by the GA remains the 
same for many generations before any improvement. But the VTGA is able to 
improve its best solution more or less after every 1,000,000 evaluations. It outper-
forms the GA on the average fitness and the best fitness. And the VTGA achieves 
69.2301% accuracy of finding the global optimum in 30 trials. 

                                                           
1  http://www.iwr.uni-heidelberg.de/groups/comopt/ 
software/TSPLIB95/ 

2  Data could be found at: 
 http://www.warnell.forestry.uga.edu/Warnell/Bettinger/ 
planning/index.htm 
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Table 1 Results for the Function Optimization Problems3 

Function N Global Best
20000 Evaluations 100000 Evaluations 

Best Average Best Average 

De Jong’s function 5 0 3.52E-17 1.6E-05 0 2.8E-22 

Axis parallel hyper-

ellipsoid 
5 0 1.90E-18 9.8E-06 0 1.2E-22 

Rotated hyper-ellipsoid 5 0 6.45E-14 0.00167 0 1.1E-20 

Rosenbrock’s valley 5 0 0.13 2.66363 0.12 2.54 

Rastrigin’s function 5 0 0 3.21E-07 0 0 

Schwefel’s function 5 -2094.91 -1787.40 -1451.82 -2094.71 -2010.84 

Table 2 Results for the Travelling Salesman Problems 

TSP 

Instance 

HS VS CR MR IR SR RR Global 

Optimum 

Best Average

Fitness

STD Avg. Number of 

Evaluations 

(Million) 

Bays29 200 1000 0.3 0.01 0.7 1.0 0.8 2020 2020 2020.2 1.08 0.34 

Swiss42 200 1000 0.3 0.01 0.7 1.0 0.8 1273 1273 1274.7 5.92 2.5 

Berlin52 200 1000 0.3 0.01 0.7 1.0 0.8 7542 7542 7570.3 56.89 7.1 

Eil76 200 1000 0.3 0.01 0.9 1.0 0.5 538 538 548.9 5.62 10.8 

Ch150 200 1000 0.1 0.01 1.0 1.0 0.8 6528 7107 7803.7 367.56 14.7 

Table 3 Comparison between the VTGA4 and the GA5 on Forest Planning 

Algorithm Average Fitness The Best Fitness The Number of Trials Finding the 

Global Optimum 

VTGA 5794786.28011043 5500330.279304971 21 

GA 8107453.58754281 5502420.092225004 0 

4 Conclusion and Future Work 

Favoring Bad Solutions. Traditional GA favors good solutions by giving them 
more opportunities for recombination. Considering that improving good solutions 
is harder and harder while their fitness values increase, we implement a mechan-
ism draws more attention to improving bad solutions.  

                                                           
3  Host Size = 10, Virus Size = 1000, Crossover Rate = 0.7, Mutation Rate = 0.01, Infection 

Rate = 0.2, Spread Rate = 0.2 and Recovery Rate = 0.8. 
4  Host Size = 10, Virus Size = 1000, Crossover Rate = 0.3, Mutation Rate = 0.01, Infection 

Rate = 0.9, Spread Rate = 0.8 and Recovery Rate = 0.8. 
5  Population = 1000, Selection = Tournament, Crossover = 2-point, Crossover Probability 

= 0.8, Mutation = Random Resetting, Mutation Probability = 0.4, Mutation Rate = 0.01, 
Elitism = Yes and Repair = Yes. 
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Isolated Evolution. In the VTGA, viruses are isolated within different hosts. Evo-
lution, therefore, involves only viruses in the same host. Through experiments, we 
find that this mechanism helps with maintaining diversity in the population.  

Different Implementation of Operators. We implement a one-way crossover send-
ing genetic information only from strong viruses to weak viruses. And the way this 
operator delivers information is similar as the way uniform crossover performs in a 
traditional GA. We think there are other ways to implement operators. 

The Role of the Algorithm. Because the VTGA uses the host population to record 
good solutions of different areas of the search space, it preserves diversity well. Be-
sides, the GA can only return one solution after it converges. So people generally 
don’t have many choices. However, the VTGA returns many diverse solutions with 
relative good fitness values when it finishes one computation, which helps us under-
stand the search space of a problem better by giving us representative solutions from 
different areas and gives us flexibility to adjust our decisions. 
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Automated Phenotype-Genotype Table
Understanding

Shifta Ansari, Robert E. Mercer, and Peter Rogan

Scholarly writing in the broad area of experimental biomedicine is a genre that has
a rhetorical style that exhibits some easily identifiable stylistic features: division of
the paper into well-defined sections (Introduction, Methods, Results, Discussion),
and the use of tables and figures to organize and express important results. Tables
and figures have stylistic features, as well: titles, captions, content.

In addition to these common stylistic features, the community-accepted rhetori-
cal style for authors of scientific papers is to publish their experimental findings in
a tabular form, because the quantity of experimental data is large and the tabular ar-
rangement allows for a concise presentation of the relationships among the data and
for a rapid understanding of the results. Thus, tables are one of the most important
sources of information.

The rapid advancement of knowledge in the biomedical field [1] has led to sig-
nificant efforts to extract information from papers and interpret it automatically. Our
contribution to this effort is a general approach not only to access and extract infor-
mation from tables, but also to understand the information contained in tables by
semantically grounding it with the appropriate concepts in an ontology, and to make
it available for further use.

We report here our phenotype-genotype table understanding undertaking. To
summarize: We have curated papers from the domain of genetics that discuss pheno-
type, genotype, mutation, and gene, and their relationships, syndrome (constellation
of phenotypes), and disease, to design an ontology that captures the concepts needed
to understand these tables and to engineer a tool which populates this ontology with
data reported in these tables.
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Table 1: Clinical features and size of deletion of the 12 patients with 13q monosomy.
patients 1 2 3 4 5 6 7 8 9
deleted segment 13q13.3- 13q21.1- 13q21.32- 13q31.1- 13q31.1-13qter 13q31.1- 13q31.3- 13q31.3- 13q32.1-

13qter 13q31.1 13qter 13q33.3 13qter 13q31.1 13q34 13qter
size of deletion 70 mb 30 mb 47 mb 28 mb 34 mb 30 mb 10 mb 20 mb 18 mb
sex f m m f f m m m m
child(c)/foetus(f) f(33wg) c(13m) f(25wg) f(24wg) f(25wg) f(26wg) f(32wg) f(23wg) f(21wg)
iugr + nk + - + + - - +
growth retardation nk + nk nk nk nk nk nk nk
microcephaly + - - - + + - + +
mental retardation nk + nk nk nk nk nk nk nk
brain anomalies
corpus callosum - - + - + nk nk
agenesis
holoprosencephaly - - - - + + + +
cerebellar vermis + - + - - nk nk
hypoplasia

nk: not known, m: months, wg: weeks of gestation, f: female, m: male

Fig. 1 A (horizontal) table from the development set corpus, modified to fit the page

1 Contributions to Table Information Understanding

As an example of what needs to be done to extract information from a table, the
table in Fig. 1 shows the three types of information: title, caption (or footnotes),
and content. The content is contained in cells. The table information understanding
problem can be seen as extracting and providing a semantics for this information.

Our contributions are a phenotype-genotype table ontology, a reading of the ta-
ble cells that maintains relationships among the cells, and a tool that populates the
ontology with the information extracted from the phenotype-genotype tables found
in scholarly biomedical articles. Details of the first two contributions follow.

The Phenotype-Genotype Table Ontology. The process of building a phenotype-
genotype table ontology required the curation of a sufficient number of texts con-
taining a variety of tables in order to provide credence for our ontology. Using 107
tables found in 50 papers curated from our selected domain as our development set,
we have engineered a table ontology that extends a subpart of the UMLS ontology
with new concepts that are present in these tables (e.g. subjects have an age) as well
as other fundamental concepts. This ontology, a portion is shown in Fig. 2, provides
a semantics for the table data. In addition to storing the table data, the relationship
among the cells (shown by the red lines), which is important information conveyed
by the table structure can also be maintained.

Our ontology reproduces appropriate pieces of the UMLS ontology. These parts
of our ontology are verified simply by the acceptance of the UMLS ontology. For
concepts like genotype and phenotype, which are not in the UMLS ontology we
have used an expert’s knowledge to assist us. For example, we have added a con-
cept named ORGANISM to accommodate certain important classes, like PATIENT

and FAMILY, and certain important attributes for them, like AGE, GENDER, BIRTH

WEIGHT, etc. To accommodate cell values that act as an identifier for the data in a
column or row (e.g. PATIENTS, as in Fig. 1), we designed a generic concept named
IDENTIFICATION ENTITY.

Table Information Understanding. To understand the table information, we begin
with Hurst’s concept of a reading path [2] to associate the access cells and the data
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Fig. 2 A portion of the proposed ontology generated from the curated tables

cells. Data cells are characterized as cells where data appears in a terminating role.
Access cells, which can be conceptualized as descriptors of the data cells, are the
remaining cells. The reading of a table is the reading of all of the data cells.

Hurst views table data cells as independent entities. We realize that for the type
of tables that are in our corpus, the data cells are connected (for instance, a col-
umn or row represents data about a single patient). These connections need to be
maintained in the ontology in order to have a complete interpretation of the table.
Hurst’s concept of reading path is modified to maintain these relationships. In some
cases to achieve the correct interpretation of the data cell values in our corpus, the
primary relationship among the access cells may need to be changed from a verti-
cal (column) relationship to a horizontal (row) relationship. To accomplish this, we
change the order of the sequence of the reading path. For example, for Fig. 4, the
primary headings are in columns and the data are distributed for the subjects down
the columns. However, for Fig. 1, the primary headings are in the rows and the data
are distributed across the rows. We refer to the previous column-oriented table as a
vertical table and the latter row-oriented table as a horizontal table.

Heuristics are required to distinguish horizontal and vertical tables automatically.
After observing our collection of tables, we designed the following heuristics: hori-
zontal tables usually have many more columns than vertical tables; the first column
heading starts with the Family or Patient ID followed by Age/Gender/Weight/Height
attributes of the patient as row headings; and the remaining column headings contain
attributes such as patient numbers or Identification numbers rather than alphabetic
attributes (see Fig. 1). Very often, the data cell values are expressed as symbols.

Using the reading path concept we can reach a particular data cell. For example,
considering the table in Fig. 4 the reading path for the data cell in row 2 column
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access cell c00 access cell c01 access cell c02 · · · access cell c0n
(column/row heading 0) (column heading 1) (column heading 2) · · · (column heading n)
access cell c10 data cell c11 data cell c12 · · · data cell c1n
(row heading 1)
· · ·
· · ·
· · ·
· · ·
access cell cm0 data cell cm1 data cell cm2 · · · data cell cmn
(row heading m)

Fig. 3 Abstract table indicating access cells and data cells (m rows, n columns)

Table 1: HLXB9 Mutations Identified in the Study and Associated Phenotypes
Mutation Mutation Nucleotide Amino Acid Clinical Family or
Class Position Change Change Phenotype Patient No.
Missense Homeobox C→G, nt 4171 R247G Hemisacrum, ARM, presacral mass, 3

perianal abcess
Splice Site Homeobox A→G, nt 4889 NA Hemisacrum, ARM, presacral mass, 16

nonpenetrance
Frameshift Exon 1 Ins C, nt 125-30 NA Hemisacrum, ARM, presacral mass, 20

neurogenic bladder, nonpenetrance

Fig. 4 Example of a vertical table (reduced in size) from the corpus of 115 phenotype-
genotype tables

2 (containing value Homeobox) is: Mutation Class → Missense → Mutation Posi-
tion → Homeobox. Using this simple reading path, we are able to insert the values
Missense and Homeobox and the relation between them in the ontology. However,
using the reading path concept for each data cell, it would not be possible to retain
the relation between Homeobox and the other cells in the row. Instead, we combine
all of the reading paths of all cells in a row, taking common terms only once.

According to our revised reading path, the reading path for the second row of the
table in Fig. 3 is: cell c00 → cell c10 → cell c01 → cell c11 → cell c02 → cell c12 →
. . . cell c0n → cell c1n. If we apply this to the table in Fig. 4 we get: Mutation Class
→ Missense → Mutation Position → Homeobox → Nucleotide Change → C→G,
nt 4171 → amino acid change → R247G → Clinical Phenotype → Hemisacrum,
ARM, presacral mass, perianal abcess → Family or Patient No. → 3.

Now we search for the first term MUTATION CLASS in the ontology and once we
find it we insert the second value “Missense” under the class MUTATION CLASS.
Similarly, we enter other concept-value pairs from the reading path. In this way we
can populate our ontology appropriately. Moreover, from the reading path we know
how data cells are connected with each other. We reflect this connection into our
ontology by creating a relationship and connect data cells with it. As an example,
to preserve the relationship between data cells under MUTATION CLASS and MU-
TATION POSITION we build a relationship named “mClassmPos” and connect data
cells with it, which is illustrated in Fig. 2.

For a horizontal table we need to change the order of the reading path: cell c00

→ cell c01 → cell c10 → cell c11 → cell c02 → cell c12 → . . . cell c0n → cell c1n.
Considering the horizontal table in Fig. 1, the reading path for row 3 is: Patients →
1 → Size of deletion → 70 Mb → 2 → 30 Mb → 3 → 47 Mb → 4 → 28 Mb → 5
→ 34 Mb → 6 → 30 Mb → 7 → 10 Mb → 8 → 20 Mb → 9 → 18 Mb Now we can
populate the ontology as we did for Fig. 4.
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To solve the problem of missing column headings, we take the caption of the table
as a source of the appropriate heading. To confirm this choice we check whether the
values of that column fall under this concept. In the future, this will be performed
automatically, but here, these two steps were performed manually.

We have observed column (or row) heading that have values like “Classes of
Mutation” or “Position of Mutation”, instead of directly matching the name of the
concept in our ontology (Mutation Class and Mutation Postion). In these cases we
check the possible word variations and further confirm our choice by observing the
often highly stylized form of the data associated with that heading, making certain
that it corresponds to the ontology concept that we have chosen.

2 Evaluation

The system correctly populates the ontology with the information contained in the
development set of 107 genotype-phenotype tables.1 The proposed ontology and
population method are further verified by populating the ontology with the data from
31 previously unseen vertical tables, curated from 17 papers using the same keyword
search, comprising 150 columns in total.1 Column headings should map to concepts
in the ontology. To calculate the accuracy of our system we consider the number of
columns that successfully map into the table ontology, success being marked by the
software finding a concept to map to and correctness of the concept being verified
by human judgement. According to this criteria, the 120 correctly mapped columns
gives the following accuracy: 120

150 ∗100% = 80%. The causes of missed or incorrect
interpretations for the 30 columns by our current system are summarized below.

Headings in 18 columns representing 10 distinct concepts do not map to a concept
in our current ontology. In 5 cases the column header refers to a concept, but the
values in the column belong to an aspect or property of the concept or a different
concept. For 5 cases the column heading synonym list is inadequate for the mapping
to the correct concept that exists in the ontology. In two other cases we found one
column missing a column heading and one column heading which is actually a
combination of two concepts joined by “and”.

The first problem, finding concepts in tables that are not in our ontology, has
been anticipated: the ontology is meant to evolve, especially in its gestation period.
Most of the mapping problems encountered by our system will be overcome with
appropriate updates to the ontology, which include having a good base of linguistic
synonyms that map to the same ontological concept. We are currently investigating
automatic and semi-automatic methods for adding concepts to the ontology. The
second problem is much rarer. We already have procedures in place to confirm the
mapping of column/row headers using the data values in the column/row (for in-
stance, we do this for the missing column header problem).

1 http://www.csd.uwo.ca/~mercer/PhenGenTable-corpus-bibliography

provides a bibliography of the 67 papers and
http://www.csd.uwo.ca/~mercer/PhenGenTable-corpus, the corpus of 138 tables.
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3 Related Work

Wong et al. [4] provides an automated system to extract information about muta-
tions (gene, exon, mutation, codon and related statistics) from tables. They classify
the table data to map the column/row values to a relevant entity, and then extract mu-
tation information from these data. Mulwad et al. [3] introduces a domain indepen-
dent framework for the intended semantics of tables. Column headers are mapped
to class labels from an ontology; relationships between columns are discovered; cell
values are linked to Linked Open Data entities and appropriate linked data.

In comparison, our work provides a domain-based ontology to store not only
the data from the table but also the relationships that hold among the data cells.
Furthermore, we are interested in a broader range of concepts for our ontology than
the first work: mutation, gene, exon, phenotype, genotype, disease, syndrome.

4 Conclusions and Future Work

This paper reports on a table ontology designed to represent the tabular information
in phenotype-genotype tables in scholarly biomedical papers. We extend the reading
path concept to make it functional for our concept of table orientation, to populate
the ontology with data and to preserve the various relationships among the table
data. The populated ontology represents the semantics of each piece of information
and preserves the relationship among cells in the table.

For future work, adding concepts automatically or semi-automatically to the in-
complete ontology needs investigation. Unanticipated complications encountered
during evaluation need to be addressed. As well, two issues arose that address as-
pects of the design and population of ontologies in a more general way. Firstly, we
discovered in our evaluation phase, one table that referred to the lack of a muta-
tion. Secondly, our biomedical expert has pointed out that knowledge changes over
time and this is reflected in how the data is reported (e.g. epigenetic changes are
not understood as well as sequence-based or structural chromosomal changes; and
uncertainty in interpretation will be communicated in inconsistent ways). Our ontol-
ogy will have to address this temporal aspect to record information of these types.
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An Implementation of a Menu-List
Recommendation System Providing Feedback
from User

Chika Nishikawa, Akihiko Nagai, Takayuki Ito, and Satomi Maruyama

Abstract. People are increasingly searching for recipes online when they cook. At
”cookpad” [1], Japan’s most popular recipe site, users can search for and contribute
recipes. But since such recipe sites often fail to provide detailed nutrition informa-
tion, users have to determine balanced nutrition by themselves. Hence, our system,
which recommends a menu-list based on nutritional balance and considers user
feedback about its recommended menu-list. When users input what they actually
have eaten, our system recommends meals based on the feedback information after
considering the entire nutritional content. The experimental results suggest that our
system can provide useful nutrition information. These results were validated by a
nutritional expert.

1 Introduction

First, we focus on three works that are related to our research. One is a goal-oriented
recipe recommendation system that utilizes nutritional information from the Inter-
net [2]. Another is an automatic nutrient calculation system that determines how
particular cooking methods change the nutrients of the foods used for preparing
meals [3]. The last work is a menu recommendation system based on various food
combinations that are eaten together [4]. Since our system recommends a one-week
menu-list as meals composed of various menus and reflects user feedback about the
menu-list recommendations, it differs from these related works.
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2 Menu-List Recommendation System

2.1 System Architecture

We show the architecture of our system in Fig. 1. The web server that receives the
user’s food information outputs the results that match the cooking information in
the HTML using the databases. We match the information with the databases in the
recipe recommendation engine, which calculates the amounts of nutrient, selects
suitable meals, and outputs the results.

Our system uses two databases: ingredient/recipe and food. We have informa-
tion about 8.6 million ingredients and 1.6 million recipes. In the ingredient/recipe
database, we have each data of the quantity of ingredients and ingredients included
in in each recipe. It unifies the amounts of food, one serving to select meals ef-
ficiently. The food database, which has the amount of energy of such processed
foods as a hamburger,is based on the average amount of energy information about
2500[5]. Our system refers to such information to determine the amount of energy
when users input their feedback information.author

2.2 System Overview

First, users input the health and any food allergies information. The system checks
the database to match this information and calculates the nutrient amounts. Then it
selects recipes that meet the user requirements. Next, it can adjust the recommended
menus not only for one meal but the entire nutritional balance. Then our system
generates a one-week menu-list on the web. After generating the menu-list, the user
inputs the food that he actually eats as feedback. Finally, our system adjusts the
meals and generates the menu-list reflecting feedback.

Fig. 1 System architecture
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3 Menu-List Recommendation Mechanism

3.1 User Information

First, users login when they use the system. They input their health requirements
and any foods to which they are allergic.

Amount of Energy: The amount of daily required energy determines their require-
ments based on the basal metabolic rate (BMR). We use Harris-Benedict Equation
for BMR [6]. This equation differs calculation formula by men and women. The
basal metabolic rate is comprised of 70% of the total amount of energy consumed
in a day, as defined by a Japanese government health agency. The default maximum
of the amount is determined with this rate if users don’t input it.

Food Allergies: Users input the ingredients/foods to which they are allergic in the
user information to confirm whether such foods are included in the meals.

3.2 Generating a Menu-List

3.2.1 Daily Requirement of Each Nutrient

Our system takes into account the amount of energy, cholesterol, and sodium of
menus in one day: energy is a measure of the nutrient balance of the whole, choles-
terol and sodium are closely related to lifestyle-related diseases[7]. Each nutrient
amount is based on standard daily recommended allowances; energy,determined by
BMR, 500 to 600 mg of cholesterol, and a maximum of 9 grams to sodium.

3.2.2 Determining Meals

First, a ”meal” is composed of breakfast, lunch, and dinner. We differentiated be-
tween breakfast and the other meals.

In breakfast, we choose menus that can be cooked easily to ease the burden on the
stomach[8]. Then we collected recipe pages that included keywords morning and
breakfast. In lunch and dinner, this system separately recommends main and sub
dishes [9]. Main dishes are composed of ingredients that include many proteins, fat,
energy, and iron, such as meat, fish, eggs, and soybeans. Sub dishes are composed
of ingredients that include lots of vitamins, and minerals like seaweed, vegetables.

Fig. 2 shows the flow to determine one meal in lunch and dinner. First, This
system decides the condition of generating the menu-list based on the user’s infor-
mation. Next, it selects the menus which may be a candidate for main dish using the
database. This system checks whether the selected menu satisfies the energy condi-
tion. If this menu doesn’t satisfy it, this system selects the main dish again. If this
menu satisfies it, this system selects the menus which may be a candidate for sub
dish using the database. This system also checks the sub dish in the energy condi-
tion. The system adds the sub dishes as the total menus satisfy that more than BMR
and less than the upper limit of the energy. So, our system recommends one main
dish and some sub dishes.
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3.2.3 Example

Fig. 3 shows an example of the system interface. This user is a 30-year old, 160-
centimeter tall woman who weighs 50 kilograms. A menu-list shows the recipe
names and thumbnails for them.

Fig. 2 Flow for recommending one meal Fig. 3 User Interface

4 User Feedback

Our system can get the food information that the user actually eats as feedback. By
matching the food database, we roughly determine the amount of energy and ad-
just meals based on it. We propose the following three ways to use the feedback
by focusing on the energy requirements. Energy requirements are the relation be-
tween the total energy and, BMR and the upper limit of energy. When the total
energy satisfies more than BMR and less than the upper limit after feedback, our
system changes from the recommended food to that given in the feedback. Our sys-
tem changes only the feedback food because it is not necessary to change the other
recommended meals. When the total energy is less than BMR, our system adjusts
them and adds a sub dish. For example, for breakfast, the user inputs yogurt as feed-
back, which has few calories. Our system adds a sub dish at dinner and adjusts the
nutritional balance. When the total energy energy is more than the upper limit, this
system has the following two ways to adjust the entire nutritional balance. First, our
system deletes the recommended meals. By deleting meals, the whole energy is de-
creased, so our system adjusts the whole balance. When it cannot adjust the balance
by deleting meals, it changes two meals. It again recommends new menus with few
calories and adjust the amount. For example, for breakfast, the user inputs pasta as
feedback, which has many calories. The system changes meals of lunch and dinner,
and adjusts the whole balance. Fig. 4 and 5 shows an example of adjusting feedback.
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Fig. 4 Feedback (when not enough energy) Fig. 5 Feedback (when too much energy)

5 Performance Evaluation of System

The nutritionists evaluated the results using the protein, fat, and carbohydrate (PFC)
ratio by calculating the each recommended meals for two weeks. We can know the
nutritional balance by evaluating the big three nutrient. The ideal protein ratio is
10-20%, fat ratio is 20-25%, and carbohydrate ratio is 50-70%.

Evaluation Result: The evaluated protein ratio was 16.8& and carbohydrate ratio
was 55.4%, which satisfy each ideal percentage. But, the evaluated fat ratio was
27.8%. It is caused by the recommended foods included the same ingredients that
have many fat in one day (46.2%) and the average fat rate is risen. So, we have to
improve the selection of meals considering overlap of ingredients.

6 Related Work

Research on systems that recommend recipes has gained attention.
Ueda et al. proposed a recipe recommendation system. This system assesses likes

and dislikes by analyzing the history whether a user cooks or not and whether a user
uses recipes.[10]. However, our system recommends well balanced meals.

Karikome et al. proposed a system that can support eating habits [11]. This sys-
tem can search recipes, allow a user to maintain a dairy food, and recommend
recipes. This system recommends meals based on nutritional information and the
user’s diary. However, our system takes user feedback and adjusts the menu.

Gijs et al. proposed a system that recommends a personalized recipe, which fa-
cilitates its users to make health-aware meal choices based on past selections[12]. It
recommends well-balanced meals, and represents the nutritional balance. However,
our system takes user feedback and user’s health information for deciding BMR.

7 Conclusion and Future Work

We proposed a system that recommends a menu-list based on nutritional balance.
Our system adjusts the meals based on feedback as to well-balanced nutrition. From
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the evaluation result, we confirm that our system recommends well-balanced meals.
Future work will recommend staples food, and consider the overlap of ingredients.

Acknowledgements. This work is partially supported by the Funding Program for Next
Generation World-Leading Researchers (NEXT Program) of the Japan Cabinet Office.
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On Representing and Sharing Knowledge  
in Collaborative Problem Solving 

Heba Al-Juaidy, Lina Abu Jaradeh, Duha Qutaishat, and Nadim Obeid 

Abstract. In this paper, we propose an agent-based framework for collaborative 
problem-solving. We emphasize the knowledge representation and knowledge 
sharing issues. We employ a three-valued based Temporal First-Order Nonmono-
tonic Logic that allows an explicit representation of    events/actions and can  
handle dialogue game protocols and  temporal aspects explicitly. A prototype is 
developed with a case to guide and assist evacuees in an emergency evacuation 
from a building. 

Keywords: Knowledge Sharing, Multi-Agent Systems, Knowledge Representa-
tion, Problem Solving.  

1 Introduction 

Collaborative Problem Solving (CPS) is the process by which a collection of intel-
ligent agents work together to partition a complex, large and/or unpredictable 
problem into an appropriate set of simpler sub-problems where each will be (par-
tially) solved by one or a group of expert agents and finally the partial solutions 
are integrated to produce a solution to the whole problem[14]. This decomposition 
allows each agent to use the most appropriate technique to solve the sub-problem 
to which it is assigned. Multi-Agent System (MAS) represents an appropriate 
approach for solving inherently distributed problems, whereby clearly different 
and independent processes can be distinguished. In CPS settings, the use of MAS 
offers conceptual clarity, flexibility, the ability to handle applications with a natu-
ral spatial distribution and with uncertain information.   
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In this paper, we propose an agent-based framework for CPS. We emphasize 
the  Knowledge Representation (KR) and Knowledge Sharing (KS) issues in a 
distributed agent-based system.  We employ a three-valued based Temporal First-
Order Nonmonotonic Logic (TFONL) that allows an explicit representation of    
events/actions [cf. 13,  16] and can handle dialogue game protocols and  temporal 
aspects explicitly. A prototype is developed with a case to guide and assist eva-
cuees in a emergency evacuation from building. In section 2 we discuss the suita-
bility of MAS for CPS. In section 3 we discuss KR and KS issues and present the 
example. Section 4 is dedicated to discussions and related works. 

2 CPS and MAS  

The idea of CPS is to decompose a problem into a set of sub-tasks where each has 
some form of relation/association with other sub-tasks that must be dealt with by 
the appropriate agents that possess enough PS knowledge to apply their own ex-
pertise to its sub-task. Decentralization of the tasks seems to be a reasonable way 
to keep control within large complex problems [8]. Multi-Agents Systems (MAS) 
have been proposed as a suitable model for handling complex, distributed and 
heterogeneous systems [7, 15].  An MAS can be defined as: a collection of agents 
with their own problem solving capabilities and which are able to interact among 
them in order to reach an overall goal [8].  Agents are specialized problem solving 
entities. They are autonomous as they have control both over their internal state 
and over their actions.  

In CPS Situation, agents can help each other by negotiating a partition of the 
problem into manageable sub-problems/tasks among themselves according to their 
abilities, expertise and skills. The key issue to be resolved in sub-problems and 
their associated tasks is how tasks are to be distributed among the agents and how 
to dynamically configure the system by distributing the software components on 
the available hardware hosts  so that they  work together as a whole unit to meet 
changing requirements [1].  

Due to the dynamic and unpredictable nature of the environment, in which 
agents operate, it is not possible to give, at the outset, a complete specification of 
all the tasks  and the knowledge/expertise required. Thus, there is a need for an 
environment that integrates the knowledge of the various agents and partial re-
sults, so that agents could have access to information, expertise and knowledge 
they need. Depending on its knowledge and reasoning ability, an agent may pur-
sue an objective/goal in order to help it in deciding what method and/or technique 
to use for another objective/goal. A CPS task may encompass planning, schedul-
ing, and collaborative diagnosis [7]. Collaboration and different expertise has its 
problems. CPS may require the collaborators to be involved in a process of refor-
mulation and questioning until they reach a point of consensus; we deviate from 
one complete solution and rather develop solutions in small steps refinements [6]. 
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3 Dialogue Moves in TFONL 

In CPS situations, agents have incomplete knowledge of their environments. This 
makes reasoning complex since the closed world assumption can no longer be 
applied;  an agent cannot assume that a fact is false just because it does not know 
about it.  Therefore, it is important to cater for representing and updating the in-
complete knowledge which would be useful to an autonomous agent capable of 
KS and of manipulating its environment.  It is possible to express an agent's know-
ledge using classical logic. However, it may prove to be more difficult and quite 
unnatural.  Furthermore, agents in a dialogue make statements that are realistic 
based on the context. However, these statements may become futile during the 
dialogue when information previously unknown become available which may 
cause agents to revise their knowledge. Defeasible logic is suitable for the dynam-
ics of argumentation and dialogue where agents could change their beliefs.  

In this paper, we employ a three-valued based Temporal First-Order Nonmono-
tonic Logic (TFONL) that allows an explicit representation of time  and 
events/actions [cf. 13, 16]. TFONL is an extension of the quantified version of the 
non-temporal system T3 [cf. 10, 11, 12]. The language, LT3, of T3 is that of 
Kleene’s three-valued logic extended with the modal operators “M” (Epistemic 
Possibility) and “P” (Plausibility). The material implication "⊃" can be defined as 
follows: (A ⊃ B = M(~A & B) V ~A V B. In T3, "L" is the  dual of "M" and "N" 
be the dual of  "P", i.e., LA ≡ ~M~A and NA ≡ ~P~A where A ≡ B is equivalent 
to A ⊃ B and B ⊃ A. A  B represents the default A A:B/B [10].   

Nonmonotonic reasoning is represented via the operators M (epistemic possibil-
ity) and P (plausibility). Informally, MA states that A is not established as false. 
Using M, we may define the operators U (undefined), D (defined) and ¬ (classical 
negation)  where UA is true if the truth value of A is undefined and DA is true if 
the truth value of A is not undefined. More specifically, UA ≡  MA&M~A, DA ≡  
~UA and ¬A ≡ DA & ~A 

Within the framework of TFONL, it is possible to formalize dialogue moves 
and the rules of protocols of the required types of dialogue. These rules are non-
monotonic because the set of propositions to which an agent is committed and the 
validity of moves vary from one move to another.  Let LCom specify the locutions 
which the agents participating in a dialogue are able to express.  A dialogue con-
sists of a course of successive moves made by the  participants. A Dialogue Move 
can be defined as follows: 

 
Definition 3.1. A Dialogue Move M  can be defined as a 7-tuple as follows: 

M=<Id(M), Sender(M), τ(M), δ(M), Content(M),Receiver(M), Target(M)>  where 
Id(M) is the identifier of M, Sender(M) is the speaker of <δ(M),Content(M)>, τ 
(M) is the time of M, δ(M) ∈ {Assert, Accept, Reject, Retract,  Question, Justify, 
Challenge }, Content(M) is the content of M, Receiver(M) is the addressee and 
Target(M) is a previous move to which M is a reply.  
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We now present our example. Emergency evacuation is the urgent movement 
of people from a place due to the occurrence of some dangerous event [2] which is 
challenging. MAS are particularly suitable for assisting in such tasks.   

The Computer Information System (CIS) department in at the university of Jor-
dan  consists of seven computer labs, five lecture halls, a students’ hall and service 
rooms.  Let A1, …, Ak stand for areas, Z1, …, Zr for Zones. We shall use Zij to 
denote zone i in area j. The zones in CIS are as follows: Z11 = [Exit1 ,Lab206 
,Lab207 , k205], Z21 = [2 Elevators, Lab201 ,K204 ,k201 , sitting room], Z12 = 
[Exit2, Service rooms, Lab203, Lab202, K202] and Z22 = [Exit3 , Lab 204, Lab 
205, K 203] (cf. Fig. 1 and Fig. 2). 

With each zone Zij, we associate an agent group Gij that includes Zij-Supervisor, 
Zij-Monitor, Zij-Info-Coll, Zij-Guide. In case of an anomaly in a zone Zkl, the Zkl-
Monitor informs all agents in its zone namely, Zkl-Supervisor,  Zkl-Info-Coll and 
Zkl-Guide. The Zkl-Supervisor informs the Al-Supervisor of the anomaly in order 
to activate the  appropriate alarms and/or call rescue teams.  It keeps track of the 
workflow of the evacuation process and manages the actions performed by each 
agent in its zone. It can negotiate with other zones' supervisors if it needs help to 
carry out its plans such as guiding people through appropriate zones to avoid con-
gestion. Zkl-Info-Coll collects information about the state of its zone and other 
zones such as congestion, safety, open/closed gates and the states of evacuees such 
as injuries,  agents breakdown  and so on. Zkl-Guide guide people to safe exits 
using safe paths taking into consideration what is reported by Zkl-Info-Coll. 

With each area Al, we associate an agent group Gl that includes Al-Supervisor, 
Al-Info-Coll, Al-Planner, Al-Guide. The Al-Supervisor, Al-Info-Coll and Al-Guide 
have similar tasks to those at zone levels at the area level. The Al-Planner deter-
mines the alternative sets of safe routes through the different zones in Al  and other 
areas to an exit and send it  to Al-Guide.  

The agents can  make use of  fluents such as gas-smell, fire-heat, smoke, emer-
gency and so on. The environment may include propositions such as Exit(Gate1), 
Exit(Gate2), Location(Gate1, Z11), Location(Elevator1, Z21), State(Gate2, 
Closed) and State(Gate1, Open). We employ rules such as (R1)  and (R2):  

(R1) T  Clear(P) &Path(P) 
(R2) Exit(G)&Location(G, Zij)&on-Path(P, G)&State(G, Closed)& 
                                                                    ¬Crowded(G)   Open(Zij-Sup, G).  
 (R1) states that by default, paths are clear.  (R2) states that if there is an exit G  

that is not crowded, on a safe path, and G is closed, then open G. 
Suppose that there is a fire in Z11 (cf. Fig. 1), then Z11-Monitor detects the fire 

and informs Z11-Supervisor. This move is not a reply to any previous move. 
M1 = <1, Z11-Monitor, t1, Assert, fire in Z11, Z11-Supervisor, 0> 

In M2, Z11-Supervisor informs Z11-Monitor that it accepts the message.  
M2 = <1, Z11-supervisor, t2, Accept, fire in Z11, Z11-Monitor, 1> 

Z11-Supervisor informs A1-supervisor that there is a fire in Z11. 
M3 = <3, Z11-Supervisor, t3,  Assert,  fire in Z11, A1-Supervisor, 0> 

In M4, A1-Supervisor informs Z11-Supervisor that it accepts the message.  
M4 = <4, A1-Supervisor, t4,  Accept,  fire in Z11, Z11-Supervisor, 3> 

A1-Supervisor can inform A1-Planner that there is a fire in Z11 and so on. 
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Fig. 1 Fire in Z11 Fig. 2 Fire in Z12 

In the same way, A1-Supervisor informs Zj1-supervisor, Ak-supervisors, and 
A1-Planner.  A1-Planner ids required to propose an evacuation route. 

Similarly, A2-Supervisor and each zone supervisor in A2 will inform appropri-
ate agents do what is required. Each zone planner will propose a safe route 
through its zone. The area planners, will integrate these partial solutions to pro-
pose safe routes.  A1-Planner has to provide a safe route and it may propose   

R1: Z11→Z21→ELEVATORS and R2: Z11→ Z21→Z22→Exit3 as in: 
Mi = <4, A1-Planner, ti,  Assert ,  {R1, R2}, A1-Supervisor, 5> 

 Similarly, if there is a fire in Z12 (cf Figure 2) then the following steps may  be 
taken: Z12-Monitor informs Z12-Supervisor of event. Z12-Supervisor informs 
A2-supervisor and all agents in Z12 of the event.  A2-Supervisor informs Zj1-
supervisor, Ak-supervisors and A2-Planner to propose an evacuation route. Each 
Ak-Supervisor inform agents in its area to do what is required according to their 
specialization. For instance, Z22-Planner proposes a route through Exit 3.  Z21-
Planner  proposes a route through Exit 1.  A2-Planner proposes a route through 
Exit 3.  A1-Planner proposes a  route through Exit 1. A1-Supervisor and A2-
Supervisor can negotiate a plan to guide people. 

4 Discussion and Comparison with Related Works  

To our knowledge, little consideration is to dialogue and argumentation in  CPS.  
In [7] the role of dialogue in MAS is shown. In [15] the role of agents in the de-
velopment of a KS system is highlighted. Some formalisms have been suggested 
for specifying and verifying protocols or tracking agents' commitments during 
dialogue [3, 4, 9].  In [5], a generic framework for specification of  dialogue game 
protocols  is presented  These protocols are based on classical logic. These ap-
proaches do not commit to a mechanism for agents to think about the acceptability 
of arguments. TFONL, however, can handle dialogue game protocols and  tem-
poral aspects explicitly.  

We have in this paper emphasized the KR and KS issues. A prototype is deve-
lopedd with a case to guide  evacuees in a emergency evacuation form a building.  
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It is important to identify relevant commitments which an agent has to satisfy 
and to investigate how to integrate this proposal with techniques used in planning 
to identify strategies to satisfy important commitments [9]. It is useful to further 
investigate strategic and tactic reasoning in solving more complex problems. 
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Constructing Language Models for Spoken
Dialogue Systems from Keyword Set

Kazunori Komatani, Shojiro Mori, and Satoshi Sato

Abstract. Spoken dialogue systems (SDSs) need language models (LMs) for auto-
matic speech recognizers (ASRs) for each domain. This is because domain-specific
words such as proper nouns differ in domains, and they must be recognized cor-
rectly to accomplish the task. We propose a method to construct a class N-gram LM
only from a set of domain-specific words (i.e., words in target relational database
for retrieval). This problem setting corresponds to a situation where we construct a
new spoken dialogue system; i.e., there is no sufficient corpus available in the target
domain. We use a similar-domain corpus and assign class labels to it using machine
learning. Because no sufficient training data are available, we create an initial train-
ing corpus by string matching and then use it as training data. The experimental
results showed that our approach is promising: ASR accuracy for domain-specific
words improved.

1 Introduction

Domain-specific words must be correctly recognized in spoken dialogue systems
(SDSs) because they are requisite to accomplish their task. Here, the domain-
specific words include place names, restaurant names, and other names in the rela-
tional database (DB) that is the target of retrieval. The requirements for constructing
a language model (LM) for an SDS that retrieves a relational DB are as follows:

1. All domain-specific words in the DB need to be in its dictionary for automatic
speech recognition (ASR). Such words in the same class (having the same at-
tribute in the DB) can appear in the same context. Not every domain-specific
word, however, necessarily appears frequently in a training corpus. This is be-
cause proper nouns in a specific domain are not common.
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2. The LMs need to be constructed easily. They are required for each domain and
the contents of the target DB can be changed or updated.

One solution to satisfy these requirements, when no sufficient domain-specific cor-
pus is available, is to use a class N-gram LM. In this LM, domain-specific words
are substituted into classes assigned to words in a corpus [1]. To construct the LM
simply, a large-scale corpus with classes is required; however, it is not realistic to
assume that such a corpus of the target domain is always available.

We construct a class N-gram model by exploiting a large-scale corpus of a similar
domain. A similar-domain corpus contains various utterance patterns but does not
contain all of domain-specific words; this is why a word N-gram LM does not work
for this purpose. We use a publicly available corpus as the similar domain corpus;
in general, it can be obtained from the Web after applying filtering measures, such
as the BLEU score [2], the relative entropy [3], and word perplexity [4, 5, 6]. We
only use a publicly available corpus in this paper because Web crawling is not our
main focus. The corpus is used as training data for the class N-gram LM, instead of
a target domain corpus, after class information is given to it by machine learning.

The main problem we address in this paper is that the training data for the ma-
chine learning are insufficient. No class information is given to the similar-domain
corpus, and an insufficient quantity of training data with domain-specific class in-
formation is available when an SDS for a new domain (i.e., DB) is constructed. We
try to solve this problem in a bootstrapping manner. That is, we assign classes to
the corpus by using a simple method (string matching) as the first step, and repeat
the training and “assigning labels” phases several times. We then construct a class
N-gram LM for the ASR by using the corpus to which class labels are assigned.

Some studies attempt to incorporate words in the target domain into a corpus
of the same style [7, 8]. This approach is similar to ours. One study is based on
predicate-argument (P-A) structures [7], and another uses similarity of words in
large-scale texts [8]. Our study focuses on the situation when only a target DB for
retrieval and a similar-domain corpus are available. This corresponds to the case
when a new SDS is constructed, that is, when available resources are more limited.

2 Problem Setting and Overview

The target of this research is to construct a class N-gram LM for SDSs that retrieve
a DB. Figure 1 shows the relationship between the LM and DB, and how the con-
structed LM will be used in an SDS.

We presuppose the following three resources are available to construct the LM.
This corresponds to a situation when a new SDS is constructed for a target DB.

1. Target DB: relational DB used as the retrieval target; that is, the system responds
on the basis of the retrieval result obtained from this DB. Classes are defined by
its attributes and domain-specific words are their values.
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2. Small corpus of the target domain: manually prepared by a system developer,
consisting of several hundred utterances; however, this does not cover users’ var-
ious utterance patterns and is not enough to be used as training data of machine
learning.

3. Large-scale corpus of similar domain: a large-scale publicly available corpus; a
corpus collected from the Web also can be used as this. It should contain more
than several hundred thousand sentences and is thus expected to contain various
utterance patterns. It does not necessarily contain domain-specific words in the
target DB because its domain is only “similar.” No class information is given.

Our challenge is how to give class labels to appropriate words in the similar domain
corpus. This is requisite for constructing class N-gram LM because no sufficient
amount of in-domain corpus with class labels is available, as explained in the pre-
supposition. An overview of our method is depicted in Figure 2. As the whole, we
give class information to the similar-domain corpus by a machine learning classi-
fier. Since no training data is available, we make it by simple string matching with
domain-specific words. Then, we construct a class N-gram LM with the similar-
domain corpus to which class information was given.

Details of the procedure are as follows. The numbers correspond to those in the
figure.

1. Classes and initial lists of domain-specific words are prepared from the target
DB. Class information is derived from its attributes. The values of each attribute
are stored in domain-specific word lists.

2. Classes are given to words that appear both in the domain-specific word lists and
in the corpus. We call this process “string matching”. The classes are defined as
attributes of the target DB.
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3. A classifier is trained with the corpus obtained in Step 2.
4. All words in the corpus are classified into either a domain-specific word of each

class or a general word, by the classifier; i.e., the same corpus is used both for
training and classification. Then, unknown domain-specific words are obtained.
Here, “unknown” means the word was not in the list of domain-specific words.

5. The unknown domain-specific words are added to the lists that will be used for
the next string matching.

6. Return to Step 2.

By repeating this cycle, the numbers of domain-specific words in the lists will in-
crease; this means that classes will be given to more words to which no classes were
initially given. This will work to add contextual information around domain-specific
words to the class N-gram LM (i.e., give connection information before and after
domain-specific words).

3 Experiment on Giving Classes to Similar-Domain Corpus

Each word is classified into either the domain-specific word or the general one by
the classifier, as described in Step 4 in the previous section. If a word is classified
into a domain-specific word in a class, it can be regarded as assigning the class label
to the word. Here, we use the maximum entropy model [9] based classifier.

We adjust the infrequency of the domain-specific words by introducing param-
eter t. Few class labels are contained in the similar-domain corpus after the string
matching. This is because the corpus is “similar” to the target domain, and thus,
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Table 1 Classes in target DB

Class names Examples of domain-specific words No. of words
FOOD Chinese noodle, Pasta 83

GENRE Chinese, Japanese 23
LOCATION Sakae, Kita-ward 20
STATION Motoyama, Nagoya 231

Table 2 Results of extracting domain-specific words (N = 4)

t Number of unknown domain-specific words Appropriate
Appropriate Not Appropriate ratio

1 1 2 0.33
2 7 4 0.64
3 16 6 0.72
4 23 7 0.77
5 25 8 0.76
6 25 10 0.71
10 28 11 0.72
20 37 14 0.73

domain-specific words in the DB do not appear in it frequently. More specifically,
we multiply the occurrence of sentences including all the domain-specific words by
t and then train the classifier.

As feature sets of the maximum entropy model, we use N words before and after
the target word. For example, if we use four words before and after the word (N = 4),
one 4-gram, two 3-grams, three 2-grams, and four 1-grams are used to represent
the context for both before and after the target word. We also use part-of-speech
information of the target word. The value of N was determined after preliminary
experiments.

The experimental setting follows. The target domain is a restaurant search in
Aichi prefecture, Japan. We prepared the DB for it, which consists of 2398 entries.
The domain has 78 attributes, and we selected 4 attributes from them. Thus, the
classification is performed among five classes; that is, these four classes and one
other (null). The four attributes and their examples are listed in Table 1. As for the
similar-domain corpus, we used ten thousand sentences in the question sections of
the “Cook, gourmet, and recipe” category of “Yahoo! Chiebukuro data (2nd edi-
tion).” We use Mecab [10] for word segmentation and Mallet [11] for the maximum
entropy model.

We confirm whether any unknown domain-specific words were extracted by our
method. First, we check whether the number of extracted domain-specific words
can be controlled by changing the parameter t. Table 2 lists the number of extracted
domain-specific words. One of the authors manually judged whether they were ap-
propriate; that is, whether an extracted word is in the corresponding class or not.

Table 2 indicates that when a larger t was used, more domain-specific words were
extracted. The ratio, which is the number of appropriate words to the total number
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Table 3 Constructed LMs for comparison

LMs Words used in giving classes (i.e., for string matching)
#1 (word N-gram) None
#2 (only string matching) DSWs in target DB
#3 (proposed) DSWs in target DB + DSWs (automatically obtained)
#4 (proposed + selection) DSWs in target DB + DSWs (manually selected)

DSW: Domain-specific word

of unknown words, gradually increased and almost leveled off when a larger t was
used. Improving the ratio is desirable in order to obtain correct class labels, by using
other classifiers or by changing the feature sets, for example.

4 ASR Using Constructed Class N-gram LMs

We confirm whether the proposed method can improve the ASR accuracy; more
specifically, whether the class labels given in the previous section are helpful for
ASR.

We compared the four LMs listed below. These LMs are summarized in Table 3.

LM #1: word N-gram LM trained with the similar-domain corpus; this does not
use any class information. The vocabulary size is 33178.

LM #2: class N-gram LM whose training data are compiled in the first string
matching only; that is, no classifier is used. The vocabulary size is 33071.

LM #3: 33 extracted words were also used for the string matching in addition to
LM #2. This is our proposed model. The vocabulary size is 32806.

LM #4: Only 25 appropriate domain-specific words were manually selected from
those used in LM #3. The vocabulary size is 32902. This objective of this LM is
to guess the accuracy when the classifier in the previous section improves.

For the similar-domain corpus here, we used a larger test set: about 1,200,000 sen-
tences in the “Cook, gourmet, and recipe” category of “Yahoo! Chiebukuro data
(2nd edition).” For a small domain corpus, we collected 132 sentences by hand,
multiplied their occurrences 10000 times, and mixed them into the similar-domain
corpus. The mixed corpus was used to construct the LMs. We used Mecab for text
segmentation as well as the previous section, and Julius1 as the speech recognizer.
The classes were the same as listed in Table 1. We set the uniform probabilities
inside the classes when constructing class N-gram LM.

For the evaluation set, we used another utterance set that had been collected by
using a spoken dialogue system that retrieved the same restaurant DB. There were
120 dialogues (30 subjects performed 4 dialogues each). We used 4480 utterances;
very short mutters and noises were removed. The utterances contained 14554 words
including 1454 domain-specific words. The criteria we used was word accuracy
(Acc.) for all and domain-specific words.

1 http://julius.sourceforge.jp

http://julius.sourceforge.jp
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Table 4 ASR accuracy for each LM

LMs All words Domain-specific words
#1 (word N-gram) 64.22 73.5
#2 (only string matching) 64.04 73.9
#3 (proposed) 63.81 75.0
#4 (proposed + selection) 64.10 74.1

Acc.= (N −Del− Sub− Ins)/N

where N is the total number of words, and Del, Sub, and Ins are deletion, substitu-
tion, and insertion errors. Note that the word accuracy for domain-specific words is
the primary criterion because they are more important for spoken dialogue systems
than other words.

The ASR accuracies for the four models are listed in Table 4. We can see that
accuracies of domain-specific words improved using the proposed method (LM #3)
compared with the baselines (LMs #1 and #2). This is mainly because the occur-
rence probabilities of the domain-specific words were appropriately increased by
the class N-gram model. This result shows that our approach is promising.

On the other hand, ASR accuracies for all words were almost equivalent, but
slightly degraded from LM #1. This may be because inappropriate class labels
caused some insertion errors. A comparison between LMs #3 and #4 implies that
this slight degradation in the “All word” condition would improve if the accuracy of
the class labeling was improved.

We also checked sentences for which ASR results became correct. As expected,
our method was effective for obtaining not only the unknown domain-specific words
but the context around the known domain-specific words. An example follows:

Correct: zyanru washoku wo sakujo shite kudasai
(Please delete the genre, Japanese-style.)

ASR (Model #1): zyanru wa choco wo sakujo shite kudasai
ASR (Model #3): zyanru washoku wo sakujo shite kudasai

Here, “washoku (Japanese-style)” is a domain-specific word in the GENRE class
and is contained in the DB. The ASR result based on LM #1 failed because the
context before and/or after “washoku” was not sufficiently trained. The ASR result
based on LM #3 became correct because the context around GENRE was appropri-
ately obtained.

5 Conclusion and Perspectives

In order to solve the issue where no sufficient training data are available when a
new SDS is constructed, we prepared an initial training data set for the classifier by
using simple string matching. We confirmed that unknown domain-specific words
can be extracted from a similar-domain corpus by using the maximum entropy clas-
sifier. We then constructed a class N-gram LM by using the similar-domain corpus
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to which class information was given. The experimental results showed that our ap-
proach is promising; that is, the ASR accuracy for domain-specific words improved.

Two future tasks are planned. First, we need to improve the performance of the
classifier described in Section 3. One possible solution is to formulate the problem
as the sequence labeling and then to incorporate the conditional random field (CRF)
[12]. The features used here also need to be investigated. Second, we will advance
the “bootstrapping” cycle. The results reported in this paper are only after the first
round. We need to confirm what will happen when more cycles are performed, and
we also need to determine when to stop the cycle.

Acknowledgements. We would like to thank Yahoo Japan Corporation and the National
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A Speaker Diarization System with Robust
Speaker Localization and Voice Activity
Detection

Yangyang Huang, Takuma Otsuka, and Hiroshi G. Okuno

Abstract. In real-world auditory scene analysis of human-robot interactions, three
types of information are essential and need to be extracted from the observation
data – who speaks when and where. We present a speaker diarization system that
is used to accomplish the resolution. Multiple signal classification (MUSIC) is a
powerful method for voice activity detection (VAD) and direction of arrival (DOA)
estimation. We propose our system and compare its performance in VAD and DOA
with the method based on MUSIC algorithm.

1 Introduction

Robot auditory functions are expected to facilitate an intuitive and natural human-
robot interaction such as for the situation shown in Fig. 1. In such a situation, the
ability from observations to recognize who speaks when and where is necessary.
We deal with this problem as a speaker diarization task. A situation of free speech
among multiple speakers is considered, which means speech without any scenario.

Speaker diarization is essential for various applications. In [1], a 3D auditory
scene visualizer is proposed. It shows meta information, such as speech text and
direction of speakers. They are extracted from observed signals by constructing a
speaker diarization system using an audition system for robots [2]. In [3], a speaker
diarization method including DOA and automatic speech recognition (ASR) is pre-
sented to estimate automatically “who speaks when and what” for a group meeting
situation.

The speaker diarization described in this paper differs from most systems men-
tioned in [4] by the presence of overlap speech in input audio signals. To deal with
the overlap speech, DOA estimation, VAD, sound source separation and source
identification methods have been developed [2, 3, 5].
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Fig. 1 Need for speaker diarization. Robot waiter needs to understand who orders when and
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We focus on DOA and VAD, aiming to detect when and where a speech seg-
ment occurs. In particular, as the processing is done by connecting a plurality of
elementary technology items in series, the performance of the preceding stage will
affect the subsequent processing. Using robust methods in the preceding process-
ing is required for various observations. For example, in the robot audition system,
HARK, a multiple signal classification (MUSIC) algorithm is used for DOA and
VAD in preceding processing, and source separation processing is followed. How-
ever, parameters for DOA and VAD need to be selected carefully, as they affect the
performance of the entire system.

We also evaluate the DOA and VAD for free speech in a real environment.
Ground truth for speaker direction and active speech segments are necessary, there-
fore We have corrected the ground truth data by using the MAC3D system. In addi-
tion, we use the rate of precision and recall for VAD evaluation.

Aiming to obtain higher accuracy for the speaker diarization system, We have
improved the overall performance by using the independent vector analysis (IVA),
which is a robust way of separating sound sources.

2 Problem Statement and System Configuration

For an input of multi-channel audio signals and output of speech segments and
speaker direction, we assume that the transfer function of the microphone is known.
A transfer function represents the transfer characteristic of the sound from each di-
rection to the microphone array.

The proposed processing flow is shown in Fig. 2. After a short-time Fourier trans-
form of the multi-channel audio signal, we apply IVA for separating the observed
signals. Then VAD by threshold processing is used on the separated voice, and DOA
by using the MUSIC algorithm.

2.1 Blind Source Separation by IVA

The IVA method is an expansion of the blind source separation method, indepen-
dent component analysis (ICA). This section will give an overview of ICA and then
briefly describe the extension to IVA [6, 7].
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In the ICA method, the observed signal in the time-frequency domain Zt, f =
[z1

t, f , ...,z
M
t, f ]

T is modeled as: Zt, f = A f Yt, f .

Here, Yt, f = [Y 1
t, f , ...,Y

M
t, f ]

T is the audio signal for sound sources in the tth time

frame and f th frequency bin, A f is a mixing matrix. For the signal {Zt, f }T
t=1, we

calculate a separation matrix W f which satisfies that components of Ŷt, f are statis-
tically independent. Ŷt, f = W f Zt, f .

However, the ICA method has a permutation problem: Ŷt, f calculated for each
frequency bin f may not in the same order as the original Yt, f . Thus, we need to
select the correct component belonging to the same sound source in each frequency
bin when restoring to the original audio signal.

By using this method, components of {Yt, f }F
f=1 are deemed as an F-dimensional

vector, this problem is avoided because {W f}F
f=1 is optimized at the same time.

2.2 VAD by Threshold Processing

We detect speech segment in separated audio signals. First, we restore the separated
time-frequency domain signal Yt, f to the time domain waveform signal yt and extract
one channel of them. Then we divide the waveform signal into shorter segment Δ t
with no overlap. For each segment, the number of samples with absolute power
larger than Tv is calculated. A speech segment is confirmed if the number is more
than Ts. The time-frequency domain signal corresponding to the determined speech
segments are introduced into the next DOA process.

2.3 DOA by MUSIC Algorithm

This section explains the MUSIC algorithm in general and discusses the advantages
of using it directly for separated audio signals. The output of MUSIC is the spectrum
which contains the energy calculated for each direction θ in each block b.
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For time-frequency domain signals, the correlation matrix is calculated and av-
eraged in a time block as: Rb, f = ∑bΔT

t=(b−1)∗ΔT zt, f zH
t, f , where H denotes a conju-

gate transpose operator. The eigenvalue decomposition of Rb, f is given by Rb, f =

Eb, f Λb, f E−1
b, f , where Eb, f is the eigenvector matrix and Λb, f is the eigenvalue matrix.

The eigenvector and eigenvalue can also be represented as λb, f ,m and eb, f ,m.

The MUSIC spectrum is calculated as: Pb, f ,θ =
‖a f ,θ aH

f ,θ‖
∑M

m=N+1 |a f ,θ eH
b, f ,m‖

where a f ,θ is the transfer function for the θ th direction and f th frequency bin, and
N denotes the number of sound source. A detailed explanation of MUSIC algorithm
is provided in [8].

In the HARK system, Threshold processing is applied to the MUSIC spectrum
calculated. The number of sound sources parameter and threshold parameter is used.

The use of IVA in our proposed system avoids the request for the parameter of
the number source and threshold for the MUSIC spectrum.

3 Experiments

This section consists of three parts:

(1) Collection of reference data and create ground truth for free speech
(2) Evaluation criteria for VAD and DOA result
(3) Comparison of the baseline method and proposed method

3.1 Reference Data and Ground Truth

The ground truth for DOA and VAD takes a two-dimensional-array form represented
as xb,θ . The indexes of the array denote the time block bins b and the direction bins
θ . The value of x denotes speaker ID or 0 for silence segment.

We obtained data of four free speech records and its reference data for evaluation.
Each record was 240 seconds. The sampling rate was 16000 Hz, the block length
for VAD was 0.5s, and the length of the STFT was 512 points.

3.2 Evaluation Criteria

DOA and VAD result is evaluated in frame wides. Impressively, how estimated re-
sult x̂b,θ is close to the ground truth xb,θ . Let the number of speech segments in
ground truth by system be Sa, the number of speech segments in ground truth be Sd ,
the number of speech segments detected correctly be Sc, which is the difference be-
tween the correctly detected speech segment and the corresponding speech segment
in ground truth. Evaluation criteria are defined as follows:

Precision: Rp =
Sc
Sa

, Recall: Rr =
Sc
Sd

, F measure: F =
2RpRr
Rp+Rr

.
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Fig. 3 Comparison of DOA and VAD result

Fig. 4 Quantitative result. Recall rate improved by over 10 percent. Green points in left figure
show result by baseline method. Blue points shows result obtained by using the proposed
method, with Tv = 0.01 and Ts = 100

3.3 Results and Comparison

In the IVA source separation process, the source number is 5, the number of speak-
ers, and this number remains unchanged during the process. Threshold Tv and Ts for
VAD is set to 0.01 (in 0∼1) and 100 (in 0∼8000).

Detection result for active speech segments are shown in Fig. 3. A comparison of
the two methods is shown in Fig. 3. The proposed method has a higher F measure
result and recall rate. Although precision rate is lower, clearly it can be improved by
integrating other sensors.

4 Conclusion

We proposed a speaker diarization system which includes various processes con-
nected in series. By using the IVA separation method as in the preceding process,
the proposed system has the following advantages: (1) Higher recall and F mea-
sure than those of the baseline method. For a speaker diarization system, recall rate
is the main requirement, which is equal to reduce the deletion error. (2) With the
unchanged parameters, the proposed system still performs better than the baseline
method in which parameters need to be fixed to improve performance.
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A Content Fusion System Based on User 
Participation Degree on Microblog 

Wo-Chen Liu1, Meng-Hsuan Fu1, Kuan-Rong Lee2, and Yau-Hwang Kuo1,3* 

Abstract. Microblog users generally publish their opinions by using condensed 
text with some non-textual content. Besides, post responses from participants of-
ten include noise such as chaotic messages or unrelated information to the theme. 
Thus, we propose a Feature-based Filtering Model attempts to filter these noises. 
Moreover, we propose a method, which select the responses based on user partici-
pation degree, Maximum Discussion Group Detection (MDGD), to solve the prob-
lem of ignored information by current content fusion approaches. Briefly, the 
posts with higher user participation degree are selected to extract the short text 
from original post and its responses. The related content from several microblog 
platforms is also referred to enrich the fusion results. In the experiments, the test 
data set is collected from the microblog platforms of Plurk and Facebook. Finally, 
the Normalized Discounted Cumulative Gain (NDCG) metrics show that our me-
thod is capable to provide qualified extraction results. 

Keywords: Microblog, Short Text, Content Fusion. 

1 Introduction 

Rapid growth of microblog services usages has induced numerous research topics 
such as opinion sentiment analysis, commercial advertisement, summarization and 
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so on. Automatic Text Summarization (ATS) addresses both the problem of find-
ing the most important portion of document and generating coherent summary  
result from document. The existing ATS techniques may not appropriate for mi-
croblog write-ups fusions [1] because those adopted traditional Natural Language 
Processing techniques, which only cope with the pure textual information. In addi-
tion, existing content fusion approaches ignore the relationships between the res-
ponses and the parent post that will increase the problem of information deficiency 
[2]. In microblog posts, the textual expression is limited. Removing non-textual 
elements will lose extensive useful information. 

In order to help users to grasp content with hot topics from different social me-
dia services in a short period. Firstly, a Behavior-based Feature Extraction Model 
to extract the contextual and non-contextual features from the posts and their res-
ponses are presented. Then, the Feature-based Filtering Model is proposed to filter 
the useless content and reserve the useful content. Next, the Maximum Discussion 
Group Detection (MDGD) Model is designed to find the highly discussion group 
from the dataset. Besides, a multiple source selection model called Multiple Posts 
Selection Model to enrich the fusion content is also proposed. Finally, the Multi-
source Fusion Model provides qualified fused results based on user query. 

This paper is organized as follows. In next section, some background and  
related works are surveyed. The model of Multi-Feature Analysis for Microblog 
Content Fusion is described in Section 3, and the experimental results are shown 
in Section 4. In last section, the conclusion and future work of this paper are  
given. 
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Fig. 1 Overall structure of Multi-feature Analysis for Microblog Content Fusion 

2 Background and Related Works 

The task of document summarization is to create a summary of many documents 
in order to provide the key points to readers. Some ATS systems are using seman-
tic analysis, natural language processing technique or comparing the similarities 
between sentences by n-gram or entropy [1,2,3].  
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Summarization is divided into abstraction and extraction: An abstraction con-
tains at least some sentences that do not exist in the original document. An extrac-
tion is text spans (typically, paragraphs or sentences) selected from the original 
document. Abstract approaches are more difficult than extraction because it has to 
change the sentence position or create a new sentence for result, not only picks up 
the important sentence. Abstract approaches must apply many NLP techniques to 
deal with the sentences such as segmentation, tagging, parsing, nouns filtering, 
syntax tree construction and so on. Extract approaches are usually using statistical 
model or learning method to extraction sentence rather than using natural  
language processing techniques, such as Term Frequency and Inverse Document 
Frequency (TF-IDF), entropy calculation, relevant analysis, topic extraction and 
so on. 

3 Multi-feature Analysis for Microblog Content Fusion 

3.1 Behavior-Based Feature Extraction Model 

The past microblog researches mainly focus on textual content analysis. However, 
non-textual content usually contain more useful information in microblog posts. 
Thus, the non-textual features are also taken into account in this stage. According 
to the composition of the microblog property, the extracted features that we  
referred are as follows: 

• The features about a target post including the number of emoticons, pictures, 
videos, hyperlinks, responses, likes, reposts and the length of this post. 

• The features about each response to the target post including the delta time 
between this response and the target post, the number of emoticons, pictures, 
videos, hyperlinks, and the length of this response. 

3.2 Feature-Based Filtering Model 

We observe that responses often contain some recurring or irrelevant content. 
These responses are usually spread by the specific users that are robots or adver-
tisers. Therefore, this model attempts to classify each post into two categories, 
which are Irrelevant Content and Relevant Content. According to the composition 
of the microblog property, we select the features to train classifier.  

3.3 Maximum Discussion Group Detection Model 

We observe that the existing posts do not always have the most responses in mi-
croblog. According to the composition of user behavior property, the concept of 
Discussion Graph (DG) about the responses to a post is proposed. For a given post 
and its responses, ܷ ൌ ሼݑଵ, ,ଶݑ … ,   .௡ሽ denotes as a set of ܰ users in responsesݑ
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ܩ ൌ ሺܸ,  indicates the “mention relationships” between these nodes, and ܧ ሻ denotes as an indirect graph, where node ܸ is corresponding to the ܰ users, edgeܧ
the number of node  ܸ is denoted as |ݒ|. The weight of edge ܧ is corresponding 
to the total number of discussion series, and it adds one when the discussions 
(mention relationships) occurred in a post, which denotes as ݁௪௘௜௚௛௧ . The DG is 
performed to find maximum connected component in post ݅ called Maximum 
Discussion Group (MDG), which denotes as ܩܦܯ௜. If the number of ܩܦܯ௜ ൐ 2 
in post ݅, fetching the group which has maximal sum of weights; randomly fetch-
ing one group if the maximal sum of weights are the same. The objective of MDG 
is used to rank these posts according to the participation degree with the given 
query. 

Equation (1) is used to quantify the participation degree for a post from 
the ܩܦܯ௜ . Participation Score ሺܲ ௜ܵሻ is a quantitative function for counting the 
participation rate of a post. Combining with ܲ ௜ܵ, equation (2) considers the num-
ber of responses, which denotes as  ݏ݁ݎ݌௜  and the number of likes, which denotes 
as ݈݁݇݅݌௜  in the post ݅. The basic idea of the Information Score ሺܫ ௜ܵሻ is per-
formed to find the “highly discussed post”; the higher ܫ ௜ܵ  causes by the higher 
user participation degree. Finally, we fetch top ߚ results of input post and reserve 

the highly frequency terms, which weight ݓ݂ݐ௞ ൌ |௖ೖ|כଵ଴଴∑ |௖ೕ|׊೎ೕא಴ ൐ γ  from MDG. 

ܲ ୧ܵ ൌ  ቐ ∑ ୣ౭౛౟ౝ౞౪మ׊౛אMDG౟ሺ|୴|׊౬אMDG౟ሻିଵ , if|v|׊୴אMDG౟ ൒ 2               0               , if|v|׊୴אMDG౟ ൏ 2                 (1) 

ܫ  ௜ܵ ൌ כ ן ௜݈݁݇݅݌  ൅ ሺ1െןሻ כ ௜ݏ݁ݎ݌   כ ܲ ௜ܵ                 (2) 

3.4 Multiple Post Selection Model 

This model enriches the content by exploiting other platforms. Firstly, we obtain 
the key terms from previous steps. Secondly, we apply Behavior-based Feature 
Extraction Model, Feature-based Filtering Model and MDGD model query by key 
terms to eliminate noise and measure the user participation degree between posts. 
Finally, fetch the highest participation degree post as candidate content from each 
platform. 

3.5 Multi-source Fusion Model 

In this section, we gather information and then extract representative features  
of a post and its responses by score. A candidate post ݌௜  and its responses ܴ௜ , 
which has many representative words same as post ݌௜ , denote as ܴܲ ൌሼݎ݌௜| ݎ݌௜ ൌ ௜݌ ׫ ܴ௜, ݅ א   .ሽܦܫ

Thus, after the sentence segmentation, we calculate score for each sentence. 
Equation (5) is presented the score formula of sentence ݏ௝, where ܵ݁ݎ݋ܿܵݐ൫ݏ௝൯ is 
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the sentence score of the terms entailed by ݏ௝ . Note that, all of the terms ݇ must 
consist in both sentence ݏ௝  and its parent post ௜݌  .Equation (3) is the time-
weighting function and equation (4) is the length-weighting function. ܹܶሺ݆ሻ ൌ 1 െ log|ௌ| ݆                             (3) 

௝ห൯ݏ൫หܹܮ ൌ eቀቚೞೕቚషμቁమమσమ                                 (4) 

௝൯ݏ൫݁ݎ݋ܿܵݐܵ ൌ ෌ ௧௙௪ೖ ೟೑ೢೖאೞೕר೟೑ೢೖא೛೔௅ௐ൫|௦ೕ|൯ כ ܹܶሺ݆ሻ            (5) 

When the score ܵ݁ݎ݋ܿܵݐ൫ݏ௝൯ is calculated, we fetch the top ߰ sentences. If the 
length of fusion results is smaller than ߮, union candidate sentences from Multiple 
Post Selection model. Finally, the output is the fusion results of the original post 
and its responses. 

4 Experimental Results 

4.1 Feature-Based Filtering 

In order to evaluate our model, we gathered a set of testing data by collecting 
posts and responses via Plurk official API from 2011 February to 2011 March. 
The 10-fold cross-validation based on SVM with RBF kernel was used, the nine 
randomly generated folds in each round were used for module construction and 
the one fold was reserved for testing. Macro-Averaging and Micro-Averaging 
recognition rate were used to evaluate overall performance. The recognition rate 
was 96.8% in the Relevant Content and 88.7% in the Irrelevant Content. As shown 
in figure 2, the micro-average recognition rate was 95.3% and macro-average one 
was 92.7%. Based on the learned weights of features, we observed that the men-
tioned feature is not very useful in determining Relevant of Irrelevant Content. 
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Fig. 2 Performance of the Feature-based Filtering model  
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4.2 Maximum Discussion Group Detection 

For the experiments, we used the Normalized Discounted Cumulative Gain 
(NDCG) metric [4]. NDCG was adopted to measure the effectiveness of our me-
thod. Each post was judged on the scale 0-2, where 0 denotes “irrelevant”, 2 de-
notes “completely relevant”, and 1 means “somewhere in-between”. 

In experiment, we used Plurk API to acquire 29,208 posts and 153,163 res-
ponses on 2011 December and analyzed the sensitivity of the parameter in our 
system. The best performance achieved when ן ߚ ,0.5 = = |input post|ہ ߤ, ۂ0.1כ  ൌ ߪ ,35 ൌ 88.983 , and  ߛ ൐ 2. The results were shown in Table 1. The 
NDCG score was obtained by the top ten results of input post. From the results, 
“highly discussed post” was obtained by ܵܫ, which can quantify the participation 
degree of a post from MDG. The method we proposed achieves higher objective 
and accurate in the experimental results. 

Table 1 Measurement of user satisfying performance for the MDGD model 

Query Terms NDCG@10IS NDCG@10pres 

 
(the one 2012 Taiwanese president candidate) 

0.92 0.81 

 
(the other 2012 Taiwanese president candidate) 

0.93 0.51 

 
(Jeremy Shu-How Lin, an basketball player in NBA) 

0.71 0.52 

4.3 Multi-source Fusion 

Currently, there are no similar benchmarks or measurement of comparisons for 
microblog fusion system. In order to conduct the user satisfactions, we recruited 4 
Social Network experts and 16 Plurk users. Same as previous steps, we evaluated 
the performance of multi-source fusion results including the same query terms 
from Plurk and Facebook. The user satisfactions were shown in figure 3, we used 
 

 

Fig. 3 Overall measurements of user satisfaction performance 
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read the original posts and its res-
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after read the original content. 

(c) I am able to follow the fusion re-
sults easily. 

(d) I feel the fusion results are useful 
and clear. 
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5-point rating scale (5 = strongly agree, 1 = strongly disagree) for each question. 
For question (a), we obtained 3.7 point, 3.6 point for question (b), 3.9 point for 
question (c) and 3.55 point for question (d) in average. The results shown that our 
system is capable for providing good quality of fused results based on user query. 

5 Conclusions 

This paper addressed the issue of automatically selecting passages from microblog 
posts and provides fusion results. These problems are difficult because (i) res-
ponses are not always discussing the same topic, and (ii) content length is limited 
and often including noise in microblog posts.  

In this paper, we utilize the “mention relationship” to rank the posts according 
to the participation degree with the given query. According to the ranking of dis-
covered MDGs, we fused multiple posts and investigated how to find the candi-
date posts correctly via contextual features and non-contextual features. Finally, 
we evaluated our system on Plurk and Facebook, and observed how users’ satis-
faction could correlates with the effectiveness of fusion result by NDCG.  

Presently, the textual content of microblogs often includes Network Informal 
Language (NIL) [5],[6]. In the future, the contextual features will be mainly focus 
on. We will experiment on MMSEG [7] to support NIL terms. Unlike informal 
language, many new NIL are created continually. New terms detection is one of 
the most important issues for social information processing. Moreover, experi-
ments will explore the optimal combination of various features such as “social  
relations”, “user opinion” and so on to enhance the user satisfactions. 

Acknowledgments. This work was supported in part by the National Science Council of 
Taiwan under grant NSC-100-2221-E-006-251-MY3 and Southern Taiwan Science Park 
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Network Intrusion Detection System Based on 
Incremental Support Vector Machine 

Haiyi Zhang, Yang Yi, and Jiansheng Wu1 

Abstract. Based on simple incremental SVM, we proposed an improved incre-
mental SVM algorithm (ISVM), and combined it into a kernel function U-RBF and 
applied it into network intrusion detection. The simulation results show that the 
improved kernel function U-RBF has played some role in saving training time and 
test time. The ISVM has eased the oscillation phenomenon in the process of the 
learning to some extent, and the stability of ISVM is relatively good. 

1 Introduction 

Intrusion detection, a proactive real-time security protection technology, has got 
more and more attention. It is a network security technology that is used to detect 
acts, which damage or attempt to damage the confidentiality, integrity or availa-
bility of the system or network. It can effectively make up the shortages of firewalls, 
data encryption, authentication and other static defense strategies and can carry out 
a full range of network security protection by combining with other network secu-
rity products as well. 

Research on the incremental SVM learning algorithm in the intrusion detection 
system is of significance. Firstly, it is difficult for traditional security and  
defense strategies to meet the ever-changing needs of network security and short of 
static protection technologies. Secondly, current intrusion detection methods are 
mostly non-incremental learning algorithm. As the accumulation of the new incre-
mental samples, the training time expenses will continue to increase. Thirdly,  
incremental learning can rapidly learn from the new incremental samples to modify 
the existing model. Time consumption is relatively small. Finally, compared with 
non-incremental algorithms, incremental learning algorithms are in a relatively small 
number of studies, especially the incremental SVM algorithm. 
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Due to the oscillation phenomenon that simple incremental SVM will lead to in 
the follow-up learning process, we propose an improved incremental SVM algo-
rithm ISVM. In order to reduce the number of samples and shorten the training 
time, the algorithm introduces sample selection process, and applies it to network 
intrusion detection. Compared to other algorithms, the test results indicate that the 
ISVM algorithm eases the oscillation phenomenon to some extent in the incre-
mental learning process, and also saves training and prediction time. 

2 Incremental Support Vector Machine 

Support vector machines are a new type of learning machine based on statistical 
learning theory and structural risk minimization principle. The basic idea is to make 
a nonlinear mapping from the input space to high dimensional space. Then con-
struct a classification hyper plane that separates the training data by a maximal 
margin. 

The standard SVM requires that all samples be trained at the same time. If new 
samples are added, the SVM needs to be retrained to find a new optimal classifi-
cation hyper plane, so the tolerance to noise for the SVM is not high. On the other 
hand, it is very difficult to obtain a complete training set in the beginning if lack of 
initial samples. The accuracy of the learning machine will be affected, so we hope 
the learning machine can continuously improve the learning accuracy by using the 
priori knowledge when new samples are added in. 

Based on the above issues, there are a number of researchers working on the 
SVM with incremental learning function. Syed et al [1,4] first proposed the in-
cremental learning algorithm of SVM. It divided the training set into N subsets, 
after training on a subset, the algorithm only retained the support vectors and dis-
carded the other samples, and then added them into next subset to form a new 
training subset and trained on the new training subset.  

3 Incremental Support Vector Machine Based on  
Reserved Set 

3.1 Kernel Function U-RBF (Unitizing RBF) 

We propose a new kernel function, U-RBF, according to the consideration unitizing 
the record. The U-RBF adds the mean value of the feature attributes and the mean 
square deviation to the RBF, which will cut down the training time. 

3.2 The KKT Conditions and the Distribution of the Samples 

In order to obtain the decision function when training the SVM, we have to solve 
the quadratic programming problem, where we need to use the optimality condi-
tions of the optimization problem, Karush-Kuhn-Tucker (KKT) conditions.  
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The solving of SVM boils down to the solving of the convex quadratic pro-
gramming problem, where the KKT conditions are defined as: 
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We can get the classifier from the process of training the samples, where αi is the 
Lagrange multiplier that the sample corresponds to. According to (2), we know that 
the samples that meet the requirement of the KKT conditions are the support vec-
tors. 

3.3 Reserved Set Strategy 

In the simple incremental SVM, when the new incremental samples come, first, 
check whether all the samples meet the KKT conditions. The follow-up learning 
will lead to oscillation phenomenon if the initial samples are insufficient. This paper 
presents a reserved set strategy that will retain. In order to ease the oscillation 
phenomenon in the follow-up learning process, select samples from the reserved set 
to combine them with those samples that are contrary to the KKT conditions in the 
new incremental sample set and the original support vector set to form a new 
training set, according to the weight. After incremental learning, update the  
reserved set and the weights of the samples. 

There are two key issues: one is how to select samples to construct the reserved 
set; the other is how to empower the value for each sample. 

4 Simulated Experiments 

4.1 Experiments Description 

We take the benchmark KDD-CUP99 with nearly 5 million network records, as the 
dataset of the experiments. Each record is a grouped sequence that starts and ter-
minates within the required timeframe when in line with the stated protocols. It also 
has a class identifier, which denotes either normal class or some specific attack 
class. There are 22 attack classes divided into the four categories. 

In this paper, the detection rate, false alarm rate and correlation coefficient are 
used as the evaluation indicators for the intrusion detection. The purpose of the 
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incremental SVM proposed in this paper is not only to enhance the intrusion  
detection rate and reduce false alarm rate, but also to reduce the training time and 
the forecast time as much as possible. So, the training time and the forecast time are 
adopted as the evaluation indicators as well. 

The simulation experiments are divided into two parts. In the first part we mainly 
verify the effectiveness of the improved kernel function U-RBF by comparing the 
effectiveness of U-RBF with RBF and POLY. I in the second part we mainly test 
the detection performance of the RS-ISVM by comparing it with the simple  
incremental SVM and the peer-to-peer incremental SVM. 

4.2 Experiments of RS-ISVM 

Our experiments are performed to verify the effectiveness of the improved SVM. 
First, the dataset is randomly divided into two subsets, each contains both normal 
and abnormal class, one is the source of the training data, and the other is the source 
of test data. Secondly, select 9 data sets at randomly, named I1 to I9, from the 
training subset as the incremental training set randomly, each set contains 300 
normal samples and 300 abnormal samples, and any two training samples sets are 
not mixed. Thirdly, select the normal records and attack records, with the number of 
normal records are equal to the attack records, as the test set. 

Table 1 The performance of the RS-ISVM using different parameters 

Parameters Training set (cc) 

η1 η2 I1 (cc) I2 (cc) I3 (cc) 

0.1 10 0.767 0.759 0.768 

0.1 20 0.767 0.798 0.814 

0.2 10 0.767 0.765 0.769 

0.2 20 0.767 0.799 0.815 

0.3 10 0.767 0.766 0.771 

0.3 20 0.767 0.806 0.821 

0.4 10 0.767 0.749 0.737 

0.4 20 0.767 0.029 0.785 

0.5 10 0.767 0.784 0.766 

0.5 20 0.767 0.103 0.753 
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Because the strategy of selecting samples involves the scale factors η1 and η2, 
which need to be set, we choose the best combination of η1 and η2 by assessing 
algorithm performance with combinations of different parameters. Different scale 
factors η1 and η2 have been chosen for simulation and the comparison results of 
correlation coefficients are listed in Table 1, where I1~I3 are the incremental training 
subsets and cc denotes the correlation coefficient. 

The best combination of the parameters η1 and η2 has been marked in bold. First, 
train the SVM on the sample set I1, and then the incremental SVM will be updated 
when the new incremental sample sets I2~I9 arrive. This paper will compare the 
RS-ISVM with the simple incremental SVM (Simple-ISVM) [2,5] and the 
peer-to-peer incremental SVM (KKT-ISVM) [3,6] with the detection rate, false 
alarm rat, correlation coefficient, training time and forecast time. Since all the three 
methods are based on the C-SVM, all the three algorithms will use the RBF as the 
kernel functions. Moreover, RS-ISVM also uses U-RBF.  

Table 2 Comparison of the training time and test time 

 RS-ISVM(U) RS-ISVM Simple-ISVM KKT-ISVM 

TrD(s) TeD(s) TrD(s) TeD(s) TrD(s) TeD(s) TrD(s) TeD(s) 

I1 0.438 1.469 1.094 4.656 1.016 5.64 1.105 5.688 

I2 0.718 1.985 2.078 6.218 3.844 14.813 7.547 16.203 

I3 1.015 2.719 3.156 9.266 5.625 20.562 16.0 23.984 

I4 1.328 3.391 5.797 11.719 9.093 23.922 30.437 29.656 

I5 1.719 5.546 6.781 13.641 18.86 26.656 38.297 34.297 

I6 0.984 1.00 8.156 15.532 18.047 35.047 48.688 38.547 

I7 0.438 1.105 8.609 16.938 22.672 42.094 71.64 44.563 

I8 0.453 1.11 10.485 18.969 33.094 47.969 83.203 50.016 

I9 0.553 1.11 13.812 21.328 28.14 43.813 96.266 53.047 

 

The comparison results of the training time and test time are listed in Table 2, 
where TrD and TeD represent the training time and test time respectively. As shown 
in Table 2, KKT-ISVM needs the most training time, because it has to do cross 
judging and more training. The training time of Simple-ISVM and RS-ISVM is in 
the acceptable range. However, RS-ISVM(U) has obvious advantages in training 
time, because it is clearly much shorter than RS-ISVM.The above results show that 
the improved kernel function U-RBF plays some role in saving the training and test 
time. On the other hand, compared to the Simple-ISVM and KKT-ISVM, the 
changes that RS-ISVM do to the original classifier are more reliable, and it will not 
cause large fluctuations in detection performance to the classifier. Moreover, with 
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cumulative incremental training on the new sample set, RS-ISVM continuously 
improves the detection performance. 

5 Conclusions 

We have proposed a strategy that is based on the reserved set, which retains those 
non-support vectors that are most likely to become support vectors to ease the 
oscillation phenomenon in the process of the incremental learning. At the same 
time, a concentric circle method has been proposed to select the samples to con-
struct the reserved set. Lastly, an incremental SVM algorithm RS-ISVM that is 
based on the reserved set bas been proposed. 
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Use of Fuzzy Information for Heterogeneous 
Performance Evaluation 

Mohammad Anisseh* and Mohammad Reza Shahraki  

Abstract. Personnel performance appraisals have been practiced in many organi-
zations and institutions with the purpose for salary adjustments, promotions,  
training, and other decisions that affect employee status in the company. Human 
judgments, including preferences are often vague and cannot be estimated in exact 
numerical values. This paper uses a method under the linguistic framework for 
heterogeneous performance evaluation, which allocates different weights for as-
sessor members to use linguistic terms in order to express their fuzzy preferences 
for candidate solutions and for individual judgments. The introduced method has 
been used in the empirical study, and the results have been analyzed.  

Keywords: Performance evaluation, Group decision making, Fuzzy numbers.  

1 Introduction 

Fan and Zhang [4] and Chuu [5] stated that human beings are faced with issues of 
decision making  that basically involves choosing the most-preferred alternatives 
from a limited set of alternatives to obtain certain-predefined objectives. Evaluat-
ing personnel is one of the most critical decisions that must be taken [6]. Most 
crucial and significant decisions in organizations are made by groups of managers 
or experts. There are two types of group decision making: (a) homogeneous  
and (b) heterogeneous. Contrary to homogeneous group decision making, the  
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heterogeneous decision making considers opinions from decision makers that 
constitutes of different gender, age, education, functional specialization and exper-
tise  [7-9]. In such an environment, disagreement always happens in group deci-
sion making as members in a group generally do not come to the same decision 
[10]. To solve disagreements for one decision maker that involves multi criteria 
evaluation and ranking problems, the multi criteria decision making (MCDM) has 
been developed [11-16]. Crisp data are insufficient to simulate real life situations 
and managers’ judgments normally include preferences are often vague and not 
precise estimates of the numerical value [17]. Chuu [5] stated that the traditional 
MCDM methods are random processes and deterministic, and unable to solve 
group decision making problems with inaccurate and vague information. There-
fore, fuzzy MCDM methods were developed. The concept of fuzzy sets is one of 
the most important and significant instruments in the computational intelligence 
[18]. Fuzzy sets and fuzzy logic are powerful mathematical tools for modelling in 
uncertain systems in industry, nature and humanity and act as facilitators for 
common-sense reasoning in decision making in the absence of complete and accu-
rate information [19]. Therefore, designing applicable multi-dimensional appraisal 
systems for heterogeneous appraisers has been a main concern for scholars. This 
paper is trying to use heterogeneous group decision making model under fuzzy 
environment for personnel performance appraisal. 

2 Preliminaries 

Definition 2.1. A fuzzy set presents a boundary with a gradual contour, by contrast 
with classical sets, which present a discrete border. Let U be the universe of dis-

course and u a generic element of U, then U ={ }u . A fuzzy subset Ã, defined in 

U, is: } ¦))(,{(
~

~ ∈=Α uuu
A

μ , Where )(~ u
A

μ is designated as membership 

function or membership grade of u in Ã[20]. 

Definition 2.2. A is a fuzzy number, if A is normal and convex [21]. A triangular 
fuzzy numbers can be expressed as M = (l, m, u), where l ≤ m ≤ u, in which l ≤ m 
≤ u. In the fuzzy event, parameters (l, m, u) are the smallest, promising, and the 
largest possible value, correspondingly [22]. Equation (1) describes the triangular 
fuzzy number membership function M, when l=m=u, it is a non-fuzzy number by 
agreement as shown in Fig.   1 [23] 
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Fig. 1 The triangular fuzzy membership function [2] 
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Definition 2.3. For two triangular fuzzy numbers M1 and M2 of the main opera-
tional laws are as follows [24]: 

 × M1 = ( l1, m1, u1),  >0,  R, 
1

1M = (1/ u1, 1/ m1, 1/ l1).              
M1 + M2 = (l1 + l2, m1 + m2, u1+ u2), 
M1 × M2 = (l1 × l2, m1 × m2, u1 × u2),     

(2)
 

Definition 2.4. A variable with values of word or sentences in an artificial lan-
guage is defined a linguistic variable [25]. After the cardinality of the linguistic 
terms set are recognized, linguistic terms and semantics that must be arranged as 
show in (Tables 1 & 2)..  

 

Table 1 Linguistic variables for the ratings
[1] 

Table 2 Linguistic variables for the 
importance weight of each criterion [3] 

Very Poor VP (0, 0, 1)
Poor P (0, 1, 3)
Medium Poor MP (1, 3, 5)
Fair F (3, 5, 7)
Medium Good MG (5, 7, 9)
Good G (7, 9, 10)
Very Good VG (9, 10, 10) 

Very Low VL (0, 0, 0.1) 
Low L (0, 0.1, 0.3) 
Medium Low ML (0.1, 0.3, 0.5) 
Medium M (0.3, 0.5, 0.7) 
Medium High MH (0.5, 0.7, 0.9) 
High H (0.7, 0.9, 1.0) 
Very High VH (0.9, 1.0, 1.0)  

3 The Fuzzy Heterogeneous Performance Evaluation 
Method 

The purpose of this method is to enhance group agreement on the group decision 
making outcome based on Borda count. Let },,,{ 21 mAAAA = be a discrete 

set of alternatives, },,,{ 21 kPPPP = be the set of decision makers, and 

),,,( 21 pλλλλ =  be the weight vector of decision makers, 

where kPp ,...,2,1,0 =≥λ , and  =
=k

p p1
1λ . Let },,,{ 21 nCCCC =  

be the set of attributes, and ),,,( 21 nwwww =  be the weight vector of 

attributes, where  =
==≥ j

n nn wjnw
1

1,,,2,1,0   [26]. The fuzzy 

group decision problem can be concisely expressed as matrix format [27]:  
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[ ]nwwwW ~,,~,~~
21 =  Where k

ijx~  and 

k
jw~ are linguistic variables that can be 

shown by fuzzy numbers as shown in 
(Tables 1, 2). 

 
The proposed models are linearly described in the following 11 steps: 
1- Identifying evaluation criteria.  2- Generating alternatives. 3- Identifying 

weights of criteria and weights of decision makers.  4- Presenting preferences on 
the part of each decision maker (every decision maker gives preferences to per 
alternative based on every attribute according to linguistic terms such as Table 2. 
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 and final 

grade of every alternative in lieu of j 
attributes would be calculated. 

(8) 

10- Changing 
GR  matrix into Bor-

da count, i.e. alternative with first 
rank based on per criterion would 
have m-1 relative value on the basis 
of m alternatives. The same goes 
for, alternative with second rank (m-
2 relative value). Alternatives with 

5- Construction of fuzzy decision matrix. In fuzzy decision matrix, we suppose 
that, each k

ijx~ is fuzzy number. 6- Construct the normalized fuzzy decision matrix 

that can be found in [28, 29]. If                                                    are triangular 
fuzzy numbers, then the normalization process can be performed by [25]: 
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Where B and C are the set of benefit criteria and cost criteria, respectively.  
7- Construction of defuzzification decision matrix; the defuzzified value of fuzzy 
number can be obtained from Equation  

iLLMLUBNP iiiiii ∀+−+−= ,3/)]()[(     (5)

8- Considering proper value (DM weights) of every decision making group mem-
ber idea                                  (6).  Nij is an element of defuzzification decision 
matrix for every DM, and 

pλ  is the weight of per DM idea.
 
9- Formation of 

jR matrixes; while the rows of the matrix are alternatives and its columns are 

DMs opinions based on j criterion. So n matrixes in lieu of j attributes were estab-
lished (

jR ): 

 
 
 
 

 
 
 
 

In this matrix the line with the highest mark is the first rank and the line with the 
lowest mark is m rank. 

 
 

  
 

   
 
 

m rank would receive zero relative values. We multiply the Borda count matrix 
with the corresponding weight vector of attributes function [2] 

 

 
  (9) 

The alternative sum with the highest value would be considered as the first rank 
and the lowest represents the last rank. 

pijij NN λλ ×=

),,2,1,,,2,1,~( njmix ij  ==
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4 Empirical Study 

This study was performed in 
Energy Efficiency Organiza-
tion active in the field of 
energy consumption optimiz-
ing. Twenty-one persons were 
selected as a professional 
group according to the presi-
dent of EEO organization 
opinion based on their expe-
riences and education in order 
to determine the criteria, 
weights, and assessors’ view-
point weights as shown in 
Table. 3. In this paper the 
organization’s middle manag-

ers from deputy of training and optimizing energy consumption were evaluated. 
So each manager was assessed by 4 assessors based on 33 quality and quantity 
attributes.  A1, A2, A3, A4 was allocated to 4 managers. In step 4 of algorithm me-
thod, the assessors presented preferences for each alternative based on each 
attribute according to linguistic terms based on Table. 4. Next step constructed the 
normalized fuzzy decision matrix and converted the normalized fuzzy decision 
matrix to the defuzzification decision matrix by (Equation (6) as shown in (Table .  
5). Step 8, 9: Considering proper value (DM weights) of every decision making 
group member idea by (Equation (7) and establishing n matrixes lieu of j attribute 
as (Table .  6). Step 10: In (Table .  6) Linear sum would be reached in lieu of P 
decision makers and final rank of every alternative in lieu of j attribute would be 
calculated. In these matrixes, the line with the highest mark is the first rank and 
the line with the lowest mark is m rank. Step 11: We change the RG matrix into 
Borda count; multiply the Borda count matrix with the corresponding weight vec-
tor of attributes by (Equation (9). The alternative sum with the highest value 
would be considered as the first rank and the lowest represents the last rank. The 
ordinal ranks of four alternatives (Middle managers) are attained as follows: A3 >> 
A4 >> A1 >> A2.   Therefore, A3 is the optimal candidate. 

Table 4 The ratings of four candidates by decision makers under all criteria 

 C1 C2 C3

 A1 A2 A3 A4 A1 A2 A3 A4 A1 A2 A3 A4 
P1 MG G F G G G F VG G G VG VG 
P2 G G G VG MG G MG VG VG VG G VG 
P3 F F G MG F F G G G G VG G 
P4 G G VG MG MG G VG G VG VG VG VG  

 

Table 3 Fuzzy performance measurement of assessor 
group done by professionals 

Profes-
sional 
Team 

Assessors 

Manager Colleagues Inferior 
Employee 

him/herself 
kjkjlProf

_1  VH MH MH H 
Prof_2 H MH M ML 
Prof_3 VH H MH H 
Prof_4 VH H VH H 
Prof_5 H M MH L 
Prof_6 

H M M MH 
Prof_1  0.9,1.0,1.0 0.5,0.7,0.9 0.5,0.7,0.9 0.7,0.9,1.0 
Prof_2 0.7,0.9,1.0 0.5,0.7,0.9 0.3,0.5,0.7 0.1,0.3,0.5 
Prof_3 

0.9,1.0,1.0 0.7,0.9,1.0 0.5,0.7,0.9 0.7,0.9,1.0 
Prof_4 0.9,1.0,1.0 0.7,0.9,1.0 0.9,1.0,1.0 0.7,0.9,1.0 
Prof_5 0.7,0.9,1.0 0.3,0.5,0.7 0.5,0.7,0.9 0.0,0.1,0.3 
Prof_6 0.7,0.9,1.0 0.3,0.5,0.7 0.3,0.5,0.7 0.5,0.7,0.9 
Total 5.500 4.133 4.067 3.733 

Weight 0.32 0.24 0.23 0.21 
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Table 5 The fuzzy normalized decision matrix and criteria weights 

 C1 C2  C3

P1 

A1 0.5,0.7,0.9 0.700 0.7,0.9,1.0 0.867 0.7,0.9,1.0 0.867 
A2 0.7,0.9,1.0 0.867 0.7,0.9,1.0 0.867 0.7,0.9,1.0 0.867 
A3 0.3,0.5,0.7 0.500 0.3,0.5,0.7 0.500 0.9,1.0,1.0 0.967 
A4 0.7,0.9,1.0 0.867 0.9,1.0,1.0 0.967 0.9,1.0,1.0 0.967 

        

P2 

A1 0.7,0.9,1.0 0.867 0.5,0.7,0.9 0.700 0.9,1.0,1.0 0.967 
A2 0.7,0.9,1.0 0.867 0.7,0.9,1.0 0.867 0.9,1.0,1.0 0.967 
A3 0.7,0.9,1.0 0.867 0.5,0.7,0.9 0.700 0.7,0.9,1.0 0.867 
A4 0.9,1.0,1.0 0.967 0.9,1.0,1.0 0.967 0.9,1.0,1.0 0.967 

        

P3 

A1 0.3,0.5,0.7 0.500 0.3,0.5,0.7 0.500 0.7,0.9,1.0 0.867 
A2 0.3,0.5,0.7 0.500 0.3,0.5,0.7 0.500 0.7,0.9,1.0 0.867 
A3 0.7,0.9,1.0 0.867 0.7,0.9,1.0 0.867 0.9,1.0,1.0 0.967 
A4 0.5,0.7,0.9 0.700 0.7,0.9,1.0 0.867 0.7,0.9,1.0 0.867 

        

P4 

A1 0.7,0.9,1.0 0.867 0.5,0.7,0.9 0.700 0.9,1.0,1.0 0.967 
A2 0.7,0.9,1.0 0.867 0.7,0.9,1.0 0.867 0.9,1.0,1.0 0.967 
A3 0.9,1.0,1.0 0.967 0.9,1.0,1.0 0.967 0.9,1.0,1.0 0.967 
A4 0.5,0.7,0.9 0.700 0.7,0.9,1.0 0.867 0.9,1.0,1.0 0.967 

Criteria 
weights 

0.0335 
 

0.0335  0.0299 
 

 

Table 6 Aggregation matrix (RG) based on per criterion (Middle managers) 

 
 
 

C1 P1 P2 P3 P4  R C2 P1 P2 P3 P4  R 

A1 0.22 0.20 0.11 0.18 0.72 4 A1 0.27 0.16 0.11 0.14 0.70 4 

A2 0.27 0.20 0.11 0.18 0.78 2 A2 0.27 0.20 0.11 0.18 0.78 2 

A3 0.16 0.20 0.19 0.20 0.77 3 A3 0.16 0.16 0.19 0.20 0.73 3 

A4 0.27 0.23 0.16 0.14 0.81 1 A4 0.30 0.23 0.19 0.18 0.92 1 

C33 P1 P2 P3 P4  R 

A1 0.27 0.23 0.19 0.20 0.91 3,4 

A2 0.27 0.23 0.19 0.20 0.91 3,4 

A3 0.30 0.20 0.22 0.20 0.94 2 

A4 0.30 0.23 0.19 0.20 0.94 1 

2
1
4
3

023.2
055.2
663.0
259.1

0299.0

0335.0
0335.0

333
211

5.022
5.000

111
233
4,322
4,344

4

3

2

1

A
A
A
A

 

Table 7 Comparison of proposed method and pervious personnel performance appraisal (Middle 
managers) 

Candidates A1 A2 A3 A4 
Previous assessment grade 29.5 29 29.5 29.5 

Fuzzy heterogeneous performance evalu-
ation method 

3 4 1 2 
 

5 Conclusion 

The personnel evaluation is one of the most important and complicated aspects of 
human resource management. A new proposed personnel performance appraisal 
model was used in this study, in which personnel are evaluated from different 
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points of view and evaluation’s errors are minimized. In multi criteria group deci-
sion making with linguistic variables, the assessors may have vague information, 
limited attention and different information processing capabilities. This paper uses 
a fuzzy group decision making method which allows group members to express 
their fuzzy preferences in linguistic terms for candidate selection and for individu-
al judgments. The proposed method covered heterogeneous performance evalua-
tion by considering the decision makers’ viewpoint weights. The results of the 
mentioned models are compared with the pervious personnel performance  
appraisal model (the evaluation of the subordinate from manager point of view) 
Table .  7. 

References 

[1] Wade, T.: Optimum Dielectric Selection Using a Weighted Evaluation Factor. Semi-
cond. Int. 18 (1995) 

[2] Anisseh, M., Piri, F., Shahraki, M.R., et al.: Fuzzy Extension of TOPSIS Model for 
Group Decision Making Under Multiple Criteria. Artificial Intelligence Review (2012) 

[3] Xu, Z.S., Chen, J.: An interactive method for fuzzy multiple attribute group decision 
making. Information Sciences 177(1), 248–263 (2007) 



Part VI 
Optimization 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  



Designing Loss-Aware Fitness Function for
GA-Based Algorithmic Trading

Yuya Arai∗, Ryohei Orihara, Hiroyuki Nakagawa,
Yasuyuki Tahara, and Akihiko Ohsuga

Abstract. In these days, an algorithmic trading in stock or foreign exchange (hence-
forth forex) market is in fashion, and needs for automatically performing stable as-
set management are growing. Machine learning techniques are increasingly used
to construct trading rules of the algorithmic trading, as researches on the algorith-
mic trading advance. Our study aims to build an automatic trading agent, and in
this paper, we concentrate in designing a module which determines trading rules
by machine learning. We use Genetic Algorithm (henceforth GA), and we build
trading rules by learning parameters of technical indices. Our contribution in this
paper is that we propose new fitness functions in GA, in order to make them ro-
buster to change of market trends. Although profits were used as a fitness function
in the previous study, we propose the fitness functions which pay more attention to
not making a loss than to gaining profits. As a result of our experiment using real
TSE(Tokyo Stock Exchange) data for eight years, the proposed method has outper-
formed the previous method in terms of gained profits.

1 Introduction

In these days, financial transactions, such as stock trading and forex, are performed
on web. Rule-based automatic or algorithmic trading is becoming popular. Re-
searches to create trading rules by means of machine learning techniques are being
carried out.

However, since the financial market is complicated, the newest application of data
mining and the machine learning techniques are not progressing much. Our study
aims to build trading rules using the machine learning technique, and evaluation is
performed with real TSE(Tokyo Stock Exchange) data for eight years.
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Researches on the prediction for a stock have been done widely. In the researches
for stock price prediction, ones which use ANN [1] [2], fuzzy theory [3] [4] [5],
and so on have been done, and the result is obtained. There are several kinds of
prediction, for example, the prediction of stock closing price of the next day, and
that of a long-term trend. As for inputs to a prediction algorithm, values such as the
past stock closing price and a technical index are used.

Researches on an algorithmic trading have been done, although there are not
many. In the research using Genetic Network Programming [6], a stock closing
price and technical indices are input, and trading rules are built. In the research
using Genetic Algorithm [7] [8], trading rules are built by evaluating the parame-
ters. Moreover, the framework which performs automatic trading of a stock called
Kaburobo [9] is offered. The contest is done there which evaluates the trading algo-
rithm from various viewpoints.

Our contributions are as follows: We found out the problem of overfitting in the
previous work. In order to avoid the problem, we proposed fitness functions which
favor small loss rather than large profits. By the evaluation experiment using real
TSE 136 stocks data, profits of the proposed method doubled compared with the
previous method.

This paper is organized as follows: Section 2 introduces the previous work[7] on
algorithmic trading. In Section 3 the proposed method which devised the loss-aware
fitness function is explained. The method is evaluated through the experiment using
the past stock price data. In Section 4 the contents of this paper are summarized.

2 Previous Work

2.1 The Method and Its Performance

In this paper, an automatic trading method using GA [7] is used as a start point. The
flow of the method and its performance are explained below.

Their automatic trading system is built using four technical indices. As shown in
Table 1, a technical index is calculated with the past stock prices; it expresses the
state of the price of one stock. Since there are various kinds of technical indices, it is
difficult to determine the technical index used for the constructing of the system in
general. Each index has a few parameters like Table 1, and it is not easy to determine
them too. In our approach, the parameters of the indices are determined by GA, and
our study aims to build an automatic trading system with technical analysis using
the optimal parameters.

As a result of the experiment [7], the profits were negative on the first year of
6-year evaluation period, but they improved from the second year on, and were pos-
itive in the end. However, upon comparing optimized parameters resulted in positive
profits in test data, and the tendency of overfitting was observed. The profits in the
evaluation period were only 38% of those in the training period. Therefore, de-
signing to prevent the overfitting at the time of training was mentioned as a future
subject.
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Table 1 Technical indices
Indices Parameters

Simple Moving short period,
Average(SMA) long period

Exponential Moving short period,
Average(EMA) long period

Bollinger period,
Bands(BB) factor

Channel Break period
Out(CBO)
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Fig. 1 The change of the fitness function from
October, 2001 to September, 2003

2.2 Discussion and Possible Improvement

In the previous work, the fitness function was defined as profits, and the optimized
parameters resulted in positive profits in test data. Although GA avoids a local op-
timum more effectively than other machine learning algorithms, it cannot be com-
pletely free from overfitting.

Figure 1 shows two time series, which are the fitness function in one gene and a
stock price, where the fitness function is profits, during two years. The stock price
plunges approximately on the 200th day and the fitness function rises suddenly at
the same time. However, the fitness function gradually decreases in other periods.
The trading rule using this gene works only in a particular condition. The system
therefore may not be able to perform well to a general stock price movement.

When the fitness function is profits, the overfitting could result where the function
adapts to particular cases in which large profits can be gained. Such a function is
inadequate to yield a universally usable trading rule. Thus, an appropriate fitness
function is the one which, unlike the fitness function shown in Figure 1, is hardly
affected even if there is a rapid change of a stock price. In this paper, the fitness
functions are created by the method described in Section 3.1.

3 Proposed Method

3.1 Loss-Aware Fitness Functions

In order to avoid overfitting, the following fitness functions, and aspects of loss,
such as the winning percentage of trading and the preference for small loss over
large profits, are considered: Here fit0 is used in the previous method, and fit1 to fit
3 are used in the proposed method.

fit 0 Pro f its
fit 1 Pro f its×WinningPercentage
fit 2 Pro f its−Loss
fit 3 −Loss+ 0.01×Pro f its



110 Y. Arai et al.

Where

• Profits is defined as the accumulation of Gain. Gain is defined as the amount
which results after subtracting the amount of acquisition and a commission from
the amount of sale.

• Winning Percentage is defined as the ratio of trading opportunities where the
amount of sale is greater than the amount of acquisition.

• Loss is defined as an absolute value of the accumulated Gain, which considers
only cases where Gain is negative.

In fit1, by compensating Profits with Winning Percentage, the smaller the number
of times of failed trading becomes, the larger the fitness function becomes. In fit2.,
Loss is subtracted from Profits, therefore it puts the twice importance to Loss com-
pared with Profits. Consequently, the smaller the loss becomes, the larger the fitness
function becomes. In fit3., it is important for the system not to result in the loss.
Profits will be used in order to break a tie, when Loss is the same amount. The ex-
periments are performed using the three fitness functions with Profits as baseline,
and the difference in effectiveness will be compared between the proposed method
and the previous method.

3.2 Condition of Experiment

The effectiveness of the proposed method explained in Section 3.1 is evaluated
by comparing it with the previous method. Here, an experimental condition is
explained.

The experiment is done using the stock price data for eight years from 2001 to
2008. The parameters are adjusted to the optimal combination by applying GA to
the 2-year training data. The system sells and buys using the trained trading rule,
for the subsequent one month. The system is evaluated as following. The period of
the first two years and the subsequent one month are counted as one window, the
experiment is performed on the total period of 72 windows, sliding the window one
month at a time.

An initial fund is assumed to be infinite, because portfolio issue is not treated in
this paper. Amount of trade is considered the minimum trading unit for each stock,
and a commission is assumed to be 1000 JPY per trading. Four technical indices
explained in Table 1 are used. The term for each technical index takes a value from
the set of {5, 10, 15, 20, 25, 30, 50, 75, 100, 200}, and the factor for Bollinger Bands
also takes the value from a set of {1.0, 1.5, 2.0, 2.5, 3.0}. Moreover, out of 225
stocks quoted as Nikkei Average, 136 stocks which met the following conditions
for the full period are used as stock price data.

• The stock has continued to be listed in Nikkei Average.
• There has been no change of the trading unit.
• There has been no share splitting.
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The conditions of GA are as follows. The number of individuals is set to 100 and
the generation number is set to 500. Minimal Generation Gap [10] model is used
as the generation alternation model. Uniform crossover [11], and uniform mutation
[12] are employed.

Four fitness functions explained in Section 3.1 are evaluated. The stock price data
of the Yahoo Finance [13] are used for the experiment.

3.3 Result

Table 2 and Figure 2 are the results of the experiment for the four fitness functions
and average profit over 136 stocks. With fit0, which is based only on profits, the
profits were small in the end despite it produced some gains during the period. On
the other hand, as for fit1 and fit2, which applied compensation to the fitness func-
tion, although the loss came out in the first half of the period, they bounced back and
finished trading for six years in almost identical success. As for fit3, which attaches
great importance to not taking a loss, it made relatively small loss during the pe-
riod when the other fitness functions took large loss, therefore it obtained the largest
profits in the end. Profits using fit3 doubled compared with the previous method,
fit0.

3.4 Discussion

Figure 3 shows time series of a stock price and fitness functions as in Figure 1.
Figure 3 shows time series of the fitness functions fit1, fit2 and fit3 as well as one
of fit0. Fit0, fit1 and fit2 reacted superfluously to a stock price approximately on the

Table 2 Profit average of 136 stocks every
fitness function and technical index[x10,000
JPY]

SMA EMA BB CBO fit ave

fit 0 16.9 17.0 -3.1 -2.8 7.0
fit 1 18.7 25.8 5.2 2.0 12.9
fit 2 19.5 19.9 3.0 8.8 12.8
fit 3 22.2 25.4 6.7 8.7 15.8

tec ave 19.3 22.0 2.9 4.2

Table 3 Genes of buying

indices Parameters(fit0) Parameters(fit3)

SMA 15 day, 30 day 15 day, 50 day
EMA 10 day, 15 day 15 day, 50 day
BB 100 day, 2.0 75 day, 3.0

CBO 5 day 50 day
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nical indices

200th day, when the stock price plunged. On the other hand, fit3, which is designed
not to take out a loss, showed no reaction. This is an example where fit3 is not
overfitted toward an extreme price movement. This could explain why the good
result was obtained.

Moreover, a large difference appeared also in the frequency of transactions. The
number of transactions in the training period of Figure 3 was 262 times in fit0; on
the other hand, it was 34 times in fit3. It is thus thought that, in order not to take
out a loss with fit3, the trading rule which lessens the frequency of transactions was
learned.

Genes of buying for fit0 and fit3 are compared in Table 3. In fit0, the terms for
SMA, EMA and CBO are shorter than their counterpart in fit3. It could have yielded
frequent changes from a buy decision to a sell and vice versa, triggerred relatively
reactive trading decisions and resulted in the frequent tradings in fit0. As shown
here, the difference in the parameters yielded the difference in trading timings and
final profits.

Figure 4 shows the profits with fit3 and a stock price, along with buy / sell de-
cisions shown in blue, purple, green and pink lines, based on the four technical
indices, SMA, EMA, BB, and CBO respectively. The lines oscillate between two
values. When they are in the lower value, the system decides to buy. Otherwise it
decides to sell.

During the first half of the 6-year evaluation period, the stock price has been
generally in an upward trend, particularly true between the second and the third
year. The system has learned the trend and decided to buy most of the time, except
BB. In the second half, especially the final year, the stock price has plunged. Despite
of this the system has been able to produce profits because it has quickly learned the
downward trend. It is this adaptability why the system has yielded the satisfactory
results in both upward and downward trends.
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4 Conclusion

In this paper, an improved method to design a fitness function for the algorithmic
trading using GA has been presented. As shown in Section 3.3, the fitness function,
which gave the top priority to not issuing a loss, has yielded good results, and there
was a large improvement, compared with the previous study. Especially, profits of
fit3 doubled compared with fit0.

There are some works to be done. First, the fitness function should be further
improved. Although our method has achieved the certain improvement, and the pe-
riod used for the experiment contains reasonably various stock market conditions
including Lehman Crash, we cannot prove that it is universally optimum over var-
ious patterns of price movements. We need to have an effective design guideline
which can be used for various time series trend.

Second, applications to the other financial markets, such as forex, should be con-
sidered. There might be necessary to take each market’s characteristics into account
to build an algorithm.
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Watching Subgraphs to Improve Efficiency in  
Maximum Clique Search 

Pablo San Segundo, Cristobal Tapia, and Alvaro Lopez* 

Abstract. This paper describes a new technique referred to as watched subgraphs 
which improves the performance of BBMC, a leading state of the art exact maxi-
mum clique solver (MCP). It is based on watched literals employed by modern 
SAT solvers for Boolean constraint propagation. The paper proposes to watch two 
subgraphs of critical sets during MCP search to efficiently compute new steps and 
bounds. Reported results validate the approach as the size and density of problem 
instances rise, while achieving comparable performance in the general case. 

1 Introduction 

A clique (alias complete graph) is a simple graph with all its vertices pairwise 
adjacent. The problem of knowing whether a clique subgraph of k vertices exists 
in a given graph is an NP-complete problem known as k-clique. The correspond-
ing optimization problem is the maximum clique problem (MCP) whose goal is 
finding the largest possible clique. MCP is known to have important practical 
applications related to matching and has been related to many fields such as com-
binatorial chemistry, computer vision, global robot localization [1] etc. 

In recent years research on MCP has produced a number of very efficient exact 
algorithms which have improved average performance in more than two orders of 
magnitude [2-6]. Of these, current leading algorithms are MCS [4] and bit parallel 
BBMC [5-6]. Specifically, Prosser in a comparison paper [7] reports BBMC as 
fastest for a number of instances in well known benchmarks. A release version of 
BBMC for Win-64bit S.O. is publicly available [8]. 

This paper describes a new idea which improves BBMC performance in large 
dense graphs while introducing minor overhead in the general case. We refer to 
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the new idea as watched subgraphs. The idea is based in watched literals used in 
modern SAT solvers for boolean constraint propagation as in [9]. In MCP, watch-
ed subgraphs help to improve empty set detection, as well as vertex selection and 
critical bit mask computations at each step. 

The remaining part of the paper is structured as follows: sections 2 and 3 deal 
with definitions and related work in the field; section 4 presents the new algo-
rithm BBMCW which uses watched sets; section 5 reports empirical results and 
finally section 6 shows conclusions and summarizes contribution.  

2 Preliminaries and Notation 

A simple undirected graph ( , )G V E=  consists of a finite set of vertices V and 

edges E containing pairs of distinct vertices ( E VxV⊆ ). ( )N v  refers to the neigh-

bor set of v, i.e. the set of adjacent vertices. For a subset of vertices U, ( )G U  

denotes the subgraph induced by U. Additional standard notation used in the paper 
for graph invariants include deg( )v for vertex degree (i.e. ( )N v ), ( )GΔ  for graph 

degree (i.e. max (deg( ))v V v∈ ) and ( )Gω  for the size of the maximum clique in G.  

Vertex coloring is another classical problem in graph theory; its goal is to 
achieve a (minimum) label assignment (usually referred to as coloring) 

( ) :c v V →   such that adjacent vertices must all have different labels. Any graph 

coloring of size n (an n-coloring) { }1 2( ) , , , nC G C C C=   partitions V in n disjoint 

color classes iC  (i.e.  ( )iv C c v i∈ ⇔ = ). For a given vertex subset U V⊆ , ( )C U or 

( ( ))C G U  will denote a vertex coloring of U.   

Vertex coloring is very much related to efficient MCP search because the size 
of any feasible coloring ( )C G  is an upper bound on the size of any maximum 

clique in G, i.e.: 

 ( ) ( )C G Gω≥  (1) 

3 Reference Algorithm and Related Work 

Procedure REF in Table 1 describes the outline of recent efficient MCP algo-
rithms and corresponds roughly to MCQ [2]. Variables used in REF include: 

• U: The remaining subgraph hanging from the current node. When a subscript is 
added (i.e. Uv)  it refers to the new remaining child subgraph after expanding v. 

• ( )C U or C when it is clear from the context: A vertex coloring of U.  

• S: The currently growing clique (path of the search). 
• Smax: The maximum clique found at any moment. 

REF enumerates all possible maximal cliques, one per branch. It starts with empty 
sets S and Smax. At each node a new candidate vertex is selected in step 2 and  



Watching Subgraphs to Improve Efficiency in Maximum Clique Search 117 

added to S (step 5) until a leaf node is found, when S is a maximal clique in G 
and is stored in Smax. Each time a new leaf node is reached, S is evaluated to see 
if it can unseat the current champion in Smax (step 7). On backtracking, REF  
deletes v from S (step 10) and the whole process is repeated until all possible max-
imal cliques have been enumerated. 

U refers to the set of candidate vertices at each node, i.e. those that may enlarge 
the current clique S in a given step. The new candidate vertex is picked from U 
(step 2) and the new child subgraph ( )vG U  is computed (step 6) by: 

 ( )v UU U N v= ∩  (2) 

Table 1 The reference maximum clique algorithm REF 

REF (U, C, S, Smax) 
Input: A graph ( , )G V E   

Ouput: A maximum clique in G in Smax 

 
U G← , { }( ) min ,ic v i G← Δ , max,S S φ←  

 
1.  Repeat Until U φ=  

2.  |   max ( ( ))v Uv c v∈←  

3.  |   { }\U U v←  

4.  |   If ( max( )S c v S+ ≤ ) Return 

5.  |   { }S S v← ∪  

6.  |  ( )v UU U N v← ∩  

7.  |   If ( vU φ= )  

     |   |    If( maxS S> ) Then maxS S←  

     |   |  Return 
     |  endIf 
8.  |  REFCOL( ( ), )v vG U C   

9.  |   REF ( max, , ,v vU C S S ) 

10.|  { }\S S v←  

11. endRepeat 

REFCOL( ( ),G U C ) 

Input: A subgraph G(U)  
Output: A coloring C(U); sorts U 
by color label  
 
1. sort vertices in U by non-
increasing degree 
2. SEQ( , )G C  

3. sort vertices in U by non-
increasing color in C 
 

Note that in every node all vertices in vU  are pairwise adjacent to every vertex in 

vS  and therefore valid candidates to enlarge it.  

A tight upper bound for ( ( ))vG Uω  is the size of vertex coloring ( vC ) output 

of procedure REFCOL (table 1, right column). It is used to prune the search 
space in step 4 of REF (cf. [5] for a detailed explanation). REFCOL uses standard 
sequential heuristic coloring procedure SEQ: vertices are selected in a strict order 
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as fixed on input and assigned the smallest possible label consistent with vertices 
already colored. A key advantage of using approximate coloring for bounding is 
that the color label ( )kc v  of any vertex k vv U∈  can be used as an upper bound on 

( ( ))G Wω where W is the subgraph with vertices lower than kv  (i.e. 

{ }1 2 1, , ,v kW U v v v −⊆ =  ) as long as ( ) ( )kc v c v v W≤ ∀ ∈ . In practice, REF al-

ways picks the candidate vertex with maximum color label to ensure this property 
(step 2), an important decision heuristic for the domain first described in [2]. 

3.1 Bit -Parallel MCP 

An important recent algorithm for exact MCP is BBMC. BBMC employs bit 
strings to encode the domain so that main operators for child node computation (2) 
and SEQ coloring are reduced to bitmasks. BBMC also includes a number of sub-
tle improvements such as class coloring implemented in the approximate coloring 
algorithm BBCOL and a fixed initial sorting of vertices by degree (cf. [5-6] for 
specific detailes).  

Notation for bit string encodings used in this paper includes ( )BS U for vertex 

set U, ( )BS v for ( )N v (the neighbor set of v), and [ ]BS i , the induced subgraph by 

vertices encoded in the i-th bit block of BS. A subindex will be used when the  
encoded set needs to be made explicit (i.e. [ ]UBS i ). 

In all cases the relative position of 1-bits inside the bit strings corresponds with 
the vertex index in the input graph as fixed initially. The adjacency matrix of the 
input graph is stored in memory as rows of bit strings ( ),BS v v V∀ ∈ .  

4 Watched Subgraphs 

This paper proposes to improve the efficiency of BBMC by watching two 
particular subgraphs of critical vertex sets (the ones containing the lowest and 
highest numbered vertices), and updating them on the fly during search. When 
this occurs, we also say the vertex set is watched. 

In the case of MCP, watched critical sets allow for faster computation of the 
empty set condition for Uv in step 7 in REF as well as for the auxiliary sets 
used in approximate coloring (cf. [5-6]). Watched sets also allow for more 
efficient vertex reading from the compact bit strings. Moreover, critical com-
putations for child node generation and coloring are simplified by reducing the 
range of meaningful bit mask operations.  

The size of a watched subgraph is, at most, the register word size of the 
CPU (typically 64 in modern computers) so that any one of them can be en-
coded in a single bit block. Whenever a watched subgraph becomes empty, the 
nearest non empty subgraph becomes watched as a result of an appropriate 
update operation. The implementation requires two extra indexes (alias senti-
nels) sl, sh per watched set, which point to the watched subgraphs. Notation 
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( , )U l hBS s s  is used to indicate that set U is being watched; [ ]U lBS s  and [ ]U hBS s  

refer to the lower and upper subgraph respectively.  

Table 2 Basic procedures INIT_WATCH, UPDATE, UPDATE_LOW and 
IS_EMPTY to operate with watched sets 

INIT_WATCH( ( , )l hBS s s ) 

1. 
( ) lowest non empty bitblock

:
( ) 1

l
l

l

BS s
s

BS s

φ
φ

≠ ←
 = ← −

If

If
  

2. 
( ) hightest non emptybitblock

:
( ) 2

h
h

h

BS s
s

BS s

φ
φ

≠ ←
 = ← −

If

If
 

UPDATE( ( , )l hBS s s ) 

1.  If ( 1ls == − || 2hs == − ) Return  

2.  While ( [ ]lBS s φ== ) 

3.  |   1l ls s← +  

4.  |   If ( l hs s> )  

5.  |   | 1, 2l hs s← − ← −    

6.  |   | Return 
7.  |   endIf  
8.  endWhile 
9.  While ( [ ]hBS s φ== ) 

10.|   1h hs s← −  

11. endWhile 

UPDATE_LOW( ( , )l hBS s s ) 

1. If ( 1ls == − || 2hs == − )  Return 

2.  While ( [ ]lBS s φ== ) 

3.  |   1l ls s← +  

4.  |   If ( l hs s> )  

5.  |   | 1, 2l hs s← − ← −  

6.  |   | Return 
7.  |   endIf  
8.  endWhile 
 

IS_EMPTY( ( , )l hBS s s ) 

1. If ( l hs s> ) Return TRUE  Else Return FALSE 

 
Table 2 shows the basic procedures implemented to operate with watched 

sets. Whenever a vertex set needs to be watched, INIT_WATCH is called to 
initialize the sentinels. Procedure UPDATE will typically be called after a 
critical operation which changes the set (i.e.  child node computation step 6 in 
REF, or neighbor set removal during coloring (step 6 in BBCOLW, listed in 
table 3)) and updates the sentinels if required. Note that if both sentinels have 
the same index the watched set cannot be empty and all its vertices must be-
long to the pointed subgraph. Note also that UPDATE does not require updat-
ing the upper sentinel if empty set condition in step 4 of UPDATE is met. 
UPDATE_LOW is just a convenient case which only updates the lower senti-
nel. Finally, the empty set condition is evaluated by IS_EMPTY in constant 
time comparing both sentinels: 

 , ( , ) ( )l h l hU s s s s BS Uφ= ⇔ > ∈  (3) 
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Table 3 describes the use of watched sets in the new coloring procedure 
BBCOLW, which substitutes BBCOL in BBMC [cf. 5]. Both sets U and U' are 
watched so that terminating conditions for both the outer and inner loops are now 
computed by IS_EMPTY in constant time. 

Table 3 The new coloring algorithm which uses watched sets 

BBCOLW (G(V,E), C, L) 
Input: A graph G  to be colored 
Output: C(G), L (vertex set  V ordered by color label) 
 

, ' , , , 1U V U V L C iφ φ← ← ← ← ←  

//initial step 
INIT_WATCH(BS(U')) 
INIT_WATCH(BS(U)) 
 
1. Repeat Until IS_EMPTY(BS(U'))  
2.  |   Repeat Until IS_EMPTY(BS(U)) 
3.  |   | select the first vertex v from [ ]U lBS s  

4.  |   | { }i iC C v← ∪    //v is labeled with color i 

5.  |   | { }L L v← ∪    //output vertex list sorted by color 

6.  |   | { }\ ( ( ))U v N v∪  in range ( [ ]U lBS s , [ ]U hBS s ) 

7.  |   | UPDATE_LOW(BS(U)) 
8.  |   | { }' '\U U v←    //removes colored vertex 

9.  |   endRepeat  
10.|   UPDATE(BS(U')) 
11.|   'U U← , ' '( , ) ( , )l h l hs s s s←   //copies also sentinels  

12.|   1i i← +     //new color 
13. endRepeat 

5 Experiments 

This section reports tests undertaken to evaluate the proposed watched set strategy 
(implemented as BBMCW) w.r.t. state of the art BBMC. The computer employed 
for the report is an Intel(R) Core(TM) i7 CPU 950 @ 3.07GHz with a 64-bit Win-
dows O.S. and 6GB of RAM. It is the same as the one used in [6]; machine times 
for dfmax algorithm are available there (c.f. appendix section). In all experiments 
there was a time limit of 3600s and tests where averaged over 10 runs. We note 
that BBMC has been slightly modified to facilitate deployment and management 
w.r.t. versions described in [5-6] so times reported may differ slightly from those 
published elsewhere.  We also note that only a small representative subset of all 
the experiments are published because of space constraints. 
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Table 4 reports results for a set of uniform random graphs (left) as well as a 
subset of the well known DIMACS graph benchmark [10] (right). Columns n, p 
refer to size and density of each graph; time is measured in seconds. The table 
shows that the impact of watched sets improves with size and density up to a 40% 
approx. In the random case, this is more acute for 1000n ≥ . In the DIMACS 
graphs the differences in performance are smaller since all the graphs have less 
than 1000 nodes except two cases in the phat family. It is here that BBMCW per-
forms best. 

Table 4 User times for BBMC and BBMCW over a set of uniform random graphs and a 
subset of the DIMACS bechmark [10]. In bold best times for each test. 

n p BBMC BBMC name n p BBMC BBMCW

300 0.5 0.034 0.036 brock200_1 200 0.745 0.249 0.240 
300 0.6 0.290 0.297 brock200_2 200 0.496 0.002 0.002 
300 0.7 3.977 4.148 brock200_3 200 0.605 0.009 0.009 

500 0.4 0.117 0.106 brock200_4 200 0.658 0.043 0.041 

500 0.5 0.937 0.867 phat700-2 700 0.498 2.777 1.716 

500 0.6 15.599 14.593 phat1000-2 1000 0.49 150.610 79.467 

100 0.3 0.511 0.442 phat1500-1 1500 0.253 2.605 1.591 
100 0.4 6.696 5.756 hamming10-21024 0.99 0.019 0.014 
100 0.5 156.732 136.255 keller4 171 0.649 0.008 0.006 

300 0.1 0.371 0.248 san200_0.7_2 200 0.7 0.001 0.001 

300 0.2 8.345 5.819 san200_0.9_1 200 0.9 0.012 0.015 

500 0.1 2.894 1.822 san200_0.9_2 200 0.9 0.034 0.038 

500 0.2 149.517 104.387 sanr200_0.7 200 0.702 0.097 0.094 

100 0.1 57.356 35.702 sanr400_0.5 400 0.501 0.237 0.216 

150 0.1 341.670 226.890 sanr400_0.7 400 0.7 71.685 65.495 

6 Conclusions 

This paper describes a novel idea of watched subgraphs to improve the perfor-
mance of BBMC, a leading bit parallel solver for exact maximum clique. The idea 
is inspired in watched literals employed in efficient SAT solvers for Boolean con-
straint propagation. Reported results show that the efficiency of BBMC with 
watched sets improves as size and density of input graphs increase. Moreover, 
watched sets show comparable running times w.r.t. previous BBMC in the general 
case. 
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Decision Making and Optimization for 
Inspection Planning under Parametric 
Uncertainty of Underlying Models* 

Nicholas Nechval, Gundars Berzins, Vadim Danovich, and Konstantin Nechval 

Abstract. Certain fatigued structures must be inspected in order to detect fatigue 
damages that would otherwise not be apparent. A technique for obtaining optimal 
inspection strategies is proposed for situations where it is difficult to quantify the 
costs associated with inspections and undetected failure. For fatigued structures, 
for which failures (fatigue damages) are only detected at the time of inspection, it 
is important to be able to determine the optimal times of inspection. Fewer inspec-
tions will lead to lower fatigue reliability of the structure upon demand, and  
frequent inspections will lead to higher cost. When there is a fatigue reliability 
requirement, the problem is usually to develop an inspection strategy that meets 
the reliability requirements. It is assumed that only the functional form of the un-
derlying invariant distribution of time-to-failure is specified, but some or all of its  
parameters are unspecified. The invariant embedding technique proposed in this 
paper allows one to construct an optimal inspection strategy under parametric 
uncertainty. This strategy represents a sequence of inspection times satisfying the 
specific criterion, which takes into account the predetermined value of the condi-
tional fatigue reliability of the structure. A numerical example is given.  
 
Keywords: Fatigued structure, fatigue damage, parametric uncertainty, inspection 
strategy, optimization.  
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1 Introduction 

Many important fatigued structures (for instance, Transportation Systems and 
Vehicles: aircraft, space vehicles, trains, ships; Civil Structures: bridges, dams, 
tunnels; and so on) for which extremely high reliability is required are maintained 
by in-service inspections to prevent the reliability degradation due to fatigue dam-
age. However, temporal transition of the reliability is significantly affected by the  
inspection strategy selected. Thus, to keep structures reliable against fatigue dam-
age by inspections, it is clearly important in engineering to examine the optimal 
inspection strategy. In particular, it should be noticed that periodical inspections 
with predetermined constant intervals are not always effective, since a fatigue 
crack growth rate is gradually accelerated as fatigue damage grows, i.e. the  
intervals between inspections should be gradually smaller in order to restrain the 
reliability degradation by repeated inspections. Therefore, we need to construct  
the inspection strategy by paying attention to this case.  

Barlow et al. [1] tackled this problem by assuming a known, fixed cost of ma-
king an inspection and a known fixed cost per unit time due to undetected failure. 
They then found a sequence of inspection times for which the expected cost is a 
minimum. Their results have been extended by various authors (Luss and Kander 
[2]; Sengupta [3]). Unfortunately, it is difficult to compute optimal checking pro-
cedures numerically, because the computations are repeated until the procedures 
are determined to the required degree by changing the first check time. To avoid 
this, Munford and Shahani [4] suggested a sub-optimal (or nearly optimal) but 
computationally easier inspection policy. This policy was used for Weibull and 
gamma failure distribution cases (Munford and Shahani [5]; Tadikamalla [6]). 
Numerical comparisons among certain inspection policies are given by Munford 
[7] for the case of Weibull failure times.  

Most models, which are used for solving the problems of inspection planning, 
are developed under the assumptions that the parameter values of the models are 
known with certainty. When these models are applied to solve real-world prob-
lems, the parameters are estimated and then treated as if they were the true values. 
The risk associated with using estimates rather than the true parameters is called 
estimation risk and is often ignored.   

In this paper, we consider the case when the functional form of the underlying 
invariant lifetime distribution is assumed to be known, but some or all of its para-
meters are unspecified. To make the discussion clear, we make the following  
restrictions on the inspection: (i) there is only one objective structure component 
of the inspection; (ii) if a fatigue crack is detected by the inspection, the component 
is immediately replaced with a new (virgin) one. To construct the optimal reliabili-
ty-based inspection strategy in this case, the two criteria are proposed and the  
invariant embedding technique (Nechval et al. [8-9]) is used.  
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2 Planning Inspection Strategies under Certainty 

In this paper we look at inspection strategies for items or structures that can be 
described as being in one of two states, one of which is preferable to the other. 
This preferred state might be described as ‘working’ whilst the other may 
represent some sort of ‘failure’. The structures are originally known to be in a 
working state but may subsequently fail. In other words, at t0 = 0 the structure is in 
state S0 (working) but at a later time, t1, the structure will move into state S1 
(failed). We suppose that we do not know when the transition from S0 into S1 will 
occur, and that a failure (fatigue crack) can only be detected through inspection. 
We deal with situations, where it is difficult to quantify the costs associated with 
inspections and undetected failure, or when these costs vary in time. 

The inspection strategy defined is based on the conditional reliability of the 
structure. It is given as follows. Fix 0 < γ < 1 and let 

    )}(Pr{ arg 11 γττ =>= X ,  (1) 

    
,2   ),}|(Pr{ arg 1 ≥=>>= − jXX jjj γτττ
 

(2) 

where {τj}j=1, 2, … are inspection times, X is a random variable representing the 
lifetime of the structure. This is named as ‘reliability-based inspection’. The above  
inspection strategy makes use of the information about the remaining life that is 
inherent in the sequence of previous inspection times. The value of γ can be seen 
as ‘minimum fatigue reliability required’ during the next period when the structure 
was still operational at last inspection time, that is, in other words, the conditional 
probability that the failure (fatigue crack) occurs in the time interval (τj−1,τj) with-
out failure at time τj−1 is always assumed 1−γ. 

It is clear that if Fθ , the structure lifetime distribution with the parameter θ   
(in general, vector), is continuous and strictly increasing, the definition of the  
inspection strategy is equivalent to 

    
,1   ), )((arg ≥== jF j

jj γττ θ  
(3) 

or equivalent to 

   
,1   ,] )([ minarg 2 ≥−=∗ jF j

jj
j

γττ θτ
 

(4) 

where 

       
).( 1 )( jj FF ττ θθ −=

 
(5) 

If it is known that each inspection costs c1 and the cost of leaving an undetected 
failure (fatigue crack) is c2 per unit time, then the total expected cost per inspec-
tion cycle is given by 
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where )(xfθ is the probability density function of the structure lifetime X,  

  

∞

=
0

.)(}{ dxxxfXE θθ

 

(7) 

Thus, we can choose γ  such that }{CEθ  as defined in (6) is minimized.  

3 Planning Inspection Strategies under Parametric 
Uncertainty 

To construct the optimal reliability-based inspection strategy under parametric 
uncertainty, the two criteria are proposed. 

The first criterion, which takes into account (3) and the past lifetime data of the 
structures of the same type, allows one to construct the inspection strategy given 
by 

     
,1   ),} )({(arg ≥== jFE j

jj γττ θθ  (8) 

where ),(θττ


jj ≡
 
θ


 represents either the maximum likelihood estimator of θ or 

the sufficient statistic S for θ, i.e., ).(Sjj ττ ≡  This criterion is named as ‘unbiased-
ness criterion’. 

The second criterion (preferred), which takes into account (4) and the past life-
time data of the structures of the same type, allows one to construct the inspection 
strategy given by  

 
,1   },] )([ { minarg 2 ≥−=∗ jFE j

jj
j

γττ θθτ
 

(9) 

This criterion is named as ‘minimum variance criterion’.  
It will be noted that in practice, under parametric uncertainty, the criterion,  

    
,1   ),)(( arg ≥== jF j

jj γττ θ


 
(10) 

is usually used. This criterion is named as ‘maximum likelihood criterion’, 

To find a sequence of inspection times, )(θττ


jj ≡ or ),(Sjj ττ ≡
 
j≥1, satisfying 

either (8) or (9), the invariant embedding technique (Nechval et al. [8-9]) can  
be used. Let us assume that each inspection costs c1 and the cost of leaving an  
undetected failure (fatigue crack) is c2 per unit time, then under parametric uncer-
tainty we can choose γ  such that }}{{ CEE θθ  is minimized. 
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3.1 Inspection Strategies for the Exponential Lifetime 
Distribution  

Let X1, …, Xn be the random sample of the past independent lifetime observations 
from the fatigued structures of the same type, which follow the exponential distri-
bution with the probability density function 

( ) ,0   ,0   ,/exp)/1()( >≥−= θθθθ xxxf   (11) 

where  the  parameter θ  is  unknown. It  can  be  shown  that  the reliability-based  
inspection strategies for a new fatigued structure of the same type are given as 
follows. 

The unbiased inspection strategy (UIS): 

      
.1   , ]1[ / ≥−= − jSnj

j γτ
 

(12) 

The minimum variance inspection strategy (MVIS): 

       ,1   , ]12][1[ 1 )1/()1/( ≥−−= −++∗ jSnjnj
j γγτ  (13) 

where  =
= n

i iXS
1

is the sufficient statistic for θ. 

The maximum likelihood inspection strategy (MLIS): 

.1   ,ln)/( 1 ≥= − jnSjj γτ
  

(14) 

3.2 Optimization of γ  for the Unbiased Inspection Strategy 

Theorem 1. Let us assume that each inspection of the unbiased inspection strategy 
costs c1 and the cost of leaving an undetected failure (fatigue crack) is c2 per unit 
time, then γ  minimizing }}{{ CEE θ  is given by 
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Proof. Taking into account (6) and (12), we have 
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This ends the proof.            
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4 Numerical Example 

Let X1, …, Xn be the random sample of the past independent lifetime observations 
from the same fatigued structures, which follow the exponential distribution (11), 
where n = 2 and the parameter θ is unknown. The sufficient statistic for θ  is S = 
335 hours. In order to construct the reliability-based inspection strategy for a new 
fatigued structure of the same type, the unbiasedness criterion (8) will be used. Let 
us assume that each inspection of the UIS costs c1=1 (in terms of money) and the 
cost of leaving an undetected failure (fatigue crack) is c2=2 ((in terms of money)) 
per unit time. Then it follows from (15) that .95.0=∗γ . Fig.1 depicts the relationship 
between θθθ /}}{{ CEE  and γ.   

 

Fig. 1 Relationship between Eθ {Eθ {C}}/θ  and γ 

The optimal inspection times (in terms of hours) for the unbiased inspection 
strate-gy are given in Table 1.   

Table 1 Optimal inspection times (in terms of hours) for the unbiased inspection strategy 

j 1 2 3 4 5 6 7 8 9 … 

τj 8.70 17.63 26.79 36.19 45.83 55.73 65.88 76.29 86.98 … 

We have illustrated the technique of constructing inspection strategies for the 
exponential lifetime distribution. Application to other log-location-scale distribu-
tions could follow directly. 
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Topological Feature Mining for Rambling
Activities

Masakatsu Ohta and Miyuki Imada

Abstract. A method for investigating rambling activities of moving objects is pro-
posed. The goal is to construct common metrics used in various environments for
characterizing the trajectory followed by rambling objects. Rambling activities are
multi-stop, multi-purpose trips with trajectories with many intersections. Mathemat-
ical knot theory is introduced to examine the topological relation between intersec-
tions. The trajectories in an environment are represented in a vector space consisting
of prime knots. Like a prime number, a prime knot is universal; thus, it is possible
to compare the features of rambling activities across environments. An experiment
using real-world taxi trajectories demonstrated that our method effectively classifies
rambling activities according to daytime, nighttime, and a special event.

1 Introduction

In recent years, many efforts to design a space in which people are induced to ramble
(multi-stop and multi-purpose trips) have been made. To avoid urban sprawl and to
revitalize downtowns, urban planning are aimed at enabling comfortable movement
around downtowns [9]. Many shopping malls have various non-shopping facilities
such as restaurants and movie theaters. People spend much time in these facilities.
Consequently, they visit many stores and buy a large amount of merchandise [11].

Rambling activities have been represented by computational models. A pedes-
trian’s next positions are predicted by a mixed Markov chain [2]. Using a large
amount of locations collected using positioning methods, such as global position-
ing systems (GPSs), data mining approaches extract the routes frequently followed
by moving objects and predict the next location of a moving object by sequence
analysis such as the apriori algorithm [5, 7].
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As is done in business process benchmarking [3], a cross case comparison of
the features of rambling activities in other environments and fields is effective for
designing ideal spaces. By comparing the best practices that have attained ideal
performances among environments that are similar in properties, such as geograph-
ical conditions, planners may conceive innovative solutions to achieve their aims.
However, previous studies are not suitable for this comparison. They were focused
on the predicting behavior of moving objects only in each environment and have
not presented any framework for quantitative comparison of these behaviors across
environments. Hence, it is impossible to answer questions such as “In what cities
do people move around as much as they do in my city?” The problem is one of
constructing metrics used in various environments for characterizing the trajectory
followed by rambling objects.

We propose a method for investigating the topological feature of trajectories
caused by the rambling activities of moving objects. Topological relations between
the intersections that an object repeatedly visits in an environment are represented
by primitive factors available in different environments.

2 Topological Feature of Rambling Activities

2.1 Relation between Intersections

Revisiting the same places is a notable feature of rambling activities. Thus, we ad-
dress the rambling activities of moving objects that repeatedly visit the same places
in an environment. In contrast, we are not concerned here with those that cause
trajectories without any intersections.

The more an object moves around an area, the more likely the trajectory followed
by the object will intersect itself. To characterize a trajectory with many intersec-
tions, we examine how they connect with each other. Mathematical knot theory is
introduced to compare this topological feature across different environments.

2.2 Knot Theory

Mathematical knot theory is used to investigate the topological structure of a
closed curve in three dimensional Euclidean space that does not intersect itself any-
where [1]. In the proposed method, a trajectory corresponds to a knot. Transforming
a trajectory into a knot is described in the next section. The original knot and the de-
formations of that curve through space without permitting the curve to pass through
itself are equivalent. The simplest knot is an unknotted circle and called the trivial
knot or the unknot. For each knot, there is a mirror image obtained from the origi-
nal knot by reflecting it on some plane (Fig.1). The mirror image is not necessarily
equivalent to the original knot. Each diagram in Fig. 1 represents a projection onto
a 2-dimensional plane of the knot and is called a knot diagram. The points at which
a knot intersects itself in a knot diagram are called crossings. The crossing number
of a knot denotes the minimal number of crossings of that equivalent knot.
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Fig. 1 Knot and its mirror image.
Knots were drawn using KnotPlot [10].

unknot 3.1 4.1 5.1 5.2

6.1 6.2 6.3 7.1 7.2

7.3 7.4 7.5 7.6 7.7

Fig. 2 Knot diagram of prime knots up to
seven crossings. Mirror images are not shown.

It is possible to draw a diagram in which two knots are connected without creat-
ing new crossings. The resulting knot is called a composition of the two knots and
this operation is denoted by #. If a knot is not the composition of any two nontrivial
knots, it is called a prime knot. Any composite knot is divided into a unique set
of prime knots. Prime knots have been catalogued in terms of the crossing num-
ber (Fig.2)[6, 8].

To identify prime knots, we use the HOMFLY polynomial [4], which is a knot
invariant. It takes the same value for equivalent knots, but not vice versa. The HOM-
FLY polynomial for the left knot in Fig. 1 is P = −v4 + 2v2 + z2v2, and that for the
right one is P =−v−4 + 2v−2+ z2v−2, where v and z are variables. The polynomial
of the unknot P(unknot) is defined as 1. Regarding the HOMFLY polynomial of a
composition of two knots K1 and K2,

P(K1#K2) = P(K1)P(K2) (1)

holds. A method of computing the HOMFLY Polynomial is beyond the scope of
this paper. For further details, see [1, 4].

2.3 Feature Representation

By dividing the HOMFLY polynomial of a knot by those of prime knots until the
quotient is 1 by using Eq. 1, we obtain prime knots as elements of the original knot
and how many prime knots compose it. Thus, by decomposing all knots formed from
trajectories in an environment into prime knots, we obtain a histogram of prime
knots as elements of the knots corresponding to the trajectories. This histogram
represents the topological feature of the rambling activities in an environment, and
its entries are used as the feature vector. This denotes that a set of prime knots is
used as a basis of the vector space. Like a prime number, a prime knot is universal;
thus, to compare the topological features across different environments, a common
set of prime knots is used in different environments. Since the number of trajectories
depends on environments, the norm of a feature vector is normalized to one.
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Moreover we use an alternative feature vector corresponding to the histogram of
the crossing numbers calculated from that of prime knots. The dimension of this
vector is suppressed to the maximum crossing numbers of the prime knot set.

3 Forming Knot from Trajectory

In this section we describe the transformation of a 2-dimensional trajectory (x,y)
into a 3-dimensional knot (x,y,z). If this knot is not the unknot, it is assumed that
the moving object has rambled around in the environment.

3.1 Grade Separation

Consider a three-dimensional curve with the same x and y values of a trajectory.
This curve is called a trajectory curve. Every time a trajectory intersects itself, the
z value of the trajectory curve’s point related to that intersection is coordinated to
prevent the curve from intersecting itself. A trajectory is permitted to intersect at the
same places many times. The z value relating to the i-th intersection is calculated as
follows:

zi =

{
maxAi + 1 if σ > 0

minAi − 1 otherwise,
(2)

where σ = (−1)i, and Ai = {z | x = xi,y = yi,(x,y,z) ∈ Ci}. Ci is the trajectory
curve before the i-th intersection. For the points on a trajectory curve unrelated to
intersections, their z values are set to zero. Along a trajectory, a trajectory curve
grows by alternating over and under every intersection, like knitting.

3.2 Closing Curve

Assuming that a trajectory is not closed, the new start and end points are created
outside the rectangular solid including the trajectory curve mentioned in Section
3.1, and connected outside that rectangular solid. The arbitrary closings outside the
rectangular solid create the equivalent knots.

The new start point is created by drawing a line in the positive direction of the
Z axis from the original start point. The new end point is created in the same man-
ner except that the direction of drawing the line equals the sign of σ at the last
intersection (Fig.3).

3.3 Dynamic Relaxation

Some routes in a trajectory often overlap. As for the parts of the trajectory curve
relating to the overlapping routes, the z values are first set to zero. To remove the
overlap in a trajectory curve, a dynamic relaxation is applied to the curve. This
relaxation changes a knot into its equivalents with fewer crossings.
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start
end

start

end

(a) (b)

Fig. 3 Closing curve for σ at last
intersection; (a) σ > 0, (b) σ < 0

Fig. 4 Collision avoidance. Particle i behaves
as hard sphere for those denoted as solid
circles.

Let us assume that a trajectory curve is a chain of particles successively connected
by springs. The elastic energy of this chain is represented as

E ∝ ∑
i

(|qqqi−1 − qqqi|2 + |qqqi+1 − qqqi|2), (3)

where qqqi is the coordinate of the i-th particle. By updating qqqi to decrease Eq. 3,
particles get close to each other and a trajectory curve shrinks over time. Since an
overlapping particle is pulled by those whose z values are nonzero, the overlap is
removed.

During deformation, the curve is forbidden to pass through itself. To satisfy this
constraint, we avoid the collision of particles (Fig. 4). The i-th particle behaves as a
hard sphere for the particle set: Ki = {k | lik > πD/2,dik < D,k �= i}, where D is the
diameter of particles, lik is the minimum length between the i-th and k-th particles
through the curve, and dik is the linear distance between the two particles. To satisfy
the constraint, qqqi is updated using the following equation:

Δqqqi =
1
|Ki| ∑

k∈Ki

{
(D−|qqqi − qqqk|)

(qqqi − qqqk)

|qqqi − qqqk|
}
. (4)

For this constraint, a trajectory curve stops shrinking at a certain size.
Before the dynamic relaxation, the z values of a trajectory curve are multiplied

by D. The dynamic relaxation is executed in the following steps. First, some par-
ticles are interpolated into a trajectory curve at intervals of D/2 so that the con-
straint effectively operates. Second, qqqi is updated according to Eq. 4, and except for
the updated particles by Eq. 4, qqqi is updated to decrease Eq. 3 using the steepest
descent method. These steps are repeated until the length of the trajectory curve
converges.
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Table 1 Time period

index period index period index period
1 2/2 18:00 – 2/3 06:00 5 2/4 18:00 – 2/5 06:00 9 2/6 18:00 – 2/7 06:00
2 2/3 06:00 – 2/3 18:00 6 2/5 06:00 – 2/5 18:00 10 2/7 06:00 – 2/7 18:00
3 2/3 18:00 – 2/4 06:00 7 2/5 18:00 – 2/6 06:00 11 2/7 18:00 – 2/8 06:00
4 2/4 06:00 – 2/4 18:00 8 2/6 06:00 – 2/6 18:00 12 2/8 06:00 – 2/8 18:00

4 Experiment

4.1 Dataset

We evaluated the performance of our method on a T-Drive trajectory dataset that
contains the GPS trajectories of 10357 taxis from February 2 to February 8, 2008
in Beijing [12, 13]. The Chinese New Year (Spring Festival) of 2008, which was on
February 7, is included. Each record consists of the taxi index, time, and location.
The customer index is not included.

4.2 Analysis

It seems reasonable to assume that people change their behavior according to
daytime, nighttime, and special events, and these changes are reflected in the taxi
trajectories. The trajectories of 1500 taxis were selected and divided into 12 time
periods (Tab. 1). Each period was regarded as one environment. The topological
feature of the trajectories in each period were obtained and the difference between
daytime (6:00 - 18:00) and nighttime (18:00 - 6:00) and the effect of the Spring Fes-
tival on the rambling activities were examined. A taxi driver selects the best route for
each customer, and there are hardly any intersections in that trajectory. However, the
trajectory of a taxi within a certain period includes some customer trips; therefore,
it is a multi-stop, multi-purpose trip chain and considered to have characteristics of
rambling activities.

The analysis range was set to L(km). Next, a part of a trajectory within a square
of the analysis range was extracted. The center of the square was adjusted to the
centroid of each trajectory. By taking into account measurement error, the extracted
trajectory was approximated with the square mesh of side L/20 and transformed into
a knot. The successive points on a trajectory within the mesh are considered as the
same points. Thus, the diameter of the particles in the dynamic relaxation was set
to this mesh size. To examine the effect of periods on the rambling activities, L was
set to the same value in all periods and obtained using median X-range and Y -range
of the trajectories in all periods, which removes trajectories with extremely long
lengths. As a result, L was 20 km.

A set of the prime knots up to 12 crossings was used as the basis of the vector
space. The number of prime knots with the unique HOMFLY polynomials was 5214.
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Fig. 5 Dynamic relaxation process

4.3 Results

The process of dynamic relaxation is shown in Fig. 5. A knot representing a trajec-
tory shrinks and changes into an equivalent one with fewer crossings over time.

The feature vector created by the crossing numbers of the prime knots found in
each period is shown in Fig. 6. The crossing numbers are from 3 to 12; thus, the di-
mension of the vector is 10. The effect of the Spring Festival is especially noticeable

3 4 5 6 7 8 9 10 11 12 3 4 5 6 7 8 9 10 11 12
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Fig. 6 Feature vector of period
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Fig. 7 Hierarchical cluster tree

in Period 9. Knots with small crossing numbers were frequently observed. From the
point of view of rambling activities, the taxi trajectories became simple.

Using these feature vectors, hierarchical clustering was used to examine the dif-
ference between periods (Fig. 7). Except for the periods around the Spring Festival,
daytime and nighttime are clearly distinguished. Periods 9 and 11 show particular
patterns that belong to neither daytime nor nighttime; thus, the Spring Festival had
a stronger effect during nighttime.

5 Conclusion

We proposed a method for investigating the topological feature of trajectories caused
by rambling objects. Based on mathematical knot theory, trajectories in an envi-
ronment are represented in vector space consisting of prime knots. Like a prime
number, a prime knot is universal; thus, the topological feature of trajectories in an
environment is compared with those of trajectories in different environments. An
experiment using real-world taxi trajectories indicated that our method effectively
classifies persons’ rambling activities according to the environment.
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Confusion Matrix Based Reweighting

Vincent Damian Warmerdam and Zoltán Szlávik

Abstract. This paper introduces a method to rebalance the output of classi-
fication algorithms using the corresponding confusion matrices. This is done
by modifying the classification output, i.e. reweighting predictions, when they
can be interpreted as probabilities. The method is evaluated and analyzed via
experiments involving a number of classifiers and both standard and real life
datasets. Our results show that confusion matrix based reweighting can be
used to achieve certain kinds of balance in classification, while maintaining
the same level of accuracy.

1 Introduction

When applying classification algorithms, one often needs to deal with the so
called class imbalance problem. For instance, if 99% of the data describes a
certain class, e.g. “not fraud”, that is a completely different situation from
having a balanced dataset in which all classes are represented with close to
equal frequency. In addition to this class imbalance problem at the level of
the dataset (i.e., the input), however, one might also face a similar class
imbalance at the output level.

Several approaches exist to tackle the class imbalance problem. Some of
these focus on creating a balance at input level, while some attempt to change
classification output. Naturally, these methods are not concerned directly
with class balance at output level, but it is implicitly assumed that a balanced
input will result in an balanced output. [1], [2], [3]

A widely used approach to manipulate classification balance is the utiliza-
tion of cost matrices. Using a cost matrix, one can achieve certain balance in
the distribution of the predicted classes, or even manipulate the predictions
in order to optimize on certain evaluation measures. Cost matrices are often

Vincent Damian Warmerdam · Zoltán Szlávik
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M.Ali et al. (Eds.):ContemporaryChallenges& Solutions in Applied AI, SCI 489, pp. 143–148.
DOI: 10.1007/978-3-319-00651-2_19 c© Springer International Publishing Switzerland 2013



144 V.D. Warmerdam and Z. Szlávik

determined by domain experts, but determining the exact values of costs is
not always trivial. Cost matrices can also be designed to produce the same
output class distribution as that of the input. [4], [5], [6].

In this paper, we focus on the class imbalance problem at the output level.
Our proposed approach, described in the next section, is in essence a new
way to create cost matrices. However, it comes without the need for specific
expert knowledge, but with a direct use of the quality of the predictions.

2 Confusion Matrix Based Reweighting

We will now explain the proposed method more formally and in-depth. We
are given a supervised machine learning algorithm that attempts to classify
vector y using dataset X . The algorithm outputs probabilities such that the
class with the highest probability will be selected as the predicted class.
The training dataset contains n points and k classes such that the predicted
probabilities are summarized in a n×k matrix P old. If Pi(j

′) is the probability
that the algorithm assigns point i to class j then P old is given by;

P old =

⎡⎢⎣ P1(1
′) P1(2

′) .... P1(5
′) ... P1(k

′)
...

...
...

... ...
...

Pn(1
′) Pn(2

′) .... Pn(5
′) ... Pn(k

′)

⎤⎥⎦
These probabilities then give us the predictions ŷ by selecting the class with
the highest probability.

ŷ =

⎡⎢⎣ argmax{P1(1
′), ..., P1(k

′)}
...

argmax{Pn(1
′), ..., Pn(k

′)}

⎤⎥⎦
From this output we can construct a confusion matrix CFM that counts the
number of predictions against its true values.

CFM =

⎡⎢⎣n1|1′ n1|2′ .... n1|j′ ... n1|k′
...

...
...

... ...
...

nk|1′ nk|2′ .... nk|j′ ... nk|k′

⎤⎥⎦
where na|b counts the number of times the algorithm assigns class b when it’s
true class is class a. From this matrix we can calculate P (a|b′), the probability
that a point belongs to class a while the algorithm predicted it to be from
class b. This probability is calculated by;

Pa|b′ =
na|b′∑k
j=1 nj|b′
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By doing this for every true class and for every predicted class we get a k×k
matrix MS ;

MS =

⎡⎢⎣P1|1′ P1|2′ .... P1|j′ ... P1|k′
...

...
...

... ...
...

Pk|1′ Pk|2′ .... Pk|j′ ... Pk|k′

⎤⎥⎦
Matrix MS can be interpreted as a bayesian filter: using conditional proba-
bilities we attempt to improve accuracy in our model. We can apply the law
of total probability at a large scale. Here as P old is a n× k matrix and MS is
a k× k matrix. According to this law the true probability can be determined
by the following matrix operation.

Pnew = PoldMS

To prevent the matrix MS from creating very drastic changes one could
introduce a scaling parameter αBAY ES that scales the new output to be a
combined value from the old output and the new output after the bayesian
filter has been applied.

Pnew = αBAY ESPoldMS + (1 − αBAY ES)Pold

Notice that if the original confusion matrix is a diagonal matrix that this
method will not cause any change in the classification output. If the matrix
contains more non diagonal elements it will cause a change in classification.

3 Experimental Setup

In order to investigate the confusion matrix based reweighting method, we
performed several experiments with various datasets, classifiers and their
versions, as well as with various levels of the smoothing parameter α. We
used the statistical package R1 this.

We used six datasets. Four of them were taken from the UCI machine learn-
ing repository2, while two were real life datasets (Studyflow) about course
profiles of Dutch secondary school students.

The four classifiers used were chosen because of their probabilistic out-
put and wide usage.We used logistic regression (LR) based on the glm
R package, feed forward neural network (NN) based on the nnet pack-
age, support vector machine (SVM) based on the e1071 package and
random forest (RANDF) based on the randomForest package.

We experimented with all classifier-dataset combinations. For logistic re-
gression, neural networks and random forests we also experimented with the
iterations allowed to find the optimal weights in order to see if this affects

1 http://www.r-project.org/
2 http://archive.ics.uci.edu/ml/
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the results. We also investigated various values of α to measure what is the
effect on the precision/recall ratio as well as on model accuracy.

For each run, we acquired the confusion matrix based on the training set,
from this the reweighing matrix was derived which rescales the output based
on α.

4 Results

In this section, we present two main sets of results. First, we illustrate how
our method works using the Abalone dataset, then we provide a comparison
between the performance of various classifier-dataset-α combinations.

4.1 Detailed Results on a Dataset

To illustrate the behavior of our method, in this subsection we present our
results on the Abalone dataset. In this dataset, the algorithm needs to classify
a californian sea creature to be male (M), female (F) or an infant (I) based
on body measurements.

Applying our method with α = 1 seem to “flip” the confusion matrix along
the diagonal (see Table 1) which shows the significant effect of reweighting.
In general, the use of the MS matrix allows to recognize mistakes being made
in the original assignment of prediction probabilities. This, however, causes
the algorithm to make less of one type of mistakes but it will cause it to
make new ones. As the accuracy remained comparable, and because of the
“flipping” effect observed.

The workings of our method are further illustrated in Figure 1 where we
display classification performance as a function of α (this time using 30 runs
of a neural network). As α increases, the algorithm favors one class (F) more
than another (M), while the third class (I) does not seem to be affected.

To sum up, we have seen that it is possible to set the value of parameter
α so that performance associated with the two difficult classes is in balance,
while the total accuracy of classification does not change considerably.

Confusion matrix based reweighing caused the same behavior across the
other datasets. If the machine learning algorithm showed good performance
(i.e., the confusion matrix contained only diagonal elements) the classification
would not change by applying our method.

4.2 Results over Various Datasets and Classifiers

Regarding balance, for all datasets we have been able to find a value for α
(other than zero) such that the classification became balanced. The average
values of the optimal α values in terms of class balance (i.e. when total false
positives = total false negatives) is shown in Table 2.
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Table 1 Confusion matrices for a support vector machine applied to the abalone
data. Both the normal confusion matrix of the original SVM (α = 0, left) and the
SVM with our filter (α = 1, right) are shown.

SVM F SVM I SVM M SVM-F F SVM-F I SVM-F M

true F 196 371 92 242 11 179
true I 9 112 549 324 104 402

true M 137 454 168 93 555 178

Table 2 The table that lists at what the average value of α where the number of
false positives equals the number of false negatives. The TESTS and COURSES
datasets are based on 100 algorithm runs, all other datasets results are based on
1000 algorithm runs. We did not include the CANCER datasets as there was no
effect of the method there.

HANDW ABALONE TICTAC CARDIO TESTS COURSES

LR- 0.4728 0.5325 NE 0.0342 0.3096 0.4132
LR+ 0.3740 0.5464 NE 0.0354 0.3808 0.3600

NNET- 0.5302 0.7301 NE 0.1015 0.4720 0.5302
NNET+ 0.3310 0.6565 NE 0.1020 0.3648 0.3310
RANDF- 0.0983 0.5846 0.2360 0.0283 0.4864 0.6072

RANDF+ 0.3158 0.8016 0.4720 0.0284 0.6192 0.9216
SVM NE 0.7200 NE NE NE 0.4282

What we see in this table is that between algorithms and datasets there
does not seem to be a clear pattern. A dataset is classified differently by each
algorithm and as of such the imbalance in the output is different. For all
method-dataset combinations our method was able to balance the output if
it was imbalanced with our method.

5 Discussion

In this paper,we have investigated the use of confusion matrices, and found
that using this method it is possible to rebalance classification output, with-
out damaging the output too much. Confusion matrix based reweighting of-
fers an alternative to various other methods, e.g. sampling techniques and
cost matrices, that are to tackle aspects of imbalance. Using the α parameter
we can directly influence the balance, and potentially set it to a value that
results in a desired output balance. Our method is computationally cheap, as
it only requires a confusion matrix, and according to our results the confusion
matrix on the training set already is promising to be used for balancing.
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Fig. 1 The accuracy for 30 neural networks applied on the Abalone dataset for
increasing values of α. In this setting we can notice how the algorithm has no
problem identifying the infant class but it finds it hard to distinguish between male
and female. While the total accuracy remains relatively stable, prior accuracy of
the algorithm (i.e. α = 0, equivalent to our method not applied) seems to favor
either the M or F classes in the beginning over each other.
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Web Performance Forecasting with Kriging
Method

Leszek Borzemski and Anna Kamińska-Chuchmała

Abstract. Due to the substantial growth of communication network in last years,
the access to the Internet network is crucial for the society. Therefore, there is a
necessity of research on Web systems forecasting. This work presents a proposal
of the application of the geostatistical estimation - the Kriging method, which give
spatio-temporal information about forecast of network throughput. The database
was created on the basis of Multiagent Internet Measurement System MWING. In
the research the connections between an agent in Gdańsk and European servers were
considered. The preliminary structural analysis of the data, which are necessary to
use the Kriging method was conducted. Next a spatial forecast of the total time of
downloading data from Web servers with a four days time advance was calculated.
The results were analyzed and compared with other simulation methods results from
the same database.

1 Introduction

One of the main reason of increasing traffic in Internet are mobile devices such as
smartphones or tablets. Thanks to them, the users usually have the access to the
Internet wherever they are and whenever they want. The necessity of good Web per-
formance should be in the focus of the investors and operators of the Web during
making decisions about the development of infrastructure. The spatial Web perfor-
mance forecast could be helpful in this regard, especially during near-term planning
of Web of Things. This kind of prediction could help industries to minimize the
required expenditure on IT system development.

There exist very little reported research on spatio-temporal web performance
forecast. That is the reason way authors examine this issue. The initial work of au-
thors concerns the investigation of two geostatistical simulation methods: Turning
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Bands and Sequential Gaussian Simulation to obtain 3D Web performance forecast,
see e.g. [5], [7]. A great advantage of geostatistical methods is the possibility to
make area-time forecasts, in which the minimum amount of input information is re-
quired, and at the same time the geographical location of Web servers and the total
download time of a given resource are taken into account. The natural extension of
these research is to utilize one of the geostatistical estimation method, simple krig-
ing, in Web performance forecast, what will be presented in this paper. Knowledge
about the throughput forecast and transfer capacity between these web servers and
investigated sever will allow to choose the server from which one can receive the re-
quired resource in the shortest possible time. These geostatistical methods are using
in web systems domain for the first time by the authors. Previously these meth-
ods were used mainly in such areas as geology [8], oceanography [9] or economic
analysis [1]. Moreover, geostatistical methods have been also used to study the prob-
lem of spatial distribution of floating car speed [11] that seems to be similar to the
problem of traffic data packets on the Internet. Currently, to the best of the authors
knowledge the geospatial approach to Web performance prediction presented in this
paper is unique as developed in our papers, leaving no similar problem statement in
the literature.

2 Simple Kriging Method

Simple kriging method is a spatial regression named also as kriging with known
mean. Kriging method was invented in the early 1950s by Daniel G. Krige which
was mining engineer. Simple kriging is used to estimate residuals, where average m
is given a priori:

Z∗(x0) = m+
n

∑
α=1

ωα(Z(xα )−m), (1)

where:
ωα - weights attached to the residuals Z(xα)−m,
m - average,
Z(xα) - a random variable at each of the n locations constructed the data locations
xα .
It is important to mention, that the expected value and the covariance are both trans-
lation invariant over the domain D. It means, that for a vector h linking any two
points x and x+ h in the domain:

E[Z(x+ h)] = E[Z(x)], (2)

cov[Z(x+ h),Z(x)] =C(h), (3)

E[Z(x)] = m. (4)

Thus, we obtain the expected value from (4), which is the same at any point x of the
domain. The covariance between any pair of locations depends only on the vector h
which separates them.
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The estimation error is the difference between the estimated and the true value at
x0:

Z∗(x0)−Z(x0). (5)

The estimator is unbiased when the estimation error is zero on average:

E[Z∗(x0)−Z(x0)] = 0. (6)

Kriging is preceded by an analysis of the spatial structure of the data. The represen-
tation of the average spatial variability is integrated into the estimation procedure in
the form of a variogram model. For more information please see [10].

3 Preliminary Data Analysis

The data used in forecasts, were collected during active measurements made by
MWING system, the Internet measurement infrastructure developed in our Institute
[2], [3]. The database was collected by MWING agent located in Gdańsk, whose
main task was to target, by means of HTTP transactions, European Web servers. The
database contained the information about a server’s geographical location, which the
Gdańsk agent targeted, web performance index (Z), which was the total download-
ing time of rfc1945.txt file and the time stamp of taking a measurement. The data
were measured in the interval between 7th and 28th of February 2009 and they were
taken every day at the same time: at 6:00 a.m., 12:00 a.m., and 6:00 p.m.

Table 1 Elementary statistics of download times from Web servers between 7-28.02.2009
[6]

Statistical parameters 6:00 a.m. 12:00 a.m. 6:00 p.m.
Minimum value Zmin [s] 0.11 0.12 0.12
Maximum value Zmax [s] 29.06 12.15 7.93
Average value Z [s] 0.60 0.62 0.60
Standard deviation S [s] 1.59 1.07 0.77
Variability coefficient V [%] 265.00 172.58 128.33
Skewness coefficient G 15.35 7.27 4.99
Kurtosis coefficient K 265.65 64.48 34.61

The table 1 presents the statistics of download times from considered Web
servers. From these data, one could determine the large variability of servers’ perfor-
mance. The largest span of data values are presented for 6:00 a.m., where difference
between minimum and maximum values is equal to 28.95 seconds. The variability
of data for 6:00 p.m. is smaller in comparison to 6:00 a.m. Moreover, for all hours
high value of kurtosis and variability coefficient prove the changeability of the ex-
amined process. High values of skewness, which is well above 3, indicates big right
side asymmetry of performance distribution for whole hours.



152 L. Borzemski and A. Kamińska-Chuchmała

4 3D Forecasting of Web Server Performance Using the Simple
Kriging Method

The forecast models used to predict the total time of resource download from the
Internet have variogram models presented above, which depend on the forecasted
hour on day. Other parameters are the same for all three models. Namely, in esti-
mation the moving neighborhood type was adopted where the search ellipsoid was
8.69◦ for all three directions in the case of web performance. In the estimation the
punctual type was used. 3D forecast was calculated with a four day advance, i.e.
it encompassed the period between 1st and 4th March 2009. The table 2 presents
global statistics of the forecasted values for 6:00 a.m., 12:00 a.m. and 6:00 p.m.,
respectively.

Table 2 Global statistics of forecasted Web download times with four days time advance,
calculated with kriging method

Geostatistical parameter Minimum Maximum Average Variance Standard Variability
value value value S2 deviation coefficient

Zmin [s] Zmax [s] Z [s] [s]2 [s] V [%]
Mean forecasted value Z, 0.12 3.07 0.46 0.03 0.18 39.13

for 6:00 a.m.
Mean forecasted value Z, 0.14 1.66 0.48 0.04 0.21 43.75

for 12:00 a.m.
Mean forecasted value Z, 0.12 1.61 0.47 0.05 0.23 48.94

for 6:00 p.m.

The measurements taken for 6:00 p.m. are characterized by the highest variance
and standard deviation. However for measurements taken for 12:00 a.m. obtained
results have only slightly lower variability coefficient and dispersion between min-
imum and maximum values. Averaged mean forecasted error ext post for all Web
server in a four-day forecast for 6:00 a.m. is equal to 30.87%, for 12:00 a.m. is
18.47% and for 6:00 p.m. equals 19.11%. The smallest error of forecast for 12:00
a.m. could be the effect of using Cubic model function for approximation and lower
skewness than at 6:00 a.m.

Figure 1 presents on the raster map the final effects of the forecast. This raster
map for the 1st day of prognosis (01.03.2009) for 6:00 p.m. presents the download
time from the European Web servers. Each cross corresponds to a different given
Web server. Geostatistical methods could give information about performance not
only for considered servers, but for a whole considered area. On the map in figure 1,
a server with the largest download time is located in Kista, Sweden; moreover, this
difference is readily visible when compared to other servers. Furthermore, server
with the smallest download time is located in Warsaw, Poland. These samples de-
scribed how varied is Web performance due to different research hours and days.
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Fig. 1 Sample raster map of download time values from the Internet on 01.03.2009 at 6:00
p.m

5 Comparison Estimation vs. Simulation Methods

Authors made research on the same database and after that compare simulation
Turning Bands (TB) method [4], Sequential Gaussian Simulation (SGS) method
[6] and presented in this paper Simple Kriging (SK) method.

Table 3 Averaged mean forecasted error ext post for all Web servers in a four-day forecast,
compared methods

Geostatistical method 6:00 a.m. 12:00 a.m. 6:00 p.m.
Mean forecasted error for SGS 24.83% 16.06% 18.53%
Mean forecasted error for TB 26.91% 20.00% 17.55%
Mean forecasted error for SK 30.87% 18.47% 19.11%

Comparing geostatistical methods, one could conclude, that simulation methods
are better. Error of forecast in simulation methods are smaller about 1% to 4%. Es-
timation method give a worse results especially in cases when in input database the
values have the large skewness. It indicate that simulation method further introduce
a changeability of examined process. In table 3 there is only one exception where
Turning Bands method obtain larger error of forecast than simple kriging (differ-
ence about 1.5%). It could be measurement error caused by for example improper
selection of variogram model.

6 Summary

In this paper Simple Kriging method was using for Web performance forecasting.
This is an innovative approach in considered research area. Large-scale measure-
ment experiment MWING was performed in a real-life Internet to gather the data
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characterizing performance of many Web servers localized in Europe and perceived
from agent installed in Gdańsk. Accuracy of forecasted Web performance described
in this paper is slightly below 20% (except special cases with very large value of
skewness coefficient), what can be considered as meaningful contribution in this
field of research. Authors compared geostatistics methods: simulation and estima-
tion for advantage simulation methods. Estimation methods are slightly less accurate
for characterized high variability and changeability of download times values. Nev-
ertheless, we claim that presented estimation method: simple kriging to performance
forecasting could be helpful in spatial analysis of Internet and Web performance
within a given geographic area.

As future research is planning a new active measurement experiment to gain new
data for analysis and making model of spatial forecast.
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Application of the Swarm Intelligence Algorithm
for Investigating the Inverse Continuous Casting
Problem

Edyta Hetmaniok, Damian Słota, and Adam Zielonka

Abstract. In the paper a proposal of procedure for solving the inverse problem of
continuous casting is presented. The proposed approach consists in applying the
swarm intelligence algorithm imitating the behavior of ants for minimizing an ap-
propriate functional which enables to determine the unknown cooling conditions of
the process.

1 Introduction

Many problems of technical or engineering nature lead to optimization tasks. In
recent times a great popularity in solving optimization problems have been found
by the algorithms of artificial intelligence, a specific group of which is represented
by the swarm intelligence (SI) algorithms based on the collective behavior of the
swarm members [4]. Particular versions of the swarm intelligence algorithms differ
in the ways of communication between individuals and exploration of considered
space. For example, basic idea of the Ant Colony Optimization (ACO) algorithm
is inspired by the behavior of real ants exploring the environment in order to find
the best path leading to the source of food [3]. During this search they lay down
a chemical substance, called the pheromone, directing each other ant to the best
path. Such behavior is imitated by the artificial ”ants” condensing their presence
around the best located solutions. Inventors of artificial intelligence algorithms were
looking for inspirations mostly in world or animals or other living organisms [2, 7].
However, there have also appeared some algorithms inspired by the human behavior.
Example of such approach is the Harmony Search algorithm (HS) [5] based on the
similarity between the process of jazz improvisation and the problem of function
optimizing.
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The inverse problems for the equations of mathematical physics consist in deter-
mination of some missing elements which can be, for example, the initial condition,
boundary conditions or parameters of material, and the missing part of input infor-
mation is compensated by the additional information about the consequences result-
ing from the input conditions [6, 1]. Difficulty in solving such problems results from
the fact that the analytic solution may not exist or it exists but is neither unique nor
stable. Problem considered in this paper is the inverse problem of continuous cast-
ing, it means of the process whereby the molten metal is poured in the controlled
way into the crystallizer where it solidifies by taking the appropriate form and then
is consecutively moved out from there [8, 9, 10].

2 Two-Dimensional Inverse Continuous Casting Problem

Let us consider the continuous casting of pure metals on a vertical device working
in the undisturbed cycle. Under appropriate conditions (see [9, 10]) and because
of the heat symmetry, the region Ω of created ingot can be considered as the two-
dimensional region consisted of two subregions: Ω1 taken by the liquid phase and
Ω2 taken by the solid phase, separated by the freezing front Γg (described by means
of function x = ξ (t)). In these subregions the heat transfer process, including the
apparently steady field of temperature and location of the freezing front, can be
described by the two-phase Stefan problem [8]. Boundary of region Ω = [0,b]×
[0,z∗]⊂ R

2 is divided into four subsets where the boundary conditions are defined:
Γ0 = {(x,0); x ∈ [0,b]} , Γ1 = {(0,z); z ∈ [0,z∗]} , Γ2 = {(b,z); z ∈ [0,z1]} and Γ3 =
{(b,z); z ∈ (z1,z∗]} .

Discussed problem consists in determination of the cooling conditions for the
ingot in such way that the temperature in selected points of the solid phase would
take the given values ((xi,z j) ∈ Ω2):

T2(xi,z j) =Ui j, i = 1,2, . . . ,N1, j = 1,2, . . . ,N2, (1)

where N1 denotes the number of sensors and N2 describes the number of measure-
ments taken from each sensor. Another elements which should be determined are:
the function ξ describing the freezing front location and the functions of tempera-
ture Tk in regions Ωk (k = 1,2). Functions of temperature within the regions Ωk (for
k = 1,2) satisfy the heat conduction equation

ck ρk w
∂Tk

∂ z
(x,z) =

∂
∂x

(
λk

∂Tk

∂x
(x,z)

)
, (2)

where ck, ρk and λk denote, respectively, the specific heat, mass density and thermal
conductivity in liquid phase (k = 1) and solid phase (k = 2), w is the velocity of
continuous casting, and, lastly, x and z denote the spatial variables.

On the respective parts of boundary the appropriate boundary conditions must be
satisfied:
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T1(x,0) = Tz, (Tz > T ∗) on Γ0, (3)

∂Tk

∂x
(x,z) = 0 on Γ1, (4)

−λk
∂Tk

∂x
(x,z) = q(z) on Γ2, (5)

−λk
∂Tk

∂x
(x,z) = α(z)

(
Tk(x,z)−T∞

)
on Γ3, (6)

T1
(
ξ (z),z

)
= T2

(
ξ (z),z

)
= T ∗ on Γg, (7)

Lρ2 w
dξ (z)

dz
=−λ1

∂T1(x,z)
∂x

∣∣∣∣
x=ξ (z)

+λ2
∂T2(x,z)

∂x

∣∣∣∣
x=ξ (z)

on Γg, (8)

where α describes the heat transfer coefficient, q denotes the heat flux density, Tz

is the pouring temperature, T∞ is the ambient temperature, T ∗ is the solidification
temperature and L describes the latent heat of fusion.

In considered approach the sought elements are the heat flux and the heat transfer
coefficient, it means the following function f should be determined

f (z) =

{
q(z) for z ≤ z1,

α(z) for z > z1.
(9)

For the fixed form of function f problem (2)–(8) turns into the direct Stefan prob-
lem, solving of which enables to find the courses of temperature Ti j = T2(xi,z j)
corresponding to function f . By using the calculated temperatures Ti j and the given
temperatures Ui j the following functional is constructed

J( f ) =
N1

∑
i=1

N2

∑
j=1

(
Ti j −Ui j

)2
, (10)

representing the error of approximate solution. Since our goal is to find such form
of function f that the reconstructed temperatures will be as close as possible to
its measurement values, solving of considered problem reduces to minimization of
functional (10) by applying the ACO algorithm. For solving the direct Stefan prob-
lem the alternating phase truncation method [10] is used.

3 Swarm Intelligence Algorithm

Imitation of ants’ behavior in artificial space is the following. Let F(x), for x ∈
D, be the minimized function. The procedure is initialized by random selection of
the initial ants localizations, it means vectors xk = (xk

1, . . . ,x
k
n), where xk ∈ D, k =

1,2, . . . ,m, from among which the best located ant xbest (such that the minimized
function takes the lowest value) is determined.

In every iteration to each vector xk a modification based on the pheromone trail
is applied according to the following formula: xk = xbest + dxk, where dxk is a



160 E. Hetmaniok, D. Słota, and A. Zielonka

vector determining the length of jump. Elements of this vector are randomly gener-
ated from the interval [−β ,β ] (where β = β0 is the narrowing parameter defined in
the initialization of the algorithm). The best located ant xbest in the current ants’ pop-
ulation is next determined. These two steps are repeated I2 times, where I denotes
the assumed number of iterations. At the end of every iteration the range of ants dis-
locations is decreasing, according to the formula βi+1 = 0.1βi, which simulates the
evaporation of pheromone trail in nature. More information about the construction
of ACO algorithm can be found in [3].

4 Numerical Example

As the example let us consider the continuous casting of aluminium described by the
following parameters [10]: b = 0.1 [m], λ1 = 104 [W/(m K)], λ2 = 204 [W/(m K)],
c1 = 1290 [J/(kg K)], c2 = 1000 [J/(kg K)], ρ1 = 2380 [kg/m3], ρ2 = 2679 [kg/m3],
L = 390000 [J/kg], velocity of casting w = 0.002 [m/s], solidification tempera-
ture T ∗ = 930 [K], ambient temperature T∞ = 298 [K] and pouring temperature
Tz = 1013 [K]. Known cooling conditions, which we intend to reconstruct, are the
following [10]: q(z) = 400000 [W/m2] and α(z) = 4000 [W/(m2 K)]. In considered
region there are installed two thermocouples (N1 = 2) located 0.001 and 0.002m
away from boundary of the region. From each thermocouple we used 100 measure-
ments of temperature (N1 = 100). Distance between the successive measurements is
equal to 0.002m. In calculations we used the exact values of temperature and values
burdened by the random error of normal distribution and values 2 and 5%.

ACO algorithm was executed for number of ants m = 15 and number of itera-
tions I = 6. Initial value of narrowing parameter was different for each of identified
parameters because of the big difference between expected values of reconstructed
parameters (β0 = 150000 and β0 = 2500 for q and α , respectively). For the same
reason the initial ants populations were randomly selected from different intervals
([250000,500000] and [1000,5000] for q and α , respectively). Since the ACO algo-
rithm belongs to the group of heuristic algorithms, which means that each execution
of the procedure can give slightly different results, we evaluated the calculations for
20 times and the best of received results were taken as the reconstructed elements.

In Figure 1 the relative errors of the heat flux q and the heat transfer coefficient α
identification in dependence on the number of iterations obtained for input data bur-
dened by 2% and 5% error, respectively, is displayed. We can see that in both cases
we obtained very quickly, in almost two iterations, very good reconstructions and
the further iterations did not improve significantly the results. For the unburdened
input data the reconstruction errors converge very quickly to zero which confirms
the stability of used procedure.

Figure 2 presents the reconstructed distributions of temperature in measurement
points located 0.002m away from boundary of the region, compared with the known
exact distributions. The results are obtained for input data burdened by 5% error
and one can observe that even in this worst of considered cases the reconstructed
and known courses of temperature are almost the same. The absolute error of this
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Fig. 1 Relative errors of parameter f reconstruction for the successive iterations (� – for q,
� – for α) obtained for 2% (left figure) and 5% (right figure) noise of input data
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Fig. 2 Exact (solid line) and reconstructed (dots) distributions of temperature (left figure) in
control point located 0.002m away from boundary b obtained for 5% noise of input data and
absolute error of this reconstruction (right figure)

Table 1 Reconstructed values of f , relative errors (δ f ), standard deviations (σ ), standard
deviations (σ p) expressed as a percent of mean values of f and maximal relative errors (δ max

T )
of temperature reconstruction obtained for various noises of input data

noise f δ f [%] σ σ p [%] δ max
T [%]

0%
400380.19 0.09506 380.254 0.09506

0.00002
4001.56 0.03902 1.572 0.03930

2%
397543.07 0.61422 2456.931 0.61423

0.00254
4028.20 0.70513 28.205 0.70512

5%
408832.51 2.20814 8832.541 2.20814

0.00461
3941.62 1.45966 58.386 1.45964

reconstruction is at the level of few kelvins which additionally confirms the almost
perfect reconstruction of temperature.

Finally, in Table 1 the statistical elaboration of results obtained in 20 executions
of the procedure for various noises of input data is compiled. Relative errors of the
heat flux and the heat transfer coefficient reconstruction for unburdened input data
are smaller than 0.1%. The errors increase obviously with the increasing value of
input data perturbation but still in each case is much smaller than the input data
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error. Stability of the procedure is indicated by the standard deviations of the sought
parameters reconstruction which in most cases are the parts of percent of the mean
values of these reconstructions.

5 Conclusions

The paper contains a description of the procedure for solving the inverse problem
of continuous casting. Presented results indicate that the elaborated method ensures
the approximate solution rapidly convergent to exact solution and perturbated by the
error not exceeding the error of input data for relatively small number of iterations.
Therefore the advantages of using approach with the ACO algorithm, in comparison
with classical methods, are the short time of working and no particular assumptions
needed for minimized functional.
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Estimating Mental States of a Depressed Person
with Bayesian Networks

Michel C. A. Klein and Gabriele Modena

Abstract. In this work in progress paper we present an approach based on Bayesian
Networks to model the relationship between mental states and empirical observa-
tions in a depressed person. We encode relationships and domain expertise as a
Hierarchical Bayesian Network. Mental states are represented as latent (hidden)
variables and the measurements found in the data are encoded as a probability distri-
bution generated by such latent variables; we provide examples of how the network
can be used to estimate mental states.

1 Introduction

Major depression is currently the fourth disorder worldwide in terms of disease
burden, and is expected to be the disorder with the highest disease burden in high-
income countries by 2030. Within the context of the FP7 project ICT4Depression
an intelligent support system has been developed to assist patients suffering from
depression. Mobile devices are used for monitoring activities and biosignals in a
non-intrusive and continuous way. A model-based approach is used to estimate the
current influence and future developments of a therapy on a patient. By means of
computational simulation of states associated with depression and therapeutic mod-
els [3], [6], [2], [5] (a so-called virtual patient [4]), tailored feedback and therapeu-
tic advice is provided to the patient. States considered in the simulation are mood,
openness to therapy, coping skills and vulnerability. Although we cannot directly
observe mental states, a lot of patient data is collected by the system. Such data in-
cludes physiological measurements, activity logs, journal, social signals, question-
naire, mood ratings [10]. In this paper we introduce a work in progress approach
to link mental states to data. We propose a method based on causal networks and
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Bayesian inference to model relationships between mental states and empirical ob-
servations. There are at least two different use cases for such a model. The first —
straightforward— use case is calculating the probability for a specific mental state
given certain observations. Secondly, the model can be used to infer mental states
from empirical measurement data. This mechanism is exploited for estimating pa-
rameters in a personalized system that diagnoses a patient and provides support. In
a later stage the method will be evaluated and further developed using data collected
in two trials with actual patients scheduled to start in the third quarter of 2012 and
first quarter of 2013. These trials will be carried out in two out of a lab settings and
will provide a source of unique data.

2 Method

Bayesian Networks (BN) are a modelling technique that uses conditional indepen-
dence assumptions to perform calculations on local sets of variables. These lead to
results on the whole distribution of variables. Modelling using BNs consists of two
phases. First there is a hierarchical organization of variables identified on the do-
main using a graph that describes the structure of a probabilistic model. Then, for
each variable, the characterization of its probability distribution, as a conditional or
a marginal distribution according to the topology of the graph. The set of distribu-
tions allows to recover the joint distribution on the domain [1]. Because a Bayesian
Network is a complete model for the variables and their relationships, it can be used
to answer probabilistic queries about them. For example, the network can be used to
find out updated knowledge of the state of a subset of variables when other variables
(the evidence variables) are observed. The concept of conditional independence for
two variables X and Y given a third variable Z means that the stochastic variation
of X and Y becomes independent once the variable Z is known. Bayesian network
modelling intensively makes use of this property. It allows modelling dependencies
on reduced sets of variables. A Bayesian network can thus be considered a mecha-
nism for automatically applying Bayes’ theorem to complex problems.

To our knowledge Bayesian Networks have not been widely used in the context
of E-Mental Health. In this paper we follow an approach similar to [7]. We encode
domain expertise in a Bayesian Network model. We represent mental states as latent
(hidden) variables and the measurements found in the data as a probability distri-
bution generated by such latent variables. In contrast to the approach in [7] we are
interested in modelling cognitive aspects of a patient, rather than neurobiological
ones. Moreover we consider the case in which the measurements are influenced by
lower level records present in the data. The methodology is oriented to the discovery
of a link between the latent variable Θ and each measurement Mi. An example of a
Bayesian Network to model this scenario is given in Figure 1 (left). The figure de-
picts three measurements M1, M2, M3 influenced by a latent variable Θ representing
a mental state.

Figure 1 (right) shows a second type of relationship between nodes. In this topol-
ogy we consider measurements being influenced by lower level signals in the data
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Fig. 1 Left: latent variables
and measurements (standard
Bayesian network topol-
ogy). Right: example of a
Hierarchical Bayesian Net-
work.

Fig. 2 Example of modelling relationships between mental states (dark nodes) and measure-
ments (light nodes) in with a hierarchical Bayesian Network.

S1, S2, S3. This topology is usually referred to in literature as Hierarchical Bayesian
Network (HBN) [8]. Intuitively HBNs can be considered as a generalization of stan-
dard Bayesian Networks where a node can be an aggregate data type. HBNs encode
conditional independency the same way as standard BNs but allow to express further
knowledge about variable structure. HBNs can be exploited to build more realistic
probabilistic models.

For the purpose of this paper we model attributes of the network (nodes) as
discrete random variables. Numerical and categorical measurements, such as age,
gender and mood level, are discretized and the network attributes are represented
as Conditional Probability Distribution (CPD) tables. As a first step we construct
a three layer Hierarchical Bayesian Network that encodes relationships between
mental states and measurements recorded in data. The network is designed based on
literature and feedback provided by domain experts. Figure 2 depicts the network.
The first layer contains the latent variables of the model that represent mental states.
These are openness, mood, coping skills and vulnerability of a person. Mental states
influence the variables in the second layer. These nodes represent measurements col-
lected by the system as aggregate data types. Finally a third layer models explicitly
how such aggregates are influenced by lower level records present in the data.



166 M.C.A. Klein and G. Modena

Fig. 3 Querying the network

3 Examples

Querying the Network
First, we give an example of using the resulting Bayesian Network for infer-
encing probabilities. We consider the case in which vulnerability can have two
states; high and low. We want to model the property that high vulnerability is
more likely to cause a high level of stress in female depressed subjects in the
age range 25-35 than in male subjects from the same demographics. We en-
code the relationship between vulnerability, age and gender of a patient and stress
level using the SamIam tool1. In this example we assume that genders and age
groups are evenly distributed. The probability distribution of the vulnerability
variable is then factored as shown in Table 1. The probabilities for the stress
variable are as follows: a high vulnerability gives a 0.8 chance on high stress,
while a low vulnerability is associated with a probability of 0.2 on high stress.

Table 1 Patient vulnerability given gender and age

Age 18-25 25-35 Over 35
Gender male female male female male female

high 0.6 0.4 0.3 0.7 0.45 0.55
low 0.4 0.6 0.7 0.3 0.55 0.45

Figure 3 shows how the network
can be queried to estimate the vul-
nerability state (marked in green)
given evidence about stress level,
age group and gender (marked in
red). To do so we set the vulner-
ability node as hidden on the en-
coded network and we fill in evidence in the model for a specific case. As ex-
ample, we do this for two different cases: 1) a male patient in the age group 25-
35 with a low stress level, and 2) a female patient with similar characteristics.
When we query the network to infer the probability of the vulnerability state being
high or low for both scenarios, we find the following outcome (see also Figure 3):
P(Vulnerability = high|stress level = low,gender = M,age = 25− 35) = 36.85%
whereas P(Vulnerability = high|stress level = low,gender = F,age = 25− 35) =
9.68%. These values are consistent with the property we wanted to model.

Parameter Estimation
The second, more interesting, example is the usage of the model for estimating
parameters of a system that provides personalized guidance for a patient. For this
example, we assume that the system uses the mental states ‘mood’, ‘openness’,

1 http://reasoning.cs.ucla.edu/samiam/

http://reasoning.cs.ucla.edu/samiam/
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‘coping skills’ and ’vulnerability’ as hidden variables. The system collects data
about the behaviour of the patient (e.g. activities performed, time spent with the
system, etc.) and should use this data to estimate the aforementioned variables. A
preliminary experiment using artificially generated data showed promising results in
terms of consistency and robustness of the network. We carried out the experiment
as follows. First we created three patient profiles and encoded their states in two
topologies of Bayesian network. The profiles are shown in Table 2. A patient profile
is characterized by a combination of mental states. We consider the cases in which
a patient has high mood and coping skill levels and low openness and vulnerability;
a second patient has high vulnerability but low states for all other aspects. Finally a
third case represents a patient showing high mood, openness and coping skill while
at the same time having low vulnerability.

Then, we considered two different Bayesian Networks: the Hierarchical Bayesian
Network depicted in Figure 2 and a standard Bayesian Network obtained by remov-
ing the third layer of nodes. We encoded both networks using the Bayes Net Toolbox
for Matlab 2 software. For both networks we assumed that all variables are observed
and for each variable we manually initialized states priors. In both networks we first
initialize mental states according to the profiles depicted in Table 2. This leads to
three distinct probability factorizations for each network topology. We artificially
created a dataset D that mimics measurements generated by the three patient pro-
files in both networks. Recalling that each measurement is represented as a discrete
random variable m, D is a set of vectors in the form (m1 = si, ...,mN = s j) for each
m and each discrete state s associated to that random variable.

Table 2 Patient profiles. Each line
represents a patient

mood openness
to therapy

coping
skills

vulner-
ability

high low high low
low low low high
high high high low

In the third step of the experiment we marked
mental states as hidden variables and the lower
layers of the network as observed. Given a net-
work topology, a factored probability distribu-
tion on the known variables and an artificially
generated dataset of possible discrete states con-
figuration we want to estimate the original con-
figuration of mental states (hidden variables).
That is, for each hidden variable Θ we want to
compute P(Θ |D). We did so by attempting both Maximum-Likelihood Estimation
and Bayesian Estimation with Dirichlet priors [9]. This mimics the situation in
which we do have measurements about the lower layer concepts, but need to es-
timate the parameters in the hidden layer. In all these cases we have been able to
correctly identify all latent variable configurations that generated the probability
distribution factored in both network topologies. This illustrates how a Bayesian
Network that is instantiated with the right probability distribution in principle can
be used to infer mental states based on a set of measurements. Although our pre-
liminary experiments suggest consistency of the chosen topologies, at this stage it
is not possible to determine which one is a better model. Further experiments with
actual data are therefore necessary to understand how to better model this domain.

2 https://code.google.com/p/bnt/
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The same consideration applies to parameter learning. Although in this preliminary
experiment we have been able to correctly estimate hidden variables, it is not yet
clear which approaches can lead to better results.

4 Future Work

In this preliminary work we presented a method based on the methodology of
Bayesian Networks to estimate mental states in depressed persons from data col-
lected by an Intelligent Support System. Probabilistic Graphical Models are widely
used in domains that span from robotics to medicine. To our knowledge, however,
the paradigm has not yet been widely explored within the E-Mental Health domain.
Due to a general lack of mental health datasets in the public domain we reported ex-
periments performed on artificially generated data. In the continuation of this work
we will address technical issues related to parameter estimation, network encod-
ing and simulation of the models and contrast it to other methods using a dataset
collected during two out of a lab medical trials.
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Multi-objective Optimization Algorithms  
for Microchannel Heat Sink Design 

Ahmed Mohammed Adham, Normah Mohd-Ghazali, and Robiah Ahmad* 

Abstract. This paper investigates the performance of four multi-objective optimi-
zation algorithms namely the GAM, MOGA, SPEA2 and NSGA-II on the  
optimization of a microchannel heat sink based on the total thermal resistance and 
pumping power. Two case studies with different formulation methodologies were 
selected for the optimizations. The optimizations results showed that both SPEA2 
and NSGA-II algorithms exhibited excellent performance in terms of the number 
of the optimal solutions, maintaining the desirable diversity and convergence 
speed toward the Pareto optimal front as compared to GAM and MOGA. 

Keywords: Multi-objective, Algorithms, Optimization, Heat Sink. 

1 Introduction 

The main issue today with powerful electronic chips is that they produce a huge 
quantity of heat. Microchannel heat sink (MCHS) is one of the methods used to 
remove this heat. A typical MCHS consists of a substrate (t) from a high thermal 
conductivity material with many microchannels attached on top, as shown in Fig. 
1. Initial optimization of the performance focused on the microchannel geome-
tries, structural materials, and coolants [1]. Later, optimization techniques with 
numerical schemes, analytical methods, and recently genetic algorithm and  
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evolutionary approaches [2] were developed to solve complex mathematical func-
tions efficiently with single and multi-objective problems [3]. A hybrid technique 
using the elitist non-dominated sorting genetic algorithm (NSGA-II) and the se-
quential quadratic programming (SQP) were also used as the main and local 
search tool for the optimization of the MCHS. This study investigates the capabili-
ties of some other multi-objective optimization algorithms in the area of MCHS 
optimization such as the goal attainment method (GAM) [4], multi-objective ge-
netic algorithm (MOGA) [3], strength Pareto evolutionary algorithm (SPEA2) [5] 
and elitist non-dominated sorting genetic algorithm (NSGA-II) [6].  

 

Fig. 1 Physical model of microchannel heat sink used for electronic cooling 

2 Multi-objective Optimization Algorithms  

GAM, proposed by Gembicki [4], converts the multi-objective functions into a 
single-objective function system by inserting appropriate weight factors for each 
objective. It is expressed as, 

λmin
Ω∈x Such that    iii gwf ≤− λ  

where wi are the weight factors and gi the goals to be attained by the objective 
functions fi, estimated by the decision maker prior to the optimization process. 
Minimizing λ (slack variable) produces a non-dominated solution which either 
over or under predicts the specified goal.  

MOGA employed the non-dominated sorting concept [3] if a wide spread of so-
lutions within the feasible objective space is desired. SPEA2 which was proposed 
by Zitzler and Thiele [6], is as an improved version of its predecessor, the SPEA.  

Deb et al. [7] proposed NSGA-II to overcome the poor distribution of the op-
timal solutions along the Pareto optimal front and high computing complexity of 
the NSGA. 

3 Test Functions 

Two case studies, case study 1 and case study 2, are selected from the MCHS 
optimization field with the thermal resistance and pumping power as objective test 



Multi-objective Optimization Algorithms for Microchannel Heat Sink Design 171 

 

functions. These functions were minimized using four multi-objective algorithms 
(GAM, MOGA, SPEA2 and NSGA-II) with the population size of 4, number of 
generation of 100 and selection function used is tournament. The objective func-
tions for case 1, was developed by Husain and Kim [2]: 

 (1) 

 (2) 

where thR and P are the thermal resistance and pumping power, respectively. 
They consist of two design variables, θ and φ, which are related to the rectangular 
microchannel geometry. The limits of these variables are set as 0.1 ≤ α ≤ 0.25 and 
0.04 ≤ β 0.1 [2]. The objective functions in case 2 are [6], 
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4 Results and Discussion 

Results are benchmarked against NSGA-II as well as compared against each other 
in terms of the number of optimal solutions, convergence rate and diversity.  

For case study 1, Figs 2(a), (b), (c) and (d) show the performances of the 
NSGA-II compared to GAM, MOGA and SPEA2, respectively. 

It can be seen that NSGA-II outperforms GAM. In a single run, NSGA-II pro-
vides ~ 44 optimal solutions while GAM provides only one which converges at a 
faster rate. NSGA-II gave a denser Pareto front and a wider distribution compared 
to MOGA with ~ 44 optimal solutions compared to ~ 23 for MOGA. A competing 
behavior between the SPEA2 and NSGA-II is also observed. However, SPEA2 
excelled in terms of the number of the optimal solutions ~ 50 compared to ~ 44  
for the NSGA-II with a broader distribution. Table 1 summarizes the results of 
case 1. 

Rth = 0.0964 + 0.3124θ − 0.7005ϕ −1.1122θϕ + 0.6044θ 2 + 4.8528ϕ 2

20706.029024.229250.145575.33955.99925.0 φθθφφθ −+−+−=P
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Fig. 2 The performance for case 1. a) NSGA-II vs. GAM, b) NSGA-II vs. MOGA, c) 
NSGA-II vs. SPEA2 and d) all algorithms. 

Table 1 Number of the optimal solutions provided by each algorithm (case 1) 

Algorithms GAM MOGA SPEA2 NSGA-II
No. of optimal solutions 5* 23 50 44 

* It requires executing the algorithm five times to acquire 5 optimal solutions. 

 

Fig. 3 The performance for case study 2. a) NSGA-II vs. GAM, b)NSGA-II vs. MOGA, c) 
NSGA-II vs. SPEA2 and d) all algorithms. 
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For case study 2, Figs 3(a), (b), (c) and (d) illustrate the comparison between 
NSGA-II and the GAM, MOGA and SPEA2 respectively. 

GAM has a better performance (compared to case study 1) in terms of conver-
gence with the defects of poor diversity and number of optimal solutions (~ 30 for 
NSGA-II compared to 5 for GAM) still present. The author attributes the accepta-
ble convergence of GAM to the nature of the objective functions in case study 2. 
They are mathematically simpler than those of case study 1 (quadratic equations). 
NSGA-II outperformed MOGA in terms of the criteria used in this study to diffe-
rentiate between the multi-objective algorithms i.e., the number of the optimal 
solutions (~30 for NSGA-II compared to ~15 for MOGA). An acceptable diversity 
is demonstrated by the MOGA compared to that in case study 1. MOGA is still 
poor in convergence towards the optimal Pareto front. This can be attributed to the 
fitness assignment method employed by MOGA which can cause slow conver-
gence and occasionally poor diversity between optimal solutions. 

A precise investigation of Fig. 3(c) showed that SPEA2 provided more optimal 
solutions compared to NSGA-II (~ 50 for SPEA2 compared to ~ 30 for NSGA-II). 
The diversity and convergence metrics showed an identical performance. This 
noticeable behavior of SPEA2 compared to NSGA-II is compatible with what 
have been seen in case study 1 when SPEA2 outperformed NSGA-II in terms of 
the number of the optimal solutions.  

Fig. 3(d) represents a general performance comparison of the four algorithms 
for case study 2 optimization. In this case, the NSGA-II, SPEA2 and GAM exhi-
bited adequate agreement while, MOGA performance did not. Results in Table 2 
shows that SPEA2 can provide more optimal solutions compared to the others. 

All in all, NSGA-II and SPEA2 outperformed their competitors in both case 
studies. If a choice is desired in the MCHS field, the balance will tend toward 
SPEA2 and NSGA-II with some preference for SPEA2. 

Table 2 Number of the optimal solutions provided by each algorithm (case 2) 

Algorithms No. of optimal solutions 
GAM 5

MOGA 15 
SPEA2 50 

NSGA-II 30 

5 Conclusion 

The overall performance of a MCHS has been optimized using four multi-
objective optimization algorithms (GAM, MOGA, SPEA2 and NSGA-II). Gener-
ally, it can be concluded that SPEA2 and NSGA-II have outperformed the other 
algorithms in terms of number of the optimal solutions, faster convergence toward 
the Pareto optimal front and maintaining the required diversity among the optimal 
solutions. The distinctive result was that the SPEA2 has exhibited better  
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performance than NSGA-II in terms of the number of optimal solutions. This find-
ing opens the door for more investigations on multi-objective algorithms and pro-
vides more options on multi-objective algorithms that MCHS designers can util-
ize. 
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Solution of the Inverse Stefan Problem by
Applying the Procedure Based on the Modified
Harmony Search Algorithm

Edyta Hetmaniok, Damian Słota, Adam Zielonka, and Roman Wituła

Abstract. In the paper we present an algorithm for solving the two-phase one-
dimensional inverse Stefan problem with the temperature measurements given in
selected points of the solid phase as an additional information. Proposed procedure
bases on the modified Harmony Search algorithm and solving of the considered
problem consists in reconstruction of the function describing the heat transfer coef-
ficient.

1 Introduction

In the last decades a number of optimization algorithms imitating behaviors from the
real world have found a great popularity. This group includes the Harmony Search
algorithm proposed by Zong Woo Geem [1]. Idea of the Harmony Search algorithm
is based on the similarity between the process of jazz improvisation and the problem
of optimizing the function. Jazz improvisation consists in finding the best state of
harmony, similarly as the optimization algorithm consists in finding the argument
realizing minimum of the function. Referring to the problem of function optimiza-
tion we can consider the arguments of function as the notes and the values for these
arguments as the tones of instruments caused by these notes. And similarly like the
musicians are searching for the combination of notes giving the best harmony of
music, we are seeking the argument in which minimum of the function is taken.
Classical version of HS algorithm has been already used by the authors for solv-
ing the inverse heat conduction problem in paper [4]. Received results appeared to
be satisfying, however they gave an impulse to modify the algorithm in case when
several successive executions of the algorithm do not improve the result.

In this paper we present a procedure based on the Harmony Search algorithm en-
abling to solve the two-phase axisymmetric one-dimensional inverse Stefan problem
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describing the thermal process with the phase transition, solving of which in analyt-
ical way is impossible because of the missing boundary condition [3, 5, 6, 7, 8, 9].
The unknown input information is compensated by the additional information given
by the temperature measurements taken in selected points of the solid phase. Solv-
ing of the considered problem consists in reconstructing the heat transfer coefficient
appearing in boundary conditions, so that the temperature in the given points of
the solid phase would have the closest values as possible to the known control val-
ues. Proposition of using the artificial intelligence algorithms imitating the natural
behavior for solving that kind of problem is already presented by the authors in [2].

2 Idea of the Modified Harmony Search Algorithm

In details, the modified Harmony Search algorithm runs of the following way.

1. Initial data: minimized function f (x1, . . . ,xn), range of the variables ai ≤ xi ≤
bi, i = 1, . . . ,n, size of the harmony memory vector HMS (1− 100), harmony
memory considering rate coefficient HMCR (0.7− 0.99), pitch adjusting rate
coefficient PAR (0.1− 0.5), number of iterations IT .

2. Preparation of the harmony memory vector HM – we randomly select HMS num-
ber of vectors (x1, . . . ,xn) and we order them in vector HM according to the in-
creasing values f (x1, . . . ,xn):

HM =

⎡⎢⎣ x1
1, . . . ,x

1
n f (x1)

...
...

xHMS
1 , . . . ,xHMS

n f (xHMS)

⎤⎥⎦ .

3. Selection of the new harmony x′ = (x′1, . . . ,x
′
n).

For each i = 1, . . . ,n the element x′i is selected:
• with probability equal to HMCR from among numbers xi collected in the har-

mony memory vector HM;
• with probability equal to 1−HMCR randomly from the range ai ≤ xi ≤ bi.

If in the previous step the element x′i is selected from the harmony memory
vector HM then:

• with probability equal to PAR we modify the element x′i in the following way:
x′i → x′i +α (we regulate the sound of note) for α = bw ·u, where bw denotes
the bandwidth – part of range of the variables and u is the randomly selected
number from interval [−1,1];

• with probability equal to 1−PAR we do nothing.

4. If f (x′)< f (xHMS) then we put the element x′ into harmony memory vector HM
in place of the element xHMS and we order vector HM according to the increasing
values of minimized function.

5. If the successive 5 iterations do not bring any improvement of the result we up-
grade the bandwidth (this step is a modification in relation to the classical HS
algorithm [1] proposed by the authors):
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bw → 0.5 ·bw.

6. Steps 2–5 are repeated IT number of times. The first element of vector HM
defines the solution.

3 Formulation of the Problem

Let us consider region Ω = [0,b]× [0, t∗] divided into two subregions: Ω1 taken
by the liquid phase and Ω2 taken by the solid phase. The interface (freezing front)
Γg, is located along function r = ξ (t). Boundary of region Ω is divided into five
parts: Γ0 = {(r,0) : r ∈ [0,b]}, Γ11 = {(0, t) : t ∈ [0, tk)}, Γ12 = {(0, t) : t ∈ [tk, t∗]},
Γ21 = {(b, t) : t ∈ [0, tp)} and Γ22 = {(b, t) : t ∈ [tp, t∗]}. In selected points of the
solid phase ((ri, t j) ∈ Ω2) the values of temperature are known:

T2(ri, t j) =Ui j, i = 1, . . . ,N1, j = 1, . . . ,N2,

where N1 denotes the number of sensors (thermocouples) and N2 means the number
of measurements taken from each sensor.

The problem consists in determining the function α defined on boundaries Γ2k

(for k = 1,2) such that the function ξ describing the interface position and the dis-
tributions of temperature Tk in regions Ωk (k = 1,2), calculated for reconstructed α ,
would satisfy the axisymmetric one-dimensional heat conduction equation inside
the regions Ωk (for k = 1,2):

ck ρk
∂Tk

∂ t
(r, t) =

1
r

∂
∂ r

(
λk r

∂Tk

∂ r
(r, t)

)
(1)

as well as the following initial and boundary conditions:

T1(r,0) = T0, (T0 > T ∗) on Γ0, (2)

∂Tk

∂ r
(0, t) = 0 on Γ1k, k = 1,2, (3)

−λk
∂Tk

∂ r
(b, t) = α(t)(Tk(b, t)−T∞) on Γ2k, k = 1,2, (4)

T1(ξ (t), t) = T2(ξ (t), t) = T ∗ on Γg, (5)

Lρ2
d ξ
d t

=−λ1
∂T1(r, t)

∂ r

∣∣∣
r=ξ (t)

+λ2
∂T2(r, t)

∂ r

∣∣∣
r=ξ (t)

on Γg, (6)

where ck, ρk and λk are, respectively, the specific heat, mass density and thermal
conductivity in liquid phase (k = 1) and solid phase (k = 2), α denotes the heat
transfer coefficient, T0 – the initial temperature, T∞ – the ambient temperature, T ∗ –
the solidification temperature, L describes the latent heat of fusion and, finally, t and
r refer to the time and spatial location.

Direct Stefan problem described by equations (1)–(6) for the fixed form of heat
transfer coefficient can be solved by using the alternating phase truncation method
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[8, 9]. In result of this the course of temperature in solid phase can be determined.
Values of temperature Ui j, calculated for the known exact values of sought coef-
ficient, are considered as the exact values of temperature. By using the calculated
temperatures Ti j and given temperatures Ui j the following functional is constructed:

J(α) =
N1

∑
i=1

N2

∑
j=1

(
Ti j −Ui j

)2
, (7)

representing the error of approximate solution. By minimizing functional (7) with
the aid of modified Harmony Search algorithm the values of parameter α assuring
the best approximation of temperature can be found.

4 Numerical Verification

Elaborated procedure is tested by executing the experiment modeled with the aid of
problem described by equations (1)–(6) for the following values of parameters:

b = 0.08 [m], λ1 = 104 [W/(m K)], λ2 = 240 [W/(m K)], c1 = 1290 [J/(kg K)],
c2 = 1000 [J/(kg K)], ρ1 = 2380 [kg/m3], ρ2 = 2679 [kg/m3], L = 390000 [J/kg],
solidification temperature T ∗ = 930 [K], ambient temperature T∞ = 298 [K], initial
temperature T0 = 1013 [K]. Known exact form of the sought heat transfer coefficient
α [W/(m2 K)] for the considered process is given below:

α(t) =

⎧⎨⎩ 1200 for t ∈ [0,90),
800 for t ∈ [90,250),
250 for t ∈ [250,1000].

For constructing functional (7) we use the exact values of temperature and values
noised by the random error of 2 and 5%. The thermocouple is located in point
r = 0.07 [m]. Direct Stefan problem associated with the investigated inverse prob-
lem is solved by using the finite difference method with applying the alternating
phase truncation method for the mesh with steps equal to Δ t = 0.1 and Δr = b/500.
Modified Harmony Search algorithm is executed for size of the harmony memory
vector HMS = 15, harmony memory considering rate HMCR = 0.85, pitch adjust-
ing rate PAR = 0.3 and number of iterations IT = 300. Elements of the initial har-
mony memory vector HM are randomly selected from the range [100,2000] and the
initial value of bandwidth parameter bw corresponds with 10% of the range of vari-
ables. Moreover, because of the heuristic nature of HS algorithm in each considered
case the calculations were evaluated for 20 times and as the approximate values of
reconstructed coefficient we accepted the best of obtained results.

Figure 1 present the relative errors of identification of the respective coefficients
αi, i = 1,2,3 in dependence on the number of iterations IT obtained for input data
burdened by 5% error. One can observe that in presented execution of the proce-
dure about 50 iterations is enough to obtain good results. The results stabilize on
some satisfying level and further iterations do not give any significant improvement.
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Fig. 1 Results for 5% input data error: left figure – relative errors of coefficients αi recon-
struction for the successive iterations (� – for α1, � – for α2, � – for α3), right figure –
comparison of the exact (solid line) and reconstructed (dotted line) distribution of tempera-
ture in point r = 0.07[m]

Table 1 Mean values of reconstructed αi (i = 1,2,3), standard deviations sαi , absolute and
relative errors of this reconstruction, absolute and relative errors of temperature T reconstruc-
tion obtained in various iterations and noises of input data

noise IT i αi sαi δαi [%] ΔT [K] δT [%]

2%

50
1 1198.70 16.29 0.108

0.878 0.1032 803.20 11.37 0.400
3 252.80 5.97 1.119

100
1 1198.70 5.81 0.108

0.906 0.1072 803.20 3.83 0.400
3 252.94 5.08 1.176

300
1 1198.70 5.48 0.108

0.829 0.0982 803.27 3.84 0.359
3 252.80 4.45 1.118

5%

50
1 1209.72 44.36 0.810

1.321 0.1562 796.76 28.05 0.405
3 241.57 7.50 3.371

100
1 1209.61 34.75 0.801

1.119 0.1322 795.38 18.96 0.578
3 243.70 6.08 2.519

300
1 1209.59 28.06 0.799

1.087 0.1282 795.27 13.39 0.592
3 243.96 5.97 2.416

Stability of the procedure is confirmed as well by the results received for un-
burdened input data, errors of which converge very quickly to zero. Figure dis-
plays also the reconstructions of temperature distribution in measurement point
r = 0.07[m] compared with the known exact distribution. One can see that the re-
constructed and known courses of temperature almost cover. Statistical elaboration
of results obtained in 20 executions of the procedure for various numbers of itera-
tions and for various noises of input data are compiled in Table 1. In each case the
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reconstruction errors are much smaller than input data errors and small values of
standard deviations confirm stability of the procedure.

5 Conclusions

In this paper the method of solving the inverse Stefan problem by applying the
modified Harmony Search algorithm as a tool of minimizing the appropriate func-
tional is proposed. Presented results of the heat transfer coefficient reconstruction
are good in each case of burdened input data. Satisfying results were obtained quite
quickly, for small number of iterations and relatively small number of elements in
the harmony memory vector, however improvement of the precision of the received
results is impossible from a certain moment. Summarizing, the modified Harmony
Search algorithm can be found as a useful tool for solving optimization problems of
considered kind, more fast and efficient in comparison with classical methods.
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Centre granted on the basis of decision DEC-2011/03/B/ST8/06004.
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Cascade Safe Formation Control for a Fleet of
Underactuated Surface Vessels Using the DCOP
Approach

Alejandro Rozenfeld, Jawhar Ghommam, Rodrigo Picos, and Gerardo Acosta

Abstract. This paper considers the formation control of multiple underactuated sur-
face vessel. A distributed cooperative control using the relative information among
neighboring vehicles is proposed such that the flock of multiple vehicles forms a
desired geometric formation pattern whose center moves along a desired trajectory.
In order to guarantee safe flock navigation and interaction of vehicles with the envi-
ronment, we propose to extend the designed formation tracking controller to more
sophisticated algorithm that prevent the vehicles from colliding with environmental
obstacles with unknown sizes and locations based on a Decentralized Constrained
Optimizing Problem ”DCOP” strategy.

1 Introduction

Broad strategies for cooperative multi-agent missions have been studied extensively
in the literature. The main existing approaches to vehicle formation are the be-
havioral approach [1], virtual structure technique [3], leader follower approach [2]
and potential functions [4]. Each of the aforementioned approaches has its advan-
tages and drawbacks. However one major common issue arises from the different
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approaches is formation stability, specifically when the system of vehicles evolves
in disturbed environment which may accidently cause collisions among vehicles or
the environment.

In this paper, we investigate new linear formation control for the navigation of
multi-underactuated marine vehicle agents. Roughly speaking, there are two types
of formation control objectives. The first control objective is to design coopera-
tive controller such that the group of marine vehicles converge to a fixed geometric
pattern with a desired orientation. The objective which is the key point for our for-
mation strategy is to design distributed cooperative controllers such that the vehicles
converge to some locations within the group formation to form a desired geomet-
ric pattern by ensuring all vehicles move along a predefined trajectory or path. In
the recent literature, [2] proposed a general approach for leader following formation
strategy. However this approach is only limited to stationary formation shape and
doesn’t allow changes in formation. Although this approach allows certain robust-
ness of the formation to perturbations on the underactuated vehicles, its implemen-
tation is rather complex.

The contribution of this paper are twofold. The first contribution is to expand
the H∞ optimal control, to cooperative tracking controller with the aid of graph
theory and notions from linear system theory. The idea behind our design lays in
the use of an observer-type error consensus protocol to ensure fast convergence
of the formation to the desired pattern. When the vehicles encounter obstructing
objects on their trajectories, the formation shape is re-scaled to squeeze through the
obstacles then restores back its original shape when no obstacles are detected. The
scalability factors are parameters determined based on a decision maker that relies
on an decentralized optimizing technique called DCOP [5].

The reminder of the paper is orgonized as follows: In the next section, the math-
ematical modeling of the USV is presented. Section 3, the cooperative tracking
control problem formulation is presented. In Section 4, the main results for the
Virtual Structure ”VS” formation control is presented. Section 5, proposes a so-
lution based on DCOP strategy for safe formation manoeuver. In section 6, nu-
merical simulations are given. Finally in Section 7, some concluding remarks are
provided.

2 Model of the USV

The group of marine vehicles that we are considering here are identical with three
degrees of freedom each of which kinematic and dynamic model are given by the
following equations [6]
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ẋi = ui cos(ψi)− vi sin(ψi)

ẏi = ui sin(ψi)+ vi cos(ψi)

ψ̇i = ri

u̇i =
m22i

m11i
viri − d11i

m11i
ui +

1
m11i

τui +w1i (1)

v̇i = −m11i

m22i
uiri − d22i

m22i
v+w2i

ṙi =
m11i −m22i

m33i
uivi − d33i

m33i
ri +

1
m33i

τri +w3i

where xi,yi and ψi are the surge displacement, sway displacement and yaw angle
in the earth fixed frame, ui,vi and ri denote surge, sway and yaw velocities. The
positive constant terms mlli, 1 ≤ l ≤ 3 denote the ship inertia including added mass.
The positive constant terms dll represent the hydrodynamic damping in surge, sway
and yaw. Finally, the available controls are the surge force τui and the yaw moment
τri. The terms w1i,w2i and w3i are disturbances that influence the acceleration of the
vehicle.

3 Cooperative Control Problem Formulation

A group of N underactuated marine vessels are steered in such a way they move
each to a given location in the formation. The vertices of the formation pattern are
defined with respect to a virtual vehicle which model is identical to (1) which moves
along a predefined trajectory (xd(t),yd(t)) and desired orientation ψd generated by
simulating the vessel model described above without the disturbances. as given
by the following equations. The coordinates (pxi, pyi), i = 1, . . . ,N of the vertexes
are defined with respect to a local system of coordinates associated to the virtual
robot. The individual desired trajectory for each vertex is given by the following
expression. [

xdi(t)
ydi(t)

]
=

[
xd(t)
yd(t)

]
+

[
cosφi −sinφi

sinφi cosφi

][
pxi

pyi

]
pd

i = pd +R(φi)pxyi (2)

where pd
i = [xdi,ydi]

�, pd = [xd ,yd ]
�, pxyi = [pxi, pyi]

�, R(•) is the rotation matrix
and φi is a desired orientation angle specifying the orientation of a node robot with
respect to the VS center. A scaled formation pattern is given with respect to a newly
defined individual desired trajectory for vehicle i as

pd
i = pd +

1
λi

R(φi +θi)pxyi

θdi = θd (3)
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where λi ∈ R
+ is a constant scalar parameter and θi is a parameter angle that varies

in [0,π ], both parameters would allow the scalability of the formation pattern. Our
aim is to design the appropriate control inputs τui and τri to satisfy the following
limits:

lim
t→∞

(xei − xe j) = 0, lim
t→∞

(yei − ye j) = 0, lim
t→∞

(ψei −ψe j) = 0, ∀i �= j (4)

4 Cooperative Control Design

The control design is divided into two parts. The first one consists in designing
an H∞ optimal controller by minimizing a given performance index to ensure the
tracking issue of the control objective while attenuating the effect of disturbances
on the systems. The second part of the overall cooperative controller incorporates
interaction terms in the local controller ”part one” to ensure that each member of
the team has knowledge of the status of other members.

4.1 Local Controller

In this subsection, in order to simplify the subsequent development a compact rep-
resentation for error tracking dynamics of the underactuated marine vessel is devel-
oped based on (1). The error tracking equation of motion for the vehicle is given by

ṗei = Fei(t,pei)+Bi(t)uei +Di(t)wi(t) (5)

where uei ∈ R
2 is the control input vector to be designed to ensure tracking and

synchronization performances. Toward this purpose, the control vector input is split
into two components as follows:

ui = u1i +u2i (6)

As mentioned before the first component serves to minimize the subsequent perfor-
mance index for the tracking problem issue and is given as follows

u1i = udi −B�
i Xipei (7)

The next step of the design is to include some terms to define the dependency of the
control input of agent i on it’s neighbors’ information, this will be the issue of the
next subsection.

4.2 Global Control Design

In this step we suggest to include a cooperative term to the initial design to account
for the interaction among the vehicle using graph theory [7] as follows
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ζi = ∑
j �=i

ai jCi(pei −pe j) (8)

where ai j is an element of the adjacency matrix associated to the graph G and Ci =
[1,1,1,0,0,0]�. The cooperative control that we propose that completes the H∞

optimal control design, takes the following form

u2i(χ j) = Kiυi

υ̇i =
(

Aei −BiB
�
i Xi +BiKi

)
υi +αD

(
∑
j �=i

ai jCi(υi −υ j)− ζi

)
(9)

where υi ∈R
6 is the integral protocol state, Ki ∈R

6×6 is a positive gain matrix. The
positive definite matrix D ∈R

6×6 is the feedback cooperative gain that gives insight
on the coupling strength among the vehicles and α is a positive constant.

5 Formation Shape Transformation Using the DCOP Strategy

In this section the DCOP approach is used as a decision maker for the formation
pattern reconfiguration, it provides directives to the underactuated vessels to change
and reach their desired location within the formation. Assume that vehicle ”1” is the
first one detecting the presence of an obstacle in the trajectory, it triggers a collective
task aiming to construct a Priority Spanning Tree (PST). This PST will be used to
modify the formation pattern into a line in order to cross the tunnel. Once the PST
achieves a steady state according to the distances between vehicles, the formation is
ready to reorganize its pattern.
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Fig. 1 a sequence of snapshots from a simulation applying the DCOP strategy
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6 Numerical Simulations

In this section, simulation results are presented to validate the effectiveness of the
proposed controller in combination with an intelligent optimizing algorithm ”The
DCOP”. We consider a group of six underactuated marine vehicles. In the simula-
tions, the underactuated vehicles are required to move from an initial configuration
”diamond formation pattern”, to enter a narrow passage with an aligned configu-
ration by following a straight line. Figure 1 shows a sequence of snapshots of the
vehicles’ motion trying to reconfigure their locations in the formation geometric
pattern.

7 Conclusion

In this paper a H∞ optimal cooperative controller has been developed for the virtual
structure formation strategy for a team of underactuated marine vehicles. The idea
behind the cooperative control design lays in the use of an observer-type error con-
sensus protocol to ensure fast convergence of the formation to the desired pattern.
Intelligent algorithm based on the DCOP strategy has been proposed to enable the
vehicles to change their location within the formation team when they encounter
obstructing obstacles like entering a tunnel. Simulations have been carried out on a
group of 6 underactuated marine vehicles moving in diamond formation then chang-
ing into an inline formation as though they are entering a narrow passage.
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UMH’s Navigation in Unknown Environment 
Based on Pre-planning Guided Fuzzy 
Reactive Controller 

Xuzhi Chen, Zhijun Meng, Wei He, and Kaipeng Wang 

Abstract. Based on the sparse A* search (SAS) algorithm and the fuzzy reactive 
controller (FRC), we propose a novel method of navigation for unmanned helicop-
ter (UMH). SAS is applied to plan a path based on the understanding of pre-
known obstacles and threats. Then, UMH travels along the path. The FRC, which 
employs Mamdani fuzzy methodology and pre-planning guidance, monitors the 
flight process and react in real-time to keep flight safety. Simulations show that 
this approach can find out the global optimal path and realize dynamic navigation 
for UMH. 

1 Introduction 

To realize autonomy for UMH, path planning technology was developed. Taking 
terrain, obstacle and target in consideration, path planner generates a global op-
timal trajectory [1]. But when the task is carried out in an unknown environment, 
the trajectory may need to be revised continuously. In this case, traditional path 
planning method can be prohibitively expensive to compute. Reactive method is 
another way to realize UMH’s autonomy. It uses simple formulas to tackle the 
real-time challenge, but cannot guarantee an appropriate solution to every possible 
situation due to the uncertainty of the external environment [2]. In this paper, 
combining the advantages of the above methods, a novel navigation method based 
on path planning and reactive obstacle avoidance is proposed. 

Geometrically, path planning methods can be categorized as graph methods and 
grid methods. Graph algorithms, such as Voronoi diagram methods [3] and proba-
bilistic roadmap methods (PRM) [4], are based on skeleton diagrams. While, grid 
methods like SAS [5] et al. are based on cell decomposition of the configuration 
space (C-space). In this paper, we use SAS as the path pre-planning method. 
                                                           
Xuzhi Chen ⋅ Zhijun Meng ⋅ Wei He ⋅ Kaipeng Wang 
School of Aeronautic Science and Engineering, Beihang University, Beijing, China 
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After pre-planning, UMH flies along the obtained trajectory. To avoid the new-
ly encountered obstacle or threat, reactive method like CD* algorithm [6] and 
vector field histogram (VFH) [7] method must be applied. In our approach, we use 
Mamdani fuzzy method to build a reactive obstacle avoidance controller. We then 
carried out a series of improvements to implement it in UMH’s navigation. 

2 Basic Assumptions 

Several assumptions were made in this article.  

• First, UMH is assumed to fly at a constant altitude. In this manner, the configu-
ration space (C-space) is a two dimension one. 

• Second, obstacles are treated as no-fly zones, denoted as NFZs which must be 
avoided. Thus, their cost values (CV) are set to be positive infinity. 

• Third, threats are characterized by their radar detector range. Thus, their CVs 
are computed by the simplified radar function: 

4
Tk

CV
R

=  (1)

where, Tk  is the coefficient of the threat and R  is the distance to the threat. 

• Fourth, it is assumed that the situation awareness system is fully aware of any 
threat, no matter whether it is static or dynamic. 

• Fifth, when pre-planning, it is only the static threats that are taken into account. 
Dynamic threats will be detected and handled in obstacle avoidance process. 

3 Pre-planning Based on SAS 

The SAS is a variation of the standard A* search, which is used quite extensively 
in route planning applications. Compared to standard A* search, SAS saves tre-
mendous time and computing space as it takes into account various mission con-
straints to prune the search space. In our research, there are three constraints to be 
applied: Minimum route leg length constraint, Maximum turn angle constraint and 
Route distance constraint. 

The pre-planning in our research follows closely the exposition in Robust Algo-
rithm for Real-Time Route Planning [5]. Due to the limitation of the article’s 
length, the SAS’s calculation process is not detailed here. 

4 Design of FRC 

4.1 FRC Based on Mamdani Method 

Fuzzy logic allows for values to be represented by degrees of truth [8]. In this 
way, the knowledge and experiences of human operators can be included. As  
such, the fuzzy logic methodology lends itself well to the problem of goal-seeking 
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and reactive obstacle avoidance. The whole process contains three stages: fuzzifi-
cation of inputs, fuzzy reasoning and defuzzification of fuzzy command. 

UMH use onboard sensors to monitor the surrounding environment and detect 
newly emerging obstacle. The sensors output the distance ,O id  and deviating 

angle ,O iψ  of each obstacle which are fed to FRC. The distance Gd  and deviat-

ing angle Gψ  of goal are also fed to FRC. 

Two separate FRCs are combined to accomplish goal-seeking and obstacle 
avoidance. The goal-seeking controller and the obstacle avoidance controller coo-
perate with each other to navigate UMH. 

The inputs used for each of these control schemes are ,O id , ,O iψ , Gd  and Gψ . 

For each distance, the linguistic values are small (S), medium (M) and large (L) 
and the medium crisp values are 10 meters, 20 meters and 40meters. For each 
angle, the linguistic values are negative big (NB), negative small (NS), zero (Z), 
positive small (PS) and positive big (PB) and the medium crisp values are 20− ° , 

10− ° , 0° , 10°  and 20° . Gauss function is chosen as the membership function. 
Although UMH can fly very slowly or even hover, it is still better that UMH 

maintains a constant speed. So, the outputs of both FRCs are yaw rate. For yaw 
rate, the linguistic values are negative big (NB), negative small (NS), zero (Z), 
positive small (PS) and positive big (PB) and the medium crisp values are 

10 s− ° , 5 s− ° , 0 s° , 5 s°  and 10 s° . Gauss function is chosen as the mem-

bership function. 
Inference matrices for the goal-seeking and obstacle avoidance behaviors are 

defined in Table 1 and Table 2, respectively. 

Table 1 Goal-seeking fuzzy rules 

 
Deviating Angle of Goal 

NB NS Z PS PB 

Distance 

S PB PB Z NB NB 

M PB PS Z NS NB 

L PS PS Z NS NS 

Table 2 obstacle avoidance fuzzy rules 

 
Deviating Angle of Threat 

NB NS Z PS PB 

Distance 

S NB NB PB PB PB 

M NS NB PB PB PS 

L NS NS PS PS PS 
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According to Mamdani theory [9], centriod method is applied here to realize 
defuzzification, which is computed as follow: 

*
( )

( )

i i i

i i

u x x dx
u

u x dx
= 


  (2)

where, *u  is the crisp output, ( )iu x  is the membership degree at ix . 

4.2 Dynamic Rolling Window Limitation 

In a flight, UMH may encounter many obstacles. If all detected obstacles are fed 
to FRC, it will greatly increase computational burden of FRC and introduces un-
necessary maneuvers. So, FRC’s input area is limited according to the following 
rules: Obstacle which is relatively far from UMH or deviates greatly from the 
UMH’s current heading is unlikely to collide with UMH in a short term and thus 
ignored for now. Therefore, a fan-shaped FRC’s input area, named dynamic roll-
ing window (DRW), is applied to filter the detected obstacles for FRC. As illumi-
nated in Fig. 1, UMH flies along a pre-planned path and obstacles no. 1~5 are all 
new and not considered in pre-planning. It is only obstacle no. 2 that is inputted to 
FRC because it is the only one inside of DRW. 

 

Fig. 1 A sample of dynamic rolling window 

4.3 Pre-planning Guided 

Since the pre-planned path contains mission information and global understanding 
which are not considered by FRC, it is suggested that UMH flies close to the pre-
planned path. Therefore, a temporary goal is fed to FRC, which is intersection of 
the DRW’s edge and the pre-planned path, as shown in Fig. 2.  
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Fig. 2 A sample shows the benefit of pre-planning guided FRC 

One example of the benefit of this approach is shown in Fig. 2. In (a) the FRC 
uses global goal in its guidance. Since the DRW is small, FRC only considers a 
part of the whole “C” shaped obstacle. Together with the contribution of global 
goal, FRC may lead UMH into a cul-de-sac. In (b), the FRC selects its temporary 
goal along the pre-planned path and then successfully bypass the obstacle. 

Note that the pre-planning guidance rule has to be given up when newly appear-
ing obstacle changes the environment so greatly that UMH has to fly to new re-
gion very far from the pre-planned path. 

5 Simulation 

A series of simulations were carried out in Matlab to verify the proposed method. 
Two typical results are presented in Fig. 3, where red area indicates obstacles and 
yellow area indicates threats. UMH starts from the left bottom aiming at the goal 
which lies at the right top. DP in the figures means “detecting point” where UMH 
detects the pre-unknown obstacle or threat. 

 

 

Fig. 3 Navigation in unknown environment 
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In (a), a new “C” shaped obstacle which is not included in pre-planning appears 
in the right top part. Under the guidance of pre-planned path, FRC navigates UMH 
safely and efficiently bypass the obstacle and reach the goal. In (b), UMH detects 
the unforeseen threat (the little yellow circle in the middle of the right part) at DP, 
and then initials the avoidance maneuver. As the pre-planned path is completely 
blocked, FRC does not follow it this time. 

6 Conclusion 

A comprehensive structure of pre-planning guided FRC was designed, imple-
mented, and tuned to safely navigate UMH in unknown environment to reach a 
desired goal without collision. The shortages of only using path planning or reac-
tive avoidance along are discussed. Then, we proposed the novel approach to take 
advantages of the above two method. Simulation results show that our approach is 
fully capable for the navigation in unknown environment for UMH. 

By assuming UMH travels at a constant height, we simplified the problem to a 
2D space. But in actual application, this simplification is impractical and may 
cause serious problems. So, in future works we should extend the method to 3D. 
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Developing Context-Free Grammars for
Equation Discovery: An Application in
Earthquake Engineering

Štefan Markič and Vlado Stankovski�

Abstract. In the machine-learning area of equation discovery (ED) context-free
grammars (CFG) can be used to generate equation structures that best describe the
dependencies in a given data set. Our goal is to investigate the possible strategies of
incorporating domain knowledge into a CFG, and evaluate the effect on the obtained
results in the ED process. As a case study, the Lagramge ED system is used to
discover equations that predict the peak ground acceleration (PGA) in an earthquake
event. Existing equations for PGA represent rich domain knowledge and are used
to form three different CFGs. The obtained results demonstrate that the inclusion
of domain knowledge in the CFG which is neither too general, neither too specific,
may lead to new, high-precision equation models for PGA.

Keywords: equation discovery, Lagramge, context-free grammar, domain knowl-
edge, earthquake engineering, peak ground acceleration.

1 Introduction

Equation discovery (ED) is a sub area of machine learning aiming at automatic
induction of mathematical models expressed as equations. The goal is to find an
equation structure from a given set of operators, functions and variables that repre-
sents an appropriate model for the provided data set. ED systems like Lagramge1

use the context-free grammar (CFG) formalism to restrict the hypothesis space of
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log10(PGA) = 1.04159+ 0.91333×Mw− 0.08140×M2
w

+(−2.92728+ 0.28120×Mw)× log10

√
R2

jb + 7.866382

+

⎧⎨⎩ 0.08753 if Vs,30 < 360
0.01527 if 360 ≤Vs,30 < 800
0 if 800 ≤Vs,30

+

⎧⎨⎩−0.04189 if F = 0
0 if F = 0.5
0.08015 if F = 1

(1)

ln(PGA) = f (Mw,Rjb,Vs,30,F) (2)

possible equation structures [4, 6, 8]. Usually, this is achieved by incorporating do-
main knowledge in the productions of the CFG. The construction of a CFG, how-
ever, requires considerable know-how, as also noted by [4], and may range from
more general to more explicit specification of existing equation structures. The goals
of the present study are therefore: i) to investigate the possible ways of forming the
CFGs; ii) to compare the various ways of inclusion of domain knowledge; and iii) to
observe the effects on the obtained results, by following a motivating example.

Case Study. In civil engineering an important task is to properly design a struc-
ture, bearing in mind that a devastating earthquake could occur during its lifetime.
The ground-motion prediction equations help the structural engineer to estimate the
possible earthquake load by providing the correlation between seismically important
variables, (e.g., peak ground acceleration (PGA)) and significant seismological as-
pects (e.g., magnitude and distance) [2]. An example of a modern equation from [1]
is presented in Eq. (1), and the ED problem is formulated as Eq. (2).

Data Set. The PF-L data set used in this study consists of 3550 earthquake record-
ings and is taken from the study of [7]. The data set is very sparse at high magni-
tudes and short distances. The independent variables used in this study are similarly
to [6, 1, 7]: i) the moment magnitude Mw; ii) the source-to-site Joyner-Boore dis-
tance Rjb (km); iii) the average soil shear-wave velocity in the upper 30 meters of
soil Vs,30 (m/s); and iv) the style-of-faulting F with values of a) F = 0 for normal;
b) F = 0.5 for strike-slip; and c) F = 1 for reverse faults. The dependent variable is
PGA (g-units), defined as the geometrical average of both horizontal components.

2 The Lagramge System

The Lagramge ED system [8] takes as input two input files: a data set and a CFG.
The data set consists of a table of measurements of dependent ln(PGA) and inde-
pendent variables Mw,Rjb,Vs,30,F . The CFG = {N,T,P,S} prescribes the syntax of
an equation. First, it contains finite disjunctive sets of non-terminals N and termi-
nals T . The terminals are all the independent variables and a special symbol const,
which is explained under the parameter fitting paragraph. The most important part
of the CFG are the productions P = {P1,P2, . . . ,Pn}, which denote the grammatical
rules that relate the non-terminals among themselves and to the terminals. The stan-
dard form of a production P is A → α , where A ∈ N, α ∈ N ∪T . The operators or
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MSE =
1
n

n

∑
i=1

(PGA− P̂GA)2 (3)

functions used can be already or user-defined in the programming language C. The
Lagramge system uses the annotation with the logical or operator A→α1|α2| . . . |αn

for productions A→α1,A→α2, . . . ,A→αn. Finally, S∈N is a special non-terminal
symbol, from which the derivation of the expressions starts.

Parameter Fitting. During the derivation process, Lagramge continuously applies
productions to all the non-terminals until all the symbols in the expression (formula
structure) are terminals. Such an expression contains one or more special termi-
nal symbols const, the syntax of which is [name : lowest value : starting value :
highest value]. A non-linear fitting method, either Downhill Simplex or Levenberg-
Marquardt, is used to determine the values of these symbols. The fitting procedure
can be repeated (by setting up the Lagramge parameter m). In the ED process the
Lagramge system minimizes the value of the Mean-Squared Error (MSE) function
given in Eq. (3), in which n is the number of records and PGA and P̂GA are the
measured and predicted values of the PGA, respectively.

Search Strategies. The Lagramge system provides two search strategies: i) an ex-
haustive search strategy, where all possible equation structures in the hypothesis
space are fitted; and ii) a heuristic, also called beam search strategy, according to
which one can set the number of equations saved in each production step with the
value of the input parameter beam width b.

3 Approaches to the CFG Definition

Three unique CFGs were defined, each with a different level of incorporation of
domain knowledge that also takes the form of equations systematised by [3]. The
defined CFGs are presented in the following paragraphs along with a description of
the rationale of the approaches. As the ratio between fault types F is not known and
the variable Vs,30 is often divided into classes, two conditional functions ifl and ife
were defined that compare two values for their smallness or equality, respectively.
To improve the readability of the grammars twelve auxiliary productions were de-
fined: i) Ma, Ra, Vs and Fa productions lead to the variables’ addresses known to the
Lagramge algorithm, e.g. Ma → variable M; ii) K0, K1, K2, K180, K360, K750,
K800 productions lead to presumed constant values, e.g. K0 → const[ :0:0:0]; and
iii) the production Ko → const[ :-100:0.1:100] denotes the symbol const fitted to
the data which is limited to values between -100 and 100 based on the literature
review [3]. The definitions and productions were included in all CFGs and are pre-
sented in Table 1A.

General CFG. With the CFG provided in Table 1B very diverse equation struc-
tures can be built and tested, hence, it is named General. It contains all the different
functions and operators used in already existing equations, which can be combined
together in all possible ways with the possibility of recursion. The exponent in the
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Table 1 ife and ifl functions, auxiliary productions and designed CFGs

A) ifl and ife double ifl(double val, double comp, double t, double f) { Ma → variable M
functions and return((val < comp) ? t : f); } . . . similar . . .
auxiliary double ife(double val, double comp, double t, double f) { K0 → const[ :0:0:0]
productions return((val == comp) ? t : f); } . . . similar . . .

B) General A → A + A | (A) × (A) | (A) / (A) | pow(A, const[ :0:0.1:5]) |
CFG exp(A) | log(A) | Ma | Ra | Vs | Fa | Ko

C) Specialized E → Ko + Ko × Ma + Ko × pow(Ma, K2)
CFG – Eq. (1) + (Ko + Ko × Ma) × log(sqrt(pow(Ra, K2) + Ko))
as illustrative + ifl(Vs, K360, Ko, ifl(Vs, K750, Ko, K0))
example + ife(Fa, K0, Ko, ife(Fa, K1, Ko, K0))

Eq → Ko + FM + FR + FV + FF
FM → (FM + Ko × FM1) | Ko × FM1
FM1 → Ma | pow(Ma, K2) | pow(Ma + Ko, const[ :1:1.5:5]) | exp(Ko × Ma)
FR → Ko × FM1 × FR1 | FR + Ko × FR1 | Ko × FR1

D) Intermediate FR1 → ln(Ra + Ko) | ln(Ra + Ko × FM1) | ln(pow(Ra, K2) + Ko) |
CFG ln(pow(Ra, K2) + Ko × FM1) | pow(Ra + Ko, -K1) | pow(Ra + Ko, -K2)

FV → FM1 × FV1 | FV1
FV1 → K0 | ifl(Vs, K180, Ko, ifl(Vs, K360, Ko, ifl(Vs, K800, Ko, K0))) |

Ko × ln(Vs/const[ :0:800:4000]) | ifl(Vs, const[ :0:800:4000] , Ko, K0)
FF → ife(Fa, K1, Ko, ife(Fa, K0, Ko, K0)) | K0

power term is limited between values of 0 and 5, as negative powers are not needed
because the production A → (A)/(A) can generate them and powers greater than 5
were not seen in [3].

Specialized CFG. For the second CFG all the existing equation structures devel-
oped for the PGA modeling published by European authors from these subsections
of Section 2 of the study [3] were transcribed in grammar productions: 12, 16, 18,
22, 23, 34, 35, 40, 46, 50, 59, 67, 72, 74, 76, 84, 86, 88, 92, 102, 108, 113, 118–120,
124, 128, 146, 152, 157, 165, 175, 179, 181, 187, 189, 191, 192, 195, 197, 198, 202,
205–211, 235, 239, 242, 254, 256, 260, 263, 266, 275, 276, 277, 282, 283, 288 and
289. An explicit use of the depth variable h was substituted with a const parameter,
as the PF-L database does not include such information. The resulting Specialized
CFG (see Table 1C) includes all-together 62 different equation structures from 64
published articles and is not included here due to lack of space.

Intermediate CFG. The design of the third CFG was one of the most difficult tasks
undertaken. The actual productions were defined by abstracting the formulae copied
for the Specialized CFG and provide the combinatorial freedom of the General CFG.
The use of this CFG (see Table 1D) first leads from the root symbol Eq to non-
terminal functions FM, FR, FV and FF, named after the dependence they model,
e.g., FM for f (Mw). Each of these functions can then be succeeded with their own
special sub-functions gathered during the literature review [3]. The Intermediate
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ln(PGA) = − 0.563429× (8.8822+2×Mw+R0.392507
jb + ln(Mw)) (4)

ln(PGA) = − 4.78208+ 1.90683×Mw− 0.152475×M2
w

+(−2.20764+ 0.169162×Mw)× ln
√

R2
jb + 61.1355 (5)

+

⎧⎪⎪⎨⎪⎪⎩
0.490597 if Vs,30 < 180
0.297185 if 180 ≤Vs,30 < 360
0.0577997 if 360 ≤Vs,30 < 750
0 if 750 ≤Vs,30

+

⎧⎨⎩0.07482 if F = 0
0 if F = 0.5
0.09791 if F = 1

ln(PGA) = 1.23491− 0.117808× (Mw− 6.60126)2

− 0.18992× exp(−0.12945×Mw+ 1.8984)× ln(R2
jb + 57.2879) (6)

− 0.310872× ln
Vs,30

464.231
+

⎧⎨⎩0.0951288 if F = 0
0 if F = 0.5
0.0720131 if F = 1

ln(PGA) = 4.5735− 1.6929×Mw+ 0.2417×M2
w− 6.6761× exp(−7.6020×Mw)

− 0.0091837× exp(1.3707×Mw)

Rjb + 100
− 1.6782× ln(Rjb + 12.7587) (7)

− 0.291666× ln
Vs,30

4000
+

⎧⎨⎩0.1254 if F = 0
0 if F = 0.5
0.1188 if F = 1

CFG limits the space of possible equations to only those that are the most plausible
according to the studied domain knowledge.

4 Results

Based on some initial trial and error experiments using the recently developed Web
application [5] it was decided to explore the hypothesis space: i) of the General
CFG with beam search d = 7,b = 50; ii) of the Specialized CFG with exhaustive
search; and iii) of the Intermediate CFG with exhaustive search d = 4 and beam
search d = 10,b = 50. The parameter m for fitting restarts was set to 50. The PF-
L data set was preprocessed by converting the PGA into their logarithmic values
and randomly split 10 times in a 90 % to 10 % proportion, with the purpose of a
10-fold cross validation. The best equations found from all four experiments are:
i) Eq. (4) for the General CFG; ii) Eq. (5) for the Specialized CFG; iii) Eq. (6) for
the Intermediate CFG with exhaustive search; and iv) Eq. (7) for the Intermediate
CFG with beam search. The averages and standard deviations of the MSE criterion
on all testing data sets for the Eqs. (1), (4), (5), (6) and (7) are shown in Table 2.
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Table 2 Calculated aver-
ages and standard deviations
of the MSE criterion on the
testing data sets for Eq. (1),
(4), (5), (6) and (7)

Equation (1) (4) (5) (6) (7)

MSE 0.4595 0.4569 0.4138 0.4135 0.3957

σMSE 0.0257 0.0296 0.0244 0.0245 0.0236

5 Conclusions

In this study, the Lagramge ED system was used to induce equations that predict
the earthquake’s PGA. In the past decades many authors have addressed this prob-
lem and developed numerous equations, which represent rich and specific domain
knowledge. The existing domain knowledge was formalised in the CFGs to find
new, potentially more accurate models by following three different approaches. The
first approach (General CFG) took into account only the basic functions and opera-
tors which are present in the existing equations. The second approach (Specialized
CFG) took into account the exact formulae taken from 64 articles of European au-
thors [3]. The third approach (Intermediate CFG) was a combination of the previous
two and took into account only the most often modeled variables dependencies in
existing equations, but allowing them to be combined freely.

Our investigation shows that the use of domain knowledge contributes to the dis-
covery of more precise equation models for PGA. The inclusion of strict equation
structures in Specialized CFG provided a 10% reduction of the MSE criterion when
compared to General CFG. However, the combination of both approaches in Inter-
mediate CFG performed even better providing a 15% reduction. We conclude that
careful definition of grammar productions defines an infinite, but quality hypothesis
space and may lead to obtaining the best results.

Acknowledgements. The authors are grateful to Iztok Peruš and Peter Fajfar for provid-
ing the PF-L data set and fruitful discussions. Special thanks go to Ljupčo Todorovski for
guidance when using the Lagramge ED system.
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5. Markič, Š., Dirnbek, J., Stankovski, V.: A Grid Application for Equation Discovery in the
Earthquake Engineering Domain. In: Proc. of the 3rd Int. Conf. on Parall, Distrib., Grid
and Cloud. Comp. for Eng. Civil-Comp Press (in press, 2013)
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Neural Networks to Select Ultrasonic Data  
in Non Destructive Testing 

Thouraya Merazi Meksen, Malika Boudraa, and Bachir Boudraa 

Abstract. In recent years, research concerning the automatic interpretation of data 
from non destructive testing (NDT) is being focused with an aim of assessing 
embedded flaws, quickly and accurately in a cost effective fashion. This is be-
cause data yielded by NDT techniques or procedures are usually in the form of 
signals or images which often do not present direct information of the structure’s 
condition. Signal processing has provided powerful techniques to extract the de-
sired information on material characterization and defect detection from ultrasonic 
signals. The imagery available can add additional and significant dimension in 
NDT information. The task of this work is to minimize the volume of data to 
process replacing ultrasonic images type TOFD by sparse matrix, as there is no 
reason to store and operate on a huge number of zeros, especially when large 
structures are inspected. A combination of two types of neural networks, a percep-
tron and a Self Organizing Map (SOM) of Kohonen is used to distinguish between 
a noise signal from a defect signal in one hand, and to select the sparse matrix 
elements which correspond to the locations of the defects in the other hand. This 
new approach to data storage will provide an advantage for the implementations 
on embedded systems as it allows the normalization of the sparse matrix by fixing 
its dimension.    

1 Introduction 

The use of non destructive testing allows the analysis of structures internal proper-
ties without causing damage to the material. Various methods have been devel-
oped to detect defects in structures and to evaluate their locations, sizes and cha-
racteristics. Some of these methods are based on analysis of the transmission of 
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different signals such as ultrasonics, acoustic emission, thermography, x-
radiography, eddy current. In the last decade, ultrasonic techniques are becoming 
an effective alternative to radio-graphic tests. X-ray widely used to detect and 
sizing discontinuities, presents the disadvantage to produce ionizing radiation and 
needs to develop a film, which takes some times to provide results [1]. 

When large structures are inspected, operators have to acquire and interpret 
large volumes of complex data. So, automated signal analysis systems are finding 
increasing applications in a variety of industries where the diagnostics is difficult. 
Ultrasonic data can be displayed as images and can add additional and significant 
dimension in NDT information. Many advanced image processing algorithms 
have provided powerful techniques to extract from ultrasonic images the desired 
information on sizing and defect detection [2,3,4]. But all these methods require 
considerable amount of computation, making them difficult for real-time opera-
tions. Many mechanized inspection techniques, sensors, and systems for automat-
ing defect detection and location have been developed [5,6,7]. However, the  
location and sizing of a defect is an almost entirely manual process: The operator 
will mark on the scan, using a mouse, where the component echoes lie, and thus 
where defect lies. The apparatus will then perform the correction and give an indi-
cation of the defect size according to what has been indicated by the operator. 
Hardwares have been developed and tools of image processing are implemented in 
integrated circuits in order to completely automate the control [8,9]. 

The aim of this work is to minimize the data to store and to process in order to 
save memory and computational time. An original approach for data acquisition 
and representation, which consists on sparse matrix construction instead of an 
ultrasonic image type TOFD (Time Of Flight Diffraction) is described. It is based 
on the TOFD technique but avoids the image formation. The sparse matrix is built 
by combination of a perceptron and a Self Organizing Map algorithm (SOM) of 
Kohonen in order to select a defined number of samples from the signals. The 
perceptron will discriminate during the scanning, between signals reached by a 
defect and signal constituted only by noise. The SOM normalizes the amount of 
data to a fixed number, after the storage of the pertinent samples co-ordinates in 
the sparse matrix format. Section 2 of this paper describes ultrasonic non destruc-
tive inspection and TOFD technique. In section 3, the two types of Neural Net-
works used in this work are developed, namely perceptron and Self Organizing 
Map of Kohonen. Measurements and results are described in section 4. Section 5 
concerns the conclusion.  

2 Time of Flight Diffraction Technique 

The basic components of an ultrasonic inspection system are a pulser/receiver,   
cabling, transducers, and acoustic wave propagation and scattering. The pulser 
section of the pulser/receiver generates short electrical pulses which travel through 
the cabling to the transmitting transducer. The transducer converts these electrical 
pulses into acoustic pulse at its acoustic output port, which can be or not be in 
contact with the material under control. This ultrasonic beam is also transmitted 
into the solid component being inspected and interacts with any flaw that is 
present. The flaw generates scattered wave pulses travelling in many directions, 
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and some of these pulses reach the receiving transducer which converts them into 
electrical pulses. These electrical pulses travel again through cabling to the receiv-
er section of the pulser/receiver, where they are amplified and displayed.  

TOFD technique uses the travel time of a diffracted wave at the tip of a discon-
tinuity [10]. Two transducers, one as a transmitter and the second as a receiver are 
moved automatically step by step according to a straight line and the diffracted 
signals are recorded and displayed as images. Those images provide different 
texture patterns for the detected defects and automatic texture segmentation is 
investigated using different techniques to improve the detection and classification 
of defects.  

In his thesis, Sallard demonstrates that a generator  of a hole, can be assimilated 
to a top of a crack [11]. So, a test block containing a hole has been used in this 
work to test this method (figure 1). Figure 2 shows the result obtained scanning a 
test block containing an artificial crack. Every row is constituted of a samples of a 
reached signal. White pixels correspond to positive amplitudes and grey ones 
correspond to zero level. The Zone of Interest is limited to the arc, formed by 
successive signals received during the linear displacements of the probes. 
 

         

Fig. 1 Test block with an artificial defect                Fig. 2 TOFD image showing a defect 

This image is formed by signals containing 500 samples, at 120 positions of the 
probes. It will contain 120x500 pixels, while the zone of interest is relatively very 
small. 

3 Artificial Neural Networks 

In an Artificial Neural Network structure, many simple nonlinear processing ele-
ments, called neurons, are interconnected via weighted synapses to form a  
network inputs [12]. Learning process is of different types: supervised learning, 
unsupervised learning, self-organized learning. In a supervised approach, the net-
work is fed with necessary input and the appropriate output for the specified in-
puts is given. The output is achieved together with a global error function. The 
computed output is compared to the desired output to evaluate the performance of 
the neural network. The computed error function is then used to update the 
weights with an aim of achieving output that is close to the desired one.  
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The Perceptron is a binary classifier that maps its input x (a real valued vector) 
to an output single binary value. If two sets are linearly separable, this classifica-
tion can be used to decide whether a given vector belongs to one class or another. 
The function of each neuron is to compute a weighted sum of all synapse inputs, 
add the sum to a predefined bias and pass the result through a nonlinear sigmoidal 
(threshold) function whose output ranges between 0 and 1. In this work the learn-
ing stage of the perceptron had been made using two types of signals: Signals with 
defect signatures and signals constituted only by structural noise in order to dis-
criminate those two types. 

Unsupervised learning or self organizing learning does not require any assis-
tance of desired outputs or an external teacher. Instead, during the training session, 
the neural network receives a number of different patterns and discovers signifi-
cant features in these patterns and learns how to classify input data into appropri-
ate categories.  

Kohonen Self Organizing Maps is a model based on the idea of self organized 
or unsupervised learning [13]. The problem that data visualization attempts to 
solve is about reducing dimensions by producing maps of usually one or two di-
mensions which plot the similarities of the data by grouping similar data items 
together The network has input and output layers of neurons that are fully inter-
connected among themselves. At each step of training phase an output layer’s 
neuron with weights that best match with input data (usually in a minimum Eucli-
dian distance) is proclaimed as the winner. The weights of this neuron and its 
neighborhood neurons are then adjusted to be closer to the presented input data. 

The algorithm is described as follows:  

1- Initialize W with uniform-random values. 
2- For each input vector P, compute the distance d between the vector P and the  

M weight vectors: 

d = (Pk – Wl)
2                     l = 1, 2, 3,…M  (1)

3- Select  the vector Wx such that Wx satisfies Equation 2 : 

(Pk–WX)2 = min(Pk-Wl)
2               l = 1, 2,3,…M (2)

4- Update Wx using Equation 3:  

Wx(t+1) = Wx(t) + α(Xk- Wx)      0 < α < 1 (3)

5- Go to step 2 until Wl ≈ Pl                                                     l = 1, 2, 3 …M.  

In the early learning stage, α is set about 0.8. As the learning progresses, α gradu-
ally becomes closer to 0.  
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4 Measurements and Results  

According to the principle of the TOFD technique, two probes (2 Mhz) are moved 
step by step, by 5 mm each time, straight a line. At each position, the reached dif-
fracted signal is first analyzed by a perceptron in order to determine if it is a “defect 
signal” or “a noise signal”. From every signal of defect-signal class, the coordinates pi 
and pj corresponding respectively to the time of flight and the position of the probe, 
according to the straight line of the displacement, are stored. At the end of this 
process, a set of points P(pi, pj) are determined and their number equals the number of 
the signals with defect signature. 

In the next step, the Self Organization Map of Kohonen is applied with those 
points as inputs in order to reduce their number to a defined one depending on the 
desired sparse matrix dimension (30 in this work). The map will be a 1-dimensional 
layer of 30 neurons. For a learning rate α=0.7, the convergence is obtained after 20 
iterations. 

Figure below shows the positions of the output elements resulting, obtained us-
ing signals that form the TOFD image on figure 2. 

 

 

Fig. 3 Sparse Matrix obtained instead of the 
TOFD image in fig.2 

Fig. 4 Selected sample on the signal 

Instead of 120x500 pixels of the TOFD image, this method selects 30 elements 
which are sufficient to describe the pattern presented in the image. This number is 
defined by the Self organizing Map algorithm outputs and is independent of the 
quantity of initial data. The economy of memory is important and the defect loca-
tion and characterization will be faster when analyzing only the sparse matrix 
elements.  

5 Conclusions 

In this work, a method to detect and locate cracks by analyzing a sparse matrix 
built from TOFD signals has been described. A first layer of a neural networks 
selects a point from the reached signal if a signal with defect signature  is  
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presented in the zone of interest. The co-ordinates of this point which correspond 
respectively to the probe position and the time of flight of the signal are stored and 
used as inputs for a self organizing map network.  Outputs will represent a group 
of points corresponding to the defect presented in the structure keeping the topol-
ogy of the shape relative to the detected defect. Pattern recognition algorithms can 
be exploited, as it has. It is well known that crack defects produces parabolic 
forms on TOFD images. This work is the first step before implementation of such 
tools on programmable circuit for situations requiring near real-time processing.  
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Stairway Detection Based on Extraction of
Longest Increasing Subsequence of Horizontal
Edges and Vanishing Point

Kaushik Deb, S.M. Towhidul Islam, Kazi Zakia Sultana, and Kang-Hyun Jo�

Abstract. Detection of stair region from a stair image is very crucial for autonomous
climbing navigation and alarm system for blinds and visually impaired. In this re-
gard, a framework is proposed in this paper for detecting stairways from stair im-
ages. For detection of the stair region, a natural property of stair is utilized that is
steps of a stair appear sorted by their length from top to bottom of the stair. Based
on this idea, initially, horizontal edge detection is performed on the stair image for
detecting stair edges. In second step, longest horizontal edges are extracted from
the edge image through edge linking. In third step, longest increasing subsequence
(LIS) algorithm is applied on the horizontal edge image for extracting stair edge. Fi-
nally, the vanishing point is calculated from these sets of horizontal lines to confirm
the detection of stair candidate region. Various stair images are used with a variety
of conditions to test the proposed framework and results are presented to prove its
effectiveness.

1 Introduction

In an unknown environment, navigation of an autonomous system is relatively eas-
ier when it moves on a plane surface such as roads, building floors, corridors etc.
However, it becomes difficult when there is a stair in front of it. To navigate through
the stair, it is first required to detect the stair area within the stair image. It is also im-
portant for alarm systems for blind and visually impaired. The proposed framework
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Fig. 1 The proposed stair detection framework

for stair detection is mainly based on a very important and unique property of a stair
that is stair steps appear gradually increasing from top to bottom of the stair in a
parallel arrangement. Because of the perspective nature of human vision, every stair
shows this property when it is seen from a little distance from its front side. These
steps appear as parallel lines in the edge image. Those parallel lines are required to
be extracted for detection of the stair candidate region. This set of parallel lines is
detected by using LIS algorithm. This is the key part of the proposed stair detection
framework. From these parallel lines, the vanishing point is calculated to confirm
the detection of stair candidate region.

2 The Proposed Stair Detection Framework

In this section, the four primary stages of the proposed stairway detection frame-
work, i.e., horizontal edge detection, edge linking and tracking, finding longest in-
creasing subsequence (LIS), and calculation of vanishing point and detecting stair
candidate region have been discussed in details. In Fig. 1, the steps of our proposed
framework are shown.

2.1 Horizontal Edge Detection

The input stair image is converted into gray scale image. The following steps are
per-formed on this gray scale image to extract the horizontal edges.

Smoothing: In this step, noises and shadow effects are removed from the gray scale
image for detection of the true edges.

Finding Edge Gradient Magnitude: The proposed method requires the horizontal
edges mainly. Hence, Sobel operator is used in this step to estimate the gradient
magnitude in the y-direction.

Non-maximum Suppression: After finding out the edge gradient magnitudes,
non-maximum suppression is applied. Using the gradient magnitude value at ev-
ery pixel of the image, it is determined whether a particular pixel is maxima
or not. A threshold value is used in this step whose value is determined by
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Fig. 2 Horizontal edge detection process: (a) input image, (b) gradient magnitude, (c)
thin horizontal edges after non-maximum suppression, and (d) better horizontal edges after
thresholding.

1.2 ∗MEAN VALUE where MEAN VALUE is the mean of all the gradient mag-
nitude values.

Thresholding: In this step, we grow up the edges by performing another threshold-
ing with LOW T HRESHOLD value. The value for LOW T HRESHOLD is deter-
mined by 0.6∗MEAN VALUE . The horizontal edge detection process is pictorially
shown in Fig. 2.

2.2 Edge Linking and Tracking

An image containing horizontal edges is mainly considered at this stage. As there
are some noise and very small length horizontal edges in the image, edges with
lengths greater than a certain threshold (threshold value = IMAGE WIDTH / 5 ) are
extracted. In this step, the length and endpoints of each extracted edges are stored
for further use.

2.3 Finding Longest Increasing Subsequence of Horizontal
Edges

In this step, we utilize a very important and unique property of stair- stair steps ap-
pear gradually increasing from top to bottom of the stair in a parallel arrangement.
Hence, these steps appear as an increasing sequence of parallel edges in the edge
image. More precisely, if we have N horizontal edges in the current edge image,
there are M gradually increasing edges where M <= N. This problem is similar
to finding longest increasing subsequence from a sequence of numbers. Longest
increasing subsequence can be solved using dynamic programming. This can be
solved in O(n2) or O(nlogn) time. Here, the only thing to consider is how we ma-
nipulate edges instead of numbers. In case of two numbers i and j, we assume i > j,
if |i|> | j| (where, (where, |i| = magnitude of i and | j| = magnitude of j). But in case
of edges, edge i is greater than j if all the conditions - Lx(i)< Lx( j), Rx(i)> Rx( j),
Ly(i)> Ly( j) and Ry(i)> Ry( j) are satisfied by edge i and edge j. Implementation
of the LIS algorithm on a sample image is shown in Fig. 3.
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Fig. 3 Extracted LIS of edges a) Long horizontal edges (21 edges) and b) Potential stair
edges extracted by LIS algorithm (11 edges)

2.4 Calculation of Vanishing Point and Detecting Candidate
Region

The basic detection of staircase is finished already. This section is performed for the
validation of detection. The vanishing point decides whether the detected parallel
horizontal lines are extracted from a stair or from any other stair like object. Vanish-
ing point can be defined as an imaginary point where several lines from an object
converge. In case of stair, the point where the two handrails of the stair intersect can
be defined as its vanishing point. Here, the left handrail is the straight line passing
through left endpoints of the uppermost and lowermost edge in the LIS edge image.
Similarly, right handrail is the straight line passing through right endpoints of the
uppermost and lowermost edge in the LIS edge image. Hence, the vanishing point
is the intersection point of these two straight lines.

After calculating the VP, we check its y co-ordinate. Vanishing point of a stair
should not be located too high or too low. Most of the stairs vanishing point will
reside inside the range −2H < VP < 0 where H is the height of the image and VP
is the y co-ordinate of the vanishing point. If the calculated vanishing point is inside
this range, the detected parallel lines certainly indicate a stair. Otherwise, these may
be part of some other stair like object. As for example, rail lines have similar prop-
erty as stairs. The position of a railway line is fully horizontal with respect to ground.
Hence, vanishing point of a railway line is located inside the image. Fig. 4(b) shows
experiment on a rail line image. The calculated vanishing point is (180, 40). The y
co-ordinate of the vanishing point is 40. This positive y value distinguishes this im-
age from a stair image. On the other hand, stairs have a slope with respect to ground.
That’s why stair’s vanishing point resides outside the image. If the calculated van-
ishing point is outside the image i.e. inside the range −2H <VP < 0, we extract the
stair region bounded by the left handrail, the uppermost edge (Edge 1 of Fig. 4(a)),
the right handrail and the lowermost edge (Edge N of Fig. 4(a)).

3 Experimental Result

In this section, we show some experiments on some real stair images. All experi-
ments were done on Intel 2160 @ 1.79 GHz processor with 2 GB RAM. All pro-
cessing was done on 400x400 images. Processing was implemented by using C
language with OpenCV. Fig. 5 shows various input images, intermediate processing



Stairway Detection Based on Extraction of LIS of Horizontal Edges and VP 217

Fig. 4 Processing example: (a) Calculation of vanishing point (VP), and (b) Illustration of
extracting long horizontal edges from rail line image: b1) a rail line image, b2) Extracting
long horizontal edges from rail line image, and b3) LIS of edges

Fig. 5 Illustration of stair region segmentation: a) a stair image, b) edge image, c) horizontal
edge image, d) LIS of horizontal edges, and e) extracted stair region

and correspond-ing output images. Table I shows the runtime, calculated vanishing
point, accuracy of detection and detection rates of the stairs of the image database.
The database which has been used during the experiments contains 100 stair images.
Those images con-tain various indoor and outdoor stair images captured at various
illumination conditions.

The runtime is due to performing horizontal edge detection, edge linking and
tracking, finding LIS of edges and calculation of vanishing point. Each of these
sample stairs has a vanishing point with negative y co-ordinate value. Stair sample 1
and 2 of Fig. 5 are straight forward stair images with good illumination conditions.
Stair sample 3 and 6 shows results on indoor stairs at lower illumination conditions.
Stair sample 4 and 5 shows experiment on clipped stairs with noisy background
where some part of stair is cropped. All these varieties of staircases are extracted
successfully by the proposed framework with acceptable accuracy and detection
rates as shown in Table 1.
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The proposed method has been compared with an existing method which has
been presented in [2]. Table 2 shows the experimental results of this existing method
of [2]. This table shows the detection accuracy, detection rates and the runtimes of
the exist-ing approach. From these two tables we can compare the performance of
the proposed method with the existing approach. The comparison based on the exe-
cution time or runtime has been shown in Table 3. This table shows average compu-
tational times. The proposed method’s average computational time to process 100
images has been shown. Besides this, the existing method’s average computational
time to process 6 images has been shown also. The comparison with respect to av-
erage detection accuracy and rate has been shown in the Table 4.

4 Conclusion

In this paper a new algorithm for extracting a stair region from an image has been
introduced. This work is important for autonomous systems to perform climbing
process in unknown environments. The proposed algorithm was successfully tested
on a group of stair images with varying styles and structures. These images were
taken in various illumination conditions. The proposed algorithm successfully ex-
tracted stair regions from these images. In future, this work can be extended to get
relevant information about a stair such as the distance of the stair from the camera,
number of steps of the stair, height of each step of the stair etc. All these informa-
tion are very important for climbing process of autonomous systems in unknown
environments.
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A Heuristic to the Multiple Container Loading
Problem with Preference

Tian Tian, Andrew Lim, and Wenbin Zhu

Abstract. In this paper, we address the Multiple Container Loading Problem with
Preference (MCLPP). It is derived from the real problems proposed by an audio
equipment manufacturer. In the MCLPP, the numbers of various types of boxes can
be adjusted based on box preferences. We need to add or delete boxes in a restricted
way so that the ratio of the total preference of boxes to the total cost of containers is
maximized. We develop a three-step search scheme to solve this problem. Test data
is modified from existing benchmark test data for the multiple container loading
cost minimization problem. Computational experiments show our approach is able
to provide high quality solutions and they satisfy the need of the manufacturer.

1 Introduction

Our team cooperated with an international audio equipment manufacturer to solve
problems emerged in the logistics process. One task is to design loading plans for
packing various products into containers with the minimum cost. When packing
products of an order into selected containers, the manufacturer found two common
scenarios. In one scenario, all containers are fully filled except one whose utilization
is small. In other words, a cheaper set of containers can substitute the original one
such that all containers in this set are fully utilized with only a few products left
unpacked. In the other scenario, only one container is not full. But its utilization is
large, i.e., if several products are added it will be filled to its full capacity. In both
scenarios, the ratio of the total preference of boxes to the total cost of containers
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(RPC) will probably be increased if the order can be slightly changed. We denote the
two scenarios as the MCLPP-Add (MCLPP-Add) and the MCLPP-Delete (MCLPP-
Delete) separately in the remaining part of this paper.

Fortunately, in the audio equipment manufacturer’s case, slightly changing the
order is considered to be acceptable. There are several reasons. Firstly, customers
usually decide their orders based on forecasts for the future demand. However, no
forecasting is accurate. Secondly, market demand is always fluctuating which pro-
vides room for changes. Last but not least, customers who purchase from the man-
ufacturer regularly may compensate the changes to the current order in future ones.
Therefore, it is meaningful to provide suggestions to customers on whether and how
to adjust the orders such that the unit shipping cost is minimized.

Usually, large deviations from the original order is inadmissible from both the
customers’ and the manufacturer’s point of view. The adjustment criteria can be de-
scribed as follows. (1) Either a few products are added in or some items are deleted
from the original order. When adjusting an order, it is not allowed to add some types
of products and delete other types of products simultaneously. Furthermore, prod-
ucts to be added must belong to types that have been ordered by the customer. (2)
The total cost of containers for the new order should not be greater than that for the
original order. (3) Products to be added or deleted are selected according to their
preferences. In practice, the shipping of some items may be more desirable than
that of others. To measure the difference we introduce a preference indicator for
each type of products. The higher the preference is the more desired the product is.

We name the above problem as the Multiple Container Loading Problem (MCLP)
with Preference. In the MCLPP, we need to adjust the customer order in a restricted
way and generate loading plans for the new order. Our objective is to maximize
the ratio of the total preference of boxes to the total cost of containers. A simple
three-step heuristic is developed to solve the MCLPP according to the problem. To
test our algorithm, We modify the 350 benchmark MCLCMP instances proposed by
Che et al. [1]. Experimental results show that our heuristic method is able to provide
a reasonable solution to the MCLPP.

2 A Three-Step Heuristic Method

The solution technique proposed for the MCLPP in this study is a three-step heuris-
tic approach (TS-heuristic) as given in Algorithm 2. We first try to find a cheap con-
tainer combination to load all the boxes in the original customer order, BoxList. This
process is completed using a greedy method. Initially, we select a set of containers
and try to pack all boxes in BoxList into them. If all boxes are feasibly loaded, we
may find a smaller container combination that can handle BoxList. We keep looking
for smaller container combinations until no one can be found to load all boxes in
BoxList. If not all boxes in BoxList can be loaded into the initial container combi-
nation, we select a new container combination with larger volume. Similarly, the
process ends when we find a set of containers that can load all the boxes in BoxList.
At the end of the algorithm, a cheap and small container combination will be
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reported and denoted as cscc. At the same time we record the packing patterns
for the original order as origSol. Actually, the problem we need to solve in the
first step is similar to the Multiple Container Loading Cost Minimization Problem
(MCLCMP) except that in our problem the container combination should be the
smallest in total volume. There are several papers talking about the MCLCMP and
readers who are interested are referred to Eley et al. [2], Che et al. [1], Wei et al. [3]
and Zhu et al. [4].

In the second step, we try to load more boxes into the container combination cscc.
A binary search method (Algorithm 1) is called to determine the new set of boxes,
moreBoxList.

Algorithm 1. Add Boxes into the Customer Order

ADDBOX(BoxList,CC)

1 lVol = the total volume of containers in CC
2 uVol = the total volume of boxes in BoxList
3 sBoxVol = the smallest volume of boxes in BoxList
4 v = 0; addSol = /0; freeBoxes = /0; moreBoxList = /0
5 set flag as Preference
6 while lVol+uVol > sBoxVol∗2
7 v = (lVol+uVol)/2
8 Solve SelectMoreBoxes(v) using a commercial solver,

let moreBoxList be the solution
9 (addSol, freeBoxes) = 3D-MKP(CC,moreBoxList,flag)

10 if freeBoxes = /0
11 lVol = v
12 else
13 uVol = v
14 if addSol = /0
15 return (BoxList, /0)
16 return (moreBoxList, addSol)

An integer programming model, SelectMoreBoxes(v), is solved using a commer-
cial software in each iteration of the binary search.

z =max
N

∑
i=1

piyi (1)

s.t.
N

∑
i=1

viyi ≤ v (2)

yi ≥ bi, ∀ i = 1, . . . ,N and integer (3)

Given a target volume v, constraint (2) requires that the total volume of all boxes in
the new order should be smaller than v. The optimal solution to this IP model is the
one with the maximum total box preference. The packing patterns for moreBoxList
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are denoted as addSol. Whenever a new set of boxes is generated, the procedure
3D-MKP is called to sequentially load them into the container combination cscc.

We develop a heuristic method to solve the MCLPP-Delete in the third step.
Firstly, a large container combination that is cheaper than cscc found in the first step
will be generated. Next we try to load a subset of the original order with a high
total preference into this container combination, which forms a new order. Packing
patterns for the new order will be generated which are denoted as deleteSol. The re-
maining boxes that are excluded from the order are stored as freeBoxes. Actually, we
may get a solution to the MCLPP-Delete when we are searching for the cscc in the
first step. In Step 1 if the initial container combination cannot hold all boxes in the
original order, a loop will be called to search for larger container combinations until
one is found that all boxes can be packed. The penultimate container combination
found in the loop can be used as the one we are looking for in this procedure.

After the second and the third step, we will get two loading plans addSol and
deleteSol together with two new orders. They are both candidate solutions to the
MCLPP. According to the problem definition, we choose the one with a higher ratio
of the total preference of boxes to the total cost of containers (RPC) as the final
solution to the MCLPP.

Algorithm 2. Three-Step Heuristic Approach

TS-heuristic()

1 BoxList = all boxes in the original customer order
2 CList = all available types of containers
3 Invoke FINDCSCC such that (cscc,origSol) = FINDCSCC(CList, BoxList)
4 Invoke ADDBOX such that (moreBoxList,addSol) = ADDBOX(BoxList, cscc)
5 Invoke DELETEBOX such that (freeBoxes,deleteSol) = DELETEBOX(BoxList, cscc)
6 if addSol = /0
7 moreBoxList = BoxList
8 addSol = origSol
9 if the RPC addSol is smaller than or equal to that of deleteSol

10 bestSol = addSol
11 else
12 bestSol = deleteSol

3 Computational Experiments

Our three step search method was implemented as a sequential algorithm in Java and
no multi-threading was explicitly used. The experiments are performed on an Intel
Xeon E5430 with a 2.66GHz (Quad Core) CPU and 8 GB RAM running the CentOS
5 Linux operating system. The commercial integer linear programming solver used
is ILog CPlex 11.0 at its default settings.
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Table 1 Experiment results for the MCLPP

BRPC MTC3 MTC4 MTC5 MTC6 MTC7 MTC8 MTC9

Instance 1 0.057 0.039 0.028 0.031 0.025 0.019 0.016
Instance 2 0.058 0.034 0.031 0.026 0.024 0.018 0.016
Instance 3 0.056 0.036 0.035 0.030 0.025 0.017 0.016
Instance 4 0.061 0.035 0.029 0.029 0.027 0.019 0.017
Instance 5 0.042 0.042 0.031 0.028 0.024 0.018 0.016
Instance 6 0.046 0.034 0.031 0.030 0.026 0.017 0.016
Instance 7 0.047 0.043 0.026 0.024 0.025 0.017 0.016
Instance 8 0.055 0.034 0.027 0.024 0.024 0.019 0.015
Instance 9 0.059 0.039 0.031 0.030 0.026 0.019 0.016
Instance 10 0.044 0.038 0.036 0.029 0.023 0.019 0.016
Instance 11 0.047 0.037 0.028 0.028 0.026 0.016 0.016
Instance 12 0.046 0.037 0.033 0.025 0.024 0.019 0.016
Instance 13 0.052 0.041 0.028 0.027 0.025 0.021 0.016
Instance 14 0.042 0.048 0.030 0.024 0.024 0.016 0.016
Instance 15 0.059 0.038 0.035 0.023 0.027 0.017 0.015
Instance 16 0.063 0.042 0.040 0.034 0.024 0.023 0.025
Instance 17 0.054 0.045 0.036 0.026 0.029 0.024 0.019
Instance 18 0.063 0.041 0.036 0.027 0.029 0.028 0.019
Instance 19 0.059 0.033 0.039 0.029 0.024 0.027 0.027
Instance 20 0.050 0.040 0.039 0.031 0.027 0.021 0.024
Instance 21 0.061 0.043 0.041 0.025 0.029 0.019 0.023
Instance 22 0.045 0.042 0.037 0.025 0.027 0.025 0.027
Instance 23 0.064 0.041 0.041 0.025 0.026 0.023 0.018
Instance 24 0.049 0.042 0.040 0.031 0.028 0.024 0.027
Instance 25 0.059 0.035 0.039 0.032 0.025 0.021 0.027
Instance 26 0.064 0.044 0.030 0.031 0.031 0.026 0.020
Instance 27 0.050 0.039 0.042 0.033 0.024 0.022 0.022
Instance 28 0.055 0.039 0.030 0.029 0.024 0.025 0.024
Instance 29 0.056 0.038 0.041 0.026 0.028 0.028 0.020
Instance 30 0.063 0.043 0.030 0.033 0.030 0.027 0.021
Instance 31 0.064 0.036 0.032 0.031 0.022 0.028 0.027
Instance 32 0.061 0.043 0.031 0.033 0.029 0.023 0.024
Instance 33 0.050 0.038 0.038 0.030 0.029 0.026 0.024
Instance 34 0.066 0.040 0.032 0.030 0.021 0.020 0.019
Instance 35 0.062 0.044 0.038 0.027 0.023 0.019 0.026
Instance 36 0.065 0.045 0.032 0.034 0.023 0.020 0.020
Instance 37 0.054 0.046 0.030 0.029 0.024 0.022 0.019
Instance 38 0.052 0.052 0.034 0.026 0.023 0.021 0.018
Instance 39 0.062 0.047 0.030 0.031 0.023 0.020 0.018
Instance 40 0.074 0.051 0.034 0.039 0.025 0.019 0.019
Instance 41 0.062 0.048 0.039 0.031 0.025 0.017 0.018
Instance 42 0.068 0.055 0.032 0.033 0.026 0.018 0.020
Instance 43 0.065 0.061 0.031 0.035 0.021 0.021 0.019
Instance 44 0.064 0.051 0.039 0.030 0.028 0.020 0.019
Instance 45 0.043 0.048 0.034 0.029 0.020 0.023 0.021
Instance 46 0.067 0.050 0.032 0.035 0.027 0.022 0.018
Instance 47 0.073 0.039 0.034 0.031 0.025 0.020 0.019
Instance 48 0.080 0.056 0.036 0.028 0.025 0.023 0.016
Instance 49 0.071 0.037 0.028 0.032 0.025 0.019 0.020
Instance 50 0.062 0.052 0.034 0.034 0.026 0.019 0.020
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Our testing data is based on the 7 data sets created by Che et al. [1]. They are
labeled MTC3, MTC4, . . . , MTC9 and there are 50 instances in each MTC set. The
numbers after ”MTC” in the labels indicate the number of different types of boxes
in each instance. Three container types with dimensions equivalent to shipping con-
tainers of standards sizes (namely the 20’, 40’, and 40’ high cube containers) are
used in the MTC instances. We modify these test instances by attaching a prefer-
ence indicator to each type of boxes. The preference is calculated by equation (4),
where bi is the number of type i boxes in the customer order.

pi = bi/
N

∑
i=1

bi (4)

Recall that the ratio of the total preference of boxes to the total cost of containers
(RPC) measures the quality of a solution (RPC). A larger ratio indicates a better
solution. Since there is no prior literature on the multiple container loading problem
with preference, we report the RPC of the best solution (BRPC) for each instance in
Table 1. They can serve as benchmark for future research.

4 Conclusions

This paper presented the Multiple Container Loading Problem with Preference
(MCLPP), motivated by a practical application in the logistics department of a large
audio equipment manufacturer.

We developed a three-step heuristic algorithm and create test instances for the
MCLPP. Experimental results show that our method can provide high quality solu-
tions to the MCLPP and they satisfy the need of the audio equipment manufacturer.
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