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Abbreviations

AC Alternating Current
AM Amplitude Modulation
ASK Amplitude Shift Keying
BJT Bipolar Junction Transistor
(W)CDMA (Wideband) Code Division Multiple Access
DSB Double Side Band modulation
(DS)CDMA (Direct Sequence) Code Division Multiple Access
CLM Channel Length Modulation
DC Direct Current
DECT Digital Enhanced Cordless Telecommunications
EMC Electromagnetic Compatibility
EMI Electromagnetic Interference
FDD Frequency Division Duplex
(O)FDM (Orthogonal) Frequency Division Multiplexing
FDMA Frequency Division Multiple Access
FET Field Effect Transistor
FM Frequency Modulation
(G)FSK (Gaussian) Frequency Shift Keying
GSM Global System for Mobile Communications
IEC International Electrotechnical Committee
JFET Junction Field-Effect Transistor
(W)LAN (Wireless) Local Area Network
MESFET Metal-Semiconductor Field-Effect Transistor
MOSFET Metal-Oxide-Semiconductor Field-Effect Transistor
(G)MSK Gaussian Minimum Shift Keying
PCB Printed Circuit Board
PM Phase Modulation
PSK Phase Shift Keying
SER Signal-to-Error Ratio
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SNR Signal-to-Noise Ratio
SSB Single Side Band Modulation
TIA Transimpedance Amplifier
TDD Time Division Duplex
TDM Time Division Multiplexing
TDMA Time Division Multiple Access
QAM Quadrature Amplitude Modulation
UMTS Universal Mobile Telecommunications System
UWB Ultra Wide Band
VSB Vestigial Side Band modulation

Symbols

I, i Current [A]
U, u Voltage [V]
P, p Power [W]

Electromagnetic Field Coupling

a Attenuation constant of transmission line [Np/m]
b Phase constant of transmission line [radians/m]
d Skin depth [m]
c Propagation constant of transmission line

ffiffiffiffiffiffi

ZY
p

¼ aþ jb [–]
k Wavelength [m]
r Conductance [S]
q Resistance [X]
e0 Permittivity of free space: 8.85 9 10-12 [C2/N m2]
er Relative permittivity of a medium [–]
l0 Permeability of free space: 4p 9 10-7 [Tm/A]
lr Relative permeability of a medium [–]
c Speed of Light [m/s]
E Electric Field [V/m]
H Magnetic Field [A/m]
k0 Wave number [1/m]
Zw Wave impedance:

ffiffiffiffi

l0
e0

q

=120 9 p [X]

Z0 Characteristic impedance of transmission line
ffiffiffiffiffiffiffiffiffiffiffi

RþjxL
GþjxC

q

[X]

m Phase velocity: 1
ffiffiffiffiffiffiffiffiffiffiffiffi

l0lre0er
p [m/s]

S Shielding Factor [–]
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a Current gain of an active stage [–]
a20 Low-frequency current gain of the second stage

(output stage) [–]
b Feedback factor [–] or [X]
bFET FET transconductance factor [A/V2]
bf Forward Current Amplification Factor [–]
bdc ‘Direct current’ current gain of the BJT [–]
bac Small signal current gain of the BJT [–]
en Normalized truncation error
k Channel length modulation factor

(first-order characterization) [–]
v Transfer from source to input of active device [–] or [X]
vmax Maximal value of v [–] or [X]
xc (Angular) Carrier frequency [rad/s]
xk (Angular) Frequency at which input stage determines D2ðxcÞ [rad/s]
xl (Angular) Frequency of the envelope variation [rad/s]
xmax Angular frequency at which vmax occurs [rad/s]
x0 Amplifier bandwidth [rad/s]
xT (Angular) Transit frequency [rad/s]
f Damping factor [–]
c Transfer of the second order current from the voltage controlled

current source at the input of a BJT to the base-emitter voltage [X]
j Feedback factor in the differential stage [–] or [X]
n Transfer from signal source to the input of a controlled (current)

source [–] or [X]
m Loading factor of amplifier output [–] or [X]
q Direct signal transfer from source to load [–], [X], [S]
At Asymptotic Gain [–], [X], [S]
A1 Linear gain (e.g., transconductance) of the first amplifier stage and

the first transistor (Q1;M1) of the differential stage, respectively
A2 Linear gain (e.g., transconductance) of the second amplifier stage

and the second transistor (Q2;M2) of the differential stage,
respectively

a12 Second-order nonlinearity of the first amplifier stage and the first
transistor (Q1;M1) of the differential stage, respectively [A/V2]

a22 Second-order nonlinearity of the second amplifier stage and the
second transistor (Q2;M2) of the differential stage, respectively [A/
V2]

a021ð0Þ Low-frequency second-order nonlinearity factor giving the detec-
tion current in the first transistor (Q1;M1) of the differential stage
[A/V2]
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a022ð0Þ Low-frequency second-order nonlinearity factor giving the detec-
tion current in the second transistor (Q2;M2) of the differential stage
[A/V2]

a02ð0Þ Low-frequency second-order nonlinearity factor giving the total
detection current in the differential stage [A/V2]

b12; b22 Second-order nonlinearity factor of the input of the BJTs in
differential stages and in dual-stage amplifiers [A/V2]

Cje Junction capacitance between base and emitter [F]
Cde Depletion capacitance between base and emitter [F]
Cjc Junction capacitance between base and collector [F]
Cjs Junction capacitance between collector and substrate (npn) [F]
Cbs Junction capacitance between base and substrate

(lateral pnp) [F]
Cbx Small-signal capacitance between collector and base terminal [F]
Cl Small-signal capacitance between collector and rB [F]
Cp Small-signal capacitance between base and emitter [F]
Cpt Small-signal input capacitance of the BJT differential stage [F]
Cgsov Overlap capacitance between gate and source [F]
Cgdov Overlap capacitance between gate and drain [F]
Cbd Depletion capacitance between bulk and drain [F]
Cgs Gate-source capacitance [F]
Cgst Small-signal input capacitance of the FET differential stage [F]
Cox Gate oxide capacitance per unit area [F]
Cgd Gate-drain capacitance [F]
CMðsÞ,
CMð0Þ

The common-mode signal at the input of the
differential stage [V]

D2 Second-order nonlinearity term of a negative-feedback amplifier [1/
V]

Ein Signal at the input of an active part [V] or [A]
El Load signal [V] or [A]
Es Source signal [V] or [A]
Es;xl Equivalent signal source that represents the envelope detection

effect [V] or [A]
GDL Channel length modulation factor (higher order characterization) [–]
Gvsat Velocity saturation factor [–]
Gmob Mobility reduction factor [–]
gp2 Second-order nonlinear input conductance of the BJT [A/V2]
gds1 Linear output conductance of the FET [S]
gds2 Second-order nonlinear output conductance of the FET [S]
gm1 Linear transconductance [A/V]
gmt Linear transconductance of the differential stage [A/V]
gm2 Second-order nonlinear transconductance [A/V2]
g0m2 Total second-order nonlinear transconductance with linearizing

effect of base resistances taken into account [A/V2]
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gx Cross conductance (dic=ðdubedUceÞ and did=ðdugsdUdsÞ of the BJT
and FET [A/V2]

in;eq Equivalent current noise source at the input of an amplifier [A]
k Boltzmann’s constant: 1.38 9 10-23 [J/K]
L Channel length (FET) [m]
LP product Loop gain poles product [rad/s]1 or 2

m Modulation index [–]
q Electron charge: 1.60 9 10-19 [C]
pi Pole determined by the capacitance of the input stage and the

resistances connected to it [rad/s]
po Pole determined by the (transit) frequency of the output stage [rad/s]
pl Pole determined by the load capacitance and the resistances

connected to it [rad/s]
rp Small-signal input resistance of the BJT [X]
rpt Small-signal input resistance of the BJT differential stage [X]
rB Semiconductor material resistance of the base [X]
rdst Small-signal output resistance of the FET differential stage [X]
ro Small-signal output resistance of the BJT [X]
roCa Output resistance of the cascode stage [X]
rot Small-signal output resistance of the BJT differential stage [X]
T Absolute temperature [K]
un;eq Equivalent voltage noise source at the input of an amplifier [V]
UbeQmin Base-emitter voltage corresponding to the lower boundary of the

mid-current region [V]
UbeQmax Base-emitter voltage corresponding to the upper boundary of the

mid-current region [V]
Uds;max Maximal drain-source voltage for which the simplified FET

equations can be used [V]
Udssat Saturation voltage of the FET [V]
Ugs;max Maximal gate-source voltage for which the simplified FET equa-

tions can be used [V]
Up JFET pinch-off voltage [V]
Ut Threshold voltage of the FET [V]
W Channel width (FET) [m]

Abbreviations and Symbols xv



Chapter 1
Introduction

According to (Shannon, 1948), the information capacity of all electronic systems is
constrained by three fundamental limitations: noise, bandwidth and signal power. For
each of the three limitations the system has to be optimized. In a structured design
process, functionality of the system is split into subsystems that can be optimized
separately of each other.

Structured design methodologies concentrating on all three fundamental limita-
tions have been developed for subsystems like negative-feedback amplifiers, oscil-
lators, filters, bandgap references etc. (Nordholt 1993; Verhoeven et al. 2003; Boon
1989; Westra 1998; Monna 1996; van Staveren 1997; Serdijn 1994). All subsys-
tems, and the electronic system as a whole, however, are also subjected to another
limitation: interference from, and to other electronic systems.

Which interfering signals are present outside the system to be designed is in
general unknown. The current trend of more numerous, more mobile, and more
communicating electronic devices, increases the interference burden generally. It
will be shown that the effect of interference can be modelled under very broad
assumptions. This makes it possible to compute the effect of interference and design
in such a way that its effect on the system is minimal. Another reason why interference
is important and has to be taken into account during design is that the susceptibility
to interference from other systems, and conversely the interference on other systems,
is regulated by law.

An important subsystem of nearly all designs is the negative-feedback amplifier.
The focus of this work will be on design methods to minimize the adverse effects of
interference on negative-feedback amplifiers.

1.1 Electromagnetic Compatibility

Apart from realizing the intended functionality of an electronic system, the designer
has to take care that it will not be affected adversely by external and internal interfer-
ing sources. On top of that, the designer should also take care that the circuit will not

M. J. van der Horst et al., EMI-Resilient Amplifier Circuits, 1
Analog Circuits and Signal Processing, DOI: 10.1007/978-3-319-00593-5_1,
© Springer International Publishing Switzerland 2014



2 1 Introduction

be a source of interference to other equipment. In other words, the designer has to
realize adequate electromagnetic compatibility (emc). emc is defined as the ability
of an electronic system to function properly in its intended electromagnetic environ-
ment and not be a source of pollution (interference) to that environment (Ott 1988).
When an electronic system is not capable of functioning properly in a given elec-
tromagnetic environment, electromagnetic interference (emi) is encountered. emi is
defined as any disturbance that interrupts, obstructs, or otherwise degrades or limits
the effective performance of electronics/electrical equipment.1

emi can be separated into three elements. First of all, a source of potentially
interfering emission has to be present. Secondly, the emission has to be transported
by some kind of coupling path before it can reach a receptor (the third requirement).

Emission can occur due to conduction and radiation. In case of conduction, inter-
fering electrical signals are transported from a source to the equipment being dis-
turbed by connected wires and cables. In the case of radiation, interfering signals are
transported by electromagnetic fields; there is no need for a physical connection.

The immunity of a receptor is a measure of the amount of electromagnetic energy
that may be coupled to it before its functionality is hampered. The opposite of immu-
nity is susceptibility. Susceptibility is the inability of equipment to function properly
in a certain electromagnetic environment. Immunity and susceptibility are often con-
fused. The latter, however, is a fundamental property; it will always be possible to
find or generate an electromagnetic environment that hampers the functionality of
an apparatus (Goedbloed 1993).

Sources, receptors and coupling paths are not only found between different elec-
tronic systems, but also in the electronic system itself. The term inter-system compat-
ibility is used when emc between two or more systems is considered. Intra-system
compatibility refers to emc aspects within the system itself (Goedbloed 1993). Figure
1.1 demonstrates the various levels of emc. Inter-system compatibility is demon-
strated by the arrows between systems I and II. Intra-system compatibility can be
considered at different levels in a system. Between various devices in a system there
has to be emc, but also between the printed circuit boards (pcb) in the devices emc
has to be assured. emc can even be considered at lower levels: the component level
on the pcb and the component level in an integrated circuit.

In this work, the focus will be on the study of susceptibility problems. It is assumed
that the source can’t be controlled by the designer in case of inter-system incompat-
ibility. Emphasis is placed on the coupling path and the receptor.

Total disregard of the coupling path during the design may result in large interfer-
ing signals reaching the receptor. This results in increased demands on the immunity.
Design strategies to reduce the effectiveness of the coupling path as much as pos-
sible, thus relieving the immunity demands on the receptor, will be presented in
Chap. 2. On top of that, design strategies to reduce the susceptibility of the receptor,

1 The International Electrotechnical Committee (IEC) has proposed to use ‘interference’ for the
electromagnetic phenomenon that may degrade the performance of a device itself and ‘disturbance’
for the interfering signal that actually degrades the performance of a device. In this work this
distinction will be followed.

http://dx.doi.org/10.1007/978-3-319-00593-5_2
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System I

intra-
system-
comp.

System II

intra-
system-
comp.

Inter-system-compatibility

Inter-system-compatibility

device1

device2

device1

device2

PCB PCB

PCBPCB

PCB PCB

PCBPCB

Fig. 1.1 Inter-system compatibility and intra-system compatibility and emc on various levels in
the system. Every system, device, component etc. can both be a source and a receptor of emi. The
arrows represent the directions of possible interference

in this work the negative-feedback amplifier, as much as possible are also given. In
effect, the problem of reducing susceptibility of the negative-feedback amplifier is
extensively dealt with in Chaps. 5 and 6.

The most obvious receptors are electronic devices, but also humans may be vul-
nerable to electromagnetic fields. For example, extremely low frequency fields may
induce uncontrolled muscle movements and the experience of light flashes. Higher
frequency fields will increase the temperature of tissue. The effects of electromag-
netic fields on health will not be studied in this work. It is just mentioned for reasons
of completeness. The interested reader is further referred to the literature, e.g., (van
Rongen 2002) or (Collins 2004).

1.2 Possible Sources of Interference in Hospitals

In private homes and offices the effects of interference can be annoying, but usually
do not result in dangerous situations. Interference in hospitals can result in danger-
ous, life threatening situations. Therefore most hospitals restrict the use of mobile
communications systems and ban them from operating theaters and intensive care
units.

Most hospitals use a wireless internal communications system at this moment.
Mobile communications using the terrestrial trunked radio (tetra) standard in the
380–400 MHz band, walkie-talkie transmissions in the 450 MHz band, and telemetry
systems using the same band are well known sources of electromagnetic pollution

http://dx.doi.org/10.1007/978-3-319-00593-5_5
http://dx.doi.org/10.1007/978-3-319-00593-5_6
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(Hershey and Hoctor 1999). Except for this, very little data is available on emi
measurement and characterization in hospitals. This is probably explained by the
fact that characterization of one hospital complex could require 1 to 4 years to
perform (Hershey and Hoctor 1999). Therefore, measurements are often performed
in a part of the hospital and in certain frequency bands (Riemann and Evans 1999;
Golombeck et al. 2001). A thorough study, however, does not seem to be available
at the moment.

Hershey and Hoctor (1999) concluded from literature studies concerning field
strengths in various hospitals that the electromagnetic field strength in the range 0.1–
1000 MHz may vary considerably among hospitals. Maximum field strengths may
vary between 0.4 and 5.6 V/m. Unfortunately the studies are not always clear in spec-
ifying how the measurements were performed, e.g., if average or maximum values
were recorded, what type of antenna was used, the polarization of the antenna, etc.

What came clear from this study from 1999 is a cluster of possible interfering fields
in the range of 0.4–0.5 GHz and 0.8–0.9 GHz in most hospitals. This may correspond
to telemetry systems used by the hospitals themselves and older generation gsm cell
phones. Nowadays some clustering in the 1.8–2.4 GHz range may be expected due
to more modern communication systems.

Some equipment used for diagnostic or treatment purposes use high frequen-
cies and/or powers and may therefore generate interference themselves. These are
unintentional emitters of electromagnetic fields. Two well-known potential sources
of interference are magnetic resonance imaging (mri) and diathermy (i.e., electro-
surgery) equipment (Golombeck et al. 2001).

An mri system is used to produce images of the inside of the human body. While
doing this, strong electromagnetic fields with high frequencies are generated. These
fields may interfere with systems for bio-potential measurements. More about the
interference generated by an mri can be found in Sect. 7.3 of Chap. 7.

Electrosurgery is a form of surgery in which high-frequency currents from 100 kHz
to approximately 6 MHz (Taunton 1981) are used.2 The application of such currents
to human tissue results in a heating effect that is used to incise, destroy and remove
tissue, and to seal blood vessels in order to maintain hemostasis (Prutchi and Norris
2005; Takaki 1988).

The high-frequencies generated by electrosurgery equipment, coupled with the
relatively high peak voltage of up to approximately 1 kV (Prutchi and Norris 2005)
during cutting, results in emi problems in adjacent equipment. Electrocardiogram
(Takaki et al. 1987) and electroencephalogram (Takaki 1988) monitoring equipment
may be especially hampered by electrosurgery equipment.

2 Different references specify somewhat different frequency ranges, e.g., Health (1977) and Prutchi
and Norris (2005) specify a range of 200 to 3.0 MHz.

http://dx.doi.org/10.1007/978-3-319-00593-5_7
http://dx.doi.org/10.1007/978-3-319-00593-5_7
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1.3 Examples of Electromagnetic Interference

If an electronic system is a too susceptible to the electromagnetic environment, its
correct functioning may be hampered. The decrease in functionality may vary from
hardly noticeable to complete malfunctioning. To get an idea of the effects of lack of
immunity, some examples are given in this section. A distinction is made between emi
in medical and non-medical equipment, because emi in medical equipment may result
in life-threatening consequences, while in non-medical equipment the consequences
may be bothersome but are often not life-threatening.

1.3.1 Examples of emi in Medical Equipment

The past years showed an increase of reports that medical devices have failed to
operate correctly because of interference from various emitters of high-frequency
electromagnetic waves (IEEE 1998). The consequences of these failures ranged from
inconvenience to serious injuries and death. It appears that reasons for this problem
are twofold: increasing numbers of electronically-controlled medical equipment that
are susceptible to emi and a significant increase in the number of emi sources in the
(hospital) environment.

For example, some apnea monitoring equipment failed to alarm when subjected
to electric field strengths as low as 0.1 V/m in the fm broadcast band (Ruggera and
O’Bryan 1991), while it should be able to withstand electric field strengths of at
least 10 V/m, which is a regulatory demand for life supporting systems (IEC 1993).
In the mid-1980s the US Food and Drug Administration (FDA) had become aware
that approximately 60 infants died in the United States while being monitored for
breathing cessation by one model of apnea monitor (IEEE 1998). It was found that
the devices failed to alarm because of emi from mobile communication base stations
several hundred meters away and fm radio broadcast stations more than one kilometer
away.

Equipment for measuring bio-potentials like electrocardiogram (ECG), electroen-
cephalogram (EEG), electromyogram (EMG), may be hampered by dia-thermy
equipment (Gerhard 1990). Spikes may occur which may make it harder to interpret
the measured bio-potentials. Sometimes the interference may even induce signals
with larger amplitudes than the bio-potentials to be measured.

An additional problem area involves cardiac pacemakers and defibrillators. The
dominant effect of emi is loss of pacemaker adaptive control, causing the device
to deliver stimuli either irregularly or at a preprogrammed fixed rate (IEEE 1998)
so that the heart rhythm is not a function of the physical exertion to be delivered
anymore. Also, pacemaker inhibition and/or asynchronous pacing are commonly
observed when cellular phones are used up to distances of 23 cm (Stevenson 1997).

Erroneous displays and latch-up of anaesthetic gas monitors during surgery have
occurred (Williams 1996). Investigations revealed that interference from certain types



6 1 Introduction

of electrosurgery units disrupted the communication link between the monitor and
a central mass spectrometer, causing the monitor to fail to display the concentration
of anaesthetic gas in the operating room during surgery. Also, a type of anaesthetic
gas monitor was found to present false measurement results when a C2000 commu-
nication system (using tetra) was operated at 30 cm distance (Paus 2000).

Magnetic resonance imaging (mri) systems may generate so much interference
that synchronizing the mri system to the cardiac cycle in order to minimize artifacts
in the image of the heart is very hard to do without taking special measures (Damji
et al. 1988).

Detection of GSM signals in hearing aids results in disturbing signals with a
frequency of approximately 217 Hz (Verhagen 1996), which is in the audible range.
Subjective perception of interference from handheld GSM telephones in hearing
aids varies from barely perceptible to annoying and loud, starting when the phones
are within one meter of the hearing aids and becoming louder when the phones are
several centimeters away (IEEE 1998). This makes it almost impossible for wearers
of hearing aids to use GSM telephones.

Powered wheelchairs and scooters show susceptibility to electric fields in the
frequency range of 1 MHz to 1 GHz and field strengths varying between 3 V/m and
40 V/m (Witters and Ruggera 1994). An electric field of 40 V/m seems very high,
but since the wheelchairs are mobile it is not unlikely that the wheelchairs come in
an environment where such a strong electromagnetic field exists.

There are reports of powered wheelchairs spontaneously driving off kerbs or
piers when police vehicles, harbor patrol boats or amateur radios were used in the
vicinity. When the emi susceptibility was investigated, susceptibilities of the motion
controllers of the wheelchairs were found in the range of 5 to 15 V/m. At the lower
end of the range, the electric brakes would release, which could result in rolling if
the chair happened to be stopped on an incline; as the field strength at a susceptible
frequency was increased, the wheels would actually begin turning, with speed being
a function of field strength (Williams 1996).

1.3.2 Examples of emi in Non-Medical Equipment

In principle all equipment may be disturbed by emi. To limit the list, a few examples
will be given. Most of them are adopted from Goedbloed (1993) and Williams (1996),
unless otherwise stated.

Radio-amateurs are familiar with complaints about their amateur radios inter-
fering with television sets (VERON 1983). Unintentionally, their broadcasts may
interfere with certain television channels. While broadcasting, they were also capa-
ble of controlling the room temperature because a type of electronic thermostat was
too susceptible to the fields generated by the amateur radio station.

Radio broadcasts from the Dutch ‘Wereldomroep’ could be followed by listening
to the telephone instead of the radio in some parts of the Dutch province Flevoland;
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the electronics in telephones acted as radio receivers.3 The same kind of disturbance
occurred near a medium wave transmitter in North London. New telephones installed
in the neighborhood were constantly affected by BBC radio programmes.

In Germany, a particular make of car would stall on a stretch of Autobahn opposite
a high power broadcast transmitter. Eventually that section of the Autobahn had to
be screened with wire mesh. Another type of car was equipped with a transmitter.
When it was used, the central locking and electric sunroof would operate.

During the Falklands war the British HMS Sheffield was hit by a Exocet missile
which damaged the ship (it sunk after several days). The radar was turned off because
it interfered with the ship’s satellite communications system.

emi in aviation can become cumbersome. Between 1983 and 1996 over 97 emi
related events due to passenger ‘carry on’ electronic devices have been reported.
Devices used by passengers, like phones, computers, CD players and video cameras
may result in instrument or autopilot malfunction. Interference at airports has also
been reported; interference to aeronautical safety communications at a US airport
was traced to an electronic cash register a mile (1.6 km) away.

1.4 Regulations and Standards

To prevent too much interference, governments provided early regulations about
power levels that may be conducted or radiated and about susceptibility levels. For
instance, as early as 1904 in the Netherlands the ‘Telegraaf en Telefoonwet’ was
introduced (Telecom 2004).

Presently, most European countries (including the Netherlands) have adopted their
national regulations from the recommendations of international committees, like the
International Electrotechnical Committee (IEC) and the Comité International Spé-
cial des Perturbations Radioélectriques (CISPR). For the United States, the Federal
Communications Commission (FCC) is responsible for regulations on interference.

In Europe regulations exist for both emission and susceptibility. Industrial, scien-
tific and medical (ISM) equipment that does not use a form of radio communication
is important because a lot of designs will have to comply with the standards of this
group. As an example, emission and immunity levels of conducted disturbances are
given in Table 1.1 and emission and immunity levels for radiated emissions are given
in Table 1.2.

The radiated emission levels have to be measured at a distance of 10 m from the
source. More details regarding the measurement of emission and immunity levels

3 Since 2007, the ‘Wereldomroep’ does not broadcast anymore from the Netherlands, but from
other European countries (Agentschap 2009). This kind of emi therefore probably does not occur
anymore in Flevoland, but may occur at other places.
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Table 1.1 Test levels regarding conducted emission and immunity to conducted disturbances of
ISM equipment. See main text about levels

Frequency band (MHz) dB (μV)

Conducted emission levels 0.15 – 0.50 56 decreasing to 46
0.5 – 5 46
5 – 30 50

Immunity levels conducted disturbance 0.15 – 80 level 1: 120
level 2: 130
level 3: 140

Table 1.2 Test levels regarding radiated emission and immunity to radiated disturbances of ISM
equipment. See main text about levels

Frequency band (MHz)

Radiated emission levels 30 – 230 30 dB (μV)
230 – 1000 37 dB (μV)
>1000 43.5 dB (μV) (Ott 2009)

Immunity levels radiated disturbance 80 – 1000 level 1: 1 (V/m)
level 2: 3 (V/m)
level 3: 10 (V/m)

can be found in IEC (1995, 1996, 1997), IEC1 (1997), Cenelec (1992). Tables 1.1
and 1.2 were constructed using these standards.4

Three different test levels are given for susceptibility measurements. The conse-
quences of failure should be borne in mind in selecting the test level to be applied.
Equipment may be used in a variety of locations, and therefore a variety of electro-
magnetic environments. The three different test levels correspond to three types of
electromagnetic environments in which the equipment may have to function.

The three levels are defined as IEC (1995):

• Level 1 corresponds to a low-level electromagnetic radiation environment: levels
typical of local radio/television stations located at more than 1 km, and transmit-
ters/receivers of low power.

• Level 2 corresponds to a moderate electromagnetic radiation environment: low
power portable transceivers (typically less than 1 W rating) are in use, but with
restrictions on use in close proximity to the equipment. This is regarded to be a
typical radiation level of a commercial environment.

• Level 3 corresponds to a severe electromagnetic environment: portable transceivers
(2 W rating or more) are in use relatively close to the equipment but not less than 1
m. High power broadcast transmitters are in close proximity to the equipment and
ISM equipment may be located close by. This is regarded as a typical industrial
electromagnetic environment.

4 Since the regulations may change every few years, Tables 1.1 and 1.2 should be regarded as
examples.
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To simulate realistic, non-constant envelope interference, the immunity test sig-
nals specified in Tables 1.1 and 1.2 must be modulated with a 1 kHz sine wave at a
modulation depth m = 80%. Systems functionality may not seriously be hampered
by these test signals. For the exact description of the amount of allowed functional
deterioration and the description of the measurement set-up, the reader is referred to
IEC (2006).

The standard for medical electrical equipment is comparable to the ISM standard
and specifies an immunity to electromagnetic fields up to 3 V/m in the 26–1000 MHz
range (IEC 1993). Life supporting medical systems should even be immune to elec-
tromagnetic fields up to 10 V/m (IEC 1993). Before being put to market, compliance
with the appropriate (medical) emc standards of medical systems often has to be
confirmed by a ‘notified body’, i.e., a test laboratory that is appointed by the gov-
ernment. In the Netherlands ‘TNO Medical’ and ‘KEMA’ are the most commonly
known notified bodies.

Apart from the regulation regarding ISM equipment, medical equipment, and
transmitters, there are many more regulations focussing on special product groups.
The immunity and radiation demands may vary between different product groups.
Treatment of all regulations are beyond the scope of this work.

In some situations more stringent emission or immunity limits are required. These
limits can then be determined prior to the design and are called desirable requirements
in contrast with the regulatory requirements.

As stated earlier, the type and level of interfering signals that may be expected is
generally not known a priori due to the unknown electromagnetic field levels. Apart
from measurements, the regulations, however, can be used to determine the emc
levels that the electronic system must comply with.

1.5 Determining emc Specifications

A system has to comply with both radiation and immunity regulatory/desirable
requirements. To be safe, the design targets should be more restrictive than the
requirements. Fig. 1.2a and b give a schematic that may be helpful to determine emc
specifications (Goedbloed 1993). ISM regulatory emission and immunity require-
ments are indicated in Fig. 1.2a and b, respectively.

First of all, a compatibility level is shown in both figures. This is the reference that
can be used to come to emission and immunity levels in such a way that the system to
be designed is emc with all other equipment in the environment. The emission limit
(Fig. 1.2a) is taken from the proper standard or should be chosen otherwise when the
desired emission level is lower than the regulatory level. The designer has to make
sure that the emission from his system is less than the emission limit. This can best
be done by taking a design margin of 6 to 10 dB into account.

The immunity limit (Fig. 1.2b) is also taken from the proper standard or should be
chosen such that interfering signal levels in the environment will always be less than
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Fig. 1.2 Overview of emc limits and margins. The designer has to make sure that emission levels
remain below the emission limit a and the immunity level remains above the immunity limit b

the specified immunity limit. Again, a design margin of 6 to 10 dB ensures that the
immunity level of the system will be adequate for that electromagnetic environment.

The design margin of 6 to 10 dB accounts for spread in component specifications
that may influence emc and also for variations in the emc measurement set-up.

For an optimal design for emc, the electromagnetic environment in which the
system is going to be used has to be known prior to the design. The electromagnetic
environment, however, is not static. It may change with time. When the changes
are not too severe (e.g., because equipment is added that complies to the emission
regulations) the emission margin will decrease, but the compatibility level will most
probably not be exceeded.

Unfortunately, it is impossible to foresee all future changes in the electromag-
netic environment. A system that is designed to be immune to electromagnetic field
strengths of 1 V/m can function satisfactorily in its environment, for example a room
in a laboratory. However, if at a later date a radio transmitter is put to use in the direct
neighborhood of the laboratory, it may cause the electromagnetic field to exceed 1
V/m and result in malfunctioning of the system.

The remainder of this work focuses on obtaining an adequate immunity. For
reduction of emission levels, the interested reader is referred to the open literature,
e.g., (Goedbloed 1983; Paul 1992; Ott 2009; Reitsma 2005).

1.6 Origin of Electromagnetic Interference

Semiconductor devices, such as diodes and transistors, show a nonlinear behavior.
Circuits realized with these devices will also show some kind of nonlinearity, even
when they are supposed to be linear as in case of ‘linear’ negative-feedback amplifiers.
The input-output relation of a nonlinear device like a transistor is given by:
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Table 1.3 Overview of the detected (in-band) signal for some modulation types

Modulation type Detected signal io (A)

Non-constant envelope
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+ a2û2

i m cos(ωl )t + û2
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4 m2 cos(2ωl )t

Constant envelope
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2 a2

‘Switched’
tdma ≈ a2û2

c

(∑∞
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)

+
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c

(∑∞
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1
nπ

(1 − cos(nT1)) sin(nωl t)
)

io = ui a1 + u2
i a2 + u3

i a3 + · · · + un
i an, (1.1)

when ui is the disturbing voltage at the input terminals (base-emitter or gate-source)
of the nonlinear device and an are the Taylor series coefficients. The second-order
term u2

i a2 is in practice the main source of emi, although higher even order terms
may also contribute to emi. However, for practical nonlinear devices a4, a6, · · ·
increase less rapidly (or even get smaller) than a2, while u4

i , u6
i , · · · decrease in

value, since ui � 1 V for nonlinear devices in amplifiers. The higher even order
terms u4

i a4, u6
i a6, · · · are therefore (much) smaller than u2

i a2, and may be neglected
under certain conditions.

Nowadays, both analog and digital modulation are used. This classification, how-
ever, is on the basis of the modulating information being analog or digital. For
determining emi properties it is better to classify on the basis of the properties of
the envelope of the high-frequency (ωc) signal. Non-constant envelope modulation,
constant envelope modulation, and constant envelope modulation that is periodically
switched on and off can be distinguished. Both analog and digital modulation forms
can be of the constant or non-constant envelope type.

Using Eq. (1.1) and the mathematical description of the modulated interfering
signal, the in-band detection can be determined. Table 1.3 gives the expressions of
the detected current io for some modulation types. Voltage ûi will be defined in the
next paragraph, ûc is the amplitude of the carrier wave.

For illustration purposes, io is derived for an am signal. The detected current for
other modulation types can be determined using the same approach. An am signal
is mathematically described as: ui = ûi [1 + m cos(ωl t)] cos(ωct).

Here, m is the modulation index (0 < m ≤ 1), ωc is the carrier frequency and
ωl the information frequency. Substituting ui into the second term of Eq. (1.1), it is
found that the quadratic term generates signals at eight different frequencies, most
of them being intermodulation products located near twice the carrier frequency
(Weiner and Spina 1980). There are also signals at dc, at the information frequency
ωl , and at 2ωl . For negative-feedback amplifiers, it may often be assumed that the
signals at ωl , at 2ωl , and possibly at dc, are in the pass-band and that ωc and its
harmonics and intermodulation products are not. The in-band disturbing signals can
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Table 1.4 Overview of some legal wireless communication standards using periodically on-off
switched constant envelope waves (Anker 1995; Poole 2004)

Frequency Pmax Modulation T1 T det.
band (MHz) (W) type (μs) (ms) ffund. (Hz)

C2000/ 380 – 400 3 FDMA, 14167 56.667 17.65
TETRA TDMA

(π/4DQ)-
psk

GSM-900 870–960 2 FDMA, 577 4.615 216.68
TDMA

GSM-1800 1710–1880 1 FDMA, 577 4.615 216.68
TDMA

DECT 1880–1900 0.25 FDMA, 417 10.000 100.00
TDMA

not be distinguished from the desired signal and may obscure it. The dominating
disturbance is:

io = a2
û2

i

2

(
1 + m2

2

)
+ a2û2

i m cos(ωl)t + a2
û2

i

4
m2 cos(2ωl)t. (1.2)

Since ûi is smaller than 1 V and m ≤ 1, the disturbing signal at 2ωl is at least four
times smaller than the term at ωl and may therefore often be disregarded. The direct
current component may affect the integrity of the desired signal when dc is in the
information band. However, since the disturbing signal at ωl term is the largest, it
will have the most detrimental effect.

Frequency modulation (fm), phase modulation (pm), frequency shift keying (fsk),
and phase shift keying (psk) are modulation methods resulting in carrier waves with
a constant envelope, but with varying frequency resp. phase. The detected signal will
be at dc only (see Table 1.3).

To make more efficient use of the available frequency spectrum, digital communi-
cation systems frequently use techniques like time division multiple access (tdma)
and frequency division multiple access (fdma). tdma is used by the global system
for mobile communications (gsm) standard. tdma uses short bursts of carrier wave
interleaved by longer periods of silence, i.e., the carrier is switched on and off. Each
phone has a time slot T1 to transmit its message. If a time frame T has passed, the
phone may transmit again (Anker 1995). Table 1.3 shows that pulses are detected,
with T1 being expressed in fractions of π , where T is equivalent to the full 2π radians
of the sinusoid (the DC-term has been omitted, because it depends strongly on T1.).
For instance, in case of gsm, T1 = π

4 s and ωl = 1361.47 rad/s (216.68 Hz). Table 1.4
presents an overview of some wireless communication systems using periodically
on-off switching.

The gsm standard also uses fdma. Per time-frame the communication may switch
to another channel (Anker 1995); a higher or lower frequency. This frequency shift
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is relatively small compared to the mean frequency, so this frequency ‘hopping’ is
expected to give minor emi effects compared to tdma. Other digital communication
standards like c2000/terrestrial trunked radio (tetra) and digital enhanced cordless
telecommunications (dect) also use tdma or fdma.

The universal mobile telecommunications system (umts) is used to deliver multi-
media services to the user in the mobile domain (Dinan et al. 2002). It uses wideband
code division multiple access (w-cdma) as radio transmission technology. Two trans-
mission duplex techniques are used in umts, frequency division duplex (fdd) and
time division duplex (tdd) (Forkel and Jin 2002). Within the tdd operation, a trans-
mission is split into 10 ms radio frames (Dinan et al. 2002; Forkel and Jin 2002)
which may be detected and result in interference with a frequency of 100 Hz.

Bluetooth is a short range (0–10 m) wireless link technology aimed at replacing
cables that connect phones, laptops, etc. (Golmie 2006). It uses modulation types
like Gaussian frequency shift keying (gfsk), time division multiplexing (tdm) and
frequency hopping with 1600 hops/s. The latter may cause detection to occur (van
Dijk 2007), because the interference is not present at just one frequency, but at many
frequencies.

Wireless local-area network (lan) (IEEE 802.11a and g) and ultra wideband
(uwb) use (orthogonal) frequency division multiplexing ((o)fdm) (van Dijk 2007;
Maheshwari 2011). ofdm is a technique for transmitting data in parallel using a
large number of modulated carriers with sufficient spacing so that the carriers are
orthogonal. (o)fdm signals have a finite message length that depends on the data
rate. Consequently, frame frequencies in the range from 363 Hz and 2.1 kHz can be
expected, which may be detected (van Dijk 2007), causing interference.

The term uwb usually refers to a technology for the transmission of information
spread over an (−10 dB) operating bandwidth exceeding 500 MHz or 20 % of the
center frequency (FCC 2002). Different uwb technologies are used. The first is clas-
sical impulse radio technology (Cave et al. 2007), which is an on-off switching of the
ultra wide band signal. Its interference effect can be analyzed using the third equation
given in Table 1.3. The earlier mentioned ofdm technology is the second technology.
Two modulation schemes, multiple carrier ofdm and pulsed direct sequence code
division multiple access (ds-cdma) are used. Interference effects comparable to that
of wireless lan and Bluetooth can be expected (van Dijk 2007). The third technology
that is used, is uwb-fm using a low emission level (−41.3 dBm/MHz)(Chen 2007).
It uses double fm: a low-modulation index digital fsk followed by a high-modulation
index analog fm is used to create a constant envelope uwb signal (Gerrits et al. 2005).
Hence, a dc-shift may be expected resulting from uwb-fm interference.

Table 1.5 presents an overview of legal transmitters in the Netherlands. It shows a
variety of modulation types, transmitting power, and frequencies used. What interfer-
ence source will be dominating depends on the circumstances. If equal amplitude of
the interfering signal is assumed, constant envelope modulation (e.g., fm) is expected
to result in less disturbance than the other modulation types. Amplitude modulated
and on-off switched interference are expected to result in comparable values of
disturbance. In the following chapters of this work, interfering signals will therefore
be assumed to be am for reasons of simplicity.
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Table 1.5 Some legal transmitters in the Netherlands (Nationaal frequentieregister 2010). The
maximum allowed power in am-broadcasting depends on the licence. Maximum power (Radio 747
AM) is listed

Frequency Pmax Modulation
band (MHz) (W) type

Broadcast 0.15–26.1 <500 kW
AM

Amateur band 10.10–10.15 400
FM

Amateur band 10.10–21.45 400
AM

Amateur band 21.00–10.15 400
AM

Paging systems 26.1, 26.8875–26.9125 5W, 0.5
FSK

Amateur band 50.00–50.45 120
AM, FM

Broadcasting 87.5–108 ≤200 kW
FM

Amateur band 144–146 400
FM

Telemetry 433.05–434.79 10 m FM
Amateur band 430–440 400 FM
Bluetooth 2402–2480 0.1

GFSK, TDM,
frequency
hopping

Wireless LAN 2400–2483.5 (Golmie 2006;
Maheshwari 2011)

0.1 (O)FDM

5150–5825 (Chen 2007) 1
UWB 3800–8500 (Nationaal

frequentieregister 2010)
-41.3 dBm/MHz (O)FDM, FM

UMTS 1899.9–2164.7 (Nationaal
frequentieregister 2010)

0.125–0.250
W-CDMA, (Dinan et al. 2002)

FDD, TDD (Forkel and Jin
2002)

Note that non-intentional sources of interference may also cause emi due to enve-
lope detection5 while having relatively low values of ωc, e.g., mri and electrosurgery
equipment.

5 In the remainder of this work emi may be used as an abbreviation for envelope detection.
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1.6.1 Additional Circumstances Affecting Interference

The discussion so far has concentrated on the properties of the envelope of the
interfering signal. Besides the envelope being constant or not, the received power of
the interfering signal affects the amplitude of the disturbance. The received power
depends on the distance between source and emitter and the efficiency of the transfer
from the electromagnetic field to an interfering signal at the input of a nonlinear
device. Usually wires and cables (interconnects) attached to the receptor behave like
an antenna. The efficiency of the antenna behavior depends on the length of the
wires and the orientation to the electromagnetic field. Besides the antenna behavior
of the wires, the local field strength at the receptor is of importance. In practice,
it is an important quantity as it is relatively easy to measure and it is also used in
standards and regulations. The electromagnetic field strength (in the far field) can be
approximated with (Goedbloed 1993):

E =
√

Z0 PG

4πr2 , (1.3)

with E being the electric field component, Z0 the wave impedance of 120π �,
P the transmitted power, G the antenna gain and r the distance between source
and receptor. emc engineers often assume a G of 1.64 (i.e., antenna gain of a half-
wavelength antenna) when approximating the expected E-field.

Usually the distance between radio transmitters in, for instance, the am or fm
bands are located several tens or even hundreds of kilometers from the receptor.
At these large distances the chance of interference may be acceptably low. That is,
however, not always the case as was shown in a few examples in Sect. 1.3.

Nowadays, transmitters can also be found at relatively small distances from recep-
tors. For example, an increasing number of homes, offices, and hospitals are equipped
with some kind of mobile wireless communication system like WLAN or DECT,
etc. Personal communication systems are also widely used (GSM and UMTS). Due
to the mobility of the transmitter of these communication systems, it may come
in close proximity to a receptor and, despite the low transmission power (<3W, see
Table 1.4), interfere with it. Users of GSM cell phones, for instance, cause an audible
disturbance when operating at a small distance from an audio system.

1.7 Negative-Feedback Amplifiers

Electronic systems are widely used to transport and condition information from a
source to a destination. The source may, e.g., be any kind of sensor transferring
a physical quantity to an electrical current or voltage. The destination usually is a
transducer transferring an electrical voltage or current to another physical quantity.
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The information may be processed while being transported from source to load.
This processing may be done in a digital as well as in an analog way. Nowadays, most
of the signal processing is done digitally. The information exchange between sensor
and the system, however, is always analog and will remain analog in the future. The
load may be analog or digital.

This analog part usually involves some kind of amplification or filtering function.
Since amplification is perhaps the most basic electronic function, a linear negative-
feedback amplifier is assumed for the analog part of the electronic system in this
work. The goal of (negative-feedback) amplifiers is to increase the energy level of
information by multiplying it with a constant. While doing so, the fidelity of the
transfer from input to output of the amplifier has to be assured. Using a systematic
design approach (Nordholt 1993; Verhoeven et al. 2003), this is accomplished by
orthogonalization.

Firstly, the source and load are characterized. Usually the information is best
represented by either a voltage or a current. The source impedance is usually not
accurately known and might even be nonlinear. By assuring that the amplifier does
not significantly load the source, these inaccuracies and nonlinearities do not appear
in the transfer. If the load is also nonlinear or an inaccurately known impedance, the
correct choice (i.e., voltage or current) for driving this impedance with maximum
signal fidelity has to be made. From this characterization the required type of negative
feedback follows.

The active part of the amplifier consists of components that are capable of increas-
ing the energy level of a signal, i.e., transistors. Transistors are inherently nonlinear
devices and measures have to be taken to realize a linear transfer. This may be
accomplished by realizing the negative feedback using a linear resistor network.

The next step in the design process is to optimize the input stage for noise behav-
ior and the output stage for preventing clipping distortion. Then the bandwidth is
designed to meet the specifications. The complete design process and at what stage
emi aspects enter the design process are extensively dealt with in Chaps. 5 and 6.

1.7.1 A Classification of Errors in Negative-Feedback Amplifiers

The information handling capacity of negative-feedback amplifiers is constrained by
three fundamental limitations: noise, signal power, and bandwidth (Verhoeven et al.
2003).

The three fundamental limitations lead to deviations from the intended output
signal. Sometimes deviations from the intended output signal are called noise. Noise
is, however, too narrow a term. Because of the different origin of the deviations and
the (orthogonal) design steps that can be taken to minimize them, the term error will
be used instead of noise. Noise will be used for errors that are stochastic in nature.

Apart from these fundamental limitations, errors generated by interference exist
and they also negatively affect the information handling capacity of negative-
feedback amplifiers. For convenience, a classification of the errors and an indication

http://dx.doi.org/10.1007/978-3-319-00593-5_5
http://dx.doi.org/10.1007/978-3-319-00593-5_6
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if, and how, it is possible to minimize the errors from various origins is given. The
errors given all occur at the same time (except perhaps interference) and may interact.
Chap. 5 will present methods for minimizing the errors.

1.7.1.1 Errors Due to Noise

Noise is caused by stochastic processes in the circuit. Errors due to noise can be
divided into:

• signal amplitude independent noise
• signal amplitude dependent noise

Thermal noise comes from thermal agitation of electrons in resistive material and
is an example of signal independent noise. The spectral noise density for thermal
noise is given by the equation Suth = 4kT R, where k is Boltzmann’s constant, T is
the temperature in kelvin, R is the resistance, and S is the spectral density. Thermal
noise is also called Johnson or white noise in literature (Ott 1988) and has a Gaussian
distribution.

When noise depends on biasing conditions, it may also be signal dependent due to
small changes in the biasing due to the input signal. Some examples of these signal
dependent types of noise are: shot noise, excess noise, and burst noise.

Shot noise is associated with the uncertainty in a current of charge carriers crossing
a potential barrier, e.g., a p-n junction. The spectrum of this source is given by
Si = 2q I , where q is the electron charge and I is the barrier current. The spectrum
is flat as long as the transition time of the charge carriers is small with respect to the
reciprocal value of the frequency. Shot noise has a Gaussian distribution.

Every imperfect contact between two materials, such as switches and relay con-
tacts, but also carbon resistors and transistors show a noise component that depends
on the frequency (Verhoeven et al. 2003; Ott 1988). This noise contribution is called
excess noise and is due to the statistical variations in the conduction, due to an imper-
fect contact between two materials or due to generation and recombination processes
at the surface in semiconductor materials. The power density of these noise sources
is inversely proportional to the frequency. That is why excess noise is often called
1/ f -noise. It is described as Si = K1 I a fl

f b . The noise corner frequency fl is of
importance because at this frequency the excess noise is equal to the white noise.
K1 is a constant for a particular device, a is a constant in the range 0.5 to 2, b is a
constant of about unity (Gray et al. 2001) and I is the current.

Burst noise, also called popcorn noise, is found in some integrated circuits and
discrete transistors. The source of this noise is not fully understood, although it has
been shown to be related to the presence of heavy-metal ion contamination (Gray
et al. 2001). Gold-doped devices show very high levels of burst noise. The spectral
density of burst noise is of the form Si = K2 I c 1

1+(
f
fc

)2
. K2 is a constant for a

particular device, I is the bias current, c is a constant in the range 0.5 to 2 and fc is
the particular frequency for a given noise process. Burst noise is so named because

http://dx.doi.org/10.1007/978-3-319-00593-5_5
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an oscilloscope trace of this type of noise shows bursts of noise on a number (two
or more) of discrete levels. The repetition rate of the noise pulses is usually a few
kilohertz or less. If it is amplified and fed into a loudspeaker, it sounds like corn
popping, with thermal noise providing a background frying noise, thus the name
popcorn noise (Ott 1988).

In properly designed negative-feedback amplifiers, current changes due to the
input signal amplitude will not significantly change the bias conditions. But even
when the input signal modulates the bias current up to 100 %, the noise is affected
by (less than) only 2 dB. Signal dependent noise may therefore be neglected. The
mean noise contribution is thus determined by the bias current. An exception may
be a negative-feedback amplifier having a class-B stage as active part. For a class-B
amplifier the current through the active device and therefore the shot noise is directly
related to the signal level (van Staveren 1997).

In linear, time-invariant (negative-feedback) amplifiers all noise sources generated
by the transistors and feedback resistors can be transferred to an equivalent noise
source at the input. When the amplifier is properly designed, the input stage of the
amplifier has a much larger contribution to the equivalent noise source than the
subsequent stages. From the equation giving the equivalent noise source, the optimal
biasing current of the input transistor can then be calculated (Verhoeven et al. 2003).
The value(s) of the feedback resistor(s) are determined from both amplification and
noise constraints.

1.7.1.2 Errors Due to Input Signal Power

When a signal is applied to an amplifier, errors due to distortion may occur. Char-
acteristic for distortion is that frequency components can be found at the output that
are not found in the input signal. Two types of distortion can be identified: weak and
strong nonlinear distortion. Weak nonlinear distortion originates from the nonlinear
device transfers; strong nonlinear distortion from clipping.

Input signals with a small amplitude may cause weak nonlinear distortion
(Eq. 1.1). Strong nonlinear behavior resulting in clipping distortion is found when
signals are that large that they no longer fit between the supply rails or the current
driving capability of a stage is not sufficient (van Staveren 1997). As for an increasing
input signal the output signal no longer increases, the signal which is fed back no
longer changes and consequently the negative-feedback loop is broken. This severe
type of distortion results in loss of information.

The errors due to the input signal can therefore be divided into errors resulting
from:

• signals with small amplitude
• signals with large amplitude

Weak nonlinear distortion can be minimized by ensuring a small enough input signal
is being applied to the active device(s). By ensuring enough loop gain this input
signal can be made sufficiently small. Appropriate biasing of the amplifying stages
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is also beneficial for low weak nonlinear distortion (Lantz and Mattisson 2002a,b;
Lantz 2002; Verhoeven et al. 2003).

Clipping distortion can occur in every stage of the amplifier, but it most likely
that it will occur in the output stage where the signals are often the largest. It can be
avoided by ensuring large enough voltage and current driving capabilities.

1.7.1.3 Errors due to Bandwidth Limitations

The speed of any amplifier is limited. When considering a negative-feedback ampli-
fier it simply means that the output frequency components are not in correct propor-
tion for fast signals, i.e., the waveform changes. When considering speed limitations,
it is possible to distinguish between:

• small-signal speed limitations
• large-signal speed limitations

In case of small signals it is found that, from a certain frequency, the poles in the trans-
fer begin to dominate and start to introduce errors, i.e., the bandwidth of the transfer
is limited. Since this is caused by the gain being not constant with frequency, this
kind of distortion is called frequency distortion or linear distortion (Carlson 1986).
Linear distortion in negative-feedback amplifiers can be minimized by ensuring a
large enough bandwidth.

Application-specific negative-feedback amplifiers often have two (complex) dom-
inant poles determining the small-signal bandwidth. Depending on the positioning
of the (complex) poles, errors due to overshoot may result in the frequency domain
and in the time-domain. By forcing the poles in ‘maximally flat magnitude’ or But-
terworth positions, overshoot in the frequency domain can be avoided. Overshoot in
the time domain (transient response) can be avoided by forcing the poles into Bessel
positions.

Large signals force large current swings to occur in the amplifier. Capacitances
in the active part of the amplifier limit the speed of the voltage swings. At a certain
amplitude and frequency of the signal, the speed at which the capacitances can be
charged and discharged is not sufficient enough and slew-rate limiting occurs.6 Slew-
rate is defined as the maximum rate at which the output voltage can change (Franco
1988). To guarantee the required large-signal or full-power bandwidth, the slew-rate
has to be large enough by assuring adequate current driving capabilities.

6 The dual discussion holds for inductances. Inductances are nowadays hardly used in negative-
feedback amplifiers, because they are usually bulky and far from ideal. They are therefore disre-
garded when dealing with amplifier design in this work.
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1.7.1.4 Errors due to Interference

Interference may lead to disturbing signals at the input of the amplifier. Once again,
a distinction can be made between small-signal disturbances that are either in-band
or out-of-band, and large disturbing signals.

When the disturbing signal lies within the bandwidth of the amplifier, it is
processed as if it is the intended signal, and thus subject to the same limitations
as the intended signal. It can not be distinguished from it.

The effects of small disturbing signals with frequencies higher than the bandwidth
have been investigated in Sect. 1.6. The main conclusion is that DC shifts and low-
frequency components related to the envelope of the carrier wave are present at the
output of the amplifier. These signals are undistinguishable from the intended signal
and also subject to the same limitations. Errors due to a small-signal out-of-band
disturbance result from weak nonlinear behavior, just as nonlinear distortion. In fact,
it may be regarded as a form of nonlinear distortion.

Large disturbing signals have the same effect as large intended signals; it may
result in clipping and/or slew-rate induced distortion.

1.7.2 Signal-to-Error Ratio

The designer’s concern is to minimize errors because they limit the signal handling
capability. Small signals, for example, might be lost in noise, or be obscured by
distortion products from another larger signal or by disturbing signals. Effort has to
be made to make the intended signal large compared to these errors. The ratio of the
intended signal and the errors, the signal-to-error ratio (ser), can be regarded as a
figure of merit of the signal handling performance of an amplifier for a given input
signal and electromagnetic environment.

Assuming weak nonlinear behavior, the signal-to-error ratio at the output of an
amplifier is given by:

SE R = S1

Sn,eq + S2 + S3 + Sd + Senv
, (1.4)

where S1 is the power of the desired signal. The subscript denotes the harmonic
of the signal. Sn,eq gives the total power of the noise generated by the negative-
feedback amplifier. S2 and S3 represent the power of the second and third harmonic,
respectively, of the desired signal.7 A disturbance is represented by Sd for the rms
power of a signal in the bandwidth and by Senv for the rms power of the detected
envelope variations from a disturbance (much) larger than the bandwidth.

7 The contributions of the amplitude of the second and/or third harmonic are assumed to be so
much larger than the higher harmonics that it is common practice to limit the analysis to the third
harmonic.
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Under the (noise) conditions given in Subsection 1.7.1, it is reasonable to assume
that noise will not have a significant effect on distortion and emi behavior, and vice-
versa. Distortion due to the intended signal will show no correlation with the effects
due to disturbances (and vice-versa) since they originate from different sources. Sd

and Senv both originate from disturbance(s) (which may be from different interfering
sources), but the disturbances causing both are separated in the frequency domain,
so there is no correlation. All errors in Eq. (1.4) are therefore uncorrelated.

In Eq. (1.4) the commonly known signal-to-noise ratio (snr) S1/Sn,eq and the,
somewhat less known, signal-to-distortion ratio S1/(S2 + S3) can be recognized. The
signal-to-distortion ratio represents the relative distortion level in a similar manner
as the snr represents the relative random noise level. The snr in a linear negative-
feedback amplifier can be maximized through the separate optimization of the max-
imal tolerable signal power and the generated noise power (Verhoeven et al. 2003).
Weak nonlinear distortion can be minimized by ensuring enough loop gain and appro-
priate biasing of the amplifying stages (Lantz and Mattisson 2002a,b; Lantz 2002;
Verhoeven et al. 2003).

The signal-to-disturbance ratio is the desired signal power S1 divided by the power
of the signals resulting from the interfering signal Sd + Senv. Chapters 2 and 5 will
present measures to reduce Sd + Senv.

1.8 Design for Electromagnetic Compatibility

Malfunctioning of equipment due to lack of emc has a large impact on society
because it may result in nuisances (e.g., radio programmes on the telephone) or life
threatening situations (e.g., failing apnea monitoring systems). The examples given
in Sect. 1.3 highlight that. emc should therefore be part of the design process.

Some work on incorporating emc into the design process has been done. For
example, a general method for systematically designing electromagnetically com-
patible electronics is presented in (Reitsma 2005), and design techniques specifically
aimed at the reduction of radiated electromagnetic fields are presented in (Leferink
2001). A systematic design method specifically aimed at realizing a specified ser
(thus including emi) of application specific negative-feedback amplifiers has not been
available up to now.

As far as emc in the design of amplifiers is concerned, it is stated in literature
that high-frequency emi should not reach the input of the amplifier because it is very
difficult to calculate the resulting errors in advance (Goedbloed 1993). Typically, emc
textbooks therefore concentrate on filtering at the input of the amplifier (Goedbloed
1993; AD 1993; Ott 2009) and filtered, balanced input configurations (Williams
1996) to realize an acceptable ser. Unfortunately, this means that an input filter
is realized without any knowledge of the emi behavior of the amplifier itself. This
results in design by trial and error, which should be avoided. Although filtering can
give good results, there are other drawbacks. Filtering may degrade stability, worsen

http://dx.doi.org/10.1007/978-3-319-00593-5_2
http://dx.doi.org/10.1007/978-3-319-00593-5_5
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the noise behavior and, in case of balanced amplifier configurations, deteriorate the
common-mode rejection ratio (Williams 1996).

The purpose of this work is to present a design method for realizing the specified
ser when (high-frequency) emi reaches the input of the amplifier by decreasing the
susceptibility of the amplifier itself. When it is found that the amplifier susceptibility
can not be made low enough, the effects of an input filter can be examined by
incorporating it in the calculations made during the design process. The filter can now
be optimized for the specified susceptibility, without degrading noise performance or
stability. The method presented may be regarded as additional to existing measures
to reach emc.

1.9 Outline of this Book

Chapter 2 will give methods to determine disturbance amplitudes at the input of
an amplifier due to electromagnetic waves that couple into the interconnect and
measures for reducing this disturbance are also presented. From this it follows how
much immunity has to be designed into the negative-feedback amplifier. Since we are
primarily interested in disturbance due to out-of-band interference (which is often
caused by sources located far away), crosstalk will not be discussed.

emi effects like dc-shifts and am detection in negative-feedback amplifiers result
from nonlinear behavior of components. Nonlinearities will therefore be investigated
in detail and models for nonlinear behavior of active components will be presented
in Chap. 3. Single active devices often behave rather poorly, e.g., regarding their
high-frequency and nonlinear behavior. Special combinations of stages, the cascode
and the differential stage, have therefore been developed. The cascode stage has
improved high-frequency and the differential stage improved nonlinear behavior.
Both combinations of stages are extensively dealt with in Chap. 4.

The design method for negative-feedback amplifiers with specified ser will be
presented in Chaps. 5 and 6. It will enable the designer to design for an accurate
signal transfer, and also for noise, bandwidth, and emi behavior. Chapter 7 presents
the verification of the design method by presenting examples of realized amplifiers
and their measured susceptibility. Finally, Chap. 8 presents the conclusions.
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Chapter 2
Decreasing the Disturbance Coupled
to Amplifiers

Since the amplifier is often the first signal processing stage in a system, it is likely that
it may be subjected to the highest levels of disturbance, although the signal level at its
input is still low. The signal-to-error ratio (ser) may therefore be degraded severely
and these losses in ser can not be compensated adequately by other signal processing
stages. Therefore, this work concentrates on presenting design strategies for negative-
feedback amplifiers with reduced emi susceptibility. Moreover, it is assumed that the
subsequent signal processing stages are less susceptible to disturbances, and that the
disturbance level in these stages is lower.

Analysis is an important part of design. To analyze em compatibility, the design is
split in two parts: circuit components and interconnects (Reitsma 2005; Canavero et
al. 1990). The (active) circuit components1 are responsible for nonlinear distortion
of signals and envelope detection, which is analyzed with network theory. The inter-
connects are mainly responsible for disturbing signal transport, which is analyzed
using electromagnetic field analysis. This chapter will present methods to estimate
the disturbing signal in the interconnect(s) for a given em environment, and measures
for reducing this disturbance.

Section 2.1 presents a discussion about coupling of electromagnetic fields to the
interconnects of negative-feedback amplifiers. Properties of the interconnect and
their effect on the intended signal transfer is discussed in Sects. 2.2, 2.3, 2.4, and
2.5, while methods to estimate the amount of disturbance induced in an interconnect
connected to an amplifier are presented in Sect. 2.6. The disturbance can be common-
mode, which may be transferred to a differential-mode disturbance. This effect, and
some measures for reducing common-mode disturbances are described in Sect. 2.7.
Disturbances can also be reduced by using a conductive shield. Shield design is
therefore discussed in Sect. 2.8. Finally, Sect. 2.9 presents the conclusions.

1 Practical resistors, capacitors and inductors also show non-ideal behavior, specifically at higher
frequencies. Their non-ideal behavior is extensively dealt with in textbooks, e.g., (Meijer 1996;
Goedbloed 1993; Ott 2009), to which the interested reader is referred. Possible nonlinear behavior
of passive components, e.g., electrolytic capacitors are not investigated, but may be analyzed with
the methods presented in this work.

M. J. van der Horst et al., EMI-Resilient Amplifier Circuits, 27
Analog Circuits and Signal Processing, DOI: 10.1007/978-3-319-00593-5_2,
© Springer International Publishing Switzerland 2014



28 2 Decreasing the Disturbance Coupled to Amplifiers

2.1 Coupling of Electromagnetic Fields

In principle em-fields can be coupled to the negative-feedback amplifier by coupling
to the source, the interconnect between the source and amplifier, the amplifier, the
interconnect between the load and amplifier, the load, and the interconnect to the
power supply as Fig. 2.1 shows. The resulting disturbance is depicted by voltage and
current sources (Paul 1992). Source Es may be a voltage or current signal source, and
Zl is the load impedance. Note that the depicted disturbance sources are differential-
mode sources. Common-mode disturbances may also occur, but are not shown in
Fig. 2.1.

Designing for low emi susceptibility is equivalent to minimizing the disturbing
sources and/or decreasing their adverse effect on the signal-to-error ratio (ser).

It may be expected that the loop formed by source, interconnect, and the input
of the amplifier and the output loop consisting of the amplifier, interconnect, and
load, respectively, are much better receptors for em-fields than the amplifier. The
latter usually has small dimensions and may be shielded or assumed to be shielded
in the first design stages. Therefore, the design problem is simplified at this stage by
assuming that interference picked up by the amplifier itself is negligible compared to
that picked up by loops formed by the interconnects. The validity of this assumption
has to be checked later in the design process and (if necessary) measures have to be
taken to ensure that it is valid.

Interference reaching the amplifier via the input interconnect can not be distin-
guished from the intended signal when it is in the passband of the amplifier. For an
ideal amplifier, no adverse effects exist when the disturbance is out-of-band. As was
discussed in Chap. 1, practical amplifiers will show adverse effects that are quadrat-
ically dependent on the disturbing signal reaching its input.

E s

u dist1 u dist2

u dist3

U supply

i dist1 i dist2

i dist3

Z L

Fig. 2.1 Interference coupling to an amplifier with source, load, power supply, and associated
interconnects

http://dx.doi.org/10.1007/978-3-319-00593-5_1
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For the ideal amplifier, interference pick-up at the output-load interconnect results
in an addition of the disturbance to the load signal. Usually the disturbance is much
smaller than the intended signal. Some of the disturbance will be transferred to the
input in practical amplifiers, where its effect will be the same as in the case where
interference is coupled directly to the input. The disturbance caused by interference at
the output may expected to be smaller compared to disturbance at the input, because
some attenuation of the disturbance may be expected to occur in the transfer from
output to input. Therefore, emphasis in this work is placed on the disturbance at the
input of the amplifier, where its adverse effect is maximal.

In both the case of the ideal and the practical amplifier, the disturbing signal
in the passband can not be distinguished from the information signal. Fortunately, a
disturbance usually gets noticeable at higher frequencies, as will be shown in the next
section. On top of that, measures to decrease the em-coupling are usually effective
at low frequencies and may become less effective at high frequencies (out-of-band).
It may therefore be possible that the disturbance generated in the passband is still
small enough to maintain the ser. The out-of-band interference may, however, cause
deterioration of the ser.

In the remainder of this chapter we concentrate on determining the total disturbing
signal at the input of an ideal amplifier. This disturbing signal gives the in-band ser
to be expected directly and is also used in Chaps. 5 and 6 to determine the ser due
to envelope detection.

Finally, interference may be coupled to the power supply interconnect. For a bal-
anced power supply the resulting disturbance is balanced out and does not degrade
the system performance. When the balancing is not ideal, or when there is no balanc-
ing at all, the disturbance may hamper system performance. For the power supply,
however, the signal of interest (i.e., dc voltage/current) and the disturbance are well
separated in the frequency domain. Filtering at low frequencies (e.g., a few Hz), is thus
a powerful method to prevent disturbances on the power supply that hamper the ser.

2.1.1 Coupling Mechanisms

As was discussed earlier, the interconnects are responsible for transport of both
the desired information and disturbance. The latter may also be called erroneous
information or error(s) for short.

Errors in negative-feedback amplifiers can be divided in: errors due to noise,
errors due to signal power, errors due to bandwidth limitations, and errors due to
interference, as discussed in Chap. 1. Errors due to noise and signal power are mainly
determined by the implementation of the negative-feedback amplifier. Apart from the
negative-feedback amplifier bandwidth limitations and interference induced errors
are also affected by the interconnect. The errors due to bandwidth limitations and
interference caused by non-ideal behavior of the interconnects are discussed in this
chapter.

http://dx.doi.org/10.1007/978-3-319-00593-5_5
http://dx.doi.org/10.1007/978-3-319-00593-5_6
http://dx.doi.org/10.1007/978-3-319-00593-5_1
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An ideal interconnect does not have any resistance and does not receive or radiate
electromagnetic fields. The ideal interconnect is commonly used in drawing schemat-
ics. It is just a line that forms a node for the various components connected to it, and it
does not affect the signal transfer in any way. Real interconnects do affect the signal
transfer, radiate and receive electromagnetic fields, and therefore a model describing
these effects on the signal transfer is required. The model of the interconnect should
be as simple as possible, yet it should be able to predict errors due to bandwidth
limitations and interference caused by the interconnect with reasonable accuracy.

The resistance and loss of electromagnetic fields may cause bandwidth limitations
and linear distortion to occur in interconnects. Reception of electromagnetic fields
cause disturbances (errors) to be induced in the interconnect. In this work it is assumed
that the interconnect has to be designed so that it does not introduce bandwidth
limitations, i.e., it does not degrade the bandwidth specifications, and it does not
introduce unacceptably large errors due to interference.

Simple models for the interconnect are presented in Sects. 2.2–2.6. These models
can be used to analyze the generation of errors in the interconnect. They will be used
to determine the remaining variables in the design of the interconnect such that for
a given source, information domain and interference, a certain minimal ser can be
maintained.

2.2 Electrical Model of the Interconnect

Any interconnect, whether it is a two-wire line, a coax cable, or a pair of traces on
a printed circuit board, in essence is a two-port and thus shows a transfer between
the input and output ports, and an impedance. The resistivity (ρ) of the conductor
material causes the conductors to have a resistance that depends on the dimensions of
the interconnect. The skin effect causes an ‘ac’ component to occur in the resistance
that increases with the square root of the frequency (Paul 1992).

The current flowing in the conductor generates magnetic fields both around and
inside the conductor, resulting in an external inductance (i.e., the self inductance)
and an internal inductance, respectively. This internal inductance is usually negli-
gible compared to the external inductance (Paul 1992). Charge distributed over the
conductor surface result in an electric field, resulting in a capacitance. The resistance,
capacitance and inductance of the interconnect may result in errors in the information
transfer due to bandwidth constraints or when reflections of the signal occur.

Interconnects, and complete systems can, based on their dimensions, be divided
in electrically-small and electrically-large interconnects. ‘Large’ in the case of inter-
connects (and even complete systems) means that the dimensions of the interconnect
become comparable to or greater than the wavelength, λ, of the signal. For engineer-
ing purposes, an interconnect is electrically-large when it is larger or equal to λ/10
(Goedbloed 1993). Smaller interconnects (i.e., <λ/10 in length) are regarded to be
electrically-small. The signal may be both intended and parasitic due to a disturbance.
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Note that the same interconnect can be small for the intended signal but large for the
disturbance, or vice-versa. The latter is not considered in this work.

Coupling of a disturbance depends on the distance between the interference source
and the receptor. Here, two cases can also be distinguished since the distance (d)
can be electrically-small or electrically-large. A distance is large when compared to

the antenna size (Reitsma 2005); d ≥ 2D2/λ, with D being the maximum overall
antenna dimension (Sinnema 1988). In the case of small dipoles, the distance becomes
large at an approximate value of λ/(2π) (Goedbloed 1993). Distance d is then large
when d ≥ λ/(2π). The latter boundary is usually used in emc engineering.

When d is small, the coupling is considered near-field, and when d is large, a
far-field coupling problem (Paul 1992; Goedbloed 1993). The near-field coupling
can be represented by a coupling capacitance and a mutual inductance. This is not
the case for far-field coupling as the electromagnetic wave propagation has to be
considered in that case.

For the coupling of interference, four different situations can be distinguished.
When we take the length L of the interconnect as representative for the dimensions
of the interconnect, we have (Reitsma 2005):

1. both L and d are small
2. L is small and d is large
3. L is large and d is small
4. both L and d are large

Case 1 results in coupling to a lumped element model representation of the intercon-
nect via mutual inductance (M12) and a coupling capacitance (C12) (Paul 1992), see
Fig. 2.2a. The distributed resistance of the interconnect is represented by a resistance
(R), the inductance and capacitance by L and C , respectively, and the conductance
between the conductors by G. Coupling of disturbance via mutual inductance and
coupling capacitance is often called crosstalk.

The second case (2, above) represents plane wave coupling to a small interconnect.
In this work only the receiving small interconnect is considered. It is assumed that
the designer can not do anything to reduce the interference generated by emitters at a
large distance. The plane wave induces a voltage (represented by voltage source, u)
and a current (represented by current source, i) in the lumped element model of the
interconnect, as depicted in Fig. 2.2b. The plane wave is represented three vectors−→
E ,

−→
H , and

−→
S , being the electric field, the magnetic field, and the Poynting vector,

respectively. The disturbance induced by the plane wave is represented by a single
voltage (u) and current source (i) (Paul 1992). Estimating the effects of plane wave
coupling on electrically-short interconnects is discussed in Sect. 2.6.1.

Case 3 gives coupling via distributed mutual inductance and coupling capaci-
tance to transmission lines. In the case of transverse electromagnetic (tem) field
propagation, the fields have no component parallel to the uniform line conductors
(Paul 1992; Sinnema 1988; Smith 1977). The model of an electrically-long intercon-
nect suffering from near-field disturbance is shown in Fig. 2.2c (Reitsma 2005). The
‘uniform’ property of a transmission line refers to the constancy of the conductor
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Fig. 2.2 Representations of both electrically-small and large interconnects suffering from interfer-
ence due to crosstalk (2.2a, 2.2c) and plane wave coupling (2.2b, 2.2d). a Lumped representation
of an electrically short interconnect. Crosstalk is represented by a lumped capacitance C12 and
mutual inductance M12 to an interference source, which is depicted by the dotted line. b Lumped
representation of plane wave coupling to an electrically short interconnect. The disturbance induced
by the plane wave can be represented by a voltage and current source. c A uniform electrically-long
interconnect suffering from crosstalk can be modelled by a cascade of infinitesimal length (dl)
sections of the interconnect. d A uniform electrically-long interconnect suffering from plane wave
interference can be modelled by a cascade of infinitesimal length (dl) sections of the interconnect

geometry (spacing and cross-sectional area), conductor material, and the surround-
ing dielectric medium over the length of the line (Smith 1977). The interconnect and
its electrical properties are represented by a cascade of small sections (dl) of the
interconnect. The same holds for the coupling parameters M12 and C12.

Solving the transmission line equations (Paul 1992; Sinnema 1988; Smith 1977)
results in the familiar expressions for the characteristic impedance (Z0) and the
propagation constant (γ ). Equations for determining the crosstalk in electrically-
long interconnects are presented in Paul (1992) and Reitsma (2005). In this work,
we are interested in disturbance due to out-of-band interference. Since out-of-band
interference is often caused by sources located far away, crosstalk is not discussed
in this work. The interested reader is referred to literature for measures to decrease
crosstalk, e.g., (Reitsma 2005; Paul 1992; Ott 2009).
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Finally, case 4 often depends on solving Maxwell’s equation numerically. For
some specific cases, like coupling to an isolated resonant antenna, analytical results
are available, e.g., (Orfanidis 2004; Sinnema 1988; King 1956). The coupling of
electromagnetic waves to (cylindrical) antennas for various frequencies (i.e., also
non-resonant frequencies) may be determined by approximate equations given in,
e.g., (King 1956). In this work it is assumed that no isolated antennas (i.e., inter-
connects) occur. This means that a conductive (ground) plane is present at a small
distance away from the interconnect. For this situation, analytical closed form equa-
tions exist (Smith 1977) and will be presented in Sect. 2.6.2. Equations that also take
nonuniformities of the interconnect into account can be found in Haase (2005), but
will not be presented here for reasons of simplicity.

Fig. 2.2d depicts the electrically-long interconnect that is subjected to a plane
wave. The effects of an interfering plane wave are now represented by the combined
effects of infinitesimal voltage and current sources (udl and idl, respectively) (Paul
1992). Section 2.6.2 presents equations giving the total amount of disturbing current
or voltage at the terminals of the interconnect. The combined effect of all sources
(and the characteristic impedance) is thus taken into account in these equations.

The (lumped model) parameters R, L , C , and G can be determined from the
equations presented in Table 2.1. Conductance G may often be neglected in practical
cases, since ωC � G, and R may often be neglected because it is smaller than
the source impedance in most practical cases. These conditions are assumed in the
remainder of this chapter.

2.3 Intended Signal Transfer in Electrically-Small Interconnect

When the interconnect is electrically-small, its behavior can be modelled using
lumped elements, as was shown in Sect. 2.2. However, the way the lumped compo-
nents are connected depends on the terminating impedances. Since an interconnect
can be terminated at both sides, there are two terminating impedances. The two termi-
nating impedances result in four extreme cases: both Z1 and Z2 are low (e.g., a short
circuit), both Z1 and Z2 are high (e.g., an open connect), Z1 is low and Z2 is high,
and Z1 is high and Z2 is low. These four combinations result in four lumped models
of the interconnect (see Fig. 2.3). Note that the lumped components are connected in
such a way that their effect on the signal transfer is maximal.

When it is assumed that Z1 represents the impedance of the signal source and Z2
the load of the source (i.e., the input impedance of the amplifier), it may easily be
identified that Fig. 2.3a represents the model of an interconnect of a current processing
amplifier and Fig. 2.3b represents the model of an interconnect of a voltage processing
amplifier. Figures 2.3c and d represent situations that usually will not occur in case
of negative-feedback amplifiers. They may, however, occur when emc measures
are taken, e.g., a shielding conductor connected to the reference via short circuits
(Z1 = Z2 = 0), or a floating interconnect (Z1 = Z2 = ∞).
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Fig. 2.3 The lumped model that best represents the electrical behavior of an electrically-small
interconnect depends on the terminating resistances. a Lumped model of interconnect in case Z1 is
high and Z2 is low. b Lumped model of interconnect in case Z1 is low and Z2 is high. c Lumped
model of interconnect in case Z1 and Z2 are both low. d Lumped model of interconnect in case Z1
and Z2 are both high

The inductance, capacitance, and resistance of the interconnect depend on its
dimensions. The smaller the dimensions, the smaller the values of these lumped
components become. The maximal dimensions of the interconnect therefore follow
directly from the bandwidth requirement.

For example, consider a voltage domain information channel. Impedance Z1 is
the source impedance and is taken to be the source resistance Rs for simplicity. Z2 is
the input impedance of a voltage processing amplifier and is therefore ideally infinite.
The transfer of the interconnect equals

Hu(s) = 1

s2LC + s(RsC + L
Z2

) + 1 + Rs
Z2

≈ 1

s2LC + s RsC + 1
. (2.1)

From this equation it follows that the bandwidth, B, of the transfer is estimated as2

B ≈ 1
2π RsC in most practical cases. For the bandwidth of the interconnect to have a

negligible effect on the signal transfer and processing, it should be designed so that
it is ≥5 times the bandwidth of the amplifier. From this requirement the maximal
dimensions of the interconnect can be determined (see Sect. 2.5).

The solid line in Fig. 2.4 shows Hu of an electrically-short interconnect in case
L equals 1 μH, C equals 4 pF and the source impedance is a resistance Rs of 1
k�. The interconnect has no adverse effect on the signal transfer at low frequencies.
The capacitance of the interconnect and the source resistance limit the bandwidth to

2 When the current domain channel is evaluated, the same approximation for the bandwidth of the
interconnect is found. The assumptions are now: Z2 is ideally zero, and when not zero much smaller
than Z1. Z1 is for simplicity also taken equal to the source resistance Rs .
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Fig. 2.4 Transfers of two voltage domain channels with the same inductance and capacitance
values (1 μH and 4 pF, respectively). The source impedance is Zs = 1 k� and the amplifier’s input
impedance Zin = ∞. The solid line depicts the Bode plot of the electrically-short channel. The
dashed line depicts the Bode plot of an electrically-long channel with length L of 1 m and Z0=
500 �

about 39.8 MHz. Transfer Hu decreases at a rate of 20 dB/dec for frequencies higher
than the bandwidth. L does not affect Hu in the depicted frequency range.

2.4 Intended Signal Transfer in Electrically-Large Interconnect

The generally used name for a long interconnect is transmission line. The equations
describing the behavior of long interconnects are therefore called transmission line
equations. Both characteristic impedance, Z0 and propagation constant, γ , determine
the behavior of an electrically large interconnect.

Z0 is given by Sinnema (1988), Smith (1977):

Z0 =
√

R + jωL

G + jωC
. (2.2)

The resistance per meter is given by R, the inductance per meter by L , the conduc-
tance per meter by G, and the capacitance per meter by C . For frequencies ωL � R
and ωC � G, the characteristic impedance reduces to Z0 = √

L/C . Note that com-
pared to an interconnect without insulation, the Z0 of an interconnect with insulation
around the conductors is a factor

√
εr lower, because C is the same factor larger. R,

G, L , and C can be determined for various long interconnects with the equations
presented in Sect. 2.5 (Table 2.1).

Propagation constant γ is defined as
√

(R + jωL)(G + jωC) = α + jβ, where
α is the attenuation constant and β is the phase constant of the transmission line. It
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gives a measure for the attenuation and phase shift that a signal experiences while
traveling across the transmission line.

The attenuation constant α represents dissipative losses in the conductors and in
the dielectric medium and is for low loss lines given by α = R

2Z0
+ G Z0

2 (Smith 1977).
Resistance R increases with the square root of the frequency due to the skin effect
(see Table 2.1). The equation for α is in Np/m. In dB/m it is 20 log e × α ≈ 8.686α

(Sinnema 1988). The dielectric losses represented by G increase proportional to
frequency. The phase constant β equals ω

√
LC = ω

√
μ0μrε0εr (Sinnema 1988;

Smith 1977).
At high frequencies, α may be dominated by inhomogeneities in the cable con-

struction giving much higher attenuation than that predicted by this simple equation.
For example, the loss at mobile telecommunication frequencies is about 0.2–2 dB/m,
but losses over 10 dB/m have also been reported (Flintoft 2013).

In electrically-large interconnects it is impossible to work in either voltage or
current domain, because after traveling a quarter wavelength, a voltage becomes a
current signal and vice-versa (Reitsma 2005). Since the power remains constant,
power should be the domain of the information. Therefore, the impedances of the
signal source (Zs), the interconnect, and the input of the amplifier (Zin) should match
to ensure constant power transfer. The impedance of an electrically-large interconnect
is called the characteristic impedance (Z0). When Zs = Z0 = Zin , the interconnect
is properly terminated (Smith 1977).

Ideally, the input impedances of voltage and current amplifiers are infinite and
zero, respectively. Infinite or zero impedances prevent power transfer, and therefore
the signal will be reflected, resulting in distortion.3 To prevent this, the information
channel should be terminated by adding, e.g., series or parallel resistances in the cur-
rent and voltage domain channel, respectively, or by applying a dual-loop negative-
feedback amplifier with input and output impedances matched to the impedance of
the interconnect. However, matching the (input) impedance of the amplifier to the
characteristic impedance of the interconnect has some drawbacks.

Firstly, the voltage or current source impedance ends up in the transfer of the
amplifier. An inaccurate or even nonlinear source impedance, causes the transfer to
be inaccurate. This should therefore be avoided.

Secondly, most information sources (should) operate either in the voltage or cur-
rent domain and thus require either voltage or current domain transport of the signal,
i.e., the source should be terminated either with an infinite or zero impedance in
the frequency band of the information. Note that from this discussion follows that
the signal source impedance usually does not match the characteristic impedance of
the interconnect either.

For frequencies well above the passband, both terminating impedances could be
made equal to the characteristic impedance by shunting the terminating impedance
with a capacitively-coupled resistance of the appropriate value. This may have detri-
mental effects on the noise performance of an amplifier, so this should be carefully

3 Practical amplifiers do not have either zero or infinite input impedance, but values much lower or
higher than Z0 can be expected. Therefore, reflections will still occur.
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checked. Besides, source impedances are often characterized by a capacitive behav-
ior at high frequencies. This makes it hard to accomplish a proper termination. We
therefore limit this work to voltage and current domain signal transport.

For illustration purposes, it is shown what the consequences are of employing an
electrically-large interconnect for transferring a voltage-domain signal. A compara-
ble discussion holds for the current-domain channel. The transfer of the large inter-
connect between the source to the input of the voltage amplifier, Hu , is (Smith 1977)

Hu = Z0 Zin

(Z0 Zs + Z0 Zin) cosh (γL ) + (Z2
0 + Zs Zin) sinh (γL )

, (2.3)

with γ being the propagation constant, L the length of the interconnect, and Z0
its characteristic impedance. Zs and Zin are the source impedance and the (ideally
infinite) input impedance of the voltage amplifier, respectively.

The signal integrity may be seriously hampered in case of electrically-large inter-
connects. Because impedances Zs and Zin do not match the characteristic impedance
of the transmission line, reflections occur in the interconnect. Transfer Hu now shows
resonances and anti-resonances, instead of a smooth 20 dB/dec roll-off as in case of
the short interconnect (see the dashed line in Fig. 2.4). Although not clearly visible
in a Bode diagram, the sign of the voltage reaching the amplifier may even become
opposite to the sign of the voltage at the source, causing severe errors.

The first resonance4 occurs at the frequency at which the interconnect length
equals a quarter of the wavelength of the information. The following resonance fre-
quencies occur at odd multiples of this frequency; fres = nc

4L , with n = 1, 3, 5 · · · ,
and c being the speed of light. The attenuation of the information that occurs at the
resonance frequencies depends on Z0. Lower values of Z0 cause larger attenuation
values than higher values of Z0. At the anti-resonance frequencies ( fanti−res = nc

4L ,
with n = 2, 4, 6 · · · ) the transfer from source to input voltage is about unity, when
the attenuation constant is low.

To ensure signal integrity, interconnects should never become electrically-large
with respect to the wavelength of the highest frequency of the information it has to
transfer. The maximal dimension (length) of an interconnect should be designed to
be smaller than λ/10. This limitation is not a problem for the amplifiers dealt with in
this work. These special purpose negative-feedback amplifiers are assumed to have
a moderate bandwidth, up to several tens of MHz.

2.5 Parameters of Interconnects

For small interconnects, the lumped model parameters are of importance, and for
large interconnects the characteristic impedance and the propagation constant are of

4 The same convention as in Sinnema (1988) is used. High impedance or parallel resonant com-
parable transfers are called anti-resonant, whereas low impedance or series resonant comparable
transfers are called resonant.
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(a)
(c) (d)

(d) (f)

(b)

Fig. 2.5 Some often encountered interconnects. a Two-wire line. b Wire over plane. c Coax. d
Two-wire coax structure. e Coplanar strips. f Microstrip

importance. Deriving the equations for these parameters is beyond the scope of this
work. Besides, these equations are presented in literature for several types of inter-
connects. For convenience, Fig. 2.5 shows some commonly encountered intercon-
nects, and Table 2.1 presents equations for determining their parameters. More can
be found in literature, e.g., (Leferink 2001; Leferink and van Doorn 1993; Leferink
1995; Reitsma 2005; Paul 1992; Kaden 1959).

In all equations for R, the skin depth (represented by δ) occurs. The skin depth
is given by δ = √

2ρ/(μω) (Goedbloed 1993), with ρ being the resistivity of the
conductor material, ω the angular frequency and μ = μ0μr , with μ0 being the per-
meability of free space, and μr the relative permeability. The resistance thus increases
with (the square root of the) frequency. In most practical cases, the external induc-
tance (due to L) will be larger than the frequency dependent part5 of R, and therefore,
the latter effect may thus be disregarded. An exception may be a broad microstrip
line; its ‘ac’ resistance is not negligible to the external inductance (Leferink 1996).

Conductance G is calculated from the capacitance C and the loss tangent tan δ1
(third column of Table 2.1) (Orfanidis 2004). The latter represents the power loss of
the dielectric of the insulating medium between the conductors. It is equal to 1

ρωε0εr
,

where ρ is the usually large specific resistance of the medium and εr is the relative
permittivity of the medium. When the medium is formed by a loss free medium, e.g.,
vacuum, tan δ1 equals zero. For an impression of the order of magnitude of a good
insulator: the loss tangent tan δ1 of a typical polyethylene or teflon dielectric is of the
order of 0.0004–0.0009 up to about 3 GHz (Orfanidis 2004). Conductance G will be
much smaller than ωC in practical cases, and may therefore be disregarded during
design.

5 The low resistivity of conductors cause a low value of R at dc, which increases with
√

ω. Evaluation
of the equations given in Table 2.1 shows that even for small distances between the conductors, ωL
is found to be much larger than the frequency dependent part of the resistance.
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For the two-wire line and the wire over a (conductive) plane, holds that the distance
between the conductors is represented by d or by the height h of the wire over
the plane, and the radius of the wires by rw, see Figs. 2.5a and b. The presented
equation for the two-wire line (Table 2.1 row one) assume equal radii of the wires.
The equations are valid under the assumption that d > rw, skin depth (δ) is smaller
than rw, and height h is much higher than the skin depth (δp) of the ground plane
(Kaden 1959).

For the coax cable and two-wire coax (Figs. 2.5c and d; Table 2.1 third and fourth
row), hold that ra and rh , respectively, are the radii of the outer conductor, ri is the
radius of the inner conductor, and d1 is the distance between the two wires in the
coax. The thickness of the outer conductor is represented by d. Note the constraints
given in Table 2.1 for validity of the equations for the coax and two-wire coax.

When tracks on a printed circuit board are considered (the coplanar strips in
Fig. 2.5e and the microstrip line in Fig. 2.5f; Table 2.1 fifth and sixth row), the width
of the tracks is w, t is the thickness of the track, wg is the width of the ground
plane, and h is the height of the printed circuit board material. The relative dielectric
constant of the latter (typical glass-epoxy (Paul 1992)) is εr . Note that the equations
for calculating the inductance of the coplanar strips and the microstrip line hold when
the length (L ) of the track is much larger than d and w (Leferink 1995).

The effective permittivity εeff in the equations for C (in rows 1, 2, 5, and 6), is
determined by both the relative permittivity (εr ) of the dielectric media (e.g., printed
circuit board and wire insulation) and εr ≈ ε0 of air, because the field lines penetrate
both the air and the dielectric. Determining εe f f may be difficult, but some equations
for determining it are presented in literature, e.g. (Sinnema 1988). For example, in
case of a printed circuit board with w/h 
 1, εeff ≈ 0.5(εr +1). More accurate and
elaborate equations which are valid for other ratios of w and h are found in literature,
e.g., (Sinnema 1988; Paul 1992). Parameter εe f f may, however, also easily follow
from measurements. Note that parameter c for determining C0 (rows 5 and 6) is the
speed of light in vacuum. C0 is the capacitance without the dielectric medium.

The equations presented in Table 2.1 are relatively simple and lend themselves to
hand calculations. Moreover, they show the relation between the parameters R, G,
L , and C and the physical dimensions of the interconnect, and can therefore be used
in the first design steps. More accurate (and more elaborate) models, which can be
used in the subsequent design steps are readily available in modern simulators.

2.6 Coupling of Interference to the Interconnect

When the distance between interfering source and receptor is large, the receptor is
in the far field. The electric (

−→
E ) and magnetic (

−→
H ) fields of the electromagnetic

wave are perpendicular to each other and perpendicular to the direction of propa-
gation, which is represented by the Poynting vector

−→
S , see Figs. 2.6 and 2.7. This

electromagnetic wave is called a plane wave and has a constant ratio of the
−→
E and−→

H fields: the wave impedance Zw = E/H ≡ √
μ0/ε0 = 120π� (Paul 1992).
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Fig. 2.6 Representation of plane wave coupling to a two-wire line. Impedance of the wires are
represented by lumped components. An electromagnetic plane wave induces a signal that can be
represented by a voltage and a current source, udist and idist , respectively. a Two wire excited by an
electromagnetic plane wave. b Best lumped model representation in case Z1 < Z2. c Best lumped
model representation in case Z1 > Z2. d When the signal source supplies a signal voltage us ,
the input impedance of the amplifier should be infinite. e When the signal source supplies a signal
current is , the input impedance of the amplifier should be zero
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Fig. 2.7 em field coupling to an electrically-large interconnect. Note that the field may also have
other orientations

In any interconnect (electrically short and long), disturbing signals are induced
by interfering em fields. These signals may be separated into antenna and transmis-
sion line currents (Leferink 2001). The antenna current is, by definition, the sum of
all currents at any cross-section of a transmission line. Both differential-mode and
common-mode currents are transmission line currents.

The transmission line currents, in a (multi-conductor) transmission line, can be
found via transmission line theory (Paul 1992). A vital restriction is that the distance,
d, between the conductors of the transmission line satisfies d ≤ λ

2π
, with λ being

the wavelength of the highest interfering signal (Leferink 2001). Comparison of the
far more elaborate antenna theory and this approach to determine the currents in a
transmission line for spacings d ≤ λ

2π
(even up to λ/4) show deviations between

the two methods of less than 2 dB (Smith 1977), and therefore the transmission line
theory can be used.

When the conductor is d > λ
2π

far from a ground plane, the conductor has to be
regarded as a monopole antenna (Leferink 2002). The antenna current at its terminal
has to be determined with antenna theory. For determining the antenna current and
antenna impedance as a function of frequency, the reader is referred to literature, e.g.,
(King 1956; King and Harrison 1969; Leferink 2001, 2002; Orfanidis 2004). In this
work it is further assumed that all signal paths satisfy the earlier mentioned condition
since most signal paths are not isolated. They are parallel, or approximately parallel,
to a conducting (ground) plane (Smith 1977).

2.6.1 Plane Wave Coupling to Electrically-Short Interconnects

Figure 2.6a shows an two-wire interconnect subjected to a plane wave.6 It is ter-
minated on one side by impedance Z1 and on the other side by impedance Z2. The
electrical behavior of the two-wire line may be described by means of lumped-circuit
models, i.e., an inductance (Ld ) and capacitance (Cd ), as is shown in Fig. 2.6b and c.
Parameters Ld and Cd can be determined using the equations presented in Table 2.1.

The electric field component of the plane wave generates a current in the loop,
while the magnetic field component induces a voltage in the loop Paul 1992. The
generated current and voltage can be modelled by a current source in parallel with

6 Plane wave coupling to other types of interconnects can be analyzed in the same way.
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the impedances and a voltage source in series with the impedances (Paul 1992),
respectively, as Fig. 2.6 shows.

Figure 2.6b shows the lumped element model for an electrically-short voltage
domain channel that is subjected to a plane wave and Fig. 2.6c shows the current
domain variant.

The magnitude of the disturbing signal sources generated by the electromagnetic
field depends on the orientation of the two-wire line in the field. Depending on the
angle between the two-wire line and the field, the induced signals may vary between
some maximum and minimum value. In emc engineering it is customary to assume
the worse case: maximal magnitude of the induced signal. This also makes sense
from a design point of view, so in this work maximal coupling is assumed.

The magnitude of the disturbing voltage at the input of the voltage processing
amplifiers can easily be determined by assuming Zin to be infinite (see Fig. 2.6d),
and the magnitude of the disturbing current at the input of the current processing
amplifier by assuming Zin to be zero (see Fig. 2.6e). The intended signal sources
(is and us , respectively) and the source impedance Zs are also depicted in Fig. 2.6d
and e. The signal source impedance will usually be composed of a resistance, Rs ,
shunted by a capacitance, Cs .

The practical negative-feedback amplifier will not have an infinite or zero input
impedance. To simplify the design process, ideal amplifiers can be considered never-
theless. Deviations in the calculated disturbing signal due to deviations of Zin from
the ideal value presented to the input of the amplifier can be evaluated later. If the
practical negative-feedback amplifier is designed properly, the constraints Zs 
 Zin

in case of voltage processing amplifiers and Zs � Zin in case of current process-
ing amplifiers, respectively, hold. The deviations between the ‘ideal’ and ‘practical’
values of the disturbing signal are therefore expected to be small.

When a current processing amplifier is considered, the input impedance approac-
hes zero. Therefore, Fig. 2.6e should be used to determine the total disturbing signal.
The total disturbing signal is the current flowing into the amplifier due to both dis-
turbing sources. On the other hand, voltage processing amplifiers have a high input
impedance, approaching infinity. The total disturbing voltage at the input terminals
of the amplifier can now be determined using Fig. 2.6d.

The magnitude of the voltage source udist and the current source idist are given
by (Paul 1992)

udist = jωμ0 A
−→
H (2.4)

and
idist = − jωC A

−→
E , (2.5)

respectively. Parameter A is the loop area given by the product of the length (L )
of the two-wire line and the distance between the conductors d.

−→
H and

−→
E are the

magnetic and electric field components of the plane wave, respectively. The angular
frequency of the plane wave is represented by jω ( j = √−1) and C is the capacitance
per meter and follows from Table 2.1.
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The orientation of the current source, idist , is as depicted in Fig. 2.6. The orienta-
tion of the voltage source, udist , should be chosen such that the current resulting from
this source generates a magnetic field that opposes the incident magnetic field (Paul
1992). The orientation of udist in Fig. 2.6b–d thus complies with an electromagnetic
field orientation as shown in Fig. 2.6a.

From the electric field the magnetic field can be calculated, by dividing it by the
wave impedance (Zw)

H = E

Zw

. (2.6)

Using Fig. 2.6d and e and Eqs. (2.4) and (2.5), the total disturbing signal due to
an interfering plane wave can be determined.

udist,tot = idist
Rs + jωLd (1 + jωRsCs)

1 + jωRsCs + jωCd (Rs + jωLd (1 + jωRsCs))

+ udist
1 + jωRsCs

1 + jωRsCs + jωCd (Rs + jωLd (1 + jωRsCs))

(2.7)

and

idist,tot = idist
Rs

Rs + jωLd [1 + jωRs (Cs + Cd)]

+ udist
1 + jωRs (Cd + Cs)

Rs + jωLd [1 + jωRs (Cs + Cd)]
.

(2.8)

The signal-to-disturbance ratio follows from 20 log (us/udist,tot ) and
20 log(is/ idist,tot ), respectively.

Equation (2.7) for the voltage processing amplifier is dominated by the udist term,
at least at lower frequencies. At higher frequencies, typically at the edge of validity
of the model, idist can not be neglected anymore. However, for the major part of the
frequency range it holds that udist determines udist,tot . Since udist is determined by
the magnetic field, it can be concluded that voltage processing amplifiers are more
susceptible to the magnetic field rather than the electric field component of the plane
wave.

For the current processing amplifier, the dual case is found. Current source idist

dominates Eq. (2.8) which depends on the electric field. Therefore, it can be con-
cluded that current processing amplifiers are more susceptible to the electric field
rather than to the magnetic field component of the plane wave.

Figure 2.8 shows the transfer (Hpw) of a plane wave to udist,tot (dotted line).
The interconnect is a two-wire ribbon cable with d =1.27 mm, rw =190.5 μm and
Lcon = 20 cm. Source resistance is Rs = 10� and Cs = 1 pF. Up to approximately
150 MHz the interconnect can be regarded as electrically small. At 150 MHz the
deviation of transfer H with the transfer obtained with the transmission line theory
(Sect. 2.6.2) is about 2 dB. For lower frequencies, transmission line theory and the
method presented in this section give the same results. The method presented in this
subsection is, however, simpler.
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Fig. 2.8 Transfer Hpw of a plane wave to a disturbing voltage at the input of a voltage processing
amplifier. The orientation of the plane wave is depicted in Fig. 2.7. The interconnect is a two-wire
ribbon cable with d =1.27 mm, rw =190.5 μm and Lcon = 20 cm. Source resistance is Rs = 10�

and Cs = 1 pF. The solid line is obtained with transmission line theory, the dashed line with the
lumped model

2.6.2 Plane Wave Coupling to Large Interconnects

An interfering plane wave generates a disturbing current and voltage at the input
terminals of the amplifier, see Fig. 2.7. Under the condition that d ≤ λ

2π
holds,

current iin and voltage uin can be calculated with (Smith 1977; Flintoft 2013):

iin(ω) = 1

D

∫ L

0
K (l, ω)[Z0 cosh γ l + Zs sinh γ l]dl + Z0

D

∫ d

0
Ei

x (x, 0, ω)dx

− 1

D
[Z0 cosh γL + Zs sinh γL ]

∫ d

0
Ei

x (x, l, ω)dx (2.9)

D = (Z0 Zs + Z0 Zin) cosh γL +
(

Z2
0 + Zs Zin

)
sinh γL

uin(ω) = iin(ω)Zin,

where Z0 is the characteristic impedance of the interconnect, Zs is the source
impedance, Zin is the input impedance of the amplifier, Ei

x (x, 0, ω) is the electric
field in the x direction (directed from the lower conductor to the upper conductor)
incident on the source terminals, Ei

x (x, l, ω) the field in the x direction incident on
the Zin terminals, L is the length of the conductors, ω is the radial frequency of the
field, and γ is the propagation constant of the line. K (l, ω) is the difference between
the incident fields: K (l, ω) = Ei

l (d, l, ω)− Ei
l (0, l, ω), where Ei

l (d, l, ω) is the field
incident in the length direction on the upper conductor and Ei

l (0, l, ω) is the field in
the length direction incident on the lower conductor. Note that for the orientation of
the plane wave in Fig. 2.7, K is zero since El is zero.

Solving the integrals for the field orientation depicted in Fig 2.7, results in:
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iin(ω) =Ei
x d

Z0

D

{
1 − e− jk0L sin �

(
cosh γL + Zs

Z0
sinh γL

)}

− 2
Ei

l

γ

Z0

D
sinh

(
j
k0d

2
sin 

) (
sinh γL + Zs

Z0
(cosh γL − 1)

)
(2.10)

D = (Z0 Zs + Z0 Zin) cosh γL +
(

Z2
0 + Zs Zin

)
sinh γL ,

with k0 = 2π
λ

being the wave number of the plane wave, and � and  are the angles

that
−→
S makes with the interconnect.

Typically, disturbances at the termination on the amplifier side will show a 20
dB/dec increase with frequency. Anti-resonance points (i.e., maxima in the distur-
bance) and resonance points (minima) may occur. The first anti-resonance point
typically gives the largest value of the disturbance and can be found at f p = v

4L
in case of resistive line termination, with v being the velocity of propagation on the
line. The other anti-resonance and resonance points are found at far = n f p and
fr = (n − 1) f p, respectively, with n = 3, 5, 7 · · · . The exact resonance and anti-
resonance frequencies may be shifted by a few percent when the terminations are
formed by complex impedances instead of resistances.

Attenuation factor α increases with frequency, thus increasing γ , and causes the
depths of the anti-resonance points and the heights of the resonance points to be
diminished (Smith 1977). For this reason it may be expected that in practical cases
f p will indeed give the frequency at which maximal disturbance will occur.

Figure 2.8 shows with the solid line the transfer Hpw = uin/E for the intercon-
nect presented in Sect. 2.6.1. Another example of the application of the presented
equations can be found in (Flintoft 1999a,b), in which the disturbance induced in
two-wire lines, twisted pairs, etc., by GSM phones is investigated using (among
others) the method presented in this subsection.

2.6.3 Design for Low Plane Wave Coupling

The simplest and most straightforward measure that can be taken is to keep dimen-
sions of the interconnect small. As long as the interconnect is electrically-small, the
disturbance is inversely proportional to L , i.e., a reduction of L of a factor two will
also reduce the disturbance by a factor two. Moreover, a small distance (d) between
the conductors causes lower values of udist and idist . The inductance of the inter-
connect decreases and the capacitance increases with decreasing distance. Designing
(electrically-large) interconnects with a low value of Z0 = √

L/C is thus beneficial.
Electrically-large interconnects may be designed such that the attenuation factor

α, which forms the real part of γ , is large. This may be accomplished by designing
for a relatively high conductor resistance, by selecting material with a high specific
resistance, and a high value of the conductance G of the insulation between the
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conductors.7 Since α increases with frequency, the beneficial effect on the transfer
of interfering plane waves increases with frequency.

Higher values of the interconnect resistance and capacitance may, however,
decrease the bandwidth of the interconnect too much, causing a distorted intended
signal. Moreover, a higher value of R may decrease the signal to error ratio. A trade-
off between the beneficial and detrimental effects of decreasing d and increasing R
should be made in that case.

Another measure that can be taken is to prevent plane waves reaching the intercon-
nect using shielding, e.g., by using a single conductive (ground) plane or a complete
conductive enclosure. Shielding is discussed in Sect. 2.8. More about the positive
effect of a conductive plane near an interconnect can be found in (Smith 1977;
Reitsma 2005).

2.7 Differential and Common-Mode Disturbances

When disturbing signals are induced in an interconnect formed by, e.g., a wire over
a conductive plane or a microstrip line, the disturbance is a differential signal and
processed by the signal path comparable to the intended signal. When, however, an
interconnect is placed over a conductive plane (which often occurs), a disturbance
is generated in the path formed by the conductive plane and the interconnect aside
from the differential signal. This disturbance is called a common-mode disturbance,
because it causes signals that are equal in magnitude and have the same direction
(Paul 1992) in both conductors of the interconnect. Common mode and differential-
mode disturbances are elucidated in Fig. 2.9a.

The common-mode disturbances can be found by using the same principles as
discussed in Sect. 2.6, but now it is assumed that the conductor spacing in the intercon-
nect is negligible compared with the distance between the interconnect and ground
plane. All conductors in the interconnect are treated as a single wire with a diame-
ter equal to the overall diameter of the interconnect. The disturbances found in this
loop form the common-mode disturbances in the interconnect, which are assumed
to divide equally among the conductors in the interconnect (Smith 1977). This is
modelled in Fig. 2.9b.

Although Figs. 2.9a and b present a representation valid for small interconnects,
the discussion also holds for long interconnects. In the latter case, the common-mode
currents at the terminals of Zin are of concern.

Note that the effective disturbing signal sources driving the common-mode dis-
turbances are determined for a distance, d1, to the ground plane that is much
larger than the distance, d2, between the conductors in the interconnect. Hence,
the common-mode disturbances induced on the interconnect are much greater than

7 Note that these recommendations are the opposite of the general case in which the intended signal
has to be transferred and hence α should be as low as possible.



2.7 Differential and Common-Mode Disturbances 49

Fig. 2.9 An interconnect is placed over a conductive plane. Differential-mode disturbances are
generated in the path formed by both conductors of the interconnect, Zs , and Zin . Common-mode
disturbances are generated in the path formed by the conductive plane, impedances Z1 and Z2 and
the interconnect. a The interconnect between Zs and Zin is connected via Z1 and Z2 to a conductive
plane. Both common mode and differential-mode disturbance are induced in the interconnect. Note
that usually holds d1 � d2. b common-mode signals on interconnect

the differential-mode disturbances Flintoft 2013; Smith 1977. The total disturbance
at the terminals of the amplifier, i.e., at Zin can now be evaluated.

The impedances Z1 and Z2 determine the total disturbance. Their effect is consid-
ered for the extremes of zero and infinite impedance. Four combinations are possible
and they are evaluated for each of these four cases for both voltage and current
processing amplifiers in Table 2.2. The disturbance voltage in the case of a voltage
processing amplifier and the disturbing current in the case of a current process-
ing amplifier are denoted udistC M−DM and idistC M−DM , respectively. Just like in the
previous cases, Zs represents the source impedance and Zin represents the input
impedance of the amplifier.8

When both Z1 and Z2 are infinite, the common-mode signals cancel in Zin (and
Zs) and no disturbing signal occurs (Smith 1977). This is equivalent to a balanced
input.

When either Z1 or Z2 is zero, and the other infinite, only the common-mode
currents will generate a disturbance. This is because making either Z1 or Z2 zero,
short circuits the icm/2 current source of the conductor that is short circuited. Both

8 The model with the common-mode sources divided equally over both connectors as shown in
Fig. 2.9b can also be used to determine common-mode to differential-mode conversion for other
cases of imbalance, e.g., when Zin is also loaded by an impedance at its top terminal.
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Table 2.2 Common-mode to differential-mode conversion due to impedances Z1 and Z2

Z1 Z2 udistC M−DM idistC M−DM

∞ ∞ 0 0

∞ 0 icm
2

Zin Zs
Zs+Zin

≈ icm
2 Zs

icm
2

Zs
Zs+Zin

≈ icm
2

0 ∞ icm
2

Zin Zs
Zs+Zin

≈ icm
2 Zs

icm
2

Zs
Zs+Zin

≈ icm
2

0 0
ucm

2

Zin

Zs + Zin
+ icm

2

Zs Zin

Zs + Zin

ucm

2

1

Zs + Zin
+ icm

2

Zs

Zs + Zin

≈ ucm

2
+ icm

2
Zs ≈ ucm

2

1

Zs
+ icm

2

common-mode voltages ucm/2 are unaffected by the short circuit and cancel each
other because they have the same sign.

When both Z1 and Z2 equal zero, both common-mode current and common-mode
voltage determine the disturbing input quantities. Because the conductor is short
circuited at both sides, both the lower common-mode current source and the lower
common-mode voltage source are short circuited. It should be noted that ucm/2 may
be significantly larger than icm/2 (see, e.g., Eqs. (2.4) and (2.5)). Both udistC M−DM

and idistC M−DM are typically dominated by ucm/2.
Of course in practical situations neither Z1 nor Z2 will be zero or infinite. Using

the models, the effect of different values of Z1 and Z2 between these extremes can
readily be analyzed.

2.7.1 Decreasing the Common-Mode Disturbance

The common-mode signals that are transferred to a differential total disturbance
signal can be significantly decreased. Minimizing height d1 is a simple and effective
method.

Using a shielded cable as interconnect, e.g., a shielded two-wire, also decreases the
common-mode signals. The common-mode signals are, ideally, confined within the
shield and no conversion to a differential-mode disturbance signal at the input of the
amplifier occurs. Shielded cables are, however, not ideal and some coupling to the
amplifier input may still occur. See for instance, Sect. 2.8.2 and (Goedbloed 1993;
Ott 1998, 2009). At the boundary of the interconnect and the amplifier, the shield
should be connected to a highly conductive plate or enclosure. This shielding plate
or enclosure forms a boundary between the common-mode signals and the amplifier.
Sometimes a shield is called a current boundary for this reason (Buesink 1996).
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Common-mode chokes are often recommended (Ott 1998, 2009; Reitsma 2005;
Goedbloed 1993) because they effectively suppress a common-mode signal, while
not affecting differential (i.e., the intended) signals (Ott 1998). A common mode
choke may result in considerable reduction of the disturbance in the frequency range
where it is effective, which may be limited up to, e.g., 30 MHz (Ott 1998).

When the effect of a common-mode choke is evaluated for the situation depicted
in Fig. 2.9b (and with the earlier presented combination of values of Z1 and Z2) it
is found that it is only effective when both Z1 and Z2 are zero. It nullifies the ucm/2
disturbance, but it does not affect the disturbance caused by icm/2.

2.8 Shield Design

The disturbance from interfering sources can usually be reduced significantly when
shielding with good conductive material is applied. Shield design is therefore dealt
with briefly in this section. Appendix A presents a more in depth discussion.

The equations used to design the shield are taken from the work of Kaden 1959. In
this work elaborate equations are presented for calculating shielding factors, S , of
conducting structures. These structures are: two (infinite) parallel plates, the cylin-
der, and the sphere. The cylinder can be used to calculate the shielding factor of,
e.g., a solid coax cable. The sphere is regarded as a good approximation for other
three dimensional structures (enclosures) of the same volume. Shielding factor S is
determined by both the shielding factor for magnetic, SH , and for electric fields, SE .

Shield design can in principle be straightforward. The shielding factor depends
on the radius of the cylinder or the sphere (r0), with respect to the wavelength of the
interfering field, and the skin effect. In the region where λ � r0, the shielding is
determined by the conductor properties. When r0 is of the same order of magnitude
as (or larger than) λ, ‘shielding breakdown’ due to resonances occur. Shielding
breakdown occurs at different frequencies for SH and SE . Material that absorbs
the em energy can be used in this region to decrease the adverse effect of shielding
breakdown. We will not elaborate on this. In this work the maximal frequency or
maximal dimensions where the shield is effective will be determined.

Here, the following design strategy is proposed:

1. determine the conductor thickness for adequate S at the lowest interfering fre-
quency

2. determine the maximum r0 to prevent ‘shielding breakdown’ at the highest inter-
fering frequency, or determine this frequency for a given r0

Since SH can be expected to determine S in case of r0 
 λ (SH 
 SE ,
see Fig. A.1 P. 276, up to approximately 3 MHz), it suffices to design the shield for
a certain minimal value of SH at the lowest interfering frequency to be expected.
Since SH is determined by the attenuation of the magnetic field (as) in this frequency
region (see appendix A), SH increases with frequency, resulting in an even greater
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shielding factor for frequencies higher than designed for. SE will automatically be
sufficient also.

The required shield thickness, d, for a specified amount of as (e.g., 20 log |as |
= 40 dB) and at a given frequency depends on the skin depth (δ = √

2ρ/(μω)),
and can be approximated by

d ≈

⎧⎪⎨
⎪⎩

a μr δ
2

2r0

√
10( as

10 ) − 1 d < δ (‘low frequencies’)

δ
[
ln

(
a
√

2δμr
r0

· 10( as
20 )

)]
d > δ (‘high frequencies’),

(2.11)

which is derived from Eq. (A.2), see P. 275. The constant a equals 2 in the case of a
cylinder and 3 in the case of a sphere.

Resonances in shielding (breakdown) are modelled by a correction factor (am).
The shielding factor for magnetic fields is given by SH = 20 log |as | + 20 log |am |.
The shielding factor for electric fields is SE = 20 log |as | + 20 log |aE |. Correction
factor aE models both low and high-frequency electric field attenuation. Equations
for both aE and am are presented in appendix A.

The maximal dimensions of the shield should be smaller than the wavelength
corresponding to the first resonance frequency, to prevent ‘shielding breakdown’
due to resonances. An unacceptable decrease of S due to the frequency dependency
of aE or am , can be prevented by taking a slightly larger wavelength as lower limit. For
cylindrical conductors, it is recommended to have a maximal radius of r0 = 0.25λ,
while for a spherical conductor a maximal radius of r0 = 0.4λ is recommended, and
for a cube the maximal a = 0.797λ is found (Kaden 1959).

For example, Eq. (2.11) results in a thickness of 0.11 mm for a required SH of
85 dB at 1 MHz for a copper sphere with r0 =1 m. Proper shielding can be expected
up to 120 MHz. When we have a copper cylinder with a radius of 6 cm and want to
achieve a SH of 40 dB at 30 kHz, a thickness d of 0.24 mm is found (Kaden 1959).
Up to 1.25 GHz there is proper shielding.

2.8.1 Shield Design Considerations

Factor 20 log |as | gives rise to extremely large attenuation values for frequencies
higher than, e.g., 10 MHz. In practice, these large attenuation values are not reached,
since the necessary openings for interconnect feed through limit the reachable atten-
uation. Kaden proposes to use an upper limit of 12 Np (i.e., 104 dB) (Kaden, 1959)
since larger attenuations are hardly verifiable by measurements (van der Laan 2002).
This upper limit is used when calculating SH and SE in Fig. A.1 (Kaden 1959).

Apertures in the enclosure are inevitable, so the practical upper limit makes sense.
In order to maintain a high practical upper limit, one has to take care that currents
can flow as unaffected by the apertures as possible. Large round apertures and slits
do affect the current flow in the shield and therefore the shielding factor is reduced.
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It is better to use many small round holes instead of one big one for, e.g., cooling
purposes (Paul 1992). A slit reduces the homogeneity of the current flow and a
voltage is induced over the slit. Therefore electric and magnetic fields can enter the
enclosure. In case of round holes, this also occurs, but now the current flow is much
more homogeneous and therefore much less electric and magnetic energy enters the
enclosure (Goedbloed 1993). Apertures that are inevitable should therefore be round.

Holes in the enclosure should preferably be realized as cylinders perpendicu-
lar to the enclosure (Kaden 1959). The attenuation (‘Kamindämpfung’; ‘Kamin’ or
‘chimney’ damping) of these cylinders is akE = 20.85 l

r0
[dB] for electric fields and

akH = 15.98 l
r0

[dB] for magnetic fields, with l being the length of the cylinder and

r0 the radius of the cylinder.9 Cylinders with an l
r0

ratio of 6–8 will thus provide
enough attenuation (van der Laan 2002). The diameter of the cylinder should remain
several times smaller than the wavelength of the interfering fields, in order to remain
a waveguide beyond cut-off (van der Laan 2002). The corner wavelength for a cylin-
drical waveguide beyond cut-off is λc = 2πr0

1.841 (Goedbloed 1993); the equations for
the ‘Kamindämpfung’ are thus valid as long as λ � λc.

For additional practical guidelines in realizing and building shielding enclosures,
the reader is referred to readily available emc textbooks, e.g., (Goedbloed 1993; Ott
1998, 2009).

2.8.2 Surface Transimpedance

When the signal paths (interconnects) and source and load are completely shielded,
ideally no undesired em coupling from external signal paths exists. This would be
true when the shield is ideal, i.e., it would be a perfect conductor. Since the shield
is not a perfect conductor (because, e.g., holes are present) currents induced by em
fields will penetrate the shield and produce a voltage distribution along the inside
length of the shield. This voltage distribution in turn produces a current in the interior
source and load impedances (Smith 1977).

A typical way of calculating the em coupling through a shield is to first calculate
the current induced on the shield exterior by the incident field, assuming that the
shield is a perfect conductor and completely encloses the internal signal path (Paul
1992). This shield current, ish diffuses through the shield wall to give a voltage drop
on the interior surface of the shield, dudist = ish Zt dx . Zt is the called the transfer
impedance in emc literature, e.g., (Goedbloed 1993; Paul 1992; Williams 1996).
Electronics engineers are more familiar with the name transimpedance to describe
a current to voltage transfer (udist = ish Zt ). In this work the name transimpedance
will therefore be used. Equivalently, a disturbing current inside a shield due to a
voltage across the shield and the reference, may be calculated by using the concept
of transadmittance (Yt ); transfer admittance in emc literature. The current is given

9 Kaden points out that the equations for the Kamindämpfung are accurate when l is larger than or
of the same magnitude as r0.
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by idist = usgYt , where usg is the voltage between the shield and the reference
conductive plane.

The approach of calculating a disturbing voltage inside a shield by using the
concept of Zt is equally valid for any shield, e.g., coax, triax, shielded pair, shielded
multi-conductor, shielded multicoax, etc. (Smith 1977), but it may, for instance, also
be used in pcb design and grounding (van Horck 1998; van Helvoort 1995).

Solid coaxial shields usually show a low Zt . For a solid cylindrical shield around
an interconnect, Zt in [�/m] is (Kaden 1959; Paul 1992)

Zt = 1

σπ Dmd

d 1+ j
δ

sinh d 1+ j
δ

, (2.12)

with Dm = 2r0 being the inner diameter of the shield, d the shield thickness, and
σ = 1/ρ the conductance of the material. For shield thicknesses less than a skin
depth, d 
 δ, the transimpedance reduces to the resistance Rt = 1

πσ Dm d since the
shield current can completely diffuse to the interior of the shield. For wall thicknesses
greater than a skin depth, the current on the exterior of the shield only partly diffuses
through the shield wall, and Zt decreases with increasing frequency. The interior and
exterior of the shield are becoming isolated due to the skin effect. For a completely
closed cylinder (e.g., a copper cylinder), Zt will soon become negligibly small for
frequencies at which the skin depth is effective.

When we have a braided shield, holes are present in the shield through which
em fields may leak. This causes Zt to become inductive.10 For instance, Zt may
be approximated by Zt ≈ jωμ0

2
3π2

pro
0.5Dm

(Kaden 1959) in case of circular holes,

with ro being the radius of the holes and p = νr2
o

Dm
. Parameter ν is the number of

holes across the length L of the braid. Equations for calculating the effects of the
properties of the braid on Zt for practical coax cables, can be found in (Kley 1993).
The equation for Zt presented here is, however, simple and general design rules
follow from it. It shows that Zt for a given p increases with increasing ro. Moreover,
a large number of small holes is better than a small number of large holes, under the
assumption that the total area remains equal (Kaden 1959).

2.8.3 Shielded Electrically-Small Systems

Sometimes it is impossible to reduce the dimensions of an interconnect enough to
obtain acceptable levels of disturbance. This may be the case when, e.g., another
design requirement demands the interconnect to have some minimum dimensions

10 Typically at approximately 1 MHz, Zt will become dominated by the inductances according to
graphs of Zt for various types of coax cables and shielded cables in (Goedbloed 1993) and (Ott
1998).
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that are too large from an emi point of view. Reduction of the disturbance can now
be obtained by shielding the system.

The disturbing signal source at the input of amplifiers can be determined by
calculating the shield current (ish) and multiplying it with Zt . An equation for ish

is derived for a plane wave oriented as depicted in Fig. 2.7 from the transmission
line equations presented in (Smith 1977). For other field directions the reader is
referred to (Smith 1977), but similar results can be expected. The shield current
can be calculated from the average voltage that is induced across the shield by the
em-field. The average voltage that is induced is given by (Smith 1977)

usha = Ex
h

2
(1 − e− jk0L )L , (2.13)

with h being the height of the shielded interconnect above a conductive plane, and
k0 = 2π/λ being the wave number.11 Since the shield is electrically short, k0L < 1,
it was found (using the method described in (Paul 1992) that this equation can be
very well approximated by12

usha ≈ jωμ0 HL h, (2.14)

which is similar to Eq. 2.4.
The shield current can now be determined with ish = ushaYt . Transadmittance Yt

can be determined from Fig. 2.3c, when low termination impedances Z1 and Z2 are
assumed, which is the recommended case (Goedbloed 1993). For Yt is found

Yt = 1

Z2 + jω Lsh
2 + Z1+ jω

Lsh
2

1+ jωCsh(Z1+ jω
Lsh

2 )

. (2.15)

Shield parameters Lsh and Csh can be calculated using the equations presented in
Table 2.1 (second row).

The disturbance voltage source (udist,sh) that appears at the input of the amplifier
(see Figs. 2.6d and e) can now be determined. This voltage source equals udist,sh =
ushaYshield Zt . The total disturbing signal (either current or voltage) at the input of
a current processing and voltage processing amplifier can now be determined using
Eqs. (2.7) and (2.8). The lumped parameters Ld and Cd are those of, e.g., coax.

11 For an electrically-small system holds L ≤ 0.1λ, resulting in a maximal wave number of
2π/(10L ).
12 Comparison of both equations showed a deviation of less than 2 % for short shields.
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Since usha has a zero in the origin, ish increases at a rate of 20 dB/dec up to the
pole in Yshield , after which it remains constant.13 Disturbance voltage source udist,sh

equals ushaYshield Zt .
Compared to an unshielded interconnect with the same dimensions and height

as a shielded one, udist,sh appears to be a factor (the shielding factor) lower. This
shielding factor may be approximated by

S = udist

udist,sh
≈ Z1 + Z2 + jωLsh

Zt
. (2.16)

For a high S , the transimpedance Zt should be as small as possible. The inductive
part of Zt should at least be much (e.g., 100 times) smaller than Lsh .

Although high values of the terminating impedances Z1 and Z2 seem beneficial
(Z1 and Z2 in Fig. 2.3c), effort has to be made to keep them as low as possible, since
high terminating impedances may cause capacitive coupling of a disturbance. This
means that, e.g., pigtails to terminate the shield have to be avoided since they cause
Z1 and Z2 to become inductive and hence deteriorate S with increasing frequency.
Apart from that, direct inductive and capacitive coupling to the interior shielded wire
over the length of the pigtail section occurs (Paul 1992).

2.8.4 Shielded Electrically-Large Systems

The design recommendations given in the section about shielded electrically-small
systems also hold for large systems. The main difference encountered is that reflec-
tions in the shield may occur that degrade the shielding.

In case of a lossless shield, the current and voltage at the input of the amplifier is
calculated with (Smith 1977)

iin = Ex h
ZtL

P D

∫ L

0

[{
(Z0 − Z1) sin k0L sin k0l + j (Z0 + Z2) sin k0L cos k0l

− j (Z1 + Z2) cos k0L sin k0l

}
· {Zc cos k0i l + j Zs sin k0i l}

]
dl (2.17)

P = (Zc Zs + Zc Zin) cos k0iL + j (Z2
c + Zs Zin) sin k0iL

D = (Z0 Z1 + Z0 Z2) cos k0L + j (Z2
0 + Z1 Z2) sin k0L

uin = iin Zin,

13 At frequencies lower than the pole, the results of this equation are the same as will result from
the transmission line approach (Smith 1977) that will be presented in Sect. 2.8.4. For frequencies
where ish remains constant, it is overestimated with an amount dependent on h. It was found that up
to an h = 50 cm the overestimation is about 6 dB. Smaller heights result in smaller overestimations.
This is acceptable.
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under assumption of a plane wave exiting the shield as depicted in Fig. 2.7. With h
being the height of the shield over the conductive plane, Z0 being the characteristic
impedance of the shield treated as a single wire over a conductive plane, Z1 and Z2
being the termination impedances of the cable shields (also treated as a single wire
over a conductive plane). L is the length, and k0 = 2π/λ is the wave number. Zc is
the characteristic impedance of the interconnect inside the shield, and k0i is the wave
number of the interconnect inside the shield. Zs is the source impedance and Zin is
the load impedance of the interconnect, i.e., the input impedance of the amplifier.
Ex is the electric field component parallel to the terminations of the shielded signal
path. For other directions of the em field the interested reader is referred to (Smith
1977).

At low frequencies, the equation given here gives the same result as the method
presented in Sect. 2.8.3. Current iin at the input terminals of the amplifier, shows a 20
dB/dec increase, which is consistent with the increase in Zt with frequency. At higher
frequencies, the resonance and anti-resonance points due to reflections are damped
out when Z1 = Z2 = 0 and Zs = Zin = Zc. When either Z1 or Z2 is infinite, i.e., an
open end occurs, resonances start to occur that decrease the effectivity of the shield
(Smith 1977). The shield should thus be connected at both sides to the reference via
low impedances.

To simplify the design of shielded long interconnects, the equations given in Sect.
2.8.3 can be used. After all, up to the frequency that the interconnect becomes long,
both the method for small interconnects and the one for long interconnects give the
same result. An electrically-small shield with an appropriate S , may be expected to
have an appropriate S also when it becomes electrically-large as long as termination
impedances Z1 and Z2 are low (zero). When the source impedance and the (input)
impedance of the system (amplifier) are not matched to the characteristic impedance
of the internal interconnect, reflections may occur that may increase the disturbance,
as is the case for the unshielded long interconnect.

Better shielding behavior may be expected when the electrically-long shield is
made electrically small by connecting it to the reference (ground) at multiple points
spaced ≤λ/10 from each other (Paul 1992). The shielding factor S may than be
estimated by using approximations valid for electrically-small systems.

2.9 Conclusions

The fidelity of the transfer of an amplifier is hampered by noise generated in the
amplifier and by disturbances that may be in-band or out-of-band. This chapter deals
with the interconnect properties. The interconnect properties may influence (low-
pass filter) the transfer of the intended signal (e.g., from source to the amplifier)
and determine the amount of disturbance coupled to the amplifier. These properties
depend on the dimensions of the interconnect.

Equations that enable the designer to estimate the amount of disturbance cou-
pled to the interconnect, and to determine the maximal dimensions of the intercon-
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nect for both the intended signal and the disturbance are presented. The presented
equations are valid for plane-wave (far-field) coupling to both electrically-short and
electrically-large interconnects, under assumption that the distance between the con-
ductors remains smaller than λ/(2π). Cross-talk (near-field) coupling is not consid-
ered.

Both common-mode and differential-mode disturbance can occur. Since common-
mode loops are usually larger than differentia-mode loops, common-mode distur-
bance is usually larger also. Balancing the impedances that terminate the intercon-
nects cancels the common -mode disturbance. Imbalances in these impedances causes
common-mode to differential-mode conversion, thus increasing the total disturbance.
A model and equations that can be used to analyze this effect are presented.

In general, it may be concluded that the smaller the dimensions of the interconnect,
the smaller the disturbance coupled to it. Sometimes, other design requirements
demand interconnect dimensions larger than allowed from a disturbance point of
view. In that case, shielding may be applied. Equations to facilitate the design of
shields (for both interconnects and enclosures) are also presented.
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Chapter 3
Modelling of Active Devices

Active devices are the building blocks of (negative-feedback) amplifiers. There are
three types of relevant active semiconductor devices: the bipolar junction transistor
(bjt), the metal-oxide-semiconductor field-effect transistor (mosfet) and the field-
effect transistor operating with a reverse biased gate-source junction. Both the junc-
tion field-effect transistor (JFET) and the metal-semiconductor field effect transistor
(MESFET) belong to the latter type.

In Chap. 1 was shown that nonlinear behavior of active devices results in distortion
and susceptibility to electromagnetic interference (EMI). A thorough understanding
of the three transistor types is necessary to be able to calculate nonlinear effects and
to come to a design method for minimizing EMI in negative-feedback amplifiers.
The subject of this chapter is to investigate the nonlinear behavior of the transistors
and to present simplified models that can be used to calculate nonlinear effects.
We strive for compatibility with the models used by circuit simulators like SPICE
(simulation program with integrated circuit emphasis). SPICE model parameters are
readily available and therefore convenient for use in EMI related analysis and design.

Section 3.1 discusses the bjt. The physics of the bjt is very well understood
and accurately described by mathematical equations from the HICUM (Schroter and
Mukherjee 2008), MEXTRAM (van der Toorn et al. 2008), and the Gummel-Poon
(Getreu 1978) models. The HICUM and MEXTRAM models of bjt s are standard-
ized by the Compact Model Council (CMC). These models accurately describe bjt
behavior over a large bias current range (low and high-current effects) and at both low
and high-frequencies. The Gummel-Poon model is less accurate than the HICUM
and MEXTRAM models in describing, e.g., high-current effects and high-frequency
effects. The design method, however, requires simple equations and models that
enable hand calculations and give insight. For design purposes, a simple circuit
model is therefore derived from the Gummel-Poon model that is valid for analyz-
ing linear and second-order nonlinear behavior. It is comparable to the small-signal
(Gray et al. 2001) hybrid-π model, which is only suited for linear analysis.

mosfet modelling has been troublesome due to poor accuracy and complexity of
the equations describing the physics of the mosfet. This resulted in poor accuracy

M. J. van der Horst et al., EMI-Resilient Amplifier Circuits, 61
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from distortion calculations. Here, the results of the investigations of van Langevelde
(van Langevelde and Klaassen 1997a, b) will be used to model distortion more accu-
rately, hence EMI effects will be modelled more accurately also. The results of van
Langevelde et al. are used in Philips (now NXP) MOS model 11 (van Langevelde et
al. 2003), which is one of the roots of the CMC standard PSP model (Li et al. 2009).
The mosfet is discussed in Sect. 3.3. Finally, the JFET is discussed in Sect. 3.5 and
the MESFET in Sect. 3.6.

Limitations of the validity of the models in this chapter are also presented. A lim-
itation common to all models is that current and voltage breakdown due to excessive
bias voltages and/or currents are not modelled. Breakdown effects are detrimental
for the transistors.

3.1 The Bipolar Junction Transistor

A large-signal model of the bjt is shown in Fig.3.1. It is a slightly modified version
of the well-known Gummel-Poon model. It is modified such that it is only valid in the
forward active region, i.e., the base-emitter is forward biased and the base-collector
is reverse biased or short circuited, and a capacitance between the base terminal
and the collector is added to model the distributed base-collector capacitance more
effectively than is done in the original Gummel-Poon model1 (Getreu 1978). The
actual derivation of the equations describing the movement of charge carriers is
beyond the scope of this work. Specialized literature covers this subject (Gray et al.
2001).

The parasitic semiconductor material resistances rB , rE and rC are easily identi-
fied. The nonlinear base-emitter voltage to base current transfer is modelled by two
diodes. The left diode models the (usually dominating) base current Ib1 and the right
diode models the recombination current Ib2 in the base-emitter depletion area.

Capacitances C je and Cde represent the base-emitter junction and the base-emitter
depletion capacitances, respectively. The capacitances C jc and Cbx represent the
distributed capacitance of the base-collector junction. C js is the junction capacitance
from the collector to the substrate in case of a monolithic npn bjt. Lateral pnp bjt s
have a parasitic capacitance Cbs from base to substrate in place of C jc (Gray et al.
2001). This capacitance is also connected to the substrate, just like C js . Discrete bjt
s do not possess C js or Cbs .

Finally, the nonlinear base-emitter voltage to collector current transfer is modelled
by the voltage-controlled current source Ic(Ube). In the forward active region the
collector current, Ic, is given by:

Ic = Ise
qUbe
n f kT

(
1 − Ubc

UAF

)
, (3.1)

1 Modern simulators like SPICE also use an extra capacitor to model the distributed collector-base
capacitance (Hoefer and Nielinger 1985)
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Fig. 3.1 Modified Gummel-Poon model of a npn transistor. Valid for the forward region Ube ≥ 0,
Ubc ≤ 0. Base current is modelled by the currents through both diodes. Collector current is repre-
sented by the voltage-controlled current source, Ic(Ube). Base-emitter capacitances are modelled
by C je and Cde, base-collector capacitance is modelled by both C jc and Cbx , and C js represents
the collector-to-substrate capacitance. In discrete devices C js is absent

under assumption that no self heating, avalanche breakdown, etc., occurs. Is is the
saturation current, which is a measure of the minority carrier concentration in the
base (Gray et al. 2001), Ube is the base-emitter voltage, q is the electron charge, n f is
the forward emission coefficient (normally close to one), k is Boltzmann’s constant
and T is the temperature in Kelvin. Ubc is the base-collector voltage and UAF is the
Early-voltage.

The base-current is given by

Ib = Ib1 = Is

β f
e

qUbe
n f kT , (3.2)

where β f is the forward current amplification factor. Recombination current Ib2 is
disregarded, because it represents a secondary effect.

In this work, the following symbol convention is used: an uppercase symbol with
a lowercase subscript is used for the total voltage or current, i.e., the sum of the DC or
bias quantity and the AC quantity. For example, Ic is the sum of the DC bias collector
current and the (small-signal ) AC collector current. Bias quantities are represented
by an uppercase symbol with in the lowercase subscript an uppercase ‘Q’, e.g., IcQ

is the DC bias collector current. Small signal and AC quantities are represented by
lowercase symbols with lowercase subscripts, e.g., ic is the (small-signal ) collector
current. The amplitude or peak value of an AC quantity is indicated by ‘ˆ’ over the
symbol, e.g., îc is the amplitude of the small-signal collector current.



64 3 Modelling of Active Devices

3.1.1 Deriving the Components of the Hybrid-π Model

The Gummel-Poon model accurately describes the large-signal nonlinear behavior.
For design purposes a simplified hybrid-π equivalent based on a first-order Taylor
series approximation of the Gummel-Poon model is used. It is therefore only valid for
small signals and nonlinear behavior is completely disregarded. For the investigation
of EMI performance the model will be modified to include second-order nonlinear
behavior.

3.1.1.1 Conductances

In case the bjt is forward biased, the bjt ’s response to an input voltage can be
determined using Eqs. (3.1) and (3.2). For a sinusoidal input voltage ube with an
amplitude smaller than 2kT

q (≈ 52 mV @300 K ), the resulting currents can be deter-
mined by means of a Taylor series (Weiner and Spina 1980; Rugh 1981; Goedbloed
1993). Larger amplitudes require the use of modified Bessel-functions (Goedbloed
1993). In well-designed negative-feedback amplifiers, it may be expected that signal
amplitudes at the input of the bjt will almost always remain much lower than 2kT

q ,
so this work will be limited to the Taylor expansion.

The general Taylor expansion for a device with a nonlinear U − I characteristic
is:

Io = IoQ(UdcQ) + ui a1 + u2
i a2 + · · · + un

i an, (3.3)

where an = 1

n!
dn IoQ

dun
i

∣∣∣∣
UdcQ

.

The term a1 in the expansion is the transistor transconductance g. Term a2 is called
the quadratic detection (Goedbloed 1993) or quadratic term (Weiner and Spina 1980),
and is mainly responsible for a DC-shift and an output current component at twice the
frequency of the input signal, i.e., a second harmonic of the input signal is generated.
The higher-order terms will generate higher harmonics of the input signal. This will
be elaborated upon in Chap. 5.

emi is primarily caused by the second-order term a2. The hybrid-π model that is
going to be presented will be sufficiently accurate to model both linear and quadratic
effects. The expansion is therefore truncated after the second term. The remainder
for the series truncated to n terms is defined to be Rn(ui ) = Io − [IoQ(UdcQ) +
�n

k=1un
i an] (Weiner and Spina 1980). An upper bound for this remainder is given by

the inequality Rn(ui ) ≤ |ui |n+1((n +1)!)−1
(
q/(n f kT )

)n+1 · Io for the bjt (Weiner
and Spina 1980). The normalized truncation error is defined as the remainder Rn of
the series divided by the value of the function being expanded (Weiner and Spina
1980). For the bjt this results in

http://dx.doi.org/10.1007/978-3-319-00593-5_5
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En = Rn(ûbe)

Io
≤ 1

(n + 1)!
(

qûbe

n f kT

)n+1

, (3.4)

and E2 ≤ 1

6

(
qûbe

n f kT

)3

for both base and collector current (Weiner and Spina 1980), where ûbe is the ampli-
tude of the base-emitter voltage. From Eq. (3.4) it follows that the error we introduce
is smaller than 1 % for ûbe up to 10 mV and smaller than 10 % for ûbe up to 22 mV.
For bjt s used in negative-feedback amplifiers these are rather large voltages often
leading to clipping distortion. Soft nonlinear behavior occurs when ûbe remains small
enough to avoid clipping distortion. In that case the following analysis holds.

Applying (3.3) to (3.1) and omitting the DC component gives as Taylor coefficients
the transconductances, gmn , of the nth order, n = 1, 2, 3 · · · ∞. Note that gm1 = a1
and gm2 = a2.

gmn = 1

n!
(

q

n f kT

)n

Ise
qUbeQ
n f kT

(
1 − UbcQ

UAF

)
= 1

n!
(

q

n f kT

)n

IcQ (3.5)

The first two terms of (3.5) are

gm1 = q

n f kT
Ise

qUbeQ
n f kT

(
1 − UbcQ

UAF

)
= q

n f kT
IcQ [A/V] (3.6)

for the linear component of the transconductance and

gm2 = 1

2

(
q

n f kT

)2

Ise
qUbeQ
n f kT

(
1 − UbcQ

UAF

)
= 1

2

(
q

n f kT

)2

IcQ [A/V2] (3.7)

for the second-order component of the transconductance.
The transconductance can be modelled by a nonlinear voltage-controlled current

source ic in a hybrid-π circuit representation of the equations. The current it delivers
is equal to gm1ube + gm2u2

be, where ube is the small-signal base-emitter voltage.
If the same is done with Eq. (3.2) the following equations give the input conduc-

tances of the hybrid-π model.

gπ1 = q

n f kT

Is

β f
e

qUbeQ
n f kT [A/V] (3.8)

gπ2 = 1

2

(
q

n f kT

)2 Is

β f
e

qUbeQ
n f kT [A/V2] (3.9)

It is, however, more customary to use input resistance rπ instead of gπ1. The linear,
and also the higher order, input resistances can be determined from the conductances
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by using inverse functions, e.g. (Lantz 2002). The linear component of the input
resistance can be determined from:

d

d IbQ
UbeQ =

(
d

dUbeQ
IbQ

)−1

(3.10)

resulting in:

rπ = 1

gπ1

= β f
(

q
n f kT

)
Ise

qUbeQ
n f kT

. (3.11)

rπ is modelled as a resistor between the internal base and emitter terminals, while
the effect of gπ2 can be modelled by a voltage-controlled current source, ib2, of value
u2

begπ2 shunting rπ .
Evaluating Eq. (3.1) again, it can be concluded that Ic also depends on the base-

collector voltage Ubc. When a Taylor expansion is performed with Ubc as variable,
a linear output conductance is found:

go = Ise
qUbeQ
n f kT

UAF
. (3.12)

Written as output resistance:

ro = UAF

Ise
qUbeQ
n f kT

. (3.13)

Output resistor ro is to be modelled by a resistor in parallel with the voltage-controlled
current source ic.

It should be noted that voltages ube and uce both change simultaneously. This
causes a cross product in the collector current given by icross = ubeucegx , with
gx = dic/(dubeduce) given by

gx = q

n f kT

Ise
qUbeQ
n f kT

UAF
= q

n f kT
go (3.14)

The detrimental effect of icross is expected to decrease with frequency, since uce

typically decreases for frequencies higher than the amplifier bandwidth. Further,
designing or selecting a bjt with a large Early voltage (UAF ) is beneficial for a low
value of gx (See also Cross-Product Distortion).

In the Gummel-Poon model the Early voltage is assumed to be a constant (Getreu
1978). Bipolar transistors having a relatively large base width indeed poses a constant
UAF . For bjt s with a base width below 0.1µm, UAF can however not be regarded
as a constant anymore (Yuan and Liou 1991). At low values of UbcQ , UAF is smaller
than the constant value used by Gummel and Poon (and SPICE). For increasing UbcQ ,
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UAF also increases until it becomes a constant that may be larger than the constant
used by Gummel and Poon.2 Detrimental (nonlinear) effects resulting from low UAF

are easily solved in the design process by cascoding the transistor and are therefore
not considered further in this book. Current icross can also be made negligible by
cascoding.

3.1.1.2 Capacitances

Finally, the nonlinear behavior of the capacitances has to be evaluated. The base-
emitter capacitance, Cπ , is determined by the sum of the base-emitter junction and
the base-emitter diffusion capacitances. The diffusion capacitance CDE models the
charge associated with the mobile carriers in the transistor, while the junction capac-
itance CJ E models the incremental fixed charge stored in the base-emitter space
charge layer. When Qde represents the charge associated with the collector current
Ic, it holds that

Qde = τ f Ic, (3.15)

where τ f is the base transit time in the forward direction (Gray et al. 2001). Changes
in charge due to changes in the base-emitter voltage ube are given by (Weiner and
Spina 1980):

qde = τ f

∞∑
n=1

gmnube
n (3.16)

The incremental diffusion current equals the change of qDE with time:

ide = dqde

dt
= d

dt

(
τ f

∞∑
n=1

gmnube
n

)
= τ f

∞∑
n=1

ngmnube
n−1 dube

dt
(3.17)

The linear diffusion capacitances and the higher-order nonlinear capacitances can be
derived from this equation.

The nonlinear base-emitter junction capacitance is given by (Gray et al. 2001;
Weiner and Spina 1980)

C je = CJ E0(
1 − UbeQ

ΦE

)m E
. (3.18)

CJ E0 is the value of the base-emitter junction capacitance at UbeQ = 0, ΦE is the
base-emitter built-in potential, m E is the base-emitter capacitance grading factor,
and the subscript Q represents the bias point. The base-emitter capacitance grading
factor is often approximated by m E = 0.5 under assumption of constant doping

2 The effects of bias dependent UAF can be analyzed by performing simulations using the MEX-
TRAM model (van der Toorn et al. 2008).
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p-type and n-type regions and by m E = 1/3 under assumption of a graded doping
profile (Gray et al. 2001).

The capacitances C jc, Cbx and C js are all three junction capacitances and can be
calculated in a similar manner as C je.

C jc = CJC0(
1 − UbcQ

ΦC

)mC
(3.19)

Cbx = CJC0(
1 − CbxcQ

ΦC

)mC

C js = CJ S0(
1 − Ucs Q

ΦS

)mS
·

Capacitances C jc and Cbx are lumped approximations of the distributed capacitances
between base and collector, see Fig. 3.1. Capacitance CJC0 is the value of the, intrin-
sic, base-collector junction capacitance at UbcQ = 0, ΦC is the base-collector barrier
potential and mC is the base-collector grading factor, mC = 0.5 under assumption
of constant doping p-type and n-type regions and by mC = 1/3 under assumption
of a graded doping profile (Gray et al. 2001). The capacitance between the external
base terminal and the collector is represented by Cbx . Finally, UbxcQ is the bias
voltage between the external base terminal and the intrinsic collector. CJ S0 is the
collector-substrate capacitance at zero bias voltage, ΦS is the built-in voltage, Ucs Q

is the collector-substrate voltage, and mS is a grading factor again.
Equation (3.17) and either (3.18) or (3.19) can be evaluated for second harmonic

distortion and envelope detection properties.

3.1.1.3 Second-Harmonic Distortion Due to Capacitances

For second harmonic distortion analysis Eq. (3.17) for ide can be truncated after
n = 2:

ide ≈ τ f gm1
dube

dt
+ 2τ f gm2ube

dube

dt
≈ jωτ f gm1ube + jω2τ f gm2ube

2

∼ ωCde1ûbe cos ωt + 2ωCde2
û2

be

2
sin 2ωt (3.20)

The second and third lines of Eq. (3.20) are only valid in case that ube is a sinusoid.
In a circuit representation, the changes in diffusion current can best be modelled

by a capacitance of value Cde1 = τ f gm1 shunted by a voltage-controlled current
source of value τ f gm2ube

2. For convenience, τ f gm2 can be called Cde2.
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As could be expected, there is a current at frequency ω proportional to the admit-
tance ωCde1. Also, there is a second-harmonic component at 2ω that is proportional
to 2ωCde2. Note that in contrast with the second-order nonlinearity of gm , there is
no response at DC. In some cases the second harmonic content in diffusion current
ide cannot be neglected with respect to the second harmonic distortion generated by
gπ2 and gm2 (See Sect. 3.1.3).

The total base-emitter capacitance, Cπ , is usually approximated by the sum of
gm1τ f and C je. It is assumed in this work that bjt s are biased in the mid-current
region (See Sect. 3.1.2). The diffusion capacitance is much larger than the junction
capacitance in this region, therefore Cπ ≈ Cde.

For evaluating the number of higher-order terms of the diffusion capacitance
that has to be taken into account for evaluating the second-harmonic distortion, the
truncation error has to be evaluated. The truncation error of Cde can be calculated
using (3.4) since it depends on Ic in a comparable way as the transconductance. If, for
instance, we aim at E < 1 %, Cπ equals gm1τ f for ûbe up to 4 mV. For larger voltages
up to ûbe = 10 mV, the voltage-controlled current source Cde2 has to be incorporated
in the model. It may be incorporated in voltage-controlled current source ib2, since
it is depends on û2

be also.
The values of the junction capacitances (C jc, Cbx , and C js) depend on the collector

to base or collector to substrate voltage. The biasing voltages UbcQ , CbxcQ , and Ucs Q

are negative in value. C jc, Cbx , and C js will therefore have values smaller than their
zero bias value. Since the equations for the junction capacitances are similar [See
(3.19)], their nonlinear behavior will be similar also. Therefore, only the nonlinear
behavior of C jc will be evaluated.

A Taylor expansion of the junction capacitance C jc results in:

C jcn = C jcQ −
∞∑

n=1

C jc(n−1)

1

n

(mC + n − 1)

(UbcQ − ΦC )
ûbc (3.21)

Truncation after n = 2 gives:

C jc ≈ C jcQ + C jc1 + C jc2 (3.22)

C jc1 = −C jcQ
mC

UbcQ − ΦC
ûbc

C jc2 = −C jc1
1

2

mC + 1

UbcQ − ΦC
ûbc

Evaluating the truncation error when n = 0 and n = 1, results in:

E0 = − mC

UbcQ − ΦC
ûbc (3.23)
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respectively

E1 = mC (mC + 1)(
UbcQ − ΦC

)2

û2
bc

2
. (3.24)

The errors introduced by truncating after n = 0 or n = 1 for a given collector sig-
nal voltage can be calculated using (3.23) or (3.24), respectively. However, because
ûbc and ûcs of a single bjt depend on the characteristics of the negative-feedback
amplifier (loop-gain), it may be convenient to calculate the maximum signal ampli-
tude for which the junction capacitances may be regarded as a constant.

The maximal signal amplitude for a certain truncation error, E0, is found by
rewriting Eq. (3.23):

ûbc ≤ −E0
UbcQ − ΦC

mC
. (3.25)

A large value of UbcQ is beneficial. Voltage ûbc may have larger values before the
junction potential cannot be regarded constant anymore. For instance, when E0 should
remain smaller than 1 %, an ûbc of only about 20 mV is found when UbcQ = −1 V ,
while ûbc may rise to 50 mV when UbcQ = −5 V. Eq. (3.25) also holds for Cbx and
C js when the right parameters are used.

The negative-feedback amplifier can be designed in such a way that the signal
levels do not exceed the maximal amplitude, for instance by cascoding. This strategy
may give good results for every amplifying stage, except perhaps for the output
stage since higher output voltage levels are not uncommon. Assuming C jc, Cbx (and
C js) to be constant may not be realistic in that case. For second-harmonic distortion
analysis the junction capacitances of the output stage may therefore be evaluated
upto C j x1 or even C j x2. The junction capacitances of the other amplifying stages
may usually be regarded as being constant.

For lateral transistors, C js is connected between the intrinsic base and the sub-
strate. If the intrinsic emitter resistance rE of the lateral transistor is small, which it
usually is, C js can be regarded as being in parallel with Cπ and its effects can be
seen as being part of the junction capacitance C je.

3.1.1.4 Envelope Detection Properties Due to Capacitances

The envelope detection properties are investigated for an AM signal in a similar man-
ner as was done in Chap. 1. In case the base-emitter voltage is amplitude modulated,
the current ide can be determined from

ide = d

dt

(
τ f

∞∑
n=1

gmn(ûbe(1 + m cos ωl t) cos ωct)n

)
, (3.26)

where ωc is the (high-frequency) carrier frequency, ωl is the low-frequency modu-
lating signal, and m is the modulation depth.

http://dx.doi.org/10.1007/978-3-319-00593-5_1
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Truncation after n = 2 results in:

ide = − mωlCde1ûbe sin ωl t cos ωct − ωcCde1ûbe(1 + m cos ωl t) sin ωct+ (3.27)

Cde22ûbe(1 + m cos ωl t) cos ωct×(−mωl ûbe sin ωl t cos ωct − ωcûbe(1 + m cos ωl t) sin ωct
)
.

After trigonometric manipulation and omittance of the ωc, 2ωc, (ωc ± ωl), and
(2ωc ± ωl) responses, the demodulated signals can be found at ωl and 2ωl :

ide2 = ωlCde2

(
mû2

be sin ωl t + m2û2
be sin 2ωl t

)
. (3.28)

Frequency ωl is usually several krad/s (for example the frequency of the detected

envelope variations of AM, gsm, etc.) and Cde2 is a factor
(

q
2n f kT

)
times higher

than Cde1. The amplitude of the demodulated signals in current ide can therefore
be expected to be negligibly small compared to the demodulated signals due to gπ2
and gm2, since both û2

be sin ωl t and û2
be sin 2ωl t are multiplied by ωlCde2. It therefore

seems to be reasonable to neglect the second-order nonlinear behavior of the diffusion
capacitance in case of EMI.

Consider for example a bjt biased at a collector current of 1 mA with gπ2 =
3.7 mA/V2, gm2 = 0.747 A/V2, Cπ = Cde1 = 36 pF, and Cde2 = 696 pF/V. An
ube of 10 mV with a modulation depth of 1 and ωl = 6.28·103 rad/s results in the
following disturbing currents: iCde2 = 437 pA, igπ2 = 374 nA, and igm2 = 74.7 µA.
Clearly, iCde2 can be neglected.

For the junction capacitances a similar discussion holds. The responses at ωl

and 2ωl can expected to be even smaller since the junctions are reverse biased.
Considering EMI only, the junction capacitances may be approximated by their
linear values without making an unacceptable error.

3.1.1.5 Medium Signal Hybrid-π Model

The resulting hybrid-π model is shown in Fig. 3.2. Because it is valid for larger signals
than the conventional hybrid-π model, it might be called ‘the medium signal hybrid-
π model’. It contains three nonlinear components. The first important nonlinear
component is ic, the nonlinear voltage-controlled current source that represents the
nonlinear voltage to current transfer of the bjt. The second voltage-controlled current
source, ib, represents nonlinear behavior of the input resistance and, if desired3, the
diffusion capacitance part of Cπ . Note that capacitance C jc is called Cμ in this model.

With this ‘medium signal hybrid-π model’ both the linear and second-order trans-
fer can be calculated, i.e., second harmonic distortion (for signals in the pass band
of the amplifier) and envelope detection.

3 For increased accuracy in second-harmonic distortion analysis.
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rπ

rBb

Cbx

Cμ

Cπ ro

c

e

gm1ube + gm2u2
beicgπ2u2

beib

+

-

ube

Fig. 3.2 Medium signal hybrid-π model for calculating the linear and quadratic transfers of the
bjt. The transconductance is modelled by a voltage-controlled current source ic having both a
linear and a quadratic transfer. Second-order nonlinearity of rπ is modelled by a voltage-controlled
current source ib and second-order nonlinearity of Cπ may also be incorporated in it. The latter
may be omitted in case of EMI and in some other cases (see main text). Note that C js and parasitic
capacitances and/or inductances from interconnects on the die have been omitted for simplicity.
When desired, they can easily be added at the appropriate places

The direct current amplification factor is an important quantity that does not
directly appear in the hybrid-π model. It is defined as the ratio of the collector
current and the base current. Using Eqs. (3.1) and (3.2), the dc current amplification
factor is easily derived to be:

βdc = IcQ

IbQ
= β f

(
1 − UbcQ

UAF

)
. (3.29)

3.1.1.6 Driving the bjt with Medium Amplitude Signals

In this section the linear and quadratic behavior of the hybrid-π circuit when driven
with an input signal is described. Both current and voltage drive are considered.
For convenience, it is assumed that Cπ determines the high frequency behavior.
Therefore, Cμ and Cbx are omitted from the analysis. The collector current ic is
considered as the output signal, while small-signal quantity uce is assumed zero.
Figure 3.3 presents the circuit diagram.

Initially, resistor Rs will be assumed to be infinite and the frequency is assumed
to be so low that Cπ may be disregarded. The resistance rB can be neglected because
it is in series with an ideal current source for Rs → ∞. The base-emitter voltage ube

is now given by:
ube = isrπ − (isrπ )2gπ2rπ . (3.30)

The ac collector current (ic = gm1ube + gm2u2
be) is
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rπ CπRsis
gm1ube + gm2u2

beicgπ2u2
beib

+

-

ube

Fig. 3.3 Medium signal hybrid π model used to calculate the linear and quadratic transfers from
is to ic = gm1ube + gm2u2

be

ic = is gm1rπ + i2
s r2

π (gm2 − gm1rπ gπ2) − 2i3
s r4

π gπ2gm2 + i4
s r6

π g2
π2gm2. (3.31)

A collector current with a linear, a quadratic, a cubic, and a fourth-order term results.
The ratio of the linear terms in the collector current and the signal current gives the
small-signal current gain factor βac (Gray et al. 2001),

βac = gm1rπ = β f

(
1 − UbcQ

UAF

)
. (3.32)

Note that βdc = βac, see (3.29).
The second-order term can be written as:

ic2 = i2
s r2

π (gm2 − gm1rπ gπ2) = i2
s r2

π (gm2 − βacgπ2) = i2
s βac2 = 0 (3.33)

When Eqs. (3.6), (3.7), (3.11), and (3.9) are used to evaluate βac2, it is found to equal
zero. Note that now the expression for βac is known, it follows gπ2 = gm2/βac

(rπ = 0, gπ2 → ∞, for βac = 0).
Third and fourth-order current amplification factors also appear. Theoretically,

the (isrπ )4 term will give rise to some envelope detection. Its effect, however, can
only be evaluated when all distortion terms up to the fourth are taken into account.
When all terms of ic up to the fourth-order are evaluated [using inverse functions
(Weiner and Spina 1980)], βac3 and βac4 are found:

βac3 = 0 (3.34)

βac4 = 0. (3.35)

In fact, all higher order βac terms are zero. From this evaluation can be concluded that
in case of current driving the bjt, no envelope detection nor second-order distortion
will occur. The latter corresponds to the findings of other authors (Lantz 2002; de
Lange 2002).

Next, the effects of a finite value of Rs are considered. For the linear and quadratic
term in ic can the following expressions be derived:
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ic1 = isβac
Rs

Rs + rπ1
Current driving (3.36)

and ic1 = us gm1
rπ1

Rs + rπ1
Voltage driving,

with us being the signal voltage when voltage drive is considered (i.e., is , Rs converted
to us , Rs via Thévenin’s theorem).

The second-order term in ic is given by

ic2 = i2
s

(
Rsrπ

Rs + rπ

)2 {
gm2 − gm1gπ2

rπ Rs

rπ + Rs

}

= i2
s

(
rπ Rs

Rs + rπ

)2 {
gm2

rπ

Rs + rπ

}
Current driving (3.37)

and ic2 = u2
s

(
rπ

Rs + rπ

)2 {
gm2

rπ

Rs + rπ

}
Voltage driving.

A finite value of Rs seems to have a detrimental effect on ic2. The lower the value
of Rs , the larger ic2 becomes. That is in accordance with what is found when the
voltage driven situation is considered. The base-resistance rB is considered to be a
part of Rs .

Comparing current and voltage drive, it can be seen that the quadratic term [the
gm2 term between the brackets in Eq. (3.37)] is the same in both situations. The main
difference is the magnitude of Rs . In case of current drive its value is much larger
than the value of rπ , resulting in a small quadratic term, approaching zero. Voltage
drive occurs in those situations that Rs has a value comparable to or smaller than rπ .
The quadratic term is relatively large in that case, with a maximum of u2

s gm2 when
Rs approaches zero. For values of Rs between the two extremes, the second-order
is also somewhere between the extremes. This is consistent with de Lange (2002);
Lantz (2002). So, the extreme values of Rs determine whether the bjt behaves as a
linear, current-controlled current source or as a nonlinear voltage-controlled current
source.

The difference between current and voltage driving can be explained by consid-
ering that current-driving a bjt causes a nonlinear ube to occur which is a natural
logarithm function of the signal current, that in turn generates an ic that is a natural
exponential function of ube. Since both functions are complementary, a linear trans-
fer from signal current to ic occurs. A finite value of Rs hampers the ‘quality’ of the
transfer of is to the nonlinear ube required for a linear is − ic transfer. When driving
the bjt with an ideal voltage source, the linear signal voltage causes ube to be linear
also. This voltage generates a nonlinear ic. No linearizing action whatsoever occurs
in case of ideal voltage driving the bjt.
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3.1.1.7 Cross-Product Distortion

The cross product current icross has been disregarded up to now, however, it does
affect the current due the second-order nonlinearity. It is taken into account with

ic2 = u2
s

(
rπ1

Rs + rπ1

)2 (
gm2

rπ1

Rs + rπ1
− gm1gx

ro Zl

ro + Zl

)
, (3.38)

where Zl is the load impedance. It can be seen that ic2 is now dependant on the
load, and hence uce. Assuming that the effect due to gx is considered negligible when
its value is equal or smaller than y times the value of the gm2 term, it is found that
Zl has to satisfy the following relation

Zl ≤ y
rπ1ro

2Rs + rπ1
= yro

1

2 Rs
rπ

+ 1
= y

UAF

IcQ

1(
2Rs

q
n f kTβac

IcQ + 1
) . (3.39)

The value of coefficient y is chosen by the designer. It may, e.g., have a value of 0.1
or even lower. A high value of the Early voltage, and thus ro, is beneficial since it
allows Zl to increase. Since ro is inversely proportional to IcQ , it is clear that lower
values of Zl follow for higher bias currents.

Equation (3.39) also shows that the maximum value of Zl depends on the driving
resistance, Rs . In case of ideal voltage driving, it follows that Zl should have a value
lower than yro. Increasing values of Rs result in lower allowable values of Zl . In fact,
in case of ideal current driving, ideal current loading, i.e., Zl = 0, is required. For
a reasonably high driving resistance, e.g., Rs ≈ 10rπ · · · 100rπ , the Zl requirement
can usually be met by cascoding the bjt.

When the bjt is applied in a negative-feedback amplifier, a negligible contribution
from gx to the second-order nonlinearity can in general be accomplished by cascoding
the bjt (low Zl ) and/or by ensuring enough loop gain. Collector-emitter voltage uce

can be kept low in that way. Moreover, both driving impedance and load impedance
generally decrease with increasing frequency, thus easing the design of a negative-
feedback amplifier with negligible contribution from gx to the second-harmonic
distortion.

Under the assumption that ωc is much larger than the amplifier bandwidth, a
negligible contribution to the EMI behavior of the negative-feedback amplifier can
often be expected from gx because the product ube(ωc)uce(ωc) is often negligibly
low.

In the remainder of this chapter it is assumed that the effect of gx is negligible.
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Fig. 3.4 Gummel plot of a
bjt. The solid line is Ic, the
dotted line is Ib. Area 1 is the
low-current region, area 2 the
mid-current region, and area
3 the high-current region

3.1.2 Secondary Effects Affecting bjt Nonlinearity

Besides the primary functionality of the bjt discussed up to now, some secondary
effects may occur. Both at low and high currents these secondary effects occur.
Figure 3.4 shows the base and collector currents as function of the base-emitter
voltage.

At low values of the collector current (i.e., the low-current region indicated by
area 1), the current due to recombination in the base-emitter depletion layer and at
its surface becomes of the same order of magnitude as the base-emitter current that
controls the collector current (Thornton et al. 1970) and cannot be neglected. The
current due to recombination is depicted by current Ib2 in Fig. 3.1 and adds to the
base current:

IbQ = Ib1 + Ib2 = Is

β f
e

(
qUbeQ
n f kT

)

+ Isee

( qUbeQ
nekT

)
. (3.40)

Ise is the base-emitter leakage saturation current. The coefficient ne is the low-current,
forward region emission coefficient. Coefficient ne = 2 when recombination in the
base-emitter layer is the main contributor (van der Toorn et al. 2008).

For increasing bias levels, i.e., increasing Ube, current Ib1 increases more than
current Ib2 (Gray et al. 2001; Getreu 1978). At the boundary of the low-current and
mid-current regions, Ib2 can be neglected since Ib1 has become much larger. The
current gain βac therefore increases with increasing collector current in the low-
current region, see Fig. 3.5a.

High and low-current effects are negligibly small in the mid-current region. The
mid-current region is region 2 in Fig. 3.4. The transistor behaves as discussed in
Sect. 3.1.1. Current gain βac is (virtually) constant in this region, as can be seen in
Fig. 3.5a.

At high current levels the injection of minority carriers into the base region is
significant with respect to the majority carrier concentration (Getreu 1978). This
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Fig. 3.5 Alternating current
amplification factors as func-
tion of IcQ . a Linear term
of βac as function of IcQ
(βac(IcQ)), and b Absolute
value of the quadratic term
of βac2 as function of IcQ
(βac2(IcQ))

(a)

(b)

results in a longitudinal electric field in the base-region that hampers the diffusion
of majority carriers and supports the diffusion of minority carriers. At the same time
the injection of majority carriers into the emitter region increases (Getreu 1978).

High current level effects are incorporated in the expressions for the collector
current (Getreu 1978; Lantz 2002)

IcQ = 2

(
1 − UbcQ

UAF

)
(
1 + X Q

) Ise

(
qUbeQ
n f kT

)

= 2(
1 + X Q

) IcQ,prim. (3.41)

with

X Q =

√√√√
1 + 4

IS

IK F
e

(
qUbeQ
n f kT

)

. (3.42)

IcQ,prim. is the collector current when only primary effects are taken into account,
see Eq. (3.1). High-level injection effects are represented by the knee current4, IK F .

4 It is represented by IK in the MEXTRAM model (van der Toorn et al. 2008). It should be noted
that high-current effects are modelled more accurately in this model.
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Equation (3.41) shows that Ic will increase less with increasing Ube than in the
mid-current region. This is depicted by region 3 in Fig. 3.4. Current gain βac therefore
decreases with increasing collector current, see Fig.3.5a.

The linear and second-order nonlinear parameters can be determined again by
calculating gm1 = d Ic/dUbe, gm2 = 0.5d2 Ic/dU 2

be, gπ1 = d Ib/dUbe, and gπ2 =
0.5d2 Ib/dU 2

be, using (3.41) and (3.40) for Ic and Ib, respectively. Especially in the
low and high-current region, all four parameters differ from the value that is found
when using the equations in Sect. 3.1.1.

Current gains βac and βac2 can be determined using the circuit shown in Fig. 3.3.
The resulting current gain βac = rπ gm1 is depicted in Fig.3.5a. Figure. 3.5b shows
βac2 = r2

π (gm2 − βacgπ2). Terms gm2 and βacgπ2 will vary with IcQ . When both
terms are equal, βac2 will be zero. This occurs at one specific value of IcQ in the
mid-current region. Current gain βac is constant at this current.

Figure 3.6a and b show the second harmonic of the collector current, ic2, and the
second-order harmonic distortion HD2 = ic2/ ic1 as function of the signal source
resistance Rs . Both decrease for higher Rs values and then stabilize at a more or less

Fig. 3.6 Second-order non-
linear current ic2 and second-
order distortion HD2 of
a BC847C bjt biased at
IcQ = 1mA and UceQ = 5 V
as a function of Rs . Signal cur-
rent is is 0.73µA. a Quadratic
component ic2 as function of
Rs . b Second-order distortion
HD2 as function of Rs .

(a)

(b)
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constant value (HD2 ≈ 0.1 %) for resistances larger than the optimal value of Rs .
In this case the optimal value is Rs = 1 M�.

From Fig. 3.6 can be concluded that ic2 can be minimized for a given Rs , by biasing
it at the correct value of IcQ . Unfortunately, it does not seem to be possible to derive
a closed form analytical solution for determining the optimal IcQ from the presented
equations. Again, the cancellation of second-order distortion is perfect at one (bias)
point only. This is in agreement with the finding of other authors (Vaidyanathan et
al. 2003).

The optimum value of IcQ for a zero βac2 (and zero HD2) is subjected to spread
in the values of β f , Is , Ise, and IK F between various devices of the same transistor
type. It is therefore more sensible to specify a range for which βac2 is reasonably
low for low distortion design: the usable mid-current region.

The lower limit of the usable mid-current region is given by the value of UbeQmin at
which Ib1 is a factor b larger than Ib2. The detrimental effect of Ib2 may be neglected
for values of UbeQ larger than UbeQmin . A factor b = 20 seems to be a reasonable
value. From Eq. (3.40) it follows that UbeQmin is given by:

UbeQmin = kT

q

n f ne

n f − ne
ln

(
1

bβ f

Is

Ise

)
. (3.43)

If the decrease in IcQ due to high-current effects is limited to a maximum of c
(e.g., c = 0.1 is reasonable), it follows from Eq. (3.41) that the maximal value of
UbeQ is:

UbeQmax = n f kT

q
ln

(
cIK F

4Is

)
. (3.44)

Second-order conductance gπ2 will be exactly equal to gm2/βac for one bias
current only. For other current values there will be a deviation between the actual
value of gπ2 and gm2/βac, causing βac2 = r2

π (gm2 − βacgπ2) to be small in the
mid-current region, but not zero anymore.

Apart from the ideal bias point where the deviation between gπ2 and gm2/βac

will be larger, this deviation is expected to be largest at the edges of the mid-current
region See Fig. 3.5b. Coefficients b and c in Eqs. (3.43) and (3.44) have been given
such values that the deviation is maximally 3% . . . 4% % for most bjts.5 As a result
of the deviation there will be an uncertainty in the actual value of the second-order
nonlinearity. It may be larger or smaller than expected. The latter is just convenient,
the first may be harmful.

When x is denoted as the ratio of6 gπ2 and gm2/βac, the second-order nonlinearity
given by Eq. (3.37) can be rewritten as

g′
m2 = gm2 − gm1gπ2

Rsrπ

Rs + Rπ

= gm2

(
rπ + Rs(1 − x)

Rs + rπ

)
. (3.45)

5 In case of some older bjt s b and c should be adjusted for a deviation of 3% . . . 4%.
6 Note that βac may easily be determined by simulation.
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In case x = 1 we have the ideal condition gπ2 = gm2/βac; in this work 0.97 ≤ x ≤
1.03 is used. Low values of Rs do not introduce large deviations compared to (3.37).
Current drive, i.e., high values of Rs , decreases g′

m2 but increases the uncertainty in
its actual value.

For design purposes, at least as first-order design, the equations in the previous
section may be used when the bjt is biased in the mid-current region. Some accuracy
is exchanged for simplicity. Throughout the remainder of this work it is assumed that
the bjt s are biased in the mid-current region and the (approximate) Eqs. (3.6)−(3.9)
and (3.45) are used.

Finally, current crowding occurs at high current levels where the base current
produces a voltage drop in the base that tends to forward bias the base-emitter junction
preferably around the edges of the emitter. Thus the transistor action tends to occur
along the emitter periphery rather than under the emitter itself and the distance from
the base contact to the active base region is reduced (Gray et al. 2001). Consequently,
the value of rB is reduced.

In low-noise and/or high frequency amplifiers where a low rB is important, an
effort is made to maximize the periphery of the emitter that is adjacent to the base
contact (Gray et al. 2001), by e.g., applying multiple base and emitter stripes, thus
decreasing the value of rB . On top of that, in a well designed negative-feedback
amplifier, effort has been made to minimize the adverse effects of rB . Changes in its
value will thus have negligible effects. Therefore, rB is considered to be a constant
in this work.

3.1.3 bjt Second-Order Nonlinear Behavior as Function
of Frequency

Next, the frequency dependency of the transfers have to be determined. The nonlinear
parameters are determined from the equations given in Sect. 3.1.2. For now, the
nonlinear effects of Cπ and Cμ are disregarded. By inspection of Fig. 3.3, the linear
and quadratic transfers are given by:

ic1 = is gm1rπ1
Rs

Rs + rπ + s Rsrπ1Cπ1
(3.46)

and

ic2 = i2
s m

(
Rs

Rs + rπ1 + s Rsrπ1Cπ1

)2 (
gm2 − gm1gπ2

Rsrπ

Rs + rπ + 2s RsrπCπ

)
,

(3.47)
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Fig. 3.7 Linear and second
harmonic components in ic as
function of frequency, with
signal current is = 0.73 µA
and Rs = 10 M�. The crosses
are SPICE simulation results,
the lines are calculated. a
Linear component of ic as
function of frequency. b
Second harmonic of ic as
function of frequency. Dashed
line is without effect of Cπ2,
solid line is with effect of Cπ2.

(a)

(b)

ic2 = i2
s m

(
Rs

Rs + rπ1 + s Rsrπ1Cπ1

)2

×
(

gm2 − gm1(gπ2 + 2sCπ2)
Rsrπ

Rs + rπ + 2s RsrπCπ

)
. (3.48)

In these equations, s is the Laplace operator and the coefficient m equals 0.5 in case of
second harmonic distortion and the modulation depth in case of EMI. Equation (3.47)
does not take the nonlinear effect of Cπ into account, while Eq. (3.48) does, with
Cπ2 = τ f gm2.

Both linear and quadratic transfers are depicted in Fig. 3.7a and b. The transfer is
depicted by the solid line in Fig. 3.7b. The crosses in Fig. 3.7b are SPICE simulation
results. Both calculations and simulations are in good agreement.

The effect of the nonlinear Cπ can be modelled by incorporating its effect in
voltage-controlled current source ib, as is shown in Fig. 3.8 and (3.48).

Comparing Fig. 3.7b with the SPICE simulations, it may be concluded that both
Eqs. (3.47) and (3.48) give satisfactory results. Equation (3.48) is more accurate; Cπ2
tends to linearize the transfer a bit in this case. Equation (3.47) is, however, for design
purposes accurate enough. The transfer given by (3.47) and depicted by the dashed
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rπ CπRsis
gm1ube+
gm2u2

be

ic(gπ2 + τ f gm2)u2
beib

+

-

ube

Fig. 3.8 Hybrid-π model with second-order nonlinearity of Cπ incorporated in current source ib

line in Fig. 3.7b are comparable to the results given in (de Lange 2002). In that paper,
however, the current gain is assumed to be constant. In this example the nonlinear
behavior of the current gain was also taken into account.

Note that in case of EMI that Cπ2 can be disregarded, and Eq. (3.47) should be
used.

3.1.4 Model Limitation

This work uses the well known Gummel-Poon model to extract a hybrid-π model
that can be used to analyze linear and second-order nonlinear responses. The valid-
ity of the Gummel-Poon model is, however, limited to approximately 10 % of the
transit frequency ft (van den Brink 1994; Reitsma 2005). For higher frequencies, a
disagreement is observed between transfer measurements and circuit analysis.7

For (nonlinear) analysis and design at frequencies above 0.1 ft the nonlinear model
presented in (Reitsma 2005; Weiner and Spina 1980), the MEXTRAM, and HICUM
models can be used. Second harmonic analysis at these frequencies will otherwise
show discrepancies due to inaccurate modelling of the linear and nonlinear capaci-
tance Cπ .

In analysis and design of EMI (envelope detection) of negative-feedback ampli-
fiers, usually with a bandwidth smaller than 0.1 ft , an inaccuracy in the (linear)
frequency transfer could be observed for frequencies higher than 0.1 ft . Detection is,
however, a low frequency effect that hardly depends on the nonlinear capacitance.
It is expected that the error made in this case is small enough to allow use of the
hybrid-π model presented in this work, at least in the early design steps.

The hybrid-π model is expected to give accurate results for ûbe up to 10 mV under
the condition of current loading. If the latter is not the case, cross term transconduc-
tance gx may cause inaccuracies.

7 The disagreement is not observed in FET hybrid-π models (van den Brink 1994).
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3.2 Field-Effect Transistors

The type of transistor to be discussed here consists of two heavily doped regions
called source and drain in the bulk, and an isolated region called gate. The electric
fields between gate-source/bulk and drain-source create a channel of charge carriers
between source and drain and therefore the current flowing from source to drain.
Hence the name field-effect transistor (FET).

Two types of field effect transistors will be discussed: the metal-oxide-
semiconductor field-effect transistor (mosfet) and the junction field-effect tran-
sistor. For the latter type, both the junction field-effect transistor (JFET) and the
metal-semiconductor field-effect transistor (MESFET) will be discussed briefly.

JFETs are always depletion type transistors, mosfets may be either depletion
or enhancement type (Wissenburgh 2002). Depletion type FETs have a conducting
channel when no electric fields are applied. Applying an electric field between gate
and source/bulk will cause a decrease in charge carriers in the channel and hence a
decrease in current. In enhancement type FETs no conducting channel exists when no
electric fields are present. Electric fields between gate-source/bulk and drain-source
create a channel. An increase in the electric fields cause an increase in charge and
hence in current in the channel.

3.3 The Metal-Oxide-Semiconductor Field-Effect Transistor

The following explanation of the mosfet is based on a n-channel enhancement
device, but with the appropriate change of signs for charge and potential it also
holds for p-channel and depletion devices. Figure 3.9 shows the structure of a typical
n-channel device.

A p-type doped area, called bulk or substrate, contains two heavily doped n-type
regions called source and drain, respectively. On top of the bulk there is a thin layer of

Fig. 3.9 N-channel mosfet
with bias voltage sources.
The mosfet is depicted in
the saturation region. The
pinched channel is indicated
by the minus signs. The
parasitic capacitances are
shown. Material resistances
are omitted for clarity
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silicon dioxide8 (or a ‘high-k’ dielectric in FETs≤45 nm (Bohr et al. 2007; Ytterdal et
al. 2003) covered with the gate electrode (metal9 or polycrystalline silicon), (black).
Note that the gate overlaps the source and drain, creating overlap capacitances Cgsov

and Cgdov. The depletion layer capacitance between the drain and the substrate is
Cbd , while the charge in the channel creates a capacitance Cgs .

When a voltage Ugs is applied, the concentration of charge carriers below the gate
area is altered. Three different operation conditions can be distinguished: accumula-
tion, depletion and saturation.

The regions of operation are determined by the gate-source voltage Ugs , the drain-
source voltage Uds and the threshold voltage Ut . The first two voltages can be chosen
by the designer; the latter is determined by the fabrication process and is given by
(van Langevelde 1998)

Ut = UF B + ΦB + γ
√

ΦB . (3.49)

UF B is the flat band voltage (−1.050 V for silicon/SiO2), γ is the body effect coeffi-
cient, [typically 1/2 [

√
V ] (Gray et al. 2001)], and ΦB is the surface potential at the

onset of strong inversion (0.95 V).
A non-zero source-bulk voltage, Usb, can occur in analog integrated circuit design

and may cause a change in the threshold voltage (Gray et al. 2001). The new threshold
voltage is given by Utb = Ut + γ (

√
ΦB + Usb − √

ΦB) (van Langevelde 1998).
The effect of a non-zero Usb on mosfet behavior may be analyzed in a similar way
(Usb = 0 is analyzed in this work for simplicity).

For gate-source voltages (slightly) less than Ut and Uds > 0, an accumulation
layer of positive charge is formed between source and drain (van Langevelde et
al. 2003; Johns and Martin 1997). Drain current Id is exponentially dependent on
Ugs and much smaller than when Ugs > Ut . Nonlinear behavior of the mosfet
in accumulation can be expected to be comparable to the voltage driven bjt and
therefore the same considerations hold. Furthermore, mosfets in accumulation are
used mainly in very low power applications at relatively low signal frequencies (Gray
et al. 2001). Very low power negative-feedback amplifiers are beyond the scope of
this work. Therefore, the accumulation region is not investigated further.

Depletion occurs when Ugs > Ut and Uds 
 2(Ugs − Ut ) (Gray et al. 2001)
and a thin layer of electrons is formed at the surface of the silicon directly under
the oxide, see Fig. 3.9. The free electrons act as a conducting channel between the
source and drain regions. The voltage difference across the channel approximately
equals Uds (van Langevelde et al. 2003) and current Id will increase almost linearly
with Uds . Consequently, this operating region is often called linear region. Also, it
may be called Ohmic- or triode region (Gray et al. 2001). The triode region is not
very useful for amplification purposes due to the resistor like behavior of the FET.
It is therefore not investigated further in this work.

8 Silicon dioxide is an insulator. The insulating layer separates the gate from the substrate. Therefore,
these devices are also called insulated-gate FETs or IGFETs (Chirlian 1987).
9 Hence the name mosfet.
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When Ugs > Ut and Uds is high [e.g., > (Ugs −Ut )], saturation occurs. The gate-
drain voltage is now smaller than the threshold voltage. This means that the channel
no longer exists at the drain, see Fig. 3.9. As a result, the average electric field in
the source-drain channel does not depend on the drain-source voltage but instead on
the voltage across the channel (Gray et al. 2001). As a consequence, Id becomes
independent of Uds . In other words, Id saturates for Uds above a certain saturation
voltage Udssat∞, hence the name saturation for this bias region (van Langevelde et
al. 2003). Udssat∞ is the saturation voltage of an ideal long channel mosfet (van
Langevelde 1998). In literature, Udssat∞ may also be called pinch-off voltage [e.g.,
(Gray et al. 2001; Lantz 2002)] hence also the name pinch-off region may be used.
In the saturation region Id will increase approximately quadratically with Ugs .

It may seem strange that in case of a depleted drain region that current can reach
the drain contact. The voltage Uds −Udssat∞ across the pinched-off region, however,
creates a strong electric field which transports electrons from the strongly inverted
region to the drain (Ytterdal et al. 2003).

In case of a long-channel mosfet10 Udssat ≈ Udssat∞, with Udssat∞ being given
by11

Udssat ≈ Udssat∞ = Ugs − UF B + γ 2

2
− γ

√
Ugs − UF B + γ 2

4
− ΦB, (3.50)

while for a short-channel12 mosfet holds Udssat ≈ Udssat∞ · (1 − F(L)) (van
Langevelde 1998). The correction factor F(L) decreases with increasing channel-
length and it causes Udssat to become lower than Udssat∞. Its formula is given in
(van Langevelde 1998; van Langevelde et al. 2003). Factor F(L) lowers the output
resistance [See Eq. (3.64)] and it affects the output nonlinearity in a complex way.
These detrimental effects are easily solved in the design process by cascoding short-
channel mosfets. Therefore, (3.50) is used in this work (Sect. 3.4.4).

Since UF B = Ut − ΦB − γ
√

ΦB holds, Eq. (3.50) can be written in the form:

Udssat ≈ (Ugs − Ut ) + γ 2

2
− γ

⎛
⎝
√

(Ugs − Ut ) + ΦB + γ
√

ΦB + γ 2

4
−√

ΦB

⎞
⎠ .

(3.51)

For calculating the drain current the following equation can be used
(van Langevelde 1998):

10 The error made in case of long-channel mosfets is less than 1 % (van Langevelde 1998)
11 Udssat ≈ Udssat∞ = Ugs − UF B + γ 2

2 − γ

√
Ugs + Usb − UF B + γ 2

4 − ΦB when source and
bulk are not short circuited.
12 The channel-length of short-channel mosfets is typically in the submicrometer range (Ytterdal
et al. 2003). Section 3.4.2 presents an equation that can be used to determine whether a mosfet has
a long or short-channel.
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Id = μCox
W

L

(
Ugs − Ut − 1

2
Udssat − γ

(√
1

2
Udssat + ΦB −√

ΦB

))
Udssat .

(3.52)
Textbooks typically approximate Udssat by Udssat = Ugs − Ut and the equation

for the drain current is, as a result, reduced to Id = β(Ugs − Ut )
2. However, a

depletion layer exists between the physical pinch-off point in the channel at the drain
and the drain itself (Gray et al. 2001). The length of this depletion layer depends on
the value of Uds . Therefore, the length of the channel also depends on Uds . Increasing
values of Uds result in an increased depletion layer and a smaller effective channel
length L . Id therefore tends to increase with increasing Uds . This phenomenon is
called channel length modulation (CLM).

As a first-order approximation, this effect is assumed to be linear. Taking CLM
into account, the equation for the drain current becomes (Johns and Martin 1997)

Id = βFET(Ugs − Ut )
2(1 + λ(Uds − Udssat )). (3.53)

λ is a parameter used for a first-order characterization of the channel length modu-
lation.

The value of Id depends on the size of the mosfet, the gate oxide capacitance per
unit area (Cox ) and the average electron mobility μ0. This dependence is given by the
transconductance parameter βFET = μ0Cox W/L , (Gray et al. 2001; van Langevelde
et al. 2003). Id is proportional to βFET. The value of βFET may be maximized by
choosing a large W/L ratio and Cox .

3.4 fet Hybrid-π model

A hybrid-π model valid for both mosfet and JFET will be presented in this section.
Therefore, both linear small-signal and second-order nonlinear parameters will be
derived in the next sections. Firstly, the primary, or first-order, effects are modelled.
The secondary effects affecting (non)linearity are then modelled.

3.4.1 First-Order Approximations

The easiest way to determine the FET response to a change in input or output voltage
is by performing a Taylor series expansion of Eq. (3.53). This results in transcon-
ductance terms from ugs , output conductance terms from uds and cross terms from
ugsuds .

The linear transconductance is given by

gm1 = 2
√

βFET Id Q(1 + λ(Uds Q − Udssat )). (3.54)
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The transconductance thus increases or decreases with the square root of bias current
Id Q .

The second-order nonlinear transconductance is given by

gm2 = βFET(1 + λ(Uds Q − Udssat )). (3.55)

Transconductance gm2 is dominated by the transconductance factor βFET. In contrast
to the bjt, it is thus found for the FET that gm2 is virtually independent of its bias
current.

Only a linear term is found for the output conductance. It is given by

gds1 = λ

(1 + λ(Uds Q − Udssat ))
Id Q (3.56)

or, equivalently, the output resistance of a FET is written as

rds = (1 + λ(Uds Q − Udssat ))

λId Q
. (3.57)

When λ is small, rds may be approximated by rds ≈ 1/(λId Q) (Johns and Martin
1997).

In addition to the currents resulting from ugs gm1, u2
gs gm2 and uds gds1, a current

resulting from cross terms due to variations in both ugs and uds is found:

icross = 2βFET(Ugs Q − Ut )λ · ugsuds = gx · ugsuds . (3.58)

Current icross can be made insignificant when the designer selects a FET with a low
value of λ, i.e., a FET that does not suffer much from CLM, and biases it at an
adequate drain current. FETs with short channels suffer more from CLM and will
have a large λ, so icross may reach non-negligible values for these FETs. The same
considerations for minimizing the effects of icross in negative-feedback amplifiers
hold as for the bjt. Cascoding the FET ensures that uds is small and that icross will
be insignificant with respect to the other currents.

3.4.2 Secondary Effects

Up to now, secondary effects that will affect Id were disregarded. These are: mobility
reduction, material resistance and nonlinear channel length modulation.

Incorporating more secondary effects in a model inevitably results in increased
complexity. Analytical results will be more correct, but synthesis will be hampered
by the increased complexity. A trade-off between model accuracy and designability
has to be found. We will therefore limit our discussion to those effects that may occur
in mosfets and operating regions of the mosfet when used in amplifier design. The
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saturation region is most often encountered in amplifier design, since the FET is able
to deliver more gain in this region. Only secondary effects affecting FET behavior
in the saturation region are therefore modelled.

Carrier mobility is not constant. It is affected by both the electric field from the
gate-bulk voltage (mobility reduction) and the electric field originating from the drain
source voltage (velocity saturation). Mobility reduction stems from phonon scattering
(μph), charge carrier scattering due to the quantum vibrations of the crystal lattice,
and surface roughness scattering (μsr ) of charge carriers due to roughness of the
interface between silicon crystal and the gate oxide (van Langevelde and Klaassen
1997a). Surface roughness scattering is especially important under strong inversion
conditions, because the strength of the interaction is governed by the distance of the
carriers from the surface; the closer the carriers are to the surface, the stronger the
scattering due to the surface roughness will be. Mobility degradation is both gate
and drain-source voltage dependent. Besides the drain current, it will also affect the
derivatives of Id to Ugs (gm1 and gm2) and of Id to Uds (gds1 and gds2).

The velocity of the carriers is proportional to the electric field originating from
Uds . For high values of Uds , carriers acquire more energy than the available thermal
energy. These carriers are therefore not in thermal equilibrium with the surrounding
lattice, and when they collide with the lattice they lose energy and their speed saturates
(Lantz 2002). This leads to a decrease in drain current in saturation (Ytterdal et al.
2003; Gray et al. 2001). Velocity saturation will affect the drain current, reduce the
transconductance, and because of its dependence on Uds , velocity saturation also
affects output conductances gds1 and gds2 (van Langevelde and Klaassen 1997b).

An important phenomenon is CLM. CLM is caused by the depletion layer width at
the drain, that increases as the drain voltage is increased. It is dependent on the drain-
source voltage and mainly affects gds1 and gds2; and its effect typically increases
in small devices with low-doped substrates. Drain voltage induced nonlinearity in
the drain current in saturation is caused mainly by channel length modulation (van
Langevelde and Klaassen 1997b).

The source and drain areas exhibit parasitic material resistances. Although the
effects of these resistances are negligible for long channel mosfets (L ≥ 10 µm),
the voltage drop across the source and drain regions are no longer negligible for short
channel mosfets biased at high currents (van Langevelde and Klaassen 1997a). The
parasitic resistances may therefore incorporated in the mosfet model in a similar
manner as for the bjt model.

The voltage dependency of the material resistance observed for channel lengths
smaller than 2 µm is disregarded for reasons of simplicity. Still, because the effects
depend on the gate voltage and the surface potential, the material resistance, also
called series resistance (van Langevelde et al. 2003) does influence the nonlinear
behavior of the mosfet. Its influence can be expected to be mainly on the transcon-
ductance and may be accounted for by regarding it as a feedback resistance in the
source.

Nowadays, it is possible to realize submicron mosfets with gate lengths down
to several nanometers (Bohr et al. 2007; Ytterdal et al. 2003; van Langevelde et al.
2000, 2001; Woerlee et al. 2001). An attractive advantage of these short-channel
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mosfets in RF design is the high transit frequency ( ft ) that can be obtained. For
example, a maximum ft higher than 200 GHz is observed for a 50 nm n-channel
mosfet (Woerlee et al. 2001). The intrinsic voltage gain μ = gm1rds1 of such short
devices, however, may be lower than that of longer devices (Lantz 2002). This may
be explained by the fact that velocity saturation has a dominant effect in submicron
devices, limiting the value of gm1 (Gray et al. 2001) and the CLM effect increases
for decreasing channel length (van Langevelde et al. 2003), reducing the value of
rds . To increase μ, the designer can choose to cascode the short-channel mosfet.

For a mosfet biased at high Uds Q , the electric field near the drain may reach
very high values. Electrons travelling through the channel from source to drain are
accelerated by the high electric field and gain so much energy that they are no longer
in thermal equilibrium with the surrounding lattice. They are therefore called hot
carriers (Gray et al. 2001). These electrons may create extra electron-hole pairs by
exciting electrons from the valence band into the conductance band. Some of the
manifestations of hot electrons on mosfet operation are breakdown and substrate
current caused by impact ionization (weak-avalanche or even avalanche breakdown)
resulting in a bulk current (van Langevelde et al. 2003), oxide charges owing to
tunnelling of charge carriers into oxide states, and photocurrents caused by electron-
hole recombination with emission of photons (Ytterdal et al. 2003). The bulk current
that is generated adds to the drain current. Transconductances gm1 and gm2 are less
affected by hot electrons than gds1 and gds2.

Hot electrons are most likely to be a problem in short-channel mosfets, where
the electric field near the drain is likely to be high (Gray et al. 2001). Long-channel
mosfets suffer less from hot electrons. P-channel mosfets suffer less from hot
carriers because the impact ionization coefficient for holes is much smaller than for
electrons (van Langevelde 1998). Hot electrons can be avoided by biasing the mosfet
at lower drain-source voltages (van Langevelde 1998), e.g., Uds Q ≤ 3Udssat .

The designer determines the dimensions of the FET in a certain application. A
short channel length is usually chosen in (very) high frequency applications, while
a large area is generally used in current mirror design to reduce the effects of device
mismatch (See Sect. 4.6.3).

The transition from long-channel to short-channel is given by the following empir-
ical equation (Ytterdal et al. 2003):

Lmin = 0.4
(

r j tox (Wd + Ws)
2
) 1

3
. (3.59)

Where tox is the oxide thickness, r j the source and drain junction depths, and Wd

and Ws are the drain and source junction depletion region depths, respectively. For
channel-lengths smaller than Lmin , mosfets are regarded short-channel devices.

http://dx.doi.org/10.1007/978-3-319-00593-5_4
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3.4.3 mosfet Model Limitations

Shorter channel devices are more sensitive to self-heating than longer channel
devices, since the thermal resistance increases with decreasing channel area (van
Langevelde et al. 2003). Submicron devices used at high gate voltages show a sig-
nificant effect of self-heating on the drain current (van Langevelde and Klaassen
1997b). Self-heating is not modelled in this work. It is assumed that either the chan-
nel length L is long enough to neglect self-heating, or that the bias conditions are such
that self-heating does not occur. Besides, studies have shown that self-heating does
not introduce nonlinear behavior itself, because it is a linear effect (van Langevelde
and Klaassen 1997b). Another effect that is disregarded in this work, is static feed-
back. Static feedback is the induction of excess mobile charge in the inversion layer
that increases the drain bias beyond saturation, when the average distance between
the conducting drain and the channel becomes small (van Langevelde et al. 2003).
It is inversely proportional to L and linearly coupled to Uds (van Langevelde and
Klaassen 1997b; Ytterdal et al. 2003). For reasons of simplicity, it is assumed in this
work that the drain-source voltage remains low enough to disregard static feedback.

Quantum mechanical effects can not be neglected in modelling short-channel
devices (van Langevelde et al. 2003). The consequence is a non-zero gate current (van
Langevelde et al. 2001) due to tunnelling of charge carriers through the extremely
thin insulating silicone-dioxide layer. Linearity is not affected by the non-zero gate
current for devices down to 50 nm, but due to the gate-source resistance not being
infinite, it may affect circuit design (van Langevelde et al. 2001). Again, this effect
is neglected because it is a linear effect.

Finally, another short-channel effect, that is not dealt with in this work, is drain-
induced barrier lowering. As Uds increases, the drain depletion region moves closer
to the source depletion region, resulting in a significant field penetration from drain
to source. Due to this field penetration, the potential barrier at the source is lowered
which results in an increased injection of electrons by the source; i.e., the drain
current increases and rds decreases13 (van Langevelde et al. 2003). Drain induced
barrier lowering mainly affects mosfet behavior in subthreshold (it decreases the
threshold voltage) (van Langevelde et al. 2003; Ytterdal et al. 2003) and may give
a slight increase of the drain current, additional to CLM, in the saturation region.
However, drain-induced barrier lowering is neglected since CLM dominates.

3.4.4 Modelling the Secondary Effects

Hot electrons will affect the total drain current. The total drain current is Idtot =
Id + Ihot . Id is the drain current in saturation, that may be affected by CLM and
velocity saturation [See Eq. (3.61) and (3.68)]. Current Ihot is due to the hot electrons
and is given by (van Langevelde 1998; van Langevelde et al. 2003)

13 Again, a too low rds can be solved by cascoding the FET.
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Ihot =
{

0 for: Uds Q ≤ ηh · Udssat

a · Ide

(
− Va

Uds Q−ηhUdssat

)
for: Uds Q > ηh · Udssat .

(3.60)

Parameter a is the factor of the hot electron current, ηh is the factor of the drain-
source voltage above which hot electrons occurs, Va is a parameter that corresponds
to the channel length (van Langevelde et al. 2003; van Langevelde 1998).

The secondary effects affect the transconductances gm1 and gm2 and the output
conductances gds1 and gds2. These effects are modelled next.

3.4.4.1 Output Conductances

Equation (3.52) predicts that the drain current is independent of Uds in saturation. In
reality, however, the drain current varies slightly as Uds is varied due to CLM. For
a transistor in the saturation region with drain current (Id,sat ), given by (3.52), it is
possible to incorporate CLM by

Id = Id,sat

GΔL
(3.61)

with

GΔL = 1 − α ln

⎛
⎝Uds Q − Udssat +

√
(Uds Q − Udssat )2 + U 2

P

UP

⎞
⎠ (3.62)

van Langevelde et al. 2003, where α is the channel length modulation factor and
UP is the characteristic voltage of the channel modulation. Both α and UP are
considered empirical parameters14, and α is inversely proportional to the channel
length L (van Langevelde et al. 2003). CLM will therefore become more prominent
with decreasing L .

Note that in saturation it often holds15 that Uds − Udssat � UP . CLM can thus
be simplified to

GΔL = 1 − α ln

(
2(Uds Q − Udssat )

UP

)
. (3.63)

Clearly, GΔL will introduce nonlinearities in the drain current when Uds Q is varied.
Performing a Taylor expansion for uds in the bias point results in a linear conduc-

tance
gds1 = α

(Uds Q − Udssat )GΔL
Id Q (3.64)

and when hot electrons occur

14 mosfet model 11 uses α = 0.025 and Up = 50 mV as default/typical values.
15 When Uds − Udssat = 5UP the difference between (3.62) and (3.63) is less than 0.5 %.
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gds1,hot = gds1 ·
(

1 + a · e

(
− Va

Uds Q−ηhUdssat

))
+ Va

(ηhUdssat − Uds Q)2 Ihot (3.65)

is found.
Note that Eqs. (3.64) and (3.65) lose validity when Uds Q = Udssat . This is because

the smooth transition from the linear region to the saturation region has not been mod-
elled. In case Uds Q is slightly larger than Udssat , both equations will be valid again.
Output conductance gds1(hot) will decrease with increasing Uds Q . Hot electrons cause
the linear output conductance to increase, as Eq. (3.65) shows. The output resistance
rds1 equals 1/gds1 or 1/gds1,hot in case of hot electrons.

For the second-order nonlinear part of gds ,

gds2 = −1

2

α(
Uds Q − Udssat

)2

1

GΔL

(
1 − 2α

GΔL

)
Id Q (3.66)

and

gds2,hot = gds2 ·
(

1 + a · e

(
− Va

Uds Q−ηhUdssat

))

+ a ·
(

1

2
Id Q Va

Va + 2ηhUdssat − 2Uds Q

(ηhUdssat − Uds Q)4 + gds1
Va

(ηhUdssat − Uds Q)2

)

× e

(
− Va

Uds Q−ηhUdssat

)
(3.67)

are found. The effect of gds2 (and gds2,hot ) is modelled by a voltage-controlled
current source of value u2

ds gds2(hot) at the output of the hybrid-π model. This current
source may increase the second-order nonlinearity of the mosfet while it does not
contribute to the linear behavior. Its effect may thus be troublesome.

From Eq. (3.66), it can be seen that near the transition point from the linear region
to the saturation region gds2 has the largest value. For increasing Uds Q , gds2 will
decrease. It must therefore be noted that from a circuit design point of view one
should avoid biasing a mosfet at Uds Q = Udssat for low distortion applications16,
as gds1 and gds2 are maximum there (van Langevelde 1998). Moreover, biasing at
Uds Q = Udssat means that the FET may go from the saturated region to the linear
region and vice-versa due to the output signal voltage. This generates substantial
amounts of distortion (Lantz 2002).

Output conductance gds2 is negative. The effect of hot electrons cause a zero
crossing of the second-order nonlinear output conductance (van Langevelde and
Klaassen 1997a) at some value of Uds Q , as follows from (3.67). Designing for the
zero crossing point is not recommended because of the uncertainties in the parameter
values.

16 This is consistent with the findings of van Langevelde (1998) and van Langevelde et al. (2003). In
these publications is also shown that third harmonic distortion is maximal too when Uds Q = Udssat .
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3.4.4.2 Transconductances

The drain current is affected by both velocity saturation and channel length modu-
lation. Id is given by

Id = Id,sat

Gvsat GΔL
. (3.68)

Gvsat represents the effects of velocity saturation and mobility degradation. It is
given by (van Langevelde et al. 2003)

Gvsat =
√

G2
mob + (θsatUdssat )2. (3.69)

θsat is the velocity saturation parameter and Gmob represents mobility reduction. The
latter is given by

Gmob =1 +
√

θphU
3
2

e f f + θsr U 4
e f f

Uef f =η
(
γ
√

ΦB + η(Ugs Q − Ut )
)

. (3.70)

The coefficients of mobility reduction due to phonon scattering and surface roughness
are θph and θsr respectively. Parameter η depends on device process technology,
temperature and surface orientation. It is assumed to be 1/2 for electrons and 1/3 for
holes (van Langevelde et al. 2003).

Deriving gm1 and gm2 results in

gm1 =
[

1

(Ugs − Ut ) − 1
2Udssat

(
1 + Γ

(Ugs − Ut ) − Udssat

Udssat

)

︸ ︷︷ ︸
(1)

− 1

2G2
vsat

[
2Gmob

3(Gmob − 1)
η2 θph + 6θsr Uef f

10
3

Uef f
1
3

+ 2θsat
2UdssatΓ

]

︸ ︷︷ ︸
(2)

(3.71)

− α

GΔL

Γ

(UDS − Udssat )︸ ︷︷ ︸
(3)

]
Id Q

with

Γ = (Ugs − Ut ) − Udssat + γ
√

ΦB

(Ugs − Ut ) − Udssat + γ
( 1

2γ + √
ΦB

) .

Term (1) dominates gm1, term (3) due to the gate-source voltage dependency of the
channel length modulation effect is usually negligible when care has been taken to
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assure that UDS is sufficiently larger than Udssat . Term (2) represents the effect of
velocity saturation mobility degradation on gm1.

Taking hot electrons into account, we find

gm1,hot =gm1

(
1 + a · e

(
− Va

Uds Q−ηhUdssat

))
− Ihot Vaηh

×
⎡
⎣

1 − γ

2
√

(Ugs Q−Ut )+ΦB+γ
√

ΦB+0.25γ 2

(ηhUdssat − Uds Q)2 − 2ηhUdssat

(ηhUdssat − Uds Q)3

×
⎛
⎝1 − γ

2
√

(Ugs Q − Ut ) + ΦB + γ
√

ΦB + 0.25γ 2

⎞
⎠
⎤
⎦ . (3.72)

gm2 =1

2

⎡
⎢⎣
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Ux + 1

2 Udssat

)
Udssat
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]2
+
[ −

(
1 − 1

2 Γ
)

(
Ux + 1

2 Udssat

)2

(
1 + Γ

Ux

Udssat

)

+ 1

Ux + 1
2 Udssat

{
Γ

Udssat
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(1 − Γ )2

Γ υ
− Γ

Udssat

]
Ux + (1 − Γ )

)}

+
(
Ψ + 2θsat

2UdssatΓ
)2
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4 − 1
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2

{
η3

3

(
40η2 Gmob
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Uef f

)

− Ψ 2
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2

1
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+ 2θsat
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[
(1 − Γ )2

Γ 2
UDS − Udssat

υ
+ 1

]}⎤
⎥⎦ Id Q

(3.73)

with

υ = (Ugs − Ut ) − Udssat − 1

2
γ + γ

√
ΦB

Ux = (Ugs − Ut ) − Udssat

Ψ = 2

3
η2 Gmob

Gmob − 1

θph + 6θsr Uef f
10
3

U
1
3

e f f

ν =
(

Ψ + 2θsat
2UdssatΓ

2Gvsat
2 + α

GΔL

Γ

UDS − Udssat

)
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and

gm2,hot = gm2 ·
(

1 + a · e

(
− Va

Uds Q−ηhUdssat

))
− gm1 · a · e

(
− Va

Uds Q−ηhUdssat

)

× Vaηh (1 − ς) ·
(

1

(ηhUdssat − Uds Q)2 − 2
ηhUdssat

(ηhUdssat − Uds Q)3

)

+ 1

2
Ihot Vaηh

( 2ς

γ 2 (ηhUdssat (2Uds Q − ηhUdssat ) − U 2
ds Q))

(ηhUdssat − Uds Q)4

+ ηh (1 − ς)2 · (2(ηhUdssat − Uds Q) + Va)

(ηhUdssat − Uds Q)4

)
(3.74)

where
ς = γ

2
√

(Ugs Q − Ut ) + ΦB + γ
√

ΦB + 0.25γ 2
. (3.75)

Comparing Eqs. (3.54) with (3.71) and (3.55) with (3.73), the following is observed:
at low values of Ugs Q little difference is found between the values predicted by the
simple equations for gm1 and gm2 and the elaborate equations for the transconduc-
tances. The same holds for Id Q . At higher values of Ugs Q , mobility reduction and
velocity saturation start to influence Id . As a result Id will be less than given by
(3.53), and gm1 and gm2 will both be smaller than given by (3.54) and (3.55).

The equations for gm1 and gm2 are elaborate and do not give much insight for
design purposes, so the simpler Eqs. (3.54) and (3.55) are preferably used. Up to some
maximum bias voltages Ugs,max and Uds,max they can be used without introducing
too much error, e.g., <10 %.

These maximal values of the gate-source (Ugs,max ) and drain-source voltages
(Uds,max ) are, for simplicity, determined for two cases. The first case is valid for
mosfets with a long channel, e.g., L � 2.4 µm, since velocity saturation is negli-
gible in that case (Ytterdal et al. 2003), so mobility reduction determines Gvsat . The
second case assumes Gvsat to be determined by velocity saturation, as is often the
case in short-channel mosfets, e.g., L < 1 µm .

In the first case, a maximum Ugs can be determined from (3.70) for a certain
maximum amount of mobility reduction

Ugs,max = 1

η

⎡
⎢⎣1

η

(
Gmob,max − 1

)2

θph

√√√√
(
Gmob,max − 1

)2

θph
− γ

√
ΦB

⎤
⎥⎦+ Ut (3.76)

with Gmob,max = 1.06. Using this equation and (3.51), the corresponding maximum
UDSsat,max can be found.

Channel length modulation also affects Id and its nonlinear behavior. CLM is
limited when Uds Q does not exceed Uds,max . Voltage Uds,max follows from (3.63)
and (3.51).
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Uds,max = (Ugs,max − Ut ) + γ 2

2

− γ

⎛
⎝
√

(Ugs,max − Ut ) + ΦB + γ
√

ΦB + γ 2

4
−√

ΦB

⎞
⎠+ UP

2
e

c
α

(3.77)

with c = 1 − GΔL . A value of GΔL = 0.98 is proposed, since CLM is than only
2 %.

In the second case, UDSsat,max follows from (3.69) and can be approximated by
UDSsat,max ≈ Gvsat,max/θsat . Using this approximation and (3.51), the maximal
gate-source voltage can be determined as

llUgs,max = Ut − γ
√

ΦB − 1

2
γ 2 + Gvsat,max

θsat
+ 1

2
γ

(
γ + 2

√
ΦB + Gvsat,max

θsat

)

(3.78)
with Gvsat,max = 1.06. Uds Q is preferably chosen ≤3UDSsat,max to limit detri-
mental effects of hot electrons. Moreover, cascoding the mosfet also reduces these
detrimental effects.

The equations and values of Gmob,max , Gvsat,max and c presented here will, for
a mosfet biased at Ugs,max and UDS,max , present an Id Q being about 3 % lower
than the current given by first-order Eq. (3.53). Transconductance gm1 is about 4 %
lower and gm2 is about 8 % lower. For smaller values of Gmob,max and Gvsat,max

(1.00 ≤ Gmob,max , Gvsat,max ≤ 1.06) and of c, the deviations will be smaller. For
simplicity, the equations given here do not take hot electrons into account. Using the
same approach as given here, however, equations taking hot electrons can be derived.

Id Q , gm1 and gm2 can thus be determined using the first-order equations when
Ugs ≤ Ugs,max and Udssat < Uds ≤ Uds,max to sufficient accuracy. In the remainder
of this work it will be assumed that Ugs ≤ Ugs,max and Udssat < Uds ≤ Uds,max

and therefore the simple equations for gm1 and gm2 will be used.

3.4.4.3 Capacitances

In the saturation region (Gray et al. 2001)

Cgs = 2

3
W LCox + Cgsov (3.79)

Cgd = Cgdov.

This indicates that in saturation, a small change in Uds does not contribute to the
gate or channel charge, since the channel is pinched off. Instead, the entire channel
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gm1ugs + gm2u2
gs gds2u2

ds rdsCgs

Cgd

ugs
+

-

+

-

uds

Fig. 3.10 Medium signal hybrid-π model for calculating the linear and quadratic transfers of
the FET. The transconductance is modelled by a voltage-controlled current source having both a
linear and a quadratic transfer. Another voltage-controlled current source represents the nonlinear
behavior of the output conductance. Note that Cbd and parasitic capacitances and/or inductances
from interconnects on the die have been omitted for simplicity

charge is assigned to the source terminal, giving a maximum value of the capacitance
Cgs (Ytterdal et al. 2003).

Assuming that the source and drain regions each diffuse under the gate by Ld , the
gate-source and gate-drain overlap capacitances are given by Gray et al. (2001)

Cgsov = Cgdov = W LdCol (3.80)

Drain-bulk capacitance Cbd is a junction capacitance and can be calculated using
Eq. (3.18). The capacitances may be regarded as constants, hence they do not affect
envelope detection properties.

3.4.4.4 Modified Hybrid-π Model for fets

Figure 3.10 shows the hybrid-π model for evaluating medium signal linear and
second-order nonlinear behavior of a FET.

When a voltage driven FET loaded by resistor Rl is considered, both the linear and
the second-order nonlinear parts of the drain current id can be calculated. Neglecting
higher order terms,

id = id1 + id2

id1 = ugs gm1 (3.81)

id2 = u2
gsm

(
gm2 + g2

m1gds2

(
rds Rl

rds + Rl

)2
)

.

Coefficient m can be taken 0.5 for second-order distortion and equals the mod-
ulation depth in the case of envelope detection. Current id2 may become zero for a
certain value of Rl , since both gm1 and gm2 are positive, while gds2 is negative when
hot electrons do not occur. Measurements and simulations presented in Kuntman
(1993) show a cancelation of second-harmonic distortion as predicted by Eq. (3.81).
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Fig. 3.11 Second-order
nonlinear component
(distortion or EMI) in the
drain current. Parameters:
us = 10 mV, m = 0.5,
gm1 = 5.98 mA/V, rds =
7.55 k�, gm2 = 1.18 mA/V2,
gds2 = −12.54 µA/V2

Especially for higher values of Rl , the gds2 term may become much larger than
gm2 in (3.81). As a result both envelope detection and second-harmonic distortion
increases. The designer has to ensure that Rl remains low enough to avoid the detri-
mental effect of gds2. When Rl ≤ 1/20rds it is found that id2 is mainly determined
by gm2. This is the preferred situation. After all, besides being a source of nonlinear-
ity, the transconductance also contributes to the linear increase of the signal transfer,
while the output conductance (gds2) does not.

A straightforward manner to realize a low Rl is to cascode the common-source
stage. Under the assumption of adequate loop gain in the common-gate or common-
base stage, its input resistance is about 1/(gm1). In the case of equal biasing and
identical devices it is expected that the contribution of gds2 can be neglected. For the
parameters given in Fig. 3.11 the contribution of gds2 to id2 is about 1 % when the
FET is cascoded.

Moreover, due to parameter uncertainties in FETs of the same type from differ-
ent fabrication runs, it is not possible to design for zero second-order nonlinear-
ity. It is therefore recommendable to suppress the nonlinear output conductance so
that only the second-order nonlinear transconductance remains. As general design
rule, FETs should be cascoded to cancel the detrimental effect of the second-order
voltage-controlled current source gds2u2

ds . In the remainder of this work it is therefore
assumed that all FETs are cascoded. More about cascoding is found in Chap. 4.

3.5 The Junction Field-Effect Transistor

Just like in case of the mosfet, a conducting channel between source and drain con-
trols the current through the device. The conducting channel in a junction field-effect
transistor (JFET) is controlled by a gate-source and a gate-drain voltage. Usually, a
reverse biased p-n junction will control the conductivity of the channel. Saturation
occurs when the channel is pinched-off in the drain region [See Fig. 3.12a and b].

http://dx.doi.org/10.1007/978-3-319-00593-5_4
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(a) (b)

Fig. 3.12 Junction FETs in the active forward (i.e., saturation region). The channel between drain
and source is pinched-off near the drain. a Conducting drain-source channel is controlled by a
reverse-biased pn-junction in a JFET. b Conducting drain-source channel is controlled by a reverse-
biased metal-semiconductor junction (Schottky barrier) in a MESFET.

An equation presented in textbooks (and used by SPICE) for the drain current
in the saturation region (or forward active region) (Uds ≥ Ugs − Ut ) is a good
approximation to measured device characteristics in the case of long gate length
(≥5 µm ) (Long and Chen 2003), and is given by [e.g., (Kuntman 1993; Hoefer and
Nielinger 1985; Long and Chen 2003)]

Id = βFET(Ugs − Up)
2 [1 + λUds] (3.82)

where βFET = Idss

U 2
p

.

Velocity saturation may occur in short-channel devices. This effect may be approxi-
mated using the same equations that will be presented in Sect. 3.6 about the MESFET.

Idss is the drain to source current with the gate shorted to the source, i.e., the
maximal drain current that may flow through the JFET. Up is the pinch-off voltage,
which is comparable with Ut of the mosfet. Parameter λ is again used for the first-
order characterization of channel length modulation. With known fabrication process
parameters λ can be calculated exactly (Wong and Liou 1992). Also, λ is often given
in SPICE models, and it can be measured easily. Channel length modulation in
saturation is, however, a nonlinear effect and is therefore not correctly modelled by
the (constant) λ.

Kuntman (1993) proposes a non-physics based nonlinear CLM equation. It seems
to present reasonably accurate results, but both Uds Q and Udssat have to be carried to
the same unknown power, and also an unknown coefficient is used in the equations.
The two unknowns have to be determined from measurements of gds1. A physics-
based equation for CLM is presented by Hartgring (1982). It is, however, based
on a one-dimensional solution of Poisson’s equation in the pinch-off region and is
therefore expected to be inaccurate. When the models of Kuntman and Hartgring are
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used, a linear rds and nonlinear gds2 are found. This is also found when Eq. (3.63) is
used to model CLM. Some preliminary calculations show that (3.63) gives values for
rds closer to values given in datasheets than the equations of Kuntman and Hartgring.
More research has to be performed, however. This is beyond the scope of this work.

To determine gm1, gm2, gds1, and gds2 exactly, (Eqs.) (3.71), (3.73), (3.64), and
(3.66) can be used. Since gds2 may hamper low second-order behavior, a JFET should
be cascoded also. In that case, Eqs. (3.54), (3.55) and (3.57) can be used for design
purposes. Cascoded JFETs are therefore assumed in the remainder of this work.

The gate-source and gate-drain capacitances are formed by junction capacitances
and can be approximated using (3.18). The total capacitance is Ciss where Cgs is
about 75 % and Cgd about 25 % of Ciss (Long and Chen 2003).

3.6 The Metal-Semiconductor Field-Effect Transistor

MESFET (GaAs) devices are constructed with a metal-semiconductor junction gate
instead of a p-n junction gate (Long and Chen 2003), see Fig. 3.12b. The channel is
controlled in the same manner as the JFET.

Metal-semiconductor junctions in GaAs are easier to process and have lower
resistance than a GaAs p-n junction. The low resistance of the gate is important to
keep the noise figure of the FET low (Barclay 1996) and also minimize its effect on
the frequency response. The electrom mobility and drift velocity of a GaAs device
are five and two times higher than Si, respectively. In addition, the peak drift velocity
is reached at a much lower electric field for GaAs. Also, the parasitic capacitances are
small (Long and Chen 2003). This leads to a much higher ft [20 GHz, L = 0.7 µm
(Long and Chen 2003; Barclay 1996)] than the Si JFET, which may be beneficial in
the design of wideband/high-frequency amplifiers.

Sophisticated models have been developed for SPICE that accurately describe
MESFET behavior (Parker and Skellern 1997; Murray and Roenker 2002). These
models are not suited for hand calculations. Therefore, a slightly less accurate model
that is suited for hand calculations and design will be presented. It is the Raytheon or
Statz model that is also used in SPICE (Long and Chen 2003; Hoefer and Nielinger
1985). The drain current in this model is given by

Id = βFET
(Ugs − Ut )

2

1 + b(Ugs − Ut )
(1 + λUds). (3.83)

Just like short-channel mosfets, MESFETs suffer from velocity saturation. This is
represented by b, the velocity saturation parameter. Up to the bias point that may move
the velocity saturation point toward the source, reducing the effective channel length,
velocity saturation tends to reduce Id , almost linearizing it. The other parameters have
the same meaning as in case of the JFET.

For the transconductances is derived to hold
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gm1 = 2
√

βFET Id Q(1 + λUds Q)

×
b

√
βFET Id Q(1 + λUds Q) + 4

(
βFET

b

)2
(1 + λUds Q)2

2βFET(1 + λUds Q) + Id Qb2

(
1 +

√
1 +

(
4βFET
b2 Id Q

)
(1 + λUds Q)

) (3.84)

and

gm2 = βFET(1 + λUds Q)

×
(

1

1 + b(Ugs Q − Ut )
− b(Ugs Q − Ut )

2 + b(Ugs Q − Ut )

(1 + b(Ugs Q − Ut ))3

)
. (3.85)

For rds , the same equation as (3.57) is found. Although the simple equation
does not give rise to gds2, it may be assumed that an actual device will exhibit a
gds2. However, since rds is usually low, and may fall with frequency to 50 % off its
initial value due to dispersion17, MESFETs are usually cascoded in practical designs
(Barclay 1996). The effects of second-order nonlinear term gds2 are then negligible.
Therefore, in this work it will be assumed that MESFETs are cascoded.

The cross-product transconductance is found to be given by

gx = 2βFET(Ugs Q − Ut )λ

[
1

1 + b(Ugs Q − Ut )
− b

2

(Ugs Q − Ut )

(1 + b(Ugs Q − Ut ))2

]
.

(3.86)
Cgs will be about 85 % and Cgd will be about 15 % of the total capacitance Ciss

(Long and Chen 2003). These metal-semiconductor junction capacitances may also
be approximated using Eq. (3.18), with me= 0.5 (Barclay 1996).

3.7 Conclusions

Both linear and second-order nonlinear behavior of transistors has been investigated,
from which modified, i.e., medium signal, hybrid-π circuit models have been derived.
A hybrid-π model valid for the bjt and another valid for FETs have been presented.

It was found that if the bjt is voltage driven (Rs 
 rπ ) the weak nonlinear behavior
of the bjt is determined by the nonlinear transconductance. When the signal source
exhibits current source characteristics (Rs � rπ ) and the load of the bjt is a current
load (i.e., the load impedance is much smaller than ro) the signal transfer of the bjt is
completely determined by βac. Especially in the mid-current region, the nonlinearity
of βac is negligibly low. The bjt is therefore preferably current driven and current

17 Dispersion is thought to be related to the, e.g., trapping of carriers at the channel-substrate
interface. Dispersion takes place at low frequencies. In the example given in Barclay (1996) at
about 10 kHz.
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loaded and biased in the mid-current region for low distortion behavior. Equations
for determining the mid-current region were presented.

The total nonlinear behavior of the FET is represented by two voltage-controlled
current sources at the output of the hybrid-π model. One represents the nonlinear-
ity of the transconductance and is controlled by ugs , and the other represents the
nonlinearity of the output conductance/resistance, rds , and is controlled by uds . The
combined action of both controlled nonlinear sources determines the total nonlinear
behavior of the FET. The nonlinearity of the output conductance was found to be
troublesome, since it may increase the total nonlinear behavior of the FET, while it
does not increase the linear signal power in any way. The detrimental effects of the
nonlinear output conductance are negligible when the FET is cascoded. Second-order
nonlinearity is determined by the nonlinearity of the transconductance in that case.
FETs are therefore preferably cascoded when used in low distortion or low-EMI
susceptible amplifiers.

Secondary effects like mobility reduction complicate the equations for the linear
and second-order nonlinear transconductances (gm1 and gm2) of the mosfet. Given
constraints on the bias current and drain-source voltage, the (well known) simple
equations for gm1 and gm2 can, however, be used. Equations for determining the
allowable bias conditions were also presented.
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Chapter 4
The Cascode and Differential Amplifier Stages

Single active devices often have a rather poor behavior regarding accuracy of their
transfers, high-frequency behavior, linearity, etc. To improve the accuracy of the
transfers, special combinations of active devices have been developed. These com-
binations often consist of two active devices connected in such a way that the total
behavior of the combination is that of one active device with improved behavior.
In this chapter two special combinations of active devices will be presented and
their linear and second-order nonlinear behavior will be analyzed. These two special
stages are the cascode stage and the differential stage.

4.1 Cascode Stages

The name ‘cascode’ stems from the time that vacuum-tubes were the active devices
used in electronics. In those days, a cascode was a cascade of common-cathode and
common-grid stages joined at the anode of the first stage and the cathode of the
second stage (Gray et al. 2001). Nowadays, the name cascode is still used for the
analogous configuration of semiconductor devices.

Although cascode stages are formed by two active devices, it is common practice
to regard the cascode as one active device with improved performance. The cascode
stage does, for instance, not suffer from the Miller effect and the detrimental effect
of both the cross term transconductance gx and nonlinear output conductance for a
single transistor is made negligible. A detailed description of the cascode is therefore
given in this chapter.

Since there are two types of semiconductor devices and the cascode is formed by
two devices, four possible cascode configurations exist. These are the bjt-bjt, the
fet-bjt, the bjt- fet and the fet-fet cascode. These four combinations are depicted
in Fig. 4.1. After a generic discussion of cascodes, the four depicted cascode stages
are discussed.

M. J. van der Horst et al., EMI-Resilient Amplifier Circuits, 105
Analog Circuits and Signal Processing, DOI: 10.1007/978-3-319-00593-5_4,
© Springer International Publishing Switzerland 2014
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Fig. 4.1 The four possible cascode stages. Biasing is omitted for clarity. From left to right the
bjt-bjt, the fet-bjt, the bjt-fet and the fet-fet cascode

4.2 Generic Cascode

Figure 4.2 shows a generic small-signal representation of the cascode. With the nec-
essary changes, it holds for both bjts and fets. Resistance rss represents a series
resistance equal to rB in case of a bjt and equal to the gate series resistance in
case of a fet. This resistance has been omitted from the second transistor model
for simplicity. Modified hybrid-π models of the cascode stages, that will show the
same linear behavior, will be derived from Fig. 4.2. Sources representing nonlinear
behavior are not shown in Fig. 4.2, but will be added to the modified hybrid-π models
of the cascode stages.

By inspection of Fig. 4.2, the output resistance (roCa) of a cascode stage at low
frequency can be written as

roCa = ro1ri2

ro1 + ri2
+ ro2

(
1 + gmo

ro1ri2

ro1 + ri2

)
. (4.1)

Resistances ri2 and ro2 are the input and output resistance of the loading stage (a
current follower), respectively, and ro1 is the output resistance of the input stage.
The transconductance of the current follower is gmo. Resistance roC A may reach
considerably higher values than ro1 and ro2. Capacitance Cio2 is in parallel with roCa .
The output impedance of a cascode is thus given by roCa//Cio2. This impedance has

Fig. 4.2 Generic small-signal cascode representation
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a pole poCa ≈ −1/(roCaCio2). Since there is a capacitance (≈ Ci2) shunting ri2,
another pole is present in the output impedance at pi ≈ −1/((ro1//ri2)Ci2). Pole
|poCa | is located at a lower frequency than |pi | in practical cases. The latter pole is
therefore disregarded in the cascode model.

The input stage is loaded by the single-stage current follower (cf) with an input
impedance of

ZinC F = r ′
i2

1 + r ′
i2(gmo + sCi2)

= 1
1

r ′
i2

+ gmo + sCi2
(4.2)

and
r ′

i2 = ri2//ro1//(ro2 + Rl).

When gmo � 1/r ′
i2, as is often easy to realize, ZinC F ≈ 1/gmo ·1/(1+sCi2/gmo) or

YinC F ≈ gmo + sCi2. This admittance1 loads the input stage. The input admittance
YinC F is approximately gmo up to ωT of the cf (ωT cf), after which it reduces in
value. It may thus be expected that when the input impedance of the cf stage is low
enough at low frequencies, it will also be low enough at frequencies approaching
and higher than ft of the transistor.

The voltage across Cio1 thus equals u1(1 + gmi/YinC F ). As a consequence, the
current through Cio1 equals ui sCio1(1 + gmi/YinC F ). The loading with the cf stage
has as consequence that a capacitance equal to C ′

io1 = Cio1(1 + gmi/YinC F ) is
shunting Ci1 (Miller approximation). For frequencies lower than the pole in YinC F ,
which is approx. equal to ft , C ′

io1 = Cio1(1 + gmi/gmo) and for frequencies higher
than this pole its value reduces to C ′

io1 ≈ Cio1. This kind of representation suggests
that feedback from the output to the input of the input stage is virtually eliminated.
The Miller effect is suppressed by the cf, but feedforward from input to output still
remains.

The current gain in the pass band of the cf stage equals

AtC F = gmori2

1 + gmori2

1

1 + ri2
ro1+r02
ro1ro2

+Zl
ro1+ri2
ro1ro2

1+gmori2

. (4.3)

For a good functioning cascode (i.e., it behaves as a transistor with almost unilateral
behavior) the current gain of the cf should be one. Current gain At approaches
one when gmori2 � 1, gmo � 1/ri2, and ro2 � Zl . A Zl much lower than ro2
(e.g. approaching zero) is preferred. This case is called current loading in this work.
The transconductance is approximately equal to gmi and the input impedance is
rss + ri1//Z(Ci1+C ′

io1)
.

The transfer from input signal to output current has two poles under current load
conditions (Zl = 0). One is the pole of the cf stage and has a value pcf ≈ −ωT cf

1 In deep sub-micron technology (cmos ≤ 90 nm), the low value of ro2 lowers YinC F . The designer
should therefore check for proper cascode behavior.
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(Nordholt 1993), with ωT cf being the angular transit frequency of the bjt or fet
used in the cf. The other pole is determined by the input stage and the signal source.
It follows from Fig. 4.2 (under assumption that rss � Rs)

pi = − Rs + ri

Rs

1

ri (Ci1 + Cio1(1 + gmi/YinC F ))
(cascoded) and (4.4)

pi = − Rs + ri

Rs

1

ri (Ci1 + Cio1)
(uncascoded),

with Rs being the signal source resistance. Pole |pi | shifts to a higher frequency for
decreasing values of Rs . This is called resistive broadbanding.

The value of pi for an uncascoded current loaded stage is also given in (4.4) for
illustration purposes. Pole |pi | of the cascoded stage is shifted to a lower frequency
by an amount of (1 + gmi/YinC F ) compared to the pole of an uncascoded current
loaded stage. Note that the pole of an uncascoded stage that is loaded by a high
impedance (voltage load) is typically located at a (much) lower frequency due to the
Miller effect.

Cio1 causes a zero in the right half plane at z = gmi/Cio1 (Nordholt 1993),
or (written differently) z = ωT i (Ci1 + Cio1)/Cio1. This zero may be located at a
frequency higher than poles |pi | and |pcf|. It can be expected that |pi | will be located
at a lower frequency than |pcf| in practical cases.

The contribution of the cf stage to the second-order nonlinear behavior of the
cascode is negligible with respect to the input stage. This is due to the feedback
action and the earlier mentioned conditions for Atcf approaching one, i.e., a high
loop gain. It can be calculated exactly by using the method described in Chap. 5 or
in van der Horst et al. (2005), to determine the second-order nonlinear behavior of
single-stage negative-feedback amplifiers . An example will be give in Sect. 4.2.1.

Under assumption of ωT cf = ωT i , the transfer of the input signal to the output
current decreases by 40 dB/dec for frequencies higher than |pcf| up to z. For fre-
quencies higher than z, this reduces to 20 dB/dec. The slope of the envelope detection
properties due to emi are therefore twice as steep. To simplify the design process,
the high frequency behavior is approximated by using pi only.

The discussion about the generic cascode model and equations hold for the four
possible cascode types. By changing the parameter names to those of a bjt (ce, cb)
or fet (cs, cg), the parameters listed in Table 4.1 are found. Note that resistor rss

may usually be neglected and ri → ∞ in case of fets. The equations for pi are
discussed in Sects. 4.2.1 to 4.2.4.

Two modified hybrid-π models follow from the previous discussion and using
the parameters given in Table 4.1. One for the cascoded bjt and one for the cascoded
fet.

The hybrid-π model capable of describing both linear and second-order behavior
of the cascoded bjt (a ce stage loaded by a cf (a common-base (cb) or a common-
gate (cg) stage)) is shown in Fig. 4.3. At the input, a voltage-controlled current source
of value gπ2ceu2

be represents the second-order nonlinearity of the base current due

http://dx.doi.org/10.1007/978-3-319-00593-5_5
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Table 4.1 Overview of the parameters of the cascode combinations

Cascode pi (rad/s)≈ po (rad/s) z (rad/s) roCa (�) ≈ CoCa (F)

rπC B + roC B(1 + βacC B)
bjt-bjt − Rs+rπC E

Rs

ωT C E
βacC E

−ωT C B
gmC E
CμC E ≈ βacC B · roC B CμC B

rπC B + roC B(1 + βacC B)
fet-bjt −1

Rs (CgsC S+CgdC S)
−ωT C B

gmC S
CgdC S ≈ βacC B · roC B CμC B

rdsCG + roC E (1 + μCG)

bjt-fet − Rs+rπC E
Rs ·rπC E

−ωT CG
gmC E
CμC E

≈ μCG · roC E , CgdCG

× 1

CπC E +CμC E

(
1+ gmC E

gmCG

) μCG = gmCG · rdsCG

rdsCG + rdsC S(1 + μCG)

fet-fet −1

Rs

(
CgsC S+CgdC S

(
1+ gmC S

gmCG

)) −ωT CG
gmC S

CgdC S
≈ μCG · rdsC S , CgdCG

μCG = gmCG · rdsCG

gm1CE ube+
gm2CE u2

be

roCa CoCa
CπCE Cμ1CErπCE

rB

gπ2CE .
u2

be

ube

+

-

Fig. 4.3 Modified hybrid-π model for the cascoded bjt. Valid for linear and second-order nonlinear
transfer analysis. Cμ1C E , roCa , and CoCa depend on whether the bjt is cascoded by a fet or a bjt.
See text for details

to the nonlinear conductance (1/rπ ) of the ce stage. At the output there is also a
voltage-controlled current source of value gm1ceube + gm2ceu2

be that represents the
linear and second-order nonlinear term of the collector current due to the exponential
input voltage to output current relation of the ce stage.

Figure 4.4 shows the hybrid-π model of a common-source (cs) stage cascoded by
a current follower. The fet has two sources of nonlinearity, the transconductance and
the output conductance. As was shown in Chap. 3, the nonlinear output conductance
causes a drain current id2 = gds2u2

ds . A larger output voltage swing causes a larger

gm1CS ugs + gm2CS u2
gs roCa CoCaCgsCS Cgd1CS

ugs
+

-

Fig. 4.4 Modified hybrid-π model for the cascoded fet. Valid for linear and second-order nonlinear
analysis. Cgd1C S , roCa , and CoCa depend on whether the fet is cascoded by a fet or a bjt. See text
for details

http://dx.doi.org/10.1007/978-3-319-00593-5_3
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contribution of the nonlinear output conductance to the total second-order nonlinear
behavior. For the same reasons, cross-term transconductance gx will also add to the
nonlinear behavior.

The low input impedance of either the cb or cg stage, that usually is in a range
of tens to hundreds of Ohms (depending on the bias current), effectively nullifies the
effects of gds2C S and gxC S . The resulting nonlinear behavior is thus only determined
by the nonlinear transconductance, provided that the cb stage is biased in the mid-
current region.

Note that the zero in the right half plane does not follow from analysis of Figs. 4.3
and 4.4.

4.2.1 BJT-BJT Cascode

The bjt-bjt cascode consists of a common-emitter (ce) stage loaded by a common-
base (cb) stage. Figure 4.3 presents its hybrid-π model.

For the current loaded ce stage the transit frequency is ωT = gm1/(Cπce +Cμce)

and for the cascode stage by ωT = gm1/(Cπce + Cμ1ce), with2 Cμ1ce ≈ Cμce(1 +
gm1C E/gm1C B). Since usually Cπ > Cμ1 in the mid-current region, a cascode will
therefore add virtually the same pi to the amplifier design as a ce stage, see Table
4.1. The equality 1/[rπC E (CπC E + CμCe)] = ωT C E/βacC E has been used to derive
the equation for pi .

Besides the qualitative discussion of the contribution to the nonlinear behavior of
the cascode of the cf stage given earlier, the following qualitative discussion may
elucidate that discussion for a cb stage. The current gain of the cb stage is well
approximated by α = βac

1+βac

1
1+ j ω

ωT

(Nordholt 1993) if roC B is large compared to

rπC B . When the cb stage is biased in the mid-current region, the nonlinearity of
βac is extremely low. As a result, α is also linear, and hence its contribution to the
nonlinear behavior of the cascode is negligible compared to the contribution of the
ce stage.

To support the qualitative discussions, the relative contributions of the cb and ce
stage are compared and quantified in the following example. Use has been made of
the method presented in Chap. 5 for determining the second-order nonlinear behavior
of the cb stage. Consider a voltage driven cascode stage consisting of a ce and cb
stage of type BC847 bjt, both biased at an IcQ of 1 mA and UceQ of 5 V. For an
ube of 10 mV, the linear output current delivered to a load resistance Rl of 5 k� is
384.3µA. The second-harmonic component in the output current resulting from the
ce stage is 36.8µA and the second-order component generated by the cb stage is
37.3 nA. Only 0.1 % of the second-harmonic current is generated by the cb stage,
which can safely be neglected.

2 When the same devices are used for the ce and cb stages, and the biasing of the devices is the
same, this reduces to Cμ1ce = 2Cμce.

http://dx.doi.org/10.1007/978-3-319-00593-5_5
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The frequency response and the resulting envelope detection properties are the
same as for the generic cascode.

4.2.2 FET-BJT Cascode

The fet-bjt cascode consists of a cs stage loaded by a cb stage. Figure 4.4 shows
the hybrid-π model.

It is found that the gate-drain capacitance seems to shunt the gate-source capac-
itance Cgs and has a value given by Cgd1cs = Cgdcs(1 + gm1cs/gm1cb). Usually,
gm1cb is larger (e.g., 5× · · · 10×) than gm1cs and therefore Cgd1cs ≈ Cgdcs. A fet-
bjt cascode will therefore add virtually the same pi to the amplifier design as a cs
stage, see Table 4.1.

The cs stage introduces a zero at z = gm1cs/Cgdcs. This zero will, in practical
cases, most probably be located at a higher frequency than the input pole, but at
a lower frequency than ωT cb. Frequencies between the input pole and the zero are
attenuated with 20 dB/dec. A flat response is observed between the zero and ωT cb, and
frequencies higher than ωT cb are attenuated with 20 dB/dec. In the case of envelope
detection due to emi, the slopes will be twice as steep. Note that the frequency
response and therefore the envelope detection due to emi differs from the generic
cascode.

4.2.3 BJT-FET Cascode

Cascading a ce stage with a cg stage results in a bjt-fet cascode. Figure 4.3 also
presents the hybrid-π model in this case. Care has to be taken to make sure that pole
po = | −ωT cg| is located at a higher value than pole |pi |, otherwise the hybrid-π
model given in Fig. 4.3 is not valid anymore.

The value of roCa is strongly dependent on the type of fet used. Some fets,
usually short channelled fets, may show low values of μcg resulting in a relatively
low value of roCa . Compared to the bjt-bjt cascode, a lower roCa can be expected.

Table 4.1 gives the equation for pi . It is similar to the equation of pi of the bjt-bjt
cascode. However, usually it is found that gm1ce > gm1cg which results in a value of
Cμ1ce that may be considerably larger than in case of a bjt-bjt cascode. Pole |pi |
is expected to be at a considerable lower frequency now, since Cμ1ce is in this case
larger than in case of the bjt-bjt cascode.

It can be a tedious task to select or design a fet that satisfies the ωT cg demand
and combines it with a high μcg. Since both bjts and fets are available, it is much
easier to design a bjt-bjt cascode. On top of that, since the bjt-bjt cascode shows
both a higher |pi | and a higher roCa (βaccb is usually larger than μcg), the bjt-
bjt cascode can be regarded as superior and is therefore recommended. Envelope
detection properties are therefore not discussed.
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4.2.4 FET-FET Cascode

Cascading a cs stage with a cg stage results in the fet-fet cascode. Its hybrid-π
model is shown in Fig. 4.4.

Pole pi is formed by the capacitance of the cs stage and the source resistance (see
Fig. 4.2 and Table 4.1). The total capacitance is the sum of Cgscs and3 Cgdcs(1 +
gmcs/gmcg). Cgdcs has the same order of magnitude as Cgscs for fets in saturation.
Compared to an uncascoded cs stage with short-circuited output (current loading),
the fet-fet cascode therefore shows a pole at a considerably lower frequency for
the same circuit driving the gate. The frequency shift can have a value of approx.
(Cgscs + Cgdcs)/(Cgscs + 2Cgdcs) for equal devices and biasing.

The frequency response and the resulting envelope detection properties are the
same as for the generic cascode.

4.3 Traditional View on Differential Stages

In amplifier design, stages with an odd-symmetric input-output characteristic (e.g., a
differential stage) is often used. Ideally, these stages do not show offset or even-order
nonlinearity and are therefore very useful.

Figure 4.5a shows a circuit diagram of the bipolar differential stage; replacing
the bjts by fets results in the fet differential stage. Transistors Q1 and Q2 are

Fig. 4.5 Differential stages with bias current sources. Circuitry for maintaining correct values of
bias voltages and currents is omitted for clarity. Biasing is discussed in Sect. 4.6.2. a bjt, b fet
differential stage

3 Cgd1cs = 2Cgdcs in case of equal fets and equal biasing.
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biased at IcQ1 and IcQ2 respectively, and their sum IT is sunk by the tail current
source. Differential voltage ud causes an output current io. In order to derive simple
equations, the Early effect is neglected and it is assumed that the bjts are biased
in the mid-current region. For the moment, the effect of the current source output
impedance ZT is disregarded.

In case of equal bjts and biasing, the (large signal) output current, io = ic1 − ic2,
is given by

io = IT tanh

(
qud

2n f kT

)
, (4.5)

as can be found in many textbooks, e.g. Gray et al. (2001). Neglecting current flow
in ZT , IT equals IcQ1 + IcQ2, q is the electron charge, n f is the forward emission
factor, k is Boltzmann’s constant, T is the absolute temperature in Kelvin, and ud is
the differential input voltage. The Taylor series expansion of the hyperbolic tangent
function has no even-order terms (i.e., odd function). The transconductance is gm =
1
2

q
n f kT IT , which equals the transconductance of Q1 and Q2.

For saturated fets in the differential stage, the output current io = id1 − id2
equals:

io =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

−IT ud < −
√

IT
βfet

ud
2

√
2βfet IT − β2

fetu2
d |ud | ≤

√
IT

βfet

IT ud >
√

IT
βfet

.

(4.6)

The drain currents of fet1 (M1) and fet2 (M2) are Id Q1 and Id Q2, respectively. IT

is the sum of Id Q1 and Id Q2, and βfet is the transconductance factor. For values of
|ud | ≤ √

IT /βfet Eq. (4.6) is an odd function and the transconductance is found to
equal gm = 1

2

√
2βfet IT . The fet differential stage is depicted in Fig. 4.5b.

On basis of the discussion so far, it can be concluded that no even-order distortion
nor emi (envelope detection) will occur since there are no even-order terms in the
series expansion of both bjt and fet differential stages. Differential stage modelling
therefore traditionally concentrates on the linear and weakly nonlinear input to output
transfer that is odd in order. Specifically, third-order nonlinearity has been paid close
attention since it is an important source of distortion and intermodulation (Fong and
Meyer 1998) in high-frequency, non-feedback amplifiers, and also in operational
(Abuelma’atti 1983) and other negative-feedback amplifiers using differential input
stages.

However, if the parameters and the biasing of the devices are slightly different
(e.g., due to mismatch), the input-output characteristic is not perfectly odd sym-
metric and even-order nonlinearity will appear, resulting in even-order distortion
and susceptibility to emi. Depending on the amount of mismatch, second-harmonic
and second-order intermodulation distortions may dominate the third-order effects,
resulting in amplifiers with higher harmonic distortion than expected. This, and the
resulting susceptibility to emi, forces the designer to consider second-order nonlin-
earity during the design phase as well.
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Second-order distortion (Lange et al. 2003) and emi (Redouté and Steyaert 2010)
in perfectly balanced differential stages (equal bias currents and perfect component
matching) have been investigated for design purposes, especially for the special
case that the input of one of the devices is grounded (Fiori and Crovetti 2002). The
occurrence of second harmonic distortion and emi was explained by the mixing effect
of fluctuations of the bias current and of the differential input voltage simultaneously
(Lange et al. 2003; Fiori and Crovetti 2002). The fluctuation of the bias current
depends on the impedance of the current source connected to the emitter-emitter
resp. source-source node, ZT . The higher the impedance ZT , the lower the second-
order distortion and emi susceptibility, and vice-versa. Usually, impedance ZT is
mainly capacitive, and second-harmonic distortion and emi, at low frequency are
therefore negligible (Lange et al. 2003).

Although valuable knowledge has been published about second-harmonic distor-
tion and emi susceptibility of negative-feedback amplifiers using differential input
stages, e.g., Redouté and Steyaert (2010), Fiori and Crovetti (2002), Lantz and
Mattisson (2002), Poulton (1994), Richelli et al. (2001), Abuelma’atti (2005) and
Fiori (2007), a method to evaluate the effects of imperfect biasing, transistor mis-
match and of simultaneously applying a signal to both inputs of the differential stage
thereby exciting its second-order nonlinearity, does not seem to be developed up to
now. The simple equations given in this section cannot be used for that purpose.
Deriving a method that takes these imperfections into account is very well possible,
and this will be done in the next sections.

4.4 New Differential Stage Model

An accurate analysis of both linear and second-order nonlinear response to small
signals for a differential stage can be derived from linear superposition. Therefore, a
generic model will be presented in this section. The input and output quantities may
be voltages or currents, and are denoted by E .

The superposition model of the differential stage is given in Fig. 4.6. It is based
on the observation that the current source impedance, ZT (see Fig. 4.5), provides
series feedback to the input of both transistors, i.e., the differential stage can be
regarded as an amplifier with local negative feedback. The model is therefore valid
under assumption that no clipping occurs, i.e., the transistors remain in the forward
active region. Both differential and common-mode behavior can be analyzed with
the model, but note that the common-mode feedback via ZT is not explicitly shown
in Fig. 4.6. Feedback is determined by various transfers in the model.

The differential stage is driven by two signal sources, Es1 and Es2. The signal
sources transfer their signals to the inputs of the differential stage, Ein1 and Ein2,
as shown in Fig. 4.6. The transfers from signal source Es1 to Ein1 and Ein2 are
ξ11 and ξ21, respectively, and the transfers from Es2 to Ein1 and Ein2, ξ12 and ξ22,
respectively. The ‘ξxx ’ transfers represent loading of the inputs. The first number in
the subscript of a transfer refers to the corresponding transistor of the differential
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+
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Fig. 4.6 Superposition model of a differential stage

model shown in Figs. 4.5 and 4.8a, the second number corresponds to an effect caused
by the transistor with that number or the signal source connected to it. For example,
the transfer Es1 (us in Fig. 4.8a) to the input of transistor Q1 is ξ11, the transfer Es2
(is in Fig. 4.8a) to transistor Q2 is ξ22, the transfer Es2 to Q1 is ξ12, the transfer from
Q2 to Q1 is κ12, etc.4

A fraction of Eout1 is fed-back to Ein1 via κ11 and to Ein2 via κ21. Similarly, a
fraction of Eout2 is fed-back to Ein1 via κ12 and to Ein2 via5 κ22. Output quantities
Eout1 and Eout2 are equal to A1 Ein1 and A2 Ein2, where A1 and A2 are the linear
transconductances of Q1 and Q2, respectively. The second-order transconductance
is represented by a12 (Q1) and a22 (Q2). Transfers ν1 and ν2 are the output transfers
from Eout1 and Eout2 to the output signal El (output loading) and transfers ρ1 and
ρ2 are the direct transfers from Es1 and Es2 to El , respectively. The feedforward
transfers ρ1 and ρ2 are usually so small that they can be neglected.

Each transfer is determined under the condition that all other signal sources are

zero, e.g., ξ11 = Ein1
Es1

∣∣∣
Eout1=Eout1=Es2=0

, κ22 = Ein2
Eout2

∣∣∣
Eout1=Es1=Es2=0

, etc. The

superposition of all transfers then gives the behavior of the differential stage. An
example is presented in Sect. 4.4.1. Note that all transfers are determined by the sig-
nal source impedances, by ZT and the hybrid-π parameters of both transistors. Since

4 In case of the fet differential stage, Q1 and Q2 should be replaced by M1 and M2, respectively.
5 In this work, feedback in amplifiers is usually denoted by β. To prevent confusion with β, feedback
action is denoted by κ in the superposition model of the differential stage.
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the hybrid-π parameters depend on the biasing of the device, choosing a different
bias point will alter both the linear and second-order behaviors.

It follows from Fig. 4.6 that the transfers from the signal sources to the inputs of
the active devices is given by

Ein1(s) = Es1(s) [ξ11(s)(1 − A2κ22(s)) + ξ21 A2κ12(s)]

1 − [A1κ11(s) + A2κ22(s) + A1 A2(κ12(s)κ21(s) − κ11(s)κ22(s))]

+ Es2(s) [ξ12(s)(1 − A2κ22(s)) + ξ22(s)A2κ12(s)]

1 − [A1κ11(s) + A2κ22(s) + A1 A2(κ12(s)κ21(s) − κ11(s)κ22(s))]
(4.7)

and

Ein2(s) = Es1(s) [ξ21(s)(1 − A1κ11(s)) + ξ11(s)A1κ21(s)]

1 − [A1κ11(s) + A2κ22(s) + A1 A2(κ12(s)κ21(s) − κ11(s)κ22(s))]

+ Es2(s) [ξ22(s)(1 − A1κ11(s)) + ξ12(s)A1κ21(s)]

1 − [A1κ11(s) + A2κ22(s) + A1 A2(κ12(s)κ21(s) − κ11(s)κ22(s))]
,

(4.8)

where s is the Laplace variable.
The linear output signals are now Eout1(s) = Ein1(s)A1 and Eout2(s) = Ein2(s)

A2, and the signal in the load is

El(s) = Es1(s)ρ1(s) + Eout1(s)ν1(s) + Es2(s)ρ2(s) + Eout2(s)ν2(s). (4.9)

The effects of single-ended loading, (i.e., taking the output signal of one device only;
ν1(s) 
= ν2(s)), and differential loading (i.e., taking the difference of the output signal
of both devices; ν1(s) = ν2(s)), can be made explicit in this way of modelling.

The second-order nonlinear outputs are given by Eout1 = m E2
in1(s)a12 and Eout2

= m E2
in2(s)a22. Coefficient m equals 0.5 for second-harmonic distortion and equals

the modulation depth (am) in case of emi. Using Fig. 4.6 the second-order, weakly
nonlinear response can be derived for both fet and bjt differential stages. From
Fig. 4.6, it can be shown that

El,ωl = m
1

1 − (A1κ11,ωl + A2κ22,ωl + A1 A2(κ12,ωl κ21,ωl − κ11,ωl κ22,ωl ))

×
[
[Ein1(s)]2a12ν1,ωl

(
1 − A2

(
κ22,ωl − κ21,ωl

ν2,ωl

ν1,ωl

))
(4.10)

+ [Ein2(s)]2a22ν2,ωl

(
1 − A1

(
κ11,ωl − κ12,ωl

ν1,ωl

ν2,ωl

))]
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for the fet differential pair holds.6 The subscript ωl is used to distinguish second-
order responses from the input frequency, ωc. In case of second-harmonic distortion,
ωl is twice the input frequency. In case of emi, it is the low frequency variation of
the high frequency envelope.

For matched transistors, biasing, signal sources and loading impedances, a12 =
a22, A1 = A2, κ11,ωl = κ12,ωl = κ21,ωl = κ22,ωl , ν1,ωl = ν2,ωl , and Ein1 = −Ein2.
Equation (4.10) shows that El,ωl is zero for matched devices, as expected. In the case
of mismatched devices, biasing, signal sources or loading, the Ein1 and Ein2 terms
between the brackets do not cancel anymore, and second-harmonic distortion and
emi susceptibility will occur.

The voltage-controlled current source at the input of the bjt hybrid-π model
complicates the determination of the total second-order behavior of the differential
stage. Each current source also has a transfer to Ein1 resp. Ein2. These transfers are:
γ11 = Ein1/ i1, γ21 = Ein2/ i1, γ12 = Ein1/ i2 and, γ22 = Ein2/ i2. Here, i1 =
b12 E2

in1 and i2 = b22 E2
in2 are the currents of the voltage-controlled current sources

at the inputs of Q1 and Q2 of the differential stage, respectively. The coefficients
b12 and b22 represent the nonlinearity of the input impedance of the bjt, i.e., they
represent the effect of gπ2 = gm2/βac. For reasons of simplicity, the γx,x transfers,
which are only relevant for the second-order response, are not drawn in Fig. 4.6.

For the second-order behavior of the bjt differential stage, it can be shown that

El,ωl = m
1

1 − (A1κ11,ωl + A2κ22,ωl + A1 A2(κ12,ωl κ21,ωl − κ11,ωl κ22,ωl ))

×
{
[Ein1(s)]2ν1,ωl

[
a12

(
1 − A2

(
κ22,ωl − κ21,ωl

ν2,ωl

ν1,ωl

))

+ b12

(
A1γ11,ωl + A2γ21,ωl

ν2,ωl

ν1,ωl

+ A1 A2

(
γ11,ωl

(
ν2,ωl

ν1,ωl

κ21,ωl − κ22,ωl

)
+ γ21,ωl

(
κ12,ωl − ν2,ωl

ν1,ωl

κ11,ωl

)))]

+ [Ein2(s)]2ν2,ωl

[
a22

(
1 − A1

(
κ11,ωl − κ12,ωl

ν1,ωl

ν2,ωl

))

+ b22

(
A1γ12,ωl

ν1,ωl

ν2,ωl

+ A2γ22,ωl

+ A1 A2

(
γ12,ωl

(
κ21,ωl − κ22,ωl

ν1,ωl

ν2,ωl

)
+ γ22,ωl

(
κ12,ωl

ν1,ωl

ν2,ωl

− κ11,ωl

)))]}
.

(4.11)

If b12 and b22 are zero, (4.11) reduces to (4.10), as expected.
Equations (4.10) and (4.11) show that El,ωl can become zero in the case of ideal

balancing: when Ein1 = −Ein2. The worst case situation occurs when either ν1,ωl

6 Under the assumption that the nonlinearity of the fet output conductance is negligible, e.g., due
to cascoding.
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or ν2,ωl is zero. The second-order nonlinear behavior is then comparable to that of
an unbalanced device having a second-order nonlinear term of a2/2. However, this
is an extreme situation. In practical cases it can be expected to be smaller, because
even in case of single-ended loading, neither ν1,ωl nor ν2,ωl will be zero. The model
and equations presented here are valid generally.

When Es2 is assumed to be zero and transistor Q1 has a load of 0�, the equations
reduce to a ‘common-collector (cc)-common-base (cb)’ stage, also sometimes called
the non-inverting version of the ce-stage, or its fet equivalent. It will yield the same
results as presented in the literature in Lange et al. (2003) and Fiori and Crovetti
(2002). It is investigated in more detail in appendix C.1 .

The following discussion is based on the bjt differential stage, but it also holds
for the fet differential stage. When Cμ is neutralized, complete isolation between
the input and output of the differential stage may exist (unilaterality). In that case,
the superposition model of Fig. 4.6 reduces to the model in Fig. 4.7 (in which it is
also assumed that both ρ1 and ρ2 are negligible).7 Because now there is no signal
path from collector to base, the only feedback action possible is that of the sum of
the emitter currents to both bases (see Fig. 4.5), i.e., (common-mode) feedback due
to ZT . This feedback action to input 1 is represented by κ1 and the feedback action
to input 2 is represented by κ2. It is found that κ1 = κ11 = κ12 and κ2 = κ21 = κ22.

From Fig. 4.7

Ein1(s) = Es1(s) [ξ11(s)(1 − A2κ2(s)) + ξ21 A2κ1(s)]

1 − [A1κ1(s) + A2κ2(s)]

+ Es2(s) [ξ12(s)(1 − A2κ2(s)) + ξ22(s)A2κ1(s)]

1 − [A1κ1(s) + A2κ2(s)]
(4.12)

Ein2(s) = Es1(s) [ξ21(s)(1 − A1κ1(s)) + ξ11(s)A1κ2(s)]

1 − [A1κ1(s) + A2κ2(s)]

+ Es2(s) [ξ22(s)(1 − A1κ1(s)) + ξ12(s)A1κ2(s)]

1 − [A1κ1(s) + A2κ2(s)]
(4.13)

Fig. 4.7 Simplified differen-
tial stage superposition model.
Direct transfers from Es1 and
Es2 to the load are assumed
to be negligible, and are there-
fore not shown

ξ22

ξ21

ξ12

ξ11

A2, a22

A1, a12

κ2

κ1

ν2

ν1

Es2

Es1

+

+ +

+ +

+

+

+

+

+

+

Ein1

Ein2

Eout1

Eout2

El

7 When there is finite isolation between the input and output of the differential stage Fig. 4.6 has to
be used. However, when the effect of Cμ is negligible, e.g., at relatively low frequencies, this model
and the following equations apply.
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and

El,ωl = m
1

1 − (A1κ1,ωl + A2κ2,ωl )

×
[
[Ein1(s)]2a12ν1,ωl

(
1 − A2κ2,ωl

(
1 − ν2,ωl

ν1,ωl

))
(4.14)

+ [Ein2(s)]2a22ν2,ωl

(
1 − A1κ1,ωl

(
1 − ν1,ωl

ν2,ωl

))]
.

Under these assumptions hold γc = γ12 = γ21

El,ωl = m
1

1 − (A1κ1,ωl + A2κ2,ωl )

×
{
[Ein1(s)]2ν1,ωl

[
a12

(
1 − A2κ2,ωl

(
1 − ν2,ωl

ν1,ωl

))
+ b12

(
A1γ11,ωl

+ A2γc,ωl

ν2,ωl

ν1,ωl

+ A1 A2

(
γ11,ωl κ2,ωl

(
ν2,ωl

ν1,ωl

− 1

)
+ γc,ωl κ1,ωl

(
1 − ν2,ωl

ν1,ωl

)))]

+ [Ein2(s)]2ν2,ωl

[
a22

(
1 − A1κ1,ωl

(
1 − ν1,ωl

ν2,ωl

))
+ b22

(
A1γc,ωl

ν1,ωl

ν2,ωl

+ A2γ22,ωl + A1 A2

(
γc,ωl κ2,ωl

(
1 − ν1,ωl

ν2,ωl

)
+ γ22,ωl κ1,ωl

(
ν1,ωl

ν2,ωl

− 1

)))]}
.

(4.15)

All expressions given for El,ωl show that it consists of contributions of E2
in1 and E2

in2
that are frequency dependent (ωc). Both E2

in1 and E2
in2 are multiplied by second-order

nonlinear terms that have opposite signs. The second-order nonlinear terms consist
of the initial nonlinearity of the active part (a2, b2), multiplied by a term given by the
ratio of the loop gains (Axκx ) weighted by νx . In case of second-harmonic distortion,
they are frequency dependent (ωl = 2ωc); in case of emi, the second-order nonlinear
terms are (virtually) frequency independent (ωl ). Since this work concentrates on emi,
it is therefore chosen to use El,ωl instead of El(ωl) (or El,ωl (ωc) and El(ωl , ωc),
respectively).

4.4.1 Design Considerations Regarding EMI

This section mainly concentrates on emi design considerations. It can, however, be
reasonably assumed that measures taken for low emi performance are beneficial for
low second-harmonic distortion also.

As Eqs. (4.10) and (4.11) show, the second-order output current is determined
by Ein1(s), Ein2(s) and by several transfers at frequency ωl . In the case of emi
a simplification can be made. Although emi is usually caused by high-frequency
effects, its results occur at low frequency: dc shifts and detection of low-frequency



120 4 The Cascode and Differential Amplifier Stages

envelope variations (Goedbloed 1993). It is reasonable to assume that the transfers
at ωl in this case will not deviate much from their dc values. A good approximation
of the emi susceptibility can therefore be determined by using dc values of the linear
transfers in Eqs. (4.10) and (4.11). Frequency dependency of El,ωl is then determined
by Ein1(s) and Ein2(s). El,ωl may have a maximal value at a frequency ωmax .

Frequency ωmax can be determined by considering that Ein1(s) and Ein2(s) have
opposite signs, but are equal in magnitude in the ideal, balanced case. Their sum
is zero and the common-mode rejection is infinite. Due to imbalance caused by
transistor mismatch, currents and impedances, Ein1(s) and Ein2(s) start to differ.
The common-mode component (cm) at a specific frequency is defined as cm(s) =
(Ein1(s) + Ein2(s))/2 (Gray et al. 2001). emi susceptibility is maximal when cm(s)
reaches its maximum. This effect may be compared to common-mode to differential-
mode conversion. The cm(s) of Ein1(s) and Ein2(s) found from Figs. 4.6 and 4.7 are
given by

cm(s) = 1

2

1

1 − (A1κ11(s) + A2κ22(s) + A1 A2(κ12(s)κ21(s) − κ11(s)κ22(s)))(
Es1(s) ·

{
ξ11(s) · [1 − (A2κ22(s) − A1κ21(s))]

+ ξ21(s) · [1 − (A1κ11(s) − A2κ12(s))]
}

(4.16)

+ Es2(s) ·
{
ξ12(s) · [1 − (A2κ22(s) − A1κ21(s))]

+ ξ22(s) · [1 − (A1κ11(s) − A2κ12(s))]
})

and

cm(s) = 1

2

1

1 − (A1κ1(s) + A2κ2(s))

×
(

Es1(s) · (ξ11(s)[1 − (A2 − A1)κ2(s)] + ξ21(s)[1 − (A1 − A2)κ1(s)])

+ Es2(s) · (ξ12(s)[1 − (A2 − A1)κ2(s)] + ξ22(s)[1 − (A1 − A2)κ1(s)])
)

,

(4.17)

respectively.
For example, consider the differential stage in Fig. 4.8a, and its small-signal rep-

resentation in Fig. 4.8b. Both Q1 and Q2 have their own signal source and signal
source impedance, as may occur when it is used in a negative-feedback amplifier.
Signal source is may, for instance, be the amplifier’s output signal that is fed back
to the input by a feedback network represented by equivalent resistance Rs2. In this
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Fig. 4.8 bjt differential stage with signal sources and its hybrid-π representation. a Bipolar differ-
ential stage with two signal sources. Biasing is only partly shown. Circuitry for maintaining correct
values of bias voltages and currents is omitted for clarity. b Small-signal model of the differential
stage of Fig. 4.8a. The subtraction point is floating and has an impedance of 0�

example, the current source output impedance ZT consists of a resistance of 10 M�

shunted by a capacitance CT of 10 pF.
Transistor Q1 is driven by a voltage source, ûs = 10 mV, with series source

resistance Rs1 = 1 k� and transistor Q2 by a current source îs = 100 nA with
parallel source resistance Rs2 = 10 k�. These relatively low signal magnitudes are
chosen to assure the validity of the hybrid-π models (see Chap. 3).

The differential stage delivers output current io = ic1 − ic2. Currents ic1 and ic2
are subtracted by an ideal floating subtractor with an impedance of 0�. Figure 4.7
is used to analyze the linear and second-order nonlinear behavior of the differential
stage.

Both transistors are of type BC847. The linear hybrid-π parameters were deter-
mined using the SPICE model8 provided by NXP (2008) the second-order nonlinear
parameters followed from the equations given in Chap. 3. The linear and second-order
parameters are listed in Table 4.2.

8 version of 2007 (which is equal to the version of 2012).

http://dx.doi.org/10.1007/978-3-319-00593-5_3
http://dx.doi.org/10.1007/978-3-319-00593-5_3
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Table 4.2 BC847 (NXP
2008) hybrid-π parameters
IcQ1 = IcQ2 = 0.5 mA,
UceQ1 = UceQ1 = 4 V

rB = 8.8 � gm1 = 19 mA/V
rπ = 26.8 k� gm2 = 376 mA/V2

Cπ = 28.6 pF gπ2 = 731.7 µV2

Cμ = 1.54 pF Cπ2 = 320 pF/V
ro = 103 k� fT = 102 MHz

Table 4.3 presents an overview of the transfers that follow from Fig. 4.8a. The
dc values of ξ11(s), κ2(s), etc., are indicated by an extra ‘0’ in the subscript (e.g.,
ξ110 and κ20 are the dc transfers of ξ11(s) and κ2(s), respectively.). Each transfer
shows the same poles, and has either one or two zeros. The poles and zeros are
estimated from Fig. 4.8b. Comparable transfers may be found for other source and
load values. However, the expressions for the poles and zeros may change. Note that
rB is neglected in these approximations, due to its low value.

Equation (4.17) can written in a slightly different form

cm(s) = 1

2

1

1 − (A1κ1(s) + A2κ2(s))

×
(

Es1(s) · (ξ11(s) + ξ21(s)) + Es2(s) · (ξ12(s) + ξ22(s))

)
, (4.18)

that is valid under the assumption that the (Ax − Ay)κz terms are of minor influence.
This is a valid assumption, since for practical situations A1 and A2 will not differ
much in case of matched transistors. If A1 and A2 differ too much, (4.17) should be
used.

Equation (4.18) is comparable to the common-mode gain multiplied by the input
signals. It shows the familiar response of the common-mode gain versus frequency:
at low frequency cm(s) is small, for frequencies higher than a zero it increases with
6 dB/oct., and for frequencies higher than the bandwidth ω0 it decreases with 6 db/oct.
(e.g., Gray et al. 2001). It is found that the complicated expression for the zeros due to
the ξxx terms can be approximated by one zero (zT ) determined by the time constant
of the current source impedance.

The frequency at which the cm(s) is maximal, ωmax , is determined by differentiat-
ing Eq. (4.17) or (4.18) with respect to ω and equating this result to zero. This yields
an accurate, equation with many terms that does not give much insight. Therefore,
an alternative method is used that is only slightly less accurate, but gives much more
insight.

The value of cm starts to increase due to zT until, due to the poles, it starts to
decrease. The −3 dB frequency of this transfer gives a reasonably accurate approxi-
mation of ωmax . The −3 dB frequency, ω0, follows from the denominator of (4.18)
and is ωn

0 = ∏n
i=1 |pi |[1 − (A1κ10 + A2κ20)]. For determining ω0, only dominant

poles should be multiplied with the loop gain (van Staveren and Verhoeven 2001;
Verhoeven et al. 2003), with [1− (A1κ10 + A2κ20)] being the loop gain of the differ-
ential stage. Whether a pole is reckoned in the dominant group or not depends on the
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particular situation. Generally, we will refer to a pole of the loop transfer function as
dominant if it can be located in the bandwidth determining group (Nordholt 1993).
Term ωn

0 thus equals the loop gain poles product of the differential stage.
Frequency ω0 is in this case determined by ω0 = √[1 − (A1κ10 + A2κ20)]p1 p3.

Pole p2 does not affect ω0, since its effect is counteracted by zκ1 (when determining
the root locus, it is found that p2 ends in zκ1).

Equations (4.17) or (4.18) can now be evaluated at both ω0 ≈ ωmax and at ω = 0.
Whichever result is the largest dominates the emi susceptibility. For matched devices
and biasing, it will be found that the maximum susceptibility is at ωmax . When biasing
and/or the devices are not identical, it may be found that max. susceptibility occurs
at lower frequencies than ωmax . For convenience, the dc value of cm(s) and zT are
given in (4.19)

cm(0) = 1

2

1

1 − (A1κ10 + A2κ20)

(
Es1 · (ξ110 + ξ210) + Es2 · (ξ120 + ξ220)

)

(4.19)

zT = − 1

RT CT
.

As stated earlier, the extra ‘0’ in the subscript represents the dc value of the transfer
(e.g., ξ110 and κ20 are the dc values of ξ11(s) and κ2(s), respectively).

In general, feedback theory encourages the designer to make the loop gain as large
as possible. Here however, both Ein1 and Ein2 are determined by a ratio in which
Axκx terms appear in both the numerator and the denominator [see, e.g., Eqs. (4.12)
and (4.13)]. For low emi susceptibility, A1κ1(s) and A2κ2(s) should therefore be as
equal as possible to realize Ein1 ≈ Ein2. To minimize the influence of ZT on κ1(s)
and κ2(s), it is recommended that ZT is an order of magnitude larger than the source
and input impedances of the active devices.

Ideally, the poles of the differential stage are determined only by the time constants
of the active devices. The capacitance of the current source impedance IT , however,
also contributes to the pole frequencies (see Table 4.3). A large capacitance value
compared to the other capacitances, shifts |p1| and |p3| to a lower frequency. The
capacitance also determines zero zT , which shifts to a lower frequency. The effect
is as follows: frequency ω0 will shift to a lower frequency by a factor given by√

�1 p1�3 p3 (as follows from the expression for ω0), with �1 and �3 being the
shift of p1 and p3, respectively. This results in a considerably lower shift than that
of the open loop poles |p1| and |p3| and zero zT . As a result the magnitude of
cm(s) can increase over more octaves before it will decrease again. Maximum emi
susceptibility will thus occur at a lower frequency and its magnitude will be larger.
This effect is quite important since an extra octave of increase in cm(s) may increase
emi susceptibility by 12 dB.

A straightforward conclusion is that the capacitance of the current source should
be as low as possible (at least by a factor of 10 to 20) than the input capacitances
of the active devices for low emi behavior in the differential stage. Figure 4.9 shows
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Fig. 4.9 Solid line and dotted
line show cm for the balanced
case with CT = 10 pF and
CT = 1 pF, respectively. The
dashed line shows cm in case
of 10 % current imbalance and
CT = 10 pF

cm(s) as a function of frequency for the circuit of Fig. 4.8b with CT = 10 pF (solid
line) and CT = 1 pF (dotted line). It can be seen that with CT = 1 pF, zero |zT,1pF | is
located at a higher frequency than |zT,10pF |, when CT = 10 pF. The maximal value
of cm(s) is lower, and shifted to a higher frequency f0,1pF , with f0 = ω0/(2π).

Large differences between Rs1 and Rs2 result in differences in the zero locations
of the various ξ transfers. It may happen that at frequencies higher than ω0 the
slope of cm(s) is altered and, hence, the slope of the emi susceptibility. When the
differential stage is being used in a negative-feedback amplifier, the designer can
make Rs1 and Rs2 as equal as possible by carefully designing the feedback network.
It should, however, be noted that the feedback action itself will also affect cm(s) and
emi behavior (see Chap. 5).

The effect of current and device mismatches manifests itself in unequal dcvalues
of the transfers. The poles and zeros will typically not differ much for small mis-
matches. Therefore, ωmax ≈ ω0 can be expected at the same frequency, but low
frequency cm(s) has higher magnitude values due to the mismatches, and second-
order nonlinear behavior is higher. The higher magnitude of cm(s) at low frequencies
is shown by the dashed line in Fig. 4.9, that represents the case that IcQ1 = 0.524 mA
and IcQ2 = 0.476 mA, an imbalance of approx. 10 %.

Comparable effects of zT and current (im)balance can be expected, when second-
harmonic distortion and emi are evaluated using the parameters given in Table 4.2.
The linear differential current, the second-harmonic distortion current and the emi
susceptibility for signal frequencies between 10 kHz and 10 GHz, with a 1 kHz modu-
lation of the envelope with modulation depth m = 0.5 were calculated and are depicted
in Figs. 4.10a, b, 4.11a, b, respectively, for the case IcQ1 = IcQ2 = 0.5 mA (solid
lines), and for the case IcQ1 = 0.524 mA and IcQ2 = 0.476 mA, an imbalance of
approx. 10 % (dashed lines).

Note that in Fig. 4.11b CT has a value of 1 pF instead of 10 pF. The crosses
(balance) and diamonds (imbalance) are SPICE simulation results. The method used

http://dx.doi.org/10.1007/978-3-319-00593-5_5
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Fig. 4.10 Solid lines show
the predicted output current
of Fig. 4.8a as function of
frequency using the model
of Fig. 4.7 in case of equal
biasing. Dashed line shows
the same output current in case
of a 10 % bias current mis-
match between IcQ1 and IcQ2.
Crosses (balanced currents)
and diamonds (10 % imbal-
ance) show SPICE simulation
results. CT is 10 pF. a Linear
output current io1. Small bias
current imbalances have little
effect on the linear output
current. b Second-harmonic
output current io2 (ωl = 2ωc).
At low frequencies second-
harmonic distortion is much
higher in case of bias current
imbalance.

(a)

(b)

seems to give adequate accuracy. The discrepancy shown between the simulation
results and calculation at 1 GHz are due to neglecting four non-dominant poles and
zeros (all located >5ω0) in the transfers.

It follows from Fig. 4.10a that the linear output current is hardly affected by the
10 % current imbalance. The output current is constant until it reaches the signal
bandwidth of approximately 1.1 MHz (≈ −p2/(2π)), after which it decreases until
it starts to increase again, causing a dip.

This dip is caused by ube1 and ube2 and can therefore be found in both the
linear and the second-order transfers. Base-emitter voltages ube1 and ube2 are
(among other terms) determined by (1 − A2κ2(s))/[1 − (A1κ2(s) + A2κ2(s))] and
(1 − A1κ1(s))/[1 − (A1κ2(s) + A2κ2(s))], respectively. The numerators of these
equations result in zeros, causing the dip at about 17 MHz in Figs. 4.10a, b, and
4.11a (and at 51 MHz in Fig. 4.11b). The extra zero-pole combination (≈450 kHz
and 2 MHz) in Fig. 4.11a and the extra dip in Fig. 4.11b at approximately 1.3 MHz in
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Fig. 4.11 Solid lines show the
emi output current of Fig. 4.8a
as function of frequency using
the model of Fig. 4.7 in case
of equal biasing. Dashed line
shows the same output cur-
rent in case of a 10 % bias
current mismatch between
IcQ1 and IcQ2. a Magnitude
of the detected 1 kHz emi
component (ωl = 2π krad/s).
Current imbalance causes a
significant increase in emi
At lower frequencies. Cur-
rent source capacitance CT
is 10 pF, and b Magnitude of
the detected 1 kHz emi com-
ponent. Current imbalance
causes a significant increase
in emi at lower frequencies.
CT is 1 pF

(a)

(b)

the (balanced case) emi components, are also caused by the (differing numerators of
the) expressions for ube1 and ube2. It does not seem to be possible to easily pinpoint
the parameter(s) that determines the zero-pole combination and the dip in the figures.

Both the magnitude of the linear and the second-order transfers increase until
the ‘bandwidth’ of the feedback is reached. This frequency can be approximated
by ω0/(2π), i.e., the same equation as for the maximal magnitude of cm(s). Fig-
ures 4.10a, 4.11a show a peak at 42 MHz, while f0 is 44 MHz. Figure 4.11b shows the
peak at 142 MHz and fo ≈ 134 MHz. The inaccuracy caused by the approximation
is 4.5 and 1.5 %, respectively. This is acceptable for design purposes.

Figure 4.10b shows the magnitude of the second-harmonic of the input signals.
second-harmonic distortion increases up to the bandwidth of the differential stage
and then decreases. The second-harmonic distortion is already relatively high in the
unbalanced case, and it increases up to about the same value as in the balanced case,
reaching this value near the bandwidth. From about 17 MHz the second-harmonic dis-
tortion increases again until it reaches the peak value at f0. Maximal second-harmonic
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distortion however, occurs at a lower frequency of approx. 632 kHz. Determining this
maximum is considerably more difficult because it depends on several transfers that
cannot be approximated with their dc value. Numerical simulation seems to be the
easiest method.

The maximal magnitude of the detected 1 kHz emi component in Fig. 4.11a is
at 42 MHz and amounts 388 nA. Reducing CT to 1 pF results in maxima of ioωl =
6.42 nA at 142 MHz (see Fig. 4.11b). The higher the magnitude of cm(s), the higher
the magnitude of the detected component. Therefore, maximum emi has been reduced
considerably and shifted to a higher frequency, when CT is reduced to 1 pF, since the
maximal magnitude of cm(s) has also been reduced and shifted to a higher frequency
(see Fig. 4.9).

Balancing of the currents results in low emi susceptibility at lower frequencies.
In case of CT being 10 pF, ioωl remains between 2.8 and 18 nA and in case of CT

being equal to 1 pF, ioωl is maximally 6.4 nA. The 10 % bias current imbalance has
major effects at lower frequencies. For both values of CT , ioωl increases to a value
of 212 nA. In case of a low CT , emi susceptibility may thus be largest at relatively
low frequencies when the differential stage is imbalanced. In this case, it may show
increased susceptibility in the am radio band. If emi susceptibility is too high at low
frequencies, effort has to be made to reduce the imbalance, e.g., by assuring a better
matching of the bias quantities and of the transistors.

4.5 Simplified Differential Stage Hybrid-π Models

The formal model and equations given in the previous section present some design
rules (use matched devices, keep bias currents as equal as possible, design for a high
value of ZT ), but it is complex as a starting point. When starting with the design of a
negative-feedback amplifier, the design effort is greatly reduced when simple models
that give sufficient accuracy can be used by the designer. Simple modified hybrid-π
models of the differential stages, both bipolar and fet, will be given in this section.
These models exchange some accuracy for simplicity. From analysis using the models
it directly follows what can be done to decrease emi generated in the differential
stage. Also, the design of negative-feedback amplifiers with specified emi behavior
is simplified by using the simplified models. In subsequent steps, the design can then
be evaluated and analyzed using the more elaborate, but more accurate, model of the
differential stage given in the previous section.

Evaluating the equations of the various transfers in Fig. 4.6 by using the modified
hybrid-π models of the bjt and the fet at dc (ξ11(0), ξ12(0), etc.), it is possible to
obtain expressions for both linear and second-order nonlinear behavior valid for emi
analysis. This is an elaborate task resulting in large expressions. These expressions
are therefore derived in Appendix C. In the following subsections, the expressions are
used to derive modified hybrid-π models. The equations and the models hold when
βac � 1 and the intrinsic voltage gain of the fet μ = gm1rds � 1. Furthermore, it is
assumed that gm1rp � 1, where rp ≈ (rds1+Rl1)//(rds2+Rl2)//RT in case of a fet
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differential stage, and rp ≈ (ro1+Rl1)//(ro2+Rl2)//(rπ1+Rs1)//(rπ2+Rs2)//RT

in case of a bjt differential stage. These assumptions are usually easily met.
The subscripts 1 and 2 refer to the parameters of Q1/M1 and Q2/M2 respectively,

as depicted in Fig. 4.5. Rl1 and Rl2 are the load resistances of transistors Q1/M1 and
Q2/M2.

4.5.1 Modified Hybrid-π Model of the BJT Differential Stage

The modified hybrid-π model of the bjt differential stage is derived using Fig. 4.12.
Capacitances are added to the hybrid-π model later. Using this figure and Eqs. (4.12)
and (4.13), it follows for ube1 and ube2

ube1 =
gm2rp

(
1 + Rl1

ro1

)

1 +
(

gm1

(
1 + Rl2

ro2

) (
1 + Rs2

rπ2

)
+ gm2

(
1 + Rl1

ro1

) (
1 + Rs1

rπ1

))
rp

×
(

us1

{
1 + Rs2 + rπ2

βac2ro2

(
1 + ro2 + Rl2

ro1 + Rl1

(
1 + ro1 + Rl1

RT

)
+ ro2 + Rl2

Rs2 + rπ2

)}

− us2

{
1 + 1

βac2

(
1 + Rl2

ro2

)})
,

(4.20)

Fig. 4.12 Low-frequency bjt differential stage small-signal model
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ube2 =
gm1rp

(
1 + Rl2

ro2

)

1 +
(

gm1

(
1 + Rl2

ro2

) (
1 + Rs2

rπ2

)
+ gm2

(
1 + Rl1

ro1

) (
1 + Rs1

rπ1

))
rp

×
(

−us1

{
1 + 1

βac1

(
1 + Rl1

ro1

)}
(4.21)

+ us2

{
1 + Rs1 + rπ1

βac1ro1

(
1 + ro1 + Rl1

ro2 + Rl2

(
1 + ro2 + Rl2

RT

)
+ ro2 + Rl2

Rs1 + rπ1

)})
.

Apart from the assumptions already given above, it is also assumed that the
coefficients of signal voltages us1 and us2 in Eqs. (4.20) and (4.21) can be approxi-
mated by one. This is valid in case βac1, βac2 � 1 and Rl1, Rl2 � ro1, ro2.

Applying these approximations will yield equations with adequate accuracy and,
facilitated by a circuit/modified hybrid-π representation of the differential stage, can
be used for design purposes. This will be shown with a numerical example on page
P. 135.

Simplifying Eqs. (4.20) and (4.21) with the assumptions given, the following
approximate equations are found. Base resistances rB1 and rB2 are assumed to be
part of the resistance Rs1 and Rs2, respectively.

The base-emitter voltages are found to be approximated by

ube1 ≈ (us1 − us2)
rπ1a

(
1 + Rl1

ro1

)

(Rs1 + rπ1)
(

1 + Rl1
ro1

)
βac2
βac1

+ (Rs2 + rπ2)
(

1 + Rl2
ro2

) , (4.22)

where9 rπ1a = βac2/gm1, and

ube2 ≈ (us2 − us1)
rπ2

(
1 + Rl2

ro2

)

(Rs1 + rπ1)
(

1 + Rl1
ro1

)
βac2
βac1

+ (Rs2 + rπ2)
(

1 + Rl2
ro2

) . (4.23)

To facilitate a circuit design approach, the differential base to base voltage, ud =
ube1 − ube2, is introduced. With rπ t = rπ1a

(
1 + Rl1

ro1

)
+ rπ2

(
1 + Rl2

ro2

)
, ud can be

written as

ud = (us1 − us2)
rπ t

rπ t + Rs1

(
1 + Rl1

ro1

)
βac2
βac1

+ Rs2

(
1 + Rl2

ro2

) . (4.24)

Source resistances Rs1 and Rs2 are multiplied by
(

1 + Rl1
ro1

)
βac2
βac1

and
(

1 + Rl2
ro2

)
,

respectively. In case of (almost) matched transistors and equal biasing and with
load resistances much smaller than the output resistances of the transistors, these

9 Deriving (4.22) results in rπ2
gm2
gm1

(
1 + Rl1

ro1

)
= βac2

gm1

(
1 + Rl1

ro1

)
= rπ1a

(
1 + Rl1

ro1

)
for the

numerator.
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coefficients are approximately one. Note that in case of current drive, us1 and us2

may be replaced by is1 Rs1

(
1 + Rl1

ro1

)
and is2 Rs2

(
1 + Rl2

ro2

)
, respectively, to calculate

the correct value of ud .
Equations for the currents in the loads Rl1 and Rl2 (both linear and due to detection

of emi) are derived in Appendix c. Under the same assumptions as used for deriving
the approximate equations for ube1 and ube2 and using the results of Appendix C,
the following approximate equations are found. The linear transconductance of the
differential stage is found to be given by:

gmt = ic1 − ic2

ud
=

gm1gm2

((
1 + Rl1

ro1

)
+
(

1 + Rl2
ro2

))

gm1

(
1 + Rl2

ro2

)
+ gm2

(
1 + Rl1

ro1

) . (4.25)

The differential output current (il1 − il2) is thus given by

il = −ud gmt
rot

rot + Rl1 + Rl2
, (4.26)

where rot = ro1 + ro2.
The unbalanced output currents il1 and il2 equal

il1 = −ud gmt
ro1

rot

rot

rot + Rl1 + Rl2
(4.27)

and
il2 = ud gmt

ro2

rot

rot

rot + Rl1 + Rl2
. (4.28)

The transconductance in case of single-ended loading thus appears to be ro1/rot

respectively ro2/rot as large as the transconductance in case of differential loading.
For not too large differences in biasing and transistor matching, the single-ended
transconductance is thus about one-half the differential transconductance.

The detection terms in the currents ic1ωl and ic2ωl are derived to be equal to

ic1ωl = u2
d

⎛
⎝rπ1a

(
1 + Rl1

ro1

)

rπ t

⎞
⎠

2

m
rπ1

Rs1 + Rs2 + rπ1 + rπ2

×

⎧⎪⎨
⎪⎩

a12 − a22

(
gm1

gm2

)3
⎛
⎝
(

1 + Rl2
ro2

)
(

1 + Rl1
ro1

)
⎞
⎠

2
⎫⎪⎬
⎪⎭

(4.29)

and
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ic2ωl = u2
d
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⎞
⎠

2
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⎛
⎝
(

1 + Rl1
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)
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2
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. (4.30)

Two second-order nonlinearity coefficients can be defined. Firstly, a′
21(0), giving the

detection current in the first transistor, and secondly a′
22(0), giving the current in the

second transistor:

a′
21(0) = rπ1

Rs1 + Rs2 + rπ1 + rπ2

⎛
⎝rπ1a
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⎠

2
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⎛
⎝
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)
(
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2
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(4.31)

a′
22(0) = rπ2

Rs1 + Rs2 + rπ1 + rπ2
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. (4.32)

The detection terms in the load currents, il1ωl , il2ωl , and ilωl are now given by

il1ωl = ic1ωl

ro1

rot + Rl1 + Rl2
− ic2ωl

ro2

rot + Rl1 + Rl2

il2ωl = ic2ωl

ro2

rot + Rl1 + Rl2
− ic1ωl

ro1

rot + Rl1 + Rl2

ilωl = il1ωl − il2ωl . (4.33)

Evaluating these equations, it appears to be possible to define one second-order
nonlinear term that can be used to determine all three currents,

a′
2(0) = a′

21(0)

(
ro1

rot
+ βac2

βac1

ro2

rot

)

= −a′
22(0)

(
ro2

rot
+ βac1

βac2

ro1

rot

)
(4.34)
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and thus,

il1ωl = u2
dma′

2(0)
rot

rot + Rl1 + Rl2
(4.35)

and
il2ωl = −u2

dma′
2(0)

rot

rot + Rl1 + Rl2
. (4.36)

The differential output current is now

ilωl = 2u2
dma′

2(0)
rot

rot + Rl1 + Rl2
. (4.37)

Just as was the case for current il , ilωl is two times as large as in case of single-
ended loading. It is important to observe that for a′

2(0) not equal to zero, differential
loading of the balanced stage does not result in a zero value of ilωl . When a′

2(0) = 0,
because the terms between the braces of the equations for a′

21(0) and a′
22(0) are

zero, no detected currents appear in both the case of single-ended and differential
loading. These terms can only equal zero when there are no mismatches between the
transistors, the biasing of the transistors is exactly equal, and loading resistances Rl1

ro1

and Rl2
ro2

are also exactly equal. In practical cases, these conditions are already hard
to meet in differential stages. For differential stages with two single-ended loads, it
is impossible to meet the conditions since Rl1

ro1

= Rl2

ro2
. Hence, in such practical cases,

a larger detected current can be expected.
An increase in the value of a′

2(0) can be observed when either Rl1 or Rl2 rises
above the value of ro. To minimize the adverse effect of inequalities in Rl1 and Rl2,
it is recommended to realize values of ro much larger than the load resistances. If
necessary, cascoding can be used to increase the values of ro1 and ro2. Inequalities
in bias values and mismatches between the bjts will increase the value of a′

2(0). It
is, however, impossible to avoid these inequalities, although measures can be taken
to minimize them, as will be discussed in Sect. 4.6.

Voltage driving both bjts results in the largest second-order nonlinearity for a
certain amount of imbalance. Current driving at least one of the bjts seems to be
advantageous for lowering the second-order nonlinearity. These observations are
analogous to the unbalanced bjt. The fact that only one bjt has to be current driven
may ease the design effort in some cases. The designer should, however, be aware that
in case of current driving just one bjt, emi will be low at relatively low frequencies
of ωc. There will be much worse emi behavior at ω0, as was explained in the previous
section. It is therefore recommended to drive both bjts with a signal current source.
Perfectly matched transistors and biasing results in zero second-order nonlinearity.
This is independent of voltage or current driving of the balanced stage.

A modified hybrid-π model for the bjt differential stage is given in Fig. 4.13.
It facilitates a simple approach for analysis and design of bjt differential stages.
Both the hybrid-π model and the equations given in this section can be used to
design negative-feedback amplifiers with specified emi behavior. Sources and loads
are omitted for clarity in Fig. 4.13. Base resistances (rB) are depicted in the figure for
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rπt

rBes1

Cμ2

rB

es2

Cbx2

Cbx1

Cμ1

Cπt rot

il1

il2

gmtud+
a2(0)u2

d

+

-

ud

Fig. 4.13 bjt differential stage hybrid-π model suitable for both linear and emi analysis and design.
See text for the conditions for validity of this model

completeness. Capacitance Cπ t = (C−1
π1 + C−1

π2 )−1. The input signals are applied to
terminals es1 and es2.

It is not immediately clear from the expression for a′
2(0) what the effect of an

increase or decrease in bias current will be. Therefore, a′
2(0) will be expressed in

terms of bias parameters and parameters that account for inequalities. Transistor mis-
matches resulting in unequal βac are taken into account by δ = βac2

βac1
, and inequalities

in bias currents are taken into account by υ = IcQ2
IcQ1

. Inequalities in ro resulting from

differences in the Early voltage are taken into account by � = UAF2
UAF1

. Here, the
equation for a′

2(0) has been expressed in terms of the parameters of bjt 1 (Q1 in
Fig. 4.5a). It may, however, also be expressed in terms of bjt 2 (Q2 in Fig. 4.5a),

a′
2(0) = 1

2

(
q

n f kT

)2
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q
n f kT IcQ1 (Rs1 + Rs2) υ + βac1(υ + δ)

×
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+
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)]2

⎤
⎥⎦ υ

υ + �

(
1 + δ

�

υ

)
. (4.38)

The linearizing effect of high-valued source resistances from current driving is clearly
recognized; a′

2(0) decreases with increasing values of Rs1 + Rs2. In the case of some
imbalance, a′

2(0) will therefore behave like gm2 of a single bjt for changes in bias
current.

By differentiating (4.38) with respect to υ, δ, or �, it is possible to determine
which of these terms affects the value of a′

2(0) the most. When this is done, still
under the assumption of negligible load resistances, it is found that a′

2(0) is affected
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most by unequal values of the bias currents. The effect of a 10 % current imbalance is
several hundreds of times larger than the effect of 10 % imbalance in the βac values
or the Early voltages. Careful, equal biasing of the bjts is thus more important than
bjt matching.

The effect of unequal currents is demonstrated by the following example. If IcQ2
is 10 % larger than IcQ1, it is found that, under the assumption that Rs1 = Rs2 = 0
and Rl1 � ro1 and Rl2 � ro2, that a′

2(0) is about equal to 0.5gmt . When the 10 %
inequalities are reversed, a′

2(0) is about equal to −0.5gmt . With a ±2 % inequality
between IcQ1 and IcQ2, a′

2(0) is approximately equal to ±0.1gmt . These relatively
large values of a′

2(0) can not be neglected in low distortion and low emi design.
Unequal values of βac (±10 %) and UAF (±10 %) hardly affect a′

2(0). Lower values
of a′

2(0) are found when the inequalities are reduced and/or Rs1 + Rs2 are increased.
To be able to estimate emi, equations for cm are needed also. cm(0) is approximated

by

cm(0) ≈ 1

2
(us1 − us2)

(
rπ1a

(
1 + Rl1

ro1

)
− rπ2

(
1 + Rl2

ro2

))

rπ t + Rs1

(
1 + Rl1

ro1

)
βac2
βac1

+ Rs2

(
1 + Rl2

ro2

) . (4.39)

As was argued in Sect. 4.4.1, the emi component in the differential stage output
current is either dominant at lower frequencies of ωc, due to imbalances in biasing and
inequalities in the transistors, or at a higher frequency, ωmax , due to the capacitance
of the current source connected to the emitter (source) nodes. It was shown that by
evaluating the expression for cm(s), it is possible to determine if emi at ωmax is
dominating emi behavior. It is advantageous to be able to determine the dominating
emi susceptible frequency using the simplified method discussed in this section. In
short, we have to determine whether cm(0) or cm(ω0) is dominating emi.

A first order approximation of cm(ω0) is given by

cm(ω0) ≈ 1

2
(us1 − us2)

1(
1 − jω0

pa

)

×
(

rπ1a

(
1 + Rl1

ro1

) (
1 − jω0

z1

)
− rπ2

(
1 + Rl2

ro2

) (
1 − jω0

z2

))

rπ t + Rs1

(
1 + Rl1

ro1

)
βac2
βac1

+ Rs2

(
1 + Rl2

ro2

) . (4.40)

Zeros z1 and z2 are given by the input circuit of the hybrid-π circuit and the
source resistances. For the example of Sect. 4.4.1 (Fig. 4.8a), these zeros are given
by z1 ≈ − 1

Rs1(C
−1
T +C−1

π1 )−1 and z2 ≈ − 1
Rs2(C

−1
T +C−1

π2 )−1 . Frequency ω0 ≈
√

(1 + (gm1 + gm2)rp)pl ph , where rp is given by the parallel equivalent of the
input resistances, rp ≈ (Rs1 + rπ1)//(Rs2 + rπ2), pole ph is approximated by
ph ≈ − 1

(Rs1//Rs2)CT
, and pole pl can best be approximated by pl = 1

τ1+τ2
, with

τ1 ≈ ((Rs1 + Rs2 + rπ2)//rπ1)Cπ1 and τ2 ≈ ((Rs1 + Rs2 + rπ1)//rπ2)Cπ2. Pole
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pa ≈ − 1
((Rs1+Rs2)//rπ t )Cπ t

is the dominant pole of the linear transfer of the differen-
tial stage.

In case of equal bias currents and CT = 10 pF, |cm(0)| ≈ 870 nV and
|cm(ω0)| ≈ 138 µV. Clearly, emi susceptibility will be higher at ω0 than at dc.
Using the approximate method presented in this section, it is found that ω0/(2π) is
approximately 44 MHz, resulting in an ioωl of 380 nA. Figure 4.11a gives 42 MHz and
388 nA respectively. With 10 % unbalance in the bias currents, |cm(0)| ≈ 181 µV
and |cm(ω0)| ≈ 1 mV. Still, emi will dominate at ω0.

A CT of 1 pF results in the balanced case in |cm(0)| ≈ 870 nV and |cm(ω0)| ≈
122 µV. The approximate method results in ω0/(2π) ≈ 134 MHz and ioωl ≈ 6.4 nA.
From Fig. 4.11b follows ω0/(2π) ≈ 142 MHz and an ioωl of 6.4 nA. The unbalanced
case now results in |cm(0)| ≈ 181 µV and |cm(ω0)| ≈ 132 µV. Only in this last
case does emi susceptibility dominate at lower frequencies instead of at ω0.

For the unbalanced cases, a′
2(0) is found to be equal to −7.82 mA/V2 and

il1ωl = −il2ωl ≈ −218 nA. Figure 4.11a, b show virtually the same results:
|il1ωl | = | − il2ωl | = 212 nA. If the method is used at 10 kHz, a value of 2.7 nA
is found for ioωl in the balanced cases. Figure 4.11a, b give ioωl= 2.8 nA at 10 kHz.

The simple, approximate method presented in this section shows adequate preci-
sion in both linear and emi transfer calculations.10 Moreover, due to its simplicity, it
facilitates design of low emi-susceptible negative-feedback amplifiers using differ-
ential stages.

4.5.2 Modified Hybrid-π Model of the FET Differential Stage

Under the conditions mentioned earlier, the transconductance, second-order nonlin-
ear transconductance, and the expressions for the linear and emi (ωl ) output currents
are derived in this section. Also a modified hybrid-π model of the fet differential
stage usable for design will be presented. The equations will be presented in such
a manner that the effect of different component values, and differences in matching
and biasing are made explicit.

The linear transconductance is found to be approximated by

gmt =
gm1gm2

((
1 + Rl1

rds1

)
+
(

1 + Rl2
rds2

))

gm1

(
1 + Rl2

rds2

)
+ gm2

(
1 + Rl1

rds1

) . (4.41)

The differential current, il1 − il2 can be calculated with (4.26) when ro1 → rds1,
ro2 → rds2, rot → rdst , and rdst = rds1 + rds2. Nonlinear behavior of rdst is
not modelled because it is (and should) made negligible by cascoding the fets.

10 The low-frequency inaccuracy of the linear transfer is 1.5 % and the maximal inaccuracy found
in the emi calculation is 2.8 %, in this example.
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Similarly, the single-ended currents il1 and il2 can be calculated with (4.27) and
(4.28), respectively.

The detected signals in the load currents, ilωl , il1ωl , and il2ωl can be calculated with
Eqs. (4.35–4.37). However, the second-order nonlinear term a′

2(0) changes. Using
the same approach as in Sect. 4.5.1, a′

2(0) is found to be given by

a′
2(0) = a′

21(0)

⎛
⎝rds1

rdst
+
(

1 + Rl2
rds2

)
(

1 + Rl1
rds1

) rds2

rdst

⎞
⎠ , (4.42)

and a′
21(0) by

a′
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⎝ gm2

(
1 + Rl1

rds1

)

gm1

(
1 + Rl2

rds2

)
+ gm2

(
1 + Rl1
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1 + Rl1
rds1
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⎠

2
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⎪⎭

. (4.43)

It is possible to express a′
2(0) in terms of a′

22(0), as demonstrated in Sect. 4.5.1.
We will not elaborate on this, since it will give the same results as the expressions
presented here.

A modified hybrid-π model for the fet differential stage as presented in Fig. 4.14
follows from the previously derived equations. Capacitances Cgs and Cgd may be
regarded as constant for both the jfet and mosfet (see Chap. 3). Total gate-source
capacitance Cgst , is given by

Cgst = Cgs1Cgs2

Cgs1 + Cgs2
, (4.44)

Cgd2

Cgd1

Cgst

es1

es2

rdst

il1

il2

gmtud + a2(0)u2
d

+

-
ud

Fig. 4.14 fet differential stage hybrid-π model suitable for both linear and emi analysis and design

http://dx.doi.org/10.1007/978-3-319-00593-5_3
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where Cgs1 is the gate-source capacitance of fet 1 (M1 in Fig. 4.5b) and Cgs2 is the
gate-source capacitance of fet 2 (M2 in Fig. 4.5b). Cgd1 and Cgd2 in Fig. 4.14 are the
gate-drain capacitances of fet 1 respectively fet 2. The second-order nonlinearity
factor a′

2(0) is given by

a′
2(0) ≈ βfet1 · 1 + �υ[1 + λ1 Id Q1(Rl1 + Rl2)]

�υ(1 + Rl1λ1 Id Q1)
· δ√

δυ
· �υ

�υ + 1

× υ
√

δυ(1 + λ1 Rl1 Id Q1)
2 − (1 + �λ1υ Rl2 Id Q1)

2

[
1 + �λ1υ Rl2 Id Q1 + √

δυ(1 + λ1 Rl1 Id Q1)
]2 . (4.45)

Transistor mismatches resulting in unequal βfets and channel length modulation
factors λ, are accounted for by δ = βfet2

βfet1
and � = λ2

λ1
, respectively. Inequalities in

bias currents are taken into account by υ = Id Q2
Id Q1

. Here, the equation for a′
2(0) has

been expressed in terms of fet 1. It may, however, also be expressed in terms of
fet 2.

a′
2(0) can only become zero when a12 equals a22, gm1 and gm2 are equal, and

when Rl1
rds1

and Rl2
rds2

have the same value. A rapid increase in the value of a′
2(0) can be

observed when either Rl1 or Rl2 rise above the value of rds . To minimize the adverse
effect of inequalities in Rl1 and Rl2, it is recommended to realize values or rds much
larger than the load resistances. If necessary, cascoding can be used to increase the
value of rds1 and rds2. Note that the hybrid-π model of Fig. 4.14 should be modified
accordingly in that case (see Sect. 4.1).

Inequalities in bias values and mismatches between the fets will increase the value
of a′

2(0). It is, however, impossible to avoid these inequalities, although measures
can be taken to minimize them, as will be discussed in Sect. 4.6. In case of a ±10 %
current imbalance (υ = ±10 %), and also ±10 % mismatch in δ and �, worst-case
values of a′

2(0) ≈ −53 · 10−3βfet1 resp. a′
2(0) ≈ 48 · 10−3βfet1 are found, under

the assumption that secondary effects like mobility degradation, etc., do not occur
and Rl1 and Rl2 are much smaller than rds . Unequal values of the bias currents cause
greater changes in a′

2(0) than unequal fet parameters. The effect, however, does not
dominate a′

2(0) as much as in case of a bjt differential stage. It will in practical cases
be, e.g., a factor 3−5 greater than the effects of unequal fet parameters on a′

2(0). In
the case of fet differential stages, matching is therefore more important than in case
of bjt differential stages.

As long as the load resistances are much smaller than rds , � hardly affects a′
2(0).

Finally, an increase in bias current of the fets does usually not lead to a significant
decrease of a′

2(0).
Further, the approximate equation for cm(0) is given by

cm(0) ≈ 1

2
(us1 − us2)

gm2

(
1 + Rl1

rds1

)
− gm1

(
1 + Rl2

rds2

)

gm1

(
1 + Rl2

rds2

)
+ gm2

(
1 + Rl1

rds1

) . (4.46)
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It is expected that cm(0) will have a larger value than cm(ω0) in practical, well
designed cases. Therefore, we suffice with the equation for cm(0). The equation for
cm(ω0) may be derived using the same approach as presented in Sect. 4.5.1.

4.6 Reducing Differential Pair Second-Order Nonlinearity

The second-order nonlinearity should be as low as possible. In this section, some
design considerations, e.g., about biasing the differential stage and about matching
transistors are presented.

4.6.1 Design Considerations

Load impedances higher than the output impedances of the transistors should be
avoided since this will increase a′

2 of the differential stage if Rl1 and Rl2 are not
exactly equal. The impedance mismatch formed by the (high) output impedances of
the transistors and the (low) load impedances must thus be large, i.e., the differential
stage should drive as low an impedance as possible (i.e., a shortcircuit or current
load, e.g., a current amplifying input).

In case of inequalities that cannot be altered by the designer, the signal-to-error
ratio (ser) should be made as large as possible otherwise. It is possible to increase
the ser in case of the fet differential stage by increasing the bias current, since gmt

increases with the bias current and a′
2(0) is almost independent of the bias current

under current load conditions. In other words, at the expense of increased power
consumption, the ser can be increased. The ser is inversely proportional to the
square root of the bias current. The straightforward bias current dependency of the
ser is not observed in the bjt differential stage.

Parameter a′
2(0) of the bjt differential stage can be reduced by current driving

it and ensuring that the signal source impedances match as much as possible, so
that a′

2(ω0) will be small. This may not always be possible when the bjt differential
stage is used as an input stage. For instance, in the case of shunt feedback at the
input, the source impedance driving one transistor is expected to be much larger
than the ‘source impedance’ of the other, which is usually zero. When used as an
output stage, matching source impedances and current driving may be possible. A
differential input stage, cascoded if necessary, can provide current drive to a (bjt)
differential output stage with very high and nearly equal impedances and a′

2(ωc)

can reach low values. The contribution to the open loop gain will remain equal to
the current gain α (Chap. 5) of the differential stage, while it will add only a small
amount of nonlinearity to the negative-feedback amplifier.

Finally, the output impedance of bias current sources connected to the differential
stage, e.g., at the emitter (source) node, should be higher than the input impedances
in the hybrid-π model of the transistors. At higher frequencies, the capacitance

http://dx.doi.org/10.1007/978-3-319-00593-5_5
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of the current source dominates the output impedance. For low emi behavior, this
capacitance should be an order of magnitude lower than the input capacitances of
the transistors (e.g., Cπ or Cgs).

4.6.2 Biasing Differential Stages

Correct biasing of the differential stage depends on the signal source and load. There
are four possibilities for driving and loading differential amplifiers, each requiring
its own biasing scheme (Serdijn 1994). For biasing differential stages the same con-
siderations hold:

• differential amplifier with floating source and floating load
• differential amplifier with floating source and fixed load
• differential amplifier with fixed source and floating load
• differential amplifier with fixed source and fixed load.

Figure 4.15 shows these four biasing schemes. The dots depict the orientation of
the amplifiers or the transistors forming the differential stage, respectively [see the
dashed bjts depicted in Fig. 4.15a, c (fets can be used also)]. Note that Fig. 4.15b,
d need dummy outputs. This can not be realized with a single differential stage. The
circuit in the boxes becomes more complex. Therefore, transistors are not depicted
in the figures.

A differential stage with floating source and floating load, see Fig. 4.15a, requires
two bias current sources to deliver bias currents IQ to the transistors. The common-
mode voltage (Ucm) at the output has to be measured and compared to a reference
voltage in order to set its value. The difference voltage is amplified by two voltage-
controlled current sources, γUcm. When the loop gain of this common-mode feed-
back loop is large enough, each controlled current source delivers a current to the
base of the differential stage, thus setting the value of UbeQ1,2 that corresponds to
bias current IQ . The bias currents set the collector voltage to the reference voltage.
Note that for the biasing, no current source is required at the emitter node. This node
can be connected to a voltage source or ‘ground’ (the reference). In order not to
degrade the differential stage quality, Z1 = Z2 � ZL should hold. Two examples of
complete differential negative-feedback amplifiers using this biasing technique can
be found in Pluygers (1993) and in Serdijn (1994).

Note that the omittance of the current source at the common emitter node does
not affect cm(s) or emi behavior of the differential stage, as the emitter node remains
floating for the differential input signal (is in Fig. 4.15a). Both linear and second-
order nonlinear behavior can still be determined using the models and equations
presented in this chapter. In this case, however, the current source impedances of the
(voltage-controlled) current sources (γUcm) affect the differential stage behavior, in
a similar way as a current source at the emitter node.
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(a) (b)

(c) (d)

Fig. 4.15 Biasing schemes for differential amplifiers (Serdijn 1994). Note that the schemes hold for
both complete amplifiers and differential stages. See text for discussion: a The biasing scheme for a
differential amplifier with floating source and floating load. b The biasing scheme for a differential
amplifier with floating source and fixed load. c The biasing scheme for a differential amplifier with
fixed source and floating load. d The biasing scheme for a differential amplifier with fixed source
and fixed load.

Figure 4.15b depicts the bias scheme for differential amplifiers with floating source
and fixed load. In order to make the bias currents of the output stage equal to IQ , an
identical dummy output is formed inside the amplifier.

The difference between the currents coming from the dummy outputs and IQ , Ie,
is amplified and fed to the inputs of the differential amplifier by means of current-
controlled current sources α Ie, thus setting the output currents to IQ . Voltage source
UoQ sets the output voltage of the output stage, while Uref sets the output voltage of
the dummy stage. UyQ sets the remaining outputs to a defined value. It may, however,
also be zero or a supply voltage. Note that the transistors of the dummy output should
be matched to those of the differential stage for accurate biasing. An example can
be found in van der Woerd and Pluygers (1993).
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A differential stage with fixed source and floating load (see Fig. 4.15c) requires
the same kind of common-mode voltage comparison with a reference value as the
differential stage with floating source and floating load. The bias currents IQ are
again supplied by two current sources. The error voltage is now amplified by a
voltage-controlled current source γUcm that sets the bias currents equal to IQ and
the output voltage to Uref . The fixed source UQ is usually the common-mode voltage
component of the signal source, which sets the input voltages to a defined value.

In case of a fixed source and a fixed load, a combination of Fig. 4.15b, c is required,
as Fig. 4.15d shows. The voltages are set by UQ , UyQ , and Uref respectively. Error
current Ie is amplified by α Ie that sets the bias currents to IQ . For a more elaborate
treatise of a systematic way of biasing any active device, including differential stages,
the reader is referred to Verhoeven et al. (2003) and Serdijn (1994) or Verhoeven and
van Staveren (1999).

From an emi and distortion point of view it should be noted that with these bias
schemes some even-order distortion and emi will be injected into the differential
stage since these signals are common-mode. Both emi and distortion behavior will
degrade to some extent by common-mode feedback.

The control signal current for biasing is either supplied by the controlled current
source at the emitter node (Fig. 4.15c, d), or by two controlled current sources at the
bases (Fig. 4.15a, b). The first option is the worst from an emi and distortion point
of view, since now the bias current IT (IT = γUcm or IT = α Ie) will not only be a
dcvalue, but will also have a component at ωl . The latter signal is injected in both
transistors and the mixing effect discussed in Sect. 4.3 will occur, deteriorating the
ser. In the second option (Fig. 4.15a, b), the ωl component is a common-mode signal
at the input of the differential stages and, hence, is suppressed. Since common mode
suppression is not infinite, a small deterioration of emi can still be expected. This is
most easily checked during simulation of the design.

Beside the controlled sources, the independent current sources IQ are important
since unequal currents in the differential stage have an adverse effect on the emi
behavior. Therefore some additional remarks on the bias current circuitry are given
next.

4.6.2.1 Bias Current Circuitry

Current sources can be realized by using a (supply) dc voltage and converting it
to a current by means of a transadmittance amplifier. The voltage and the feedback
resistance RE determine current IT delivered by the current source. The active part
of the amplifier can be implemented by one or more transistors.

A straightforward way to realize a (controlled) high impedance current source, is
to use or design a transistor to be used in the current source with a low collector-base
junction capacitance and reverse bias this junction with an as large as possible voltage
in order to reduce Cμ as much as possible. The output impedance is given by zout =
rout/(1 + jωrout (Cμ + C js)) (Verhoeven et al. 2003), with rout ≈ ro(1 + gm R′

e),
ro being the output resistance of the bjt and R′

e being the shunt of RE and rπ .
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Capacitance C js is the junction capacitance from the collector to the substrate in
case of a monolithic npn bjt. A similar discussion holds for fets.

To obtain a current source with a very high output resistance (e.g., ≥10 M�), it
can be implemented with a cascode instead of a single transistor (Nordholt 1993).
Now, rout ≈ (1 + gm R′

e)roC A and a dominant pole is found at p ≈ −1/((1 +
gm R′

e)2ro(Cμ+C js)). This pole is usually located at a lower frequency than in case of
the non-cascode current source implementation. A non-dominant pole and a zero can
be found at higher frequencies. The impedance at high frequencies (e.g., ≥100 MHz)
is typically comparable to that of the non-cascode current source implementation.
Using a cascode is therefore only beneficial in those cases where the interfering
frequencies are relatively low.

When current sources with a very high output resistance have to be realized with
submicron fets with low rds , a multistage implementation of the active part may be
necessary. The output resistance may than be approximated by the product of the
loop gain and rds .

On top of these methods, the designer may decide to add a series impedance in the
output of the implemented current source, to increase the total output impedance of
the current source at high frequencies. An alternative is to add an inductor in series
with feedback resistor RE of the controlled current source implementation. When
the active part of the current source is a cascode, the inductor forms a parallel LC
circuit with capacitance Cπ . In a limited frequency band very high values of ZT can
expected due to the high impedance of a parallel LC circuit at resonance. However,
due to bulkiness and the far from ideal behavior of inductors, care should be taken
when using them.

Current sources IQ should be equal as much as possible, since they have to supply
the same currents. These current sources are usually realized with (special forms of)
current mirrors. The simplest form of a bjt current mirror has a ‘mirrored’ current
equal to 1/(1 + 2

βac
) and a pole at half the transit frequency (Verhoeven et al. 2003)

in case the collector-emitter voltages are equal. The limited value of βac will limit
the equality of the currents in the current mirror; e.g., a βac of 100 will produce an
inequality of 2 %. By increasing the loop gain in the current mirror, the accuracy of
the current mirror improves.

On top of these limitations, mismatch of the transistors and inequality in the
collector-emitter voltages occur. Due to mismatches in the saturation current Is , that
may typically range from ±1 to ±10 % depending on geometry (Gray et al. 2001),
and the (possibly) considerable differences in UceQ the accuracy of the mirror action
is further impaired (Early voltage). Improvement can be obtained by cascoding the
transistors, thus reducing the adverse effect of the Early voltage. By means of series
feedback (applying emitter resistances) the effects of mismatches in Is and UceQ

can be reduced. When gm RE � 1, inequalities in Is can be neglected (Gray et al.
2001) and the effects of inequalities in UceQ are reduced by the loop gain, 1+ gm RE

(Meijer 1996), RE being the emitter degeneration resistance value. Note that the
improvement is determined by the ratio of the dcvoltage across RE and the thermal
voltage (n f kT )/q. An improvement by a factor 10 requires a voltage drop across
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RE of 9(n f kT )/q ≈ 230 mV. The maximal improvement that can be obtained in
this way is limited to a factor βac (Meijer 1996).

Under these conditions the error in the mirrored current can be obtained with
(Gray et al. 2001),

�IcQ

IcQ
≈ gm RE

αFac + gm RE

(
−�RE

RE
+ �αFac

αFac

)
(4.47)

αFac = βac

1 + βac
,

where the ‘�X ’ parameters are the mismatch parameters given by �X = X1 − X2
[e.g., �IcQ = IcQ1 − IcQ2, �RE = RE1 − RE2], and the other parameters are
average parameters determined by 1

2 (X1 + X2) (e.g., IcQ = 0.5(IcQ1 + IcQ2)). Q1
and Q2 are the transistors of the current mirror, and RE1 and RE2 are their respective
emitter degeneration resistances.

The mismatch in current gain βac may be significant. It can easily be on the order
of 10 % for discrete devices. The resistances used to implement RE usually have
better matching properties than transistors. Resistor mismatch depends on geometry
and typically ranges from ±0.1 to ±2 %. For example, in case of ±2 % mismatch in
RE of 1 k�, ±10 % mismatch in βac (βac= 100), and gm being 40 mA/V, a mismatch
in currents in the current mirror of ≈ ±2 % is found.

Current mirrors can also be realized with fets. Care should be taken to ensure
saturated fets. In contrast with bjt current mirrors, no errors due to dcgate current
exists. Due to channel length modulation, current errors caused by unequal drain-
source voltages are generally larger compared to the bjt current mirror. By cascoding
or applying series feedback this error can be reduced.

From Gray et al. (2001) the error in the currents of the current mirror is taken.
Although not explicitly noted in Gray et al. (2001) this equation only holds when the
channel length modulation effect has been made ineffective.

�Id Q

Id Q
= � W

L
W
L

− 2�Ut

Ugs Q − Ut
(4.48)

The current mismatch consists of two components. The first is dependent of the
width, W , and the length, L , of the fet and contributes a fractional current mismatch
that is independent of its bias point. The second is dependent on the threshold voltage
mismatch, �Ut , and increases as the overdrive Ugs Q − Ut is reduced.

In discrete amplifier design, it is often seen that current sources are implemented
with resistors. The current-controlled current sources should, however, not be realized
with a resistor since due to the expected relatively low value (several k�) the emi
behavior of the differential pair will be severally impaired. The same holds when
implementing the uncontrolled current sources providing IQ with resistors. Although
resistors may provide the right currents, a twofold adverse effect may occur when
applied in a negative-feedback amplifier. Firstly, the loop gain may be reduced by
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the moderate values of the resistors. Secondly, due to the same moderate values,
a subsequent bjt stage may become voltage driven instead of current driven and
hence the emi behavior of the negative-feedback amplifier will be affected. This is
discussed more elaborately in Chap. 5.

4.6.3 Transistor Matching

An elaborate treatise of device mismatch modelling in differential stages is beyond
the scope of this work. The interested reader is revered to specialized literature,
e.g., Papathanasiou (2006). This subsection will only present some general ways to
improve device matching.

In general, differences between devices can be kept small by giving them large
(effective) areas. For instance, the differences in saturation current Is1,2, and therefore
differences in UbeQ1,2 or IcQ1,2, can be made small by making the emitter areas
relatively large with respect to the mask inaccuracies. Placing devices close to one
another and giving them the same orientation is also beneficial to minimize dif-
ferences between them. Common centroid layout (Papathanasiou 2006; Gray et al.
2001) will often also reduce mismatch, since it is possible to ensure that both devices
share the same centroid and that they are symmetrical.

Mismatch in mosfets is related to an area term ∼ 1/
√

W L (Lovett et al. 1998),
with W and L being the width and length of the mosfet, respectively. A large area
thus improves transistor matching. It should be noted, however, than in case of βfet
(and Ut ) mismatch for equal area devices, a wide channel device with short channel
length (large W/L ratio) has poorer matching than an equal area narrow channel
transistor with relatively long channel length (small W/L ratio). This difference in
matching can be as much as 300 % (Lovett et al. 1998). Also, it seems to be beneficial
to bias submicron mosfets at such a high voltage that velocity saturation occurs.
Due to this ‘intrinsic feedback mechanism’, less current mismatch than predicted by
∼ 1/

√
W L occurs (Bastos et al. 1997). Biasing in this region has, however, other

drawbacks as discussed in Chap. 3.

4.7 Conclusions

The non-ideal behavior of active devices may be improved by, e.g., cascoding and
balancing techniques resulting in an odd symmetric input output characteristic, as in
the differential stage.

A cascode of active devices provides an unilateral input output transfer, increases
the output impedance, neutralizes the Miller effect, and nullifies the effects of the
cross term transconductance gx and nonlinear output conductances. The nonlinear
behavior of the transconductance (gm2) is not affected.

http://dx.doi.org/10.1007/978-3-319-00593-5_5
http://dx.doi.org/10.1007/978-3-319-00593-5_3
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Even-order nonlinearity is, ideally, absent in differential stages and thus second-
harmonic distortion and emi do not occur. Ideal differential stages do not exist and
their nonlinear behavior is also affected by their surroundings. Non-ideal behavior
of differential stages has been modelled and equations for linear and second-order
nonlinear behavior have been presented, as well as design rules for minimizing
second-order nonlinearity.

The transistors are preferably current driven and current loaded for low second-
order nonlinearity. Current drive is especially beneficial in the case of a bjt differ-
ential stage. Current loading is beneficial for either type of transistor.

It has been found that the impedance of (controlled) current sources for biasing
of the differential stage should be much larger than the input impedances of the
differential stage itself. Second-order nonlinearity is then minimized, even at high
frequencies. Also the bias currents through the devices should be as equal as possible
for low second-order nonlinearity, since the adverse effect of current unbalance on
second-order nonlinearity is generally larger than that of device inequality. Some
design rules for realizing (matched) current sources and devices were also given.
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Chapter 5
Design of emi-Resilient Single-Stage Amplifiers

It is well known that all amplifier types suffer from distortion. Less known, how-
ever, is that all amplifiers, including negative-feedback amplifiers, are to a certain
extent susceptible to interfering out-of-band signals from the environment called
electromagnetic interference (emi).

Distortion in negative-feedback amplifiers has been investigated previously (e.g.,
Lantz and Mattisson 2002a, b; Lantz 2002; de Lange et al. 2002; Abuelma’atti 1983;
Sansen 1999; Wambacq et al. 1999) and also emi effects have been investigated
by others, (e.g., Poulton 1994; Richelli et al. 2003, 2001; Abuelma’atti 1995; Fiori
2002; Fiori and Crovetti 2002, 2003). Much is known about designing low distor-
tion amplifiers already. The research of emi effects in negative-feedback amplifiers
mainly concentrated on operational amplifiers. Apart from analyzing emi effects in
operational amplifiers, some research for ways of designing them with increased emi
immunity has also been performed, and operational amplifier designs with increased
emi immunity have been presented (e.g., Richelli et al. 2001, 2003; Fiori 2002; Fiori
and Crovetti 2002, 2003; Fiori 2007). emi immunity of operational amplifiers can be
increased by using a completely balanced topology (Richelli et al. 2001, 2003), or
by increasing the immunity of the differential input stage (e.g., Fiori 2007; Redouté
and Steyaert 2010).

The design of application-specific negative-feedback amplifiers with low emi
susceptibility is underexposed. Some design rules are presented in Reitsma (2005),
but a detailed design method is not given. Of course, the earlier mentioned ways to
decrease emi susceptibility in operational amplifiers may also be used in application-
specific negative-feedback amplifiers. However, other design aspects, such as the type
of feedback, loop gain, etc., and their effects on emi susceptibility should also be
taken into account.

A design methodology for obtaining application-specific negative-feedback ampli-
fiers with an adequate emi immunity is presented in this work. Because it is an
extensive subject, the methodology for the design of single-stage negative-feedback
amplifiers is discussed in this chapter. The methodology for the design of dual-
stage negative-feedback amplifiers and a general discussion about the design of

M. J. van der Horst et al., EMI-Resilient Amplifier Circuits, 149
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negative-feedback amplifiers with a specified signal-to-error ratio are presented in
Chap. 6. The methodology can, to a large extent, also be used to design negative-
feedback amplifiers with low second-harmonic distortion, because second-harmonic
distortion and emi effects are closely related.

This chapter starts with a generic discussion on error reduction techniques and sys-
tematic design of negative-feedback amplifiers with specified noise and bandwidth
behavior in Sects. 5.1 and 5.2. A model for analyzing both linear and second-order
nonlinear behavior of single-stage negative-feedback amplifiers is presented in Sect.
5.3. Design rules for single-stage amplifiers with low envelope detection behavior
(and some design examples) are presented in Sects. 5.4 and 5.5. Finally, some con-
clusions are given.

5.1 Error Reduction Techniques

The objective of error reduction techniques is to improve the linearity of the desired
amplifier transfer. Errors can be reduced by compensation, error feedforward and
negative feedback (Nordholt 1993). Each of these techniques or combinations of
them can be used to improve the quality of the amplifier transfer. Error reduction
techniques have to be used to prevent the signal-to-error ratio (ser) from becoming
too low.

5.1.1 Compensation

Compensation of amplifying stages (transistors) and amplifiers is commonly used to
correct for errors due to offset, nonlinearity, inaccuracy, drift, and temperature depen-
dence (Serdijn 1994). Two types of compensation can be distinguished: additive and
multiplicative compensation.

Stages are combined to convert the nonlinear input-output relation into odd sym-
metry input-output relations in case of additive compensation. The differential stage
(also called anti-series stage) and the complementary parallel stage (e.g., class AB
stage) are examples of stages using additive compensation. With identical or comple-
mentary devices and identical biasing, it is possible to obtain proper compensation.
Practical devices, however, are not exactly identical, nor is the biasing. As a result
the compensation is not ideal and some even-order nonlinearity remains. This results
in emi susceptibility and the production of even harmonics. The resulting amount of
second-order nonlinearity in the differential stage can be estimated using the equa-
tions given in Chap. 4.

Multiplicative compensation uses a compensation network in cascade with the
amplifying stage. In order to accomplish compensation, the compensation network
should have an input-output relation that is the inverse of the amplifying stage. This
method has limited use since it depends on reproducibility and predictability of the

http://dx.doi.org/10.1007/978-3-319-00593-5_6
http://dx.doi.org/10.1007/978-3-319-00593-5_4
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transistor properties, that are usually not known accurately enough. The current mir-
ror may be regarded as an example of multiplicative compensation.1 Multiplicative
compensation is beyond the scope of this work.

Compensation of amplifiers can be used to increase emi immunity. Reitsma (2005)
demonstrated a low-power microphone preamplifier for hearing instruments with
increased emi immunity by subtracting the output signals of two low-power transcon-
ductance amplifiers. Both transconductance amplifiers are designed for low distortion
(van der Woerd and Reitsma 1997) and are subjected to the same interference. The
signal from the microphone, however, is connected to only one of the amplifiers.
As a result of the subtraction, the resulting emi is small, while the amplified micro-
phone signal is not affected. As a result the signal-to-error ratio (ser) is increased
with respect to the uncompensated amplifier. In that particular design, on average,
compensation attenuates the detected signal by 22 dB between 1 GHz and 4 GHz.

5.1.2 Error-Feedforward

The technique of error-feedforward obtains an error signal by comparing an accu-
rately known fraction of the output of a device with the input signal and passes the
resulting error signal through an error amplifier that is similar to the first. Finally,
both output and amplified error signals are subtracted to obtain a corrected output
signal. This technique seems attractive, but it can be difficult to implement and is
therefore restricted to some special cases only (Serdijn 1994). Error feedforward is
therefore not considered in this work.

5.1.3 Negative Feedback

When a fraction of the output variable (or an internal one (Serdijn 1994)) is used
to modify an input of the system, there is feedback. If it occurs in such a way that
the difference between the fraction that is fed back and the input signal is nullified,
it is called negative feedback. The higher the loop gain, the smaller the difference
becomes. When the loop gain approaches infinity the difference goes to zero.

Due to the feedback, the transfer from input to output is hardly affected by errors
originating from the active devices. Negative feedback also affects the input and out-
put impedances. Therefore, it is possible to prevent errors originating from the source
and load impedances by proper selection of the negative-feedback configuration.

Practical negative-feedback amplifiers do not have infinite loop gain. Negative
feedback, however, remains a very powerful error reduction technique. It can even

1 The input current is transferred to a base-emitter voltage that logarithmically (ln) depends on
that current by one bjt. This voltage is multiplied by the exponential relation between base-emitter
voltage and collector current to a linear output current by another bjt.
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be regarded as the most powerful method of error reduction, because it is independent
of balancing or component matching and yet has the potential to reduce the errors to
zero.

Two classes of amplifiers using negative-feedback can be distinguished: gen-
eral purpose amplifiers (operational amplifier, operational transconductance ampli-
fier,current differencing/Norton amplifier) and the dedicated amplifier. The general
purpose amplifier is applicable to a wide range of source and load impedances and
feedback factors with minimal risk of becoming unstable. General purpose amplifiers
are usually internally compensated such that (approximately) a first-order roll-off in
the frequency behavior is obtained (Franco 1988) so that the chance of instability is
minimized.

Designing with general purpose amplifiers is usually very easy,but there are some
drawbacks. Firstly, the noise performance will seldom be optimal for the specific
application for which the general purpose amplifier is used. Secondly, feedback
is usually limited to parallel feedback at the output (voltage sensing) using pas-
sive negative-feedback networks only, since commercially available general purpose
amplifiers only have one output port.

Dedicated amplifiers are designed for a specific source, load and feedback factor.
The order of the frequency behavior can be larger than one, because the impedances
of the source and load are (or should be!) better known. The frequency behavior may
therefore be second or even third order. Higher order behavior will almost always
result in instability and should therefore be avoided.

Dedicated amplifiers can be optimized for noise performance and all types of
negative-feedback networks can be applied without difficulty. In general, the ded-
icated amplifier will have better performance than a general purpose amplifier. A
disadvantage is that the design effort is larger than for a general purpose amplifier.

Besides the direct negative-feedback discussed thus far,indirect negative-feedback
also exists. The output quantity is sensed indirectly and/or the input quantity may
be compared indirectly by means of a dummy stage. Indirect negative-feedback
amplifiers may be found in low-voltage circuits (Serdijn 1994). Indirect feedback is
beyond the scope of this work.

5.1.3.1 A. Types of Negative-Feedback Amplifiers

Voltages are measured by connecting the measurement device (in this case the feed-
back network) in parallel with the load Zl . This type of voltage sensing thus results
in parallel feedback at the output. Currents are measured by connecting the feed-
back network in series with Zl . Current sensing thus results in series feedback at the
output.

The source voltage and the feedback voltage are subtracted by connecting the
feedback network in series with the input, thus generating the difference signal. The
source current and the feedback current are subtracted by connecting the feedback
network in parallel with the input.
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Fig. 5.1 The nullor

It is common practice to name a type of feedback after the way the feedback
network is connected to the input and output. If we limit ourselves to a single-loop
feedback network there are four possibilities: series-series, series-parallel,2 parallel-
series and parallel-parallel feedback. The first series or parallel term in the name
corresponds to the subtraction at the input, and the second series or parallel term
corresponds to the sensing at the output.

Source, load and feedback networks have to be connected to an active part that
can supply power to the load and can ‘do’ something with the difference signal. As a
theoretical component suited for design, the nullor is used (Tellegen 1966; Nordholt
1993; Verhoeven et al. 2003).

The nullor consists of a coupled nullator and norator. The nullator is a fictitious
component that by definition has zero voltage difference between its terminals while
no current flows through it. The norator (also fictitious) can generate any arbitrary
value of voltage across its terminals and current through it. Because of the defined
properties of nullator and norator they can be used as a pair to form a two-port (the
nullor), which can act as the active part of a negative-feedback amplifier. Figure 5.1
shows the symbols of the nullor, the nullator, and the norator.

The nullor represents an active part having infinite gain under all drive and load
conditions. To make the gain finite, feedback has to be applied. The norator then
adapts its output in such a way that the port constraints of the nullator are met.

Figure 5.2 shows nullors with all four types of single loop negative feedback.
Firstly, we have series-series feedback. The output current through the load is mea-
sured and converted to a voltage that is compared to the voltage of the signal source.
The nullor adapts its output current so that the voltage to be compared will exactly
equal the voltage of the signal source (otherwise the port constraints are violated).
The transfer from input to output is thus a transadmittance; an input voltage is accu-
rately ‘transferred’ into an output current. This type of amplifier is thus called a
transadmittance amplifier.Often, this type of amplifier is called transconductance
amplifier. Since the transfer may have a real and imaginary part, thus is not restricted
to conductance only, the more general name admittance will be used in this work.

Following the same reasoning it is found that series-parallel feedback results
in the voltage amplifier, parallel-series feedback results in the current amplifier,
and parallel-parallel feedback results in the transimpedance amplifier. For the same
reason as given earlier for the transadmittance amplifier, in this work the name
transimpedance amplifier is used instead of transresistance amplifier.

2 In literature also ‘shunt’ is used instead of parallel.
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(a) (b)

(c) (d)

Fig. 5.2 The four possible single-loop negative-feedback amplifiers using one ports and nullors.
More complicated feedback networks (e.g.,‘π ’ or ‘T’) are possible also, but not shown for sim-
plicity : a Transadmittance amplifier, b Voltage amplifier, c Current amplifier, d Transimpedance
amplifier

The input impedance and output impedance of these negative-feedback ampli-
fiers are either infinite or zero. Series feedback results in infinite input and output
impedance, while parallel feedback results in zero input and output impedance. The
transadmittance amplifier is realized with series-series feedback and therefore has
both infinite input and output impedance, and the voltage amplifier has series-parallel
feedback around the nullor, resulting in an infinite input impedance and zero out-
put impedance. The same straightforward reasoning gives zero input impedance and
infinite output impedance for the current amplifier and zero input impedance and
zero output impedance for the transimpedance amplifier.

Note that Fig. 5.2 shows the feedback network realized with impedances. It is
however not restricted to impedances. Non-energic feedback is possible, too. Feed-
back with non-energic linear one-ports result in a short circuit. Applying this to the
voltage amplifier and current amplifier results in the voltage follower and current
follower, i.e., the voltage gain respectively current gain equals one. The ideal trans-
former and gyrator are non-energic two-ports and can be used to realize voltage and
current negative-feedback amplifiers (using a transformer) and transimpedance and
transadmittance amplifiers (using a gyrator). The practical transformer is a rather
poor approximation of the ideal transformer, but it can be used. The gyrator does not
exist as a passive network. For the investigation of negative-feedback amplifiers using
ideal transformers and gyrators we therefore refer to specialized literature (Nordholt
1993).
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(a) (b)

Fig. 5.3 Two possible dual-loop negative-feedback amplifiers using resistive one ports and nullors:
a Fixed voltage and current amplifier, b Fixed transimpedance and transadmittance amplifier

There are two kinds of negative-feedback amplifiers using dual-loop negative
feedback realized with impedances (Nordholt 1993). The input impedance depends
on the load impedance, and the output impedance depends on the source impedance
of these negative-feedback amplifiers.

Figure 5.3a presents a configuration of which both voltage gain and current gain are
determined by the feedback loops. The transimpedance is also accurately determined.
An accurate input impedance can be realized when the load impedance is accurately
known or infinite; an accurate output impedance can be realized when the source
impedance is accurately known or infinite. This configuration is used, for example, for
realizing an accurate and linear low-noise damping resistance for magneto-dynamic
transducers, e.g. (van de Gevel 2003).

By fixing the transimpedance- and transadmittance, an amplifier is obtained of
which the input impedance and output impedance also depends on the load- and
source impedance; see Fig. 5.3b. With this configuration also the voltage- and cur-
rent amplification are accurately fixed (Nordholt 1993). Accurate input and output
resistances can be obtained when it holds that R2 = Z1 Z2, where R = Rin =
Rout = Rsource = Rload . Due to this property this amplifier is suited for use in
characteristic impedance matching. It has also been successfully used as a low-noise
load to accurately fix the quality factor of a resonator in infra-red telemetry systems
(van Maaren and Nordholt 1987; van der Horst et al. 1997).

Dual-loop feedback offers the possibility to apply negative feedback to one
loop and positive feedback to the other loop. An accurately known negative input
impedance of the amplifier can now be obtained, that can be used as a low noise
undamping circuit for resonators, which can result in low-noise harmonic oscillators
(Boon 1989; van Staveren 1997; Westra 1998). Positive feedback is, however, beyond
the scope of this work. Therefore, neither single-loop nor dual-loop positive-feedback
will be considered.

Dual-loop negative-feedback amplifiers can be analyzed and designed using the
same approach as for single-loop negative-feedback amplifiers. Therefore, in the
remainder of this work only single-loop negative-feedback amplifiers are considered.
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5.1.4 Introduction to Systematic Negative-Feedback Amplifier
Design

Negative-feedback amplifier design can best be done using a systematic design
approach, which consists of 7 distinguishable steps (Verhoeven et al. 2003):

1. The source and load have to be specified in terms of impedance and signal (ampli-
tude, bandwidth, and, e.g., signal-to-noise ratio, distortion, etc.).

2. From this the appropriate type of feedback is selected.
3. The input stage is designed for noise performance.
4. The output stage is designed to minimize clipping distortion.
5. Bandwidth and distortion/emi performance have now to be checked and
6. Frequency compensation has to be provided.
7. Finally, the bias network is designed.

In exceptional cases, one stage may be capable of meeting both noise specifications
and output requirements. If now bandwidth and envelope detection (and distortion)
requirements are met also, only the bias circuitry has to be designed and a single-
stage negative-feedback amplifier is obtained. Usually, however, a separate input
stage and output stage are necessary to meet noise and load driving requirements,
simultaneously.

Optimal frequency compensation is achieved by using phantom zero compensa-
tion.Usually we compensate to achieve a Butterworth characteristic (having a max-
imally flat magnitude transfer), since the required location of the poles follows in a
straightforward manner from the product of the poles and the loop gain (L P prod-
uct). On top of that, a Butterworth characteristic may often be required to meet the
specifications. Frequency compensation is extensively dealt with in Verhoeven et al.
(2003).

In case the L P product can not be made sufficiently large to meet bandwidth
and/or emi performance, an intermediate stage can be added to increase the L P
product. The biasing constraints of this stage depend on the maximum signal current
it has to supply to the output stage. If the bandwidth and distortion/emi requirements
are still not reached, the gain of the negative-feedback amplifier can be reduced, thus
lowering the L P product constraints.

It may be the case that bandwidth and distortion requirements are met and still
the emi requirement is not met. In that case it may be necessary to enhance the loop
gain further, or to filter the signal before it reaches the input of the amplifier.

The seven design steps will be described in more detail in Sect. 5.2, Subsects. 5.2.1
to 5.2.7. The systematic design approach is extended with three extra steps: (a)
estimating the disturbance at the input of the amplifier, (b) determining the value
of the equivalent envelope detection source, and (c) adjusting the biasing of the
transistors to meet minimal L P product requirements. Step (a) can be done using the
methods of Chap. 2 . Methods for steps (b) and (c) are presented in Sects. 5.3 to 5.5 in
this chapter (single-stage amplifiers), and in Sects. 6.1 to 6.4 in Chap. 6 (dual-stage

http://dx.doi.org/10.1007/978-3-319-00593-5_2
http://dx.doi.org/10.1007/978-3-319-00593-5_6
http://dx.doi.org/10.1007/978-3-319-00593-5_6
http://dx.doi.org/10.1007/978-3-319-00593-5_6
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amplifiers). A complete overview of the proposed design strategy is finally presented
in Sect. 6.5 in Chap. 6.

5.2 Systematic Negative-Feedback Amplifier Design Strategy

In this work negative-feedback amplifiers are considered with both signal source
and load having one common terminal connected to the reference, i.e., ground, as
depicted in Fig. 5.2.

As discussed in Chaps. 1 and 2, negative-feedback amplifiers are (part of) elec-
tronic systems that transport electrical signals carrying information from a source to
a load. The goal of negative-feedback amplifiers is to increase the energy level of the
signal by multiplying it with a constant. While doing so, the fidelity of the transfer
from input to output of the negative-feedback amplifier has to be assured.

It was argued that the fidelity of the transfer may be hampered by errors due
to noise, distortion, and interference. Effort has to be made to make the intended
signal large compared to these errors. The ratio of the intended signal and the errors,
the signal-to-error ratio (ser), can be regarded as a figure of merit of the signal
handling performance of an amplifier for a given input signal and electromagnetic
environment. An equation for the ser is presented (together with the constraints for
its validity) in Chap. 1 (P. 16 and further). For convenience, the equation is repeated
here:

SE R = S1

Sn,eq + S2 + S3 + Sd + Senv
. (5.1)

S1 is the power of the desired signal. The subscript one denotes the first harmonic.
Sn,eq gives the total power of the noise generated by the negative-feedback amplifier.
S2, S3 represent the power of the second and third harmonic of the desired signal.
Disturbance is represented by Sd for the rms power of a signal in the bandwidth and
by Senv for the rms power of the detected envelope variations from a disturbance
(much) higher than the amplifier bandwidth.

Using a systematic or structured design approach ser maximization is accom-
plished by orthogonalization3 (Verhoeven et al. 2003). Orthogonalization means that
different design aspects are optimized independently in such a sequence that they
do not affect each other. In practice there will be no true orthogonality, but special
measures can, and will be, taken to make the assumption of orthogonality true. For
instance, by using input stages with high gain, the noise generated in subsequent
stages can be ignored. The noise performance of the negative-feedback amplifier can
now be optimized by proper design of the input stage only.

3 The discussion about the systematic or structured design strategy of negative-feedback amplifiers
is based on the work of several authors: Nordholt (1993); van Staveren (1997) and Verhoeven et
al. (2003). Many of the discussed design steps are described in all these three references. Since
Verhoeven et al. (2003) is the latest publication and easily available, this citation will generally be
used in this work.

http://dx.doi.org/10.1007/978-3-319-00593-5_6
http://dx.doi.org/10.1007/978-3-319-00593-5_6
http://dx.doi.org/10.1007/978-3-319-00593-5_1
http://dx.doi.org/10.1007/978-3-319-00593-5_2
http://dx.doi.org/10.1007/978-3-319-00593-5_1
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In Subsects. 5.2.1, 5.2.2, 5.2.3, and 5.2.4, the design steps for meeting the desired
amplification with the intended snr and signal-to-distortion ratio are summarized.
For an elaborate treatise of the subject, the reader is referred to Verhoeven et al.
(2003). The design steps for meeting the signal-to-disturbance ratio are presented in
the following sections.

5.2.1 Amplifier Specifications

Given an application for the negative-feedback amplifier, the specifications for the
amplifier must follow from this application. The source and load are therefore char-
acterized. The source may be a sensor that transfers the physical information into
the electrical domain or some kind of physical or chemical process that generates
information in the electrical domain, e.g., bio-potentials. Usually the information is
best represented by either a voltage or a current. The bandwidth and the amplitude
of the signal are determined during the source characterization.

The source impedance is usually not accurately known and might even be non-
linear. By assuring that the amplifier does not significantly load the source, these
inaccuracies and nonlinearities do not appear in the transfer.

The characterization of the signal, amplitude and bandwidth, and the source
impedance determine the upper value of the ser, i.e., the snr of the source without
noise, distortion or disturbance originating from the amplifier. Equation (5.1) shows
that the ser with amplifier and interference can be expected to be lower than the
snr of the source itself. (Note that Sn,eq in Eq. (5.1) resembles the total noise gen-
erated by both the amplifier and the source.) The designer is left with the difficult
consideration how much lower the ser may become.

A helpful tool for making this choice may be the noise figure (NF) (Nordholt
1993; Davidse 1991), which quantifies the amount that the initial snr deteriorates
due to the errors the amplifier introduces. It may be calculated by taking the sum of
the (equivalent) noise powers of the source and the amplifier and dividing this sum by
the noise of the source only. Usually its value is given in dB. By also incorporating
the error powers of the distortion and disturbance components, NF represents the
difference between the initial snr and the ser: SER = SNRsource − NF. Upper and
lower limits for NF are hard to give in general terms. They depend on the application.
For example, in instrumentation design, an NF of 3 dB, i.e., the errors the amplifier
introduces are equal in magnitude to the errors originating from the source, may be
acceptable, while in RF-design often noise figures smaller than 1 dB are required
(Bowick 2008).

When we design for equal contributions of both noise power, (distortion,) and
emi power to NF, and therefore the ser, the most optimal design regarding the ser
results. After all, when a lot of design effort is put into low noise design while emi
dominates the ser, this effort is wasted. Similarly, design effort and power is wasted
when emi is designed to be much lower than the noise. Therefore, emi should have
at most the same order of magnitude as the noise.
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The load is the actuator that may or may not transfer the signal to another physical
domain. If the load is a nonlinear or inaccurately known impedance as well, a correct
choice, voltage or current, for driving this impedance with maximum signal fidelity
has to be made. Again, the inaccuracies of the load impedances should not occur
in the signal transfer. Also the maximal signal level allowed in the load has to be
determined.

From the signal source and load specifications follow the bandwidth and the
amplification requirements. The proper type of feedback has to be established next.

5.2.2 Determining the Proper Type of Feedback

Signal sources that can best be approximated as voltage sources should not be loaded
with a low impedance, i.e., they should not have to deliver a current since in that
case the inaccurate source impedance negatively affects the fidelity of the signal
transfer. Therefore, signal sources that behave as voltage sources should be loaded
with infinitely high impedances. The amplifier thus has to have series feedback at
the input. For signal sources that can best be represented by current sources, the
dual situation holds and they should therefore be loaded with infinitely low (zero)
impedances. The amplifier should therefore make use of parallel feedback at the
input.

Sometimes, e.g., in case of electrically short active antennas, there is no preference
for voltage- or current source representation of the signal source. An electrically
short antenna can be modelled as a voltage source with a linear capacitive source
impedance (Nordholt and van Willigen 1980; Monna 1996; King 1956). Hence, both
open terminal voltage and (short circuit) current accurately represent the received
signal. Therefore, the choice for infinite or zero input impedance has to be made on
basis of other considerations. The input of an active antenna is usually protected for
electrostatic discharge by protection diodes. When an amplifier with infinite input
impedance is chosen, for instance a voltage follower, the voltage-dependent and
nonlinear diode capacitance has a negative effect on the fidelity of the signal transfer.
This is prevented by using an amplifier with zero input impedance (Nordholt and
van Willigen 1980), for instance a transimpedance amplifier, which is therefore the
better choice.4

Loads that are best driven by voltage sources imply parallel feedback at the output
and when they are best driven by currents, series feedback at the output should be
used. The output impedance of the negative-feedback amplifier will then go to zero
and infinity, respectively.

The type of feedback is now known. The amount of amplification required follows
from the signal source amplitude and the maximally allowed signal in the load.

4 The configuration of Fig. 5.3b can also be used to avoid power loss at the output.
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5.2.3 Noise Performance

Signals are usually smallest at the input of the amplifier. This is thus the place where
noise can have the largest detrimental effect. For this reason, the many noise sources
in an amplifier are usually modelled by an equivalent input noise source at the input
of the amplifier. In this way, the equivalent input noise can be compared directly
with the incoming intended signals and the effect of the noise on those signals is
easily determined (Gray et al. 2001). The noise performance determines the maximal
attainable ser.

To reduce the number of amplifying stages contributing to the equivalent noise
source of the nullor approximation, and thus to keep the noise level as low as possible,
input stages with high gain should be selected. The noise generated in the subsequent
stages can then be ignored and the snr is determined by the source, the feedback
network and the input stage.

The type of feedback, and the value of the feedback factor, was determined in the
previous phase of the design process. In case of the voltage amplifier and the current
amplifier, the impedance level of the feedback network can be freely chosen and can
be determined such that its noise contribution is reduced to an acceptable level. This
may be at the expense of increased power consumption.

The common-emitter (ce) and common-source (cs) stages have the largest gain
and should therefore be used as input stage (Verhoeven et al. 2003). The noise of
active devices is represented by both a voltage noise source and a current noise source
at the input of the device. Figure 5.4 shows representations of the low frequency
noise model of the bipolar junction transistor (bjt) and field-effect transistor (fet)
respectively (Verhoeven et al. 2003). The equivalent noise voltage respectively noise
current of the bjt are given by

Sun = 4kT

(
rB + 1

2gm1

)
(5.2)

Sin = 4kT gm1

2βdc

(
1 + fl

f

)
. (5.3)

rB
un

in

Rg
un

in

Fig. 5.4 Noise models of the bjt and fet respectively. The transistors themselves are modelled by
noise free intrinsic transistors
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These equations are valid under the assumption that βdc ≈ βac � 1 and the highest
frequency of interest is much lower5 than the transit frequency (ω � ωT /

√
βac). The

constants and variables have the same meaning as in Chap. 3. The corner frequency
at which the flicker noise power of the base current noise equals the white noise
power is denoted by fl .

For bjts, the voltage noise source and the current noise source decrease and
increase respectively for increasing collector current, since gm1 is proportional to
IcQ . A minimum in the noise contribution of the bjt can thus be found.

The equivalent noise voltage respectively noise current source of the fet are
given by

Sun = 4kT c

gm1

(
1 + fl

f

)
(5.4)

Sin = 2q IgQ + 4kT c

gm1

(
2π f (Cgs + Cgd)

)2
(

1 + fl

f

)
. (5.5)

The 4kT c/gm1 term in both noise sources of the fet origin from the same source;
the noise of the drain current. Obviously, there is correlation between the sources. If,
as is the case for the mosfet, the gate current IgQ is negligible, the noise sources are
completely correlated.Proportionality constant c was not discussed in Chap. 3. It is a
ratio of the channel conductance and the transconductance that depends on the bias
voltages of the device. It is common practice,however, to use a single value for it.
For fets in saturation follows for the jfet c = 2/3 and for mosfets 2/3 ≤ c ≤ 4/3
from theory (Verhoeven et al. 2003). Practically, c values up to about 2 can be found
for mosfets (Verhoeven et al. 2003). For fets in weak inversion hold c = 1/2.

The gate resistance Rg contributes 4kTRg to the spectral density of the voltage
noise. Since the gate is generally made of a highly doped semiconductor or metal,
Rg is low and its noise contribution is often negligible.

Both voltage and current noise reduce for increasing drain current. The noise
contribution of the fet can thus be decreased at the expense of increased power
consumption.

Apart from the ce and cs stage the differential stage also has large gain values,
comparable to those of the ce and cs stage. The bjt or fet differential stage can
therefore also be used as input stage. The difference is that the spectral noise density
of the voltage noise is twice as large, Suns = 2Sun , and the spectral current noise
density is halve as large, Sins = Sin /2, compared with the spectral noise densities of
the ce and cs stage.6

Both source impedance and the impedance of the feedback network determine the
relative contribution of the input transistor noise sources to the total equivalent noise

5 For higher frequencies, the expression for Sin becomes more complicated. See Verhoeven et al.
(2003) in case noise at higher frequencies should be taken into account.
6 Generally, it holds that connecting n identical devices in series results in an in increase of Suns =
nSun and a decrease of Sins = Sin /n. For the parallel connection of n devices the dual holds, i.e.,
Sunp = Sun /n and Sinp = nSin (Verhoeven et al. 2003).

http://dx.doi.org/10.1007/978-3-319-00593-5_3
http://dx.doi.org/10.1007/978-3-319-00593-5_3
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source. The effect of the feedback network on the noise is twofold. Firstly,it generates
noise itself with a value corresponding to the real part of the equivalent impedance.
In case of series feedback at the input, the (equivalent) impedance of the feedback
network is in series with the source impedance as far as noise is concerned, and in
case of parallel feedback at the input the (equivalent) impedance of the feedback
network is in parallel with the source impedance (Verhoeven et al. 2003).

Secondly, it enlarges the noise contribution of the nullor implementation. The
current noise contribution of the input stage to the equivalent voltage noise of the
voltage amplifier and transadmittance amplifier is enlarged (Norton-Thévenin trans-
form). For low noise performance, the (equivalent) impedance of the feedback net-
work should be as low as permitted. For the current amplifier and the transimpedance
amplifier the dual holds; the voltage noise contribution of the input stage to the equiva-
lent current noise source is enlarged (Thévenin-Norton transform). The (equivalent)
impedance of the feedback network should be as high as permitted for low noise
performance, in this case.

For the voltage amplifier the equivalent impedance is formed by the parallel con-
nection of feedback impedances Z1 and Z2 (see Fig. 5.2). The equivalent impedance
of the transadmittance amplifier is formed by feedback impedance Zt = 1/Yt . For
the transimpedance amplifier the equivalent impedance is also formed by the feed-
back impedance Zt . In case of the current amplifier, the equivalent impedance is
formed by the series connection of feedback impedances Z1 and Z2.

The equivalent noise voltage power respectively noise current power is found
by integrating the noise power spectra over the bandwidth; un,eq

2 = ∫ fh
fl

Sun,eq d f

[V2] and in,eq
2 = ∫ fh

fl
Sin,eq d f [A2], with fl and fh being the lowest and highest

corner frequency, respectively. To make the concept of snr more manageable, un,eq
2

respectively in,eq
2 can be used instead of the spectral power density. After all, we are

interested in maximizing the power of the intended signals from the source, which
should always be within the amplifier bandwidth, with respect to the noise generated
within that bandwidth.

5.2.4 Distortion

In Chap. 1, it was shown that three different origins of distortion can be identified.
Distortion due to a too small bandwidth leads to frequency or linear distortion.
This kind of distortion can be avoided in a straightforward manner: design for a
large enough bandwidth. The other two forms of distortion originate from either
strong nonlinear behavior originating from too limited voltage and/or current drive
capabilities or weak nonlinear behavior of the active devices.

http://dx.doi.org/10.1007/978-3-319-00593-5_1
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Table 5.1 Bias quantities of the output stage, being a ce stage or a cs stage

Feedback type IcQ , Id Q UceQ , Uds Q

at output

Parallel IcQ = 3
2 îout = 3

2
ûout|Z p(ω0)| UceQ > ûout + UceM I N

Id Q = 3
2 îout = 3

2
ûout|Z p(ω0)| Uds Q > ûout + UdsS AT

Series IcQ = 3
2 îout UceQ > îout Rseries + UceM I N

Id Q = 3
2 îout Uds Q > îout Rseries + UdsS AT

The equations are given for an npn bjt and N-channel fet, respectively. It is only a matter of
inverting polarities and changing > into < to obtain the equations for the pnp bjt and the P-channel
fet

5.2.4.1 Clipping Distortion

When used in the nullor approximation of negative-feedback amplifiers, the tran-
sistors should remain in their forward active region. Clipping occurs when one or
more of the boundaries of the forward active region are crossed. This severe type of
distortion results in loss of information and should therefore be avoided at all times.

Clipping distortion can occur in every stage of the amplifier, but it is most likely
that it will occur in the output stage where the signals are most often the largest.
Depending on the type of negative-feedback amplifier, either the peak voltage or the
peak current is specified.

Table 5.1 gives an overview of the bias demands made on the output stage to
prevent clipping distortion. The demands depend on the type of feedback used.

A negative-feedback amplifier with a voltage output, and thus parallel feedback
at the output, has a specified peak voltage that it should be able to deliver. The
bias voltage follows in a straightforward manner from ûout (being the peak output
voltage) and the minimal voltage to remain in the active forward region, UceM I N .
Here, UceM I N is defined to be the collector emitter voltage corresponding to the
situation that Ubc equals zero, i.e., UceM I N = UbeQ .

The impedance of the parallel connection of the feedback network and the load
(Z p) determine the corresponding peak current (îout ) that the output stage has to
deliver. At the upper edge of the bandwidth (ω0) this impedance can be expected
to be the lowest (under assumption of a capacitive load) while ûout may still be
considerable. Hence, îout should be determined at ω0. To prevent the occurrence of
current clipping (slewing distortion), the output stage should be biased at a current
larger than îout . A good rule for choosing the bias current, is making it equal to
3/2îout . When the maximal current, îout , is being delivered to Z p(ω0) a current equal
to 1/2îout is still running through the output device, preventing it from becoming too
slow due to transit frequency (ωT ) degradation (Verhoeven et al. 2003).

A negative-feedback amplifier with a current output (series feedback at the output),
has a specified peak current it should be able to deliver to the load. The bias current
follows from the previous discussion to prevent current clipping and ωT degradation.
Consequently, the peak voltage needs to be determined.
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The peak voltage is determined by the series connection of the load impedance
and the impedance of the feedback network (Zseries), and îout . The output voltage of
the amplifier is thus lowest when the impedances have the highest values, usually at
the lower edge of the bandwidth. As worst case approximation the series resistance
of the feedback and load can be used: Rseries .

Although less likely, the stage driving the output stage could suffer from clipping
distortion also. The driving stage must be able to supply enough current to ensure
the output stage of being able to supply îout to the load. Hence, it should be able
to deliver the peak base or gate current, both at low frequencies and at ω0. A bias
current 1.5 times this peak current can be chosen. The voltage that the driver has
to deliver to the output stage is usually very small, e.g., ≤10 mV, and therefore it
follows straightforward that the driver stage can be biased at a non critical voltage
UceQ > UceM I N and Uds Q > UdsS AT , respectively.

Note that the driver stage can both be the input stage and the intermediate stage.
The bias current of the input stage is determined on basis of noise requirements. As
long as this bias current meets the criterium of IQ,driver , which it usually does, it can
drive the output stage without problems.

As shown, clipping distortion can be prevented by appropriately biasing of the
output (and intermediate) stage. This does not affect the design of the input stage,
i.e., the design steps of the input stage (noise) and clipping distortion (output stage)
are orthogonal.

5.2.4.2 Weak Nonlinear Distortion

At this stage of the design procedure clipping is prevented and only weak nonlinear
and frequency distortion may still occur. Assuring a large enough bandwidth to pre-
vent frequency distortion is treated in Subsect. 5.2.6. Here, weak nonlinear distortion
is treated.

In Chap. 3 the weak nonlinear behavior of both bjt and fet was described. It was
found that for low nonlinear behavior, the bjt is preferably current driven (and loaded)
and biased in the mid-current region, and that the fet should be current loaded with
an impedance smaller than about 0.1rds . Cascoding the fet is a straightforward way
to accomplish this. From the discussion in Chap. 3, it can be concluded that the total
nonlinear behavior demonstrated by an active device not only depends on its initial
nonlinear behavior but also on the impedances connected to it.

The weak nonlinear input−output relation results in harmonic distortion (Chap. 1)
and intermodulation distortion (Sansen 1999; Weiner and Spina 1980). With an input
voltage of ui = ûi cos(ωt) an active device with a nonlinear input voltage-output
current relation generates an output current equal to

http://dx.doi.org/10.1007/978-3-319-00593-5_3
http://dx.doi.org/10.1007/978-3-319-00593-5_3
http://dx.doi.org/10.1007/978-3-319-00593-5_1
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Io =IO(UDC ) +
(
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gm2û2
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i + · · ·
)
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Here, in contrast to Chap. 1, the Taylor coefficients are already replaced by the
transconductance terms gmn . Apart from the component at ω, harmonic distortion
components are also generated.

The nth harmonic distortion component is defined as the ratio of the component
of frequency nω to the one at the fundamental, ω (Sansen 1999). From Eq. (5.6),
HD2 = ûi

gm2
2gm1

and HD3 = û2
i

gm3
4gm1

are found. The second order harmonic distortion

is proportional to ui and the third-order harmonic distortion to u2
i . Another way for

looking at distortion is by using intercept points (Verhoeven et al. 2003). We will not
elaborate on this.

Inspecting Eq. (5.6) further, it is seen that the intended signal at ω is not only
determined by gm1, but also by the odd order nonlinear terms of the transconduc-
tance. Input signal ui is usually smaller than 1V. It can therefore be expected that
3
4 gm3û3

i � 5
8 gm5û5

i +· · ·. The intended transconductance can thus be approximated
as being deteriorated by the third-order term only: io1 ≈ (

gm1ûi + 3
4 gm3û3

i

)
cos(ωt).

In general, gm3 can have the same or the opposite sign as gm1. The value of io1 can
thus be larger or smaller than expected. This is called gain expansion respectively
gain compression (Weiner and Spina 1980).

The gain compression/expansion ratio is the ratio of the actual magnitude of the
fundamental response to the magnitude that would have existed in case of perfect
linearity (Weiner and Spina 1980). The compression/expansion point is the ûi for
which the gain is compressed or expanded by 1 dB or 3 dB. Both points are used
in practice. The k dB (k is ±1 dB or ±3 dB) compression/expansion point can be

found with CPkd B =
√∣∣∣ 4

3

(
10

k
20 − 1

)
gm1
gm3

∣∣∣. The 1 dB expansion point for the bjt is

about 25.6 mV and the 3 dB expansion point is about 47.0 mV. Note that when the
recommended maximal ûi of 10 mV is used, the corresponding amount of expansion
is only approximately 0.16 dB.

For low distortion behavior the relative current swing, i.e., the ratio of Io and the
bias current IQ (Sansen 1999), should be small. The relative current swing is also
called signal-to-bias ratio (Lantz and Mattisson 2002b; Lantz 2002). Reduction of
the relative current swing is possible by increasing the bias current of a current driven
bjt. In the mid-current region, the nonlinearity, and hence weak distortion, is low.
A doubling of IcQ thus lowers the relative current swing by a factor two for a given
input current, reducing the distortion even further.

http://dx.doi.org/10.1007/978-3-319-00593-5_1
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In the voltage driven case there is ‘gm distortion’ (van Staveren 1997). The rela-
tive current swing in fets can be decreased by increasing Id Q , since gm1 increases
approximately with the square root of Id Q and gm2 hardly changes with Id Q . For
a given input voltage the current swing decreases by a factor of approximately

√
2

when Id Q is doubled.
The relative current swing of a voltage driven bjt can not be reduced by increasing

the bias current. For example, consider the output current of a voltage driven bjt,
biased at 1 mA and at 2 mA, respectively. The analysis of the output current is limited
to the first three harmonics. An IcQ of 1 mA results in gm1 = 38.6 mA/V, gm2 =
0.74 A/V2, and gm3 = 9.6 A/V3, and for an IcQ of 2 mA, it follows gm1 = 77.2
mA/V, gm2 = 1.48 A/V2, and gm3 = 19.2 A/V3. For an input voltage of 5 mV
this results in the first case in io = 193μ + 9.25μ + 300n = 202.55μA. The
relative current swing is 0.203. In the second case we have for the same input voltage
io = 386μ+18.50μ+600n = 405.1μA. The relative current swing is, again, 0.203.
The only possibility of reducing the relative current swing, and thus the gm distortion
of the voltage driven bjt is by reducing the input voltage.

Application of the sum of two cosine waveforms at ω1 and at ω2 and amplitudes
ûi1 and ûi2 gives rise to output signal components at ω1, ω2 and their multiples.
When nonlinearities above the third-order are neglected we find:

Io =IO(UDC ) + 1
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+ 3

4
gm3û2
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3

4
gm3ûi1û2

i2{cos(2ω2 + ω1)t + cos(2ω2 − ω1)t}

Apart from the two linear responses and their harmonics, terms at sum and differ-
ence frequencies can be found, i.e., the intermodulation products. The second-order
nonlinearity gives rise to intermodulation terms at ω1 ± ω2 and the third-order non-
linearity to intermodulation terms at 2ω1 ± ω2 and 2ω2 ± ω1.

Second-order intermodulation distortion (IM2) is defined by the ratio of the
component at frequency ω1 ± ω2 to the one at ω1 or ω2 (Sansen 1999). Under the
assumption of ûi = ûi1 = ûi2, IM2 = gm2

gm1
ûi is found. Likewise, third-order inter-

modulation (IM3) is defined by the ratio of the component at frequencies 2ω1 ± ω2
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and 2ω2 ± ω1 to the one at ω1 or ω2. Under the same assumption of equal signal
amplitudes it yields IM3 = 3

4
gm3
gm1

û2
i .

Comparison of HD2, HD3, IM2 and IM3, shows that IM2 = 2HD2 and IM3 =
3HD3. There is a one-to-one correspondence between harmonic and intermodulation
distortion. It is thus sufficient to specify only one of them (Sansen 1999).

It is possible that two high-frequency signals generate a response at ω1 − ω2,
2ω1 − ω2 and 2ω2 − ω1 that may be in the pass band of an amplifier. Therefore, this
will be addressed in Subsect. 5.2.5.

The discussion sofar is related to the individual components. In negative-feedback
amplifiers however, the linear and nonlinear behavior depends on the contribution of
the various active devices to the linear and nonlinear transfer, and the signal levels
in these devices. Also, the domain of the signal can be of importance.

For example, a cascade of ce stages made to approximate a nullor in an amplifier
with series feedback at the input has a voltage comparison at the input. The input
ce stage is therefore voltage driven and its nonlinear behavior is determined by
the nonlinearity of its transconductance. If the following stage is current driven it
contributes only the small βac nonlinearity to the overall nonlinearity. The latter
can be reduced by increasing the bias current of the stage, thus reducing the relative
current swing (van Staveren 1997) due to the input current delivered by the preceding
stage. The following stage is current driven when its input impedance is much smaller
than the output impedance of the input stage.7 The impedance mismatch between
the two active stages should therefore be as large as possible.

The nonlinear behavior of the input stage is not affected by increasing its bias
current; the relative current swing is given for a given input voltage. There is, however,
a positive effect of increasing the bias current of the input stage. The transconductance
gm1 increases linearly with IcQ . As a result the ‘loop gain’ of the negative-feedback
amplifier increases, which results in a decrease of the input voltage of the ce stage.
Of course, an increase in loop gain also reduces βac distortion as the input current of
the current driven stage is reduced. The concept of loop gain and its beneficial effects
on distortion and emi susceptibility will be extensively dealt with in the following
sections.

The negative-feedback amplifier shows a linear transfer from input to output with
a magnitude determined by the feedback factor. The second-order and third-order
nonlinear behavior of the negative-feedback amplifier are determined by its second-
order and third-order nonlinearity factors. These factors give the total second-order
respectively third-order nonlinearity from the input to the output terminals of the
output stage. In case of the series feedback amplifier mentioned earlier, the input is
the base-emitter voltage of the input stage and the output is the collector current of
the output stage.

Both second-order nonlinearity factor D2 and third-order nonlinearity factor D3
are frequency dependent in multiple-stage negative-feedback amplifiers. This will be
shown in Sect. 6.1, where the frequency dependency of D2 is investigated in detail.

7 The output impedance of an active stage is shunted by the impedance of the bias circuitry. The
impedance of the bias circuitry should therefore be made as large as possible.

http://dx.doi.org/10.1007/978-3-319-00593-5_6
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The HD2 and HD3 of the amplifier may therefore differ for different frequencies and
equal input signals.

The input signal of a negative-feedback amplifier is represented by Es which
can be either a voltage or a current, depending on the application. For the load
signal the same holds and is therefore called El . The signal in the load is now
El(ω) ≈ Es At (ω) + 1

2 E2
s At2(ω) + 1

4 E3
s At3(ω), where At (ω) is the frequency

dependent linear transfer, At2(ω) is the second-order nonlinearity and At3(ω) is the
third-order nonlinearity of the negative-feedback amplifier. In this work, all errors
are compared at the input to the input signal. Therefore the distortion components
in the output have to be transferred to an equivalent signal source at the input of the
negative-feedback amplifier, which is further regarded being linear.

For the equivalent second-order respectively third-order distortion input signal, it
follows that

Es2(ω) = 1

2
E2

s
At2(ω)

At (ω)
= 1

2
E2

s
c1(ω)D2(ω)

At (ω)
(5.8)

Es3(ω) = 1

6
E3

s
At3(ω)

At (ω)
= 1

6
E3

s
c2(ω)D3(ω)

At (ω)
. (5.9)

The powers of Es2(ω) and Es3(ω) are used to determine the signal-to-distortion ratio,
which is obviously frequency dependent. Coefficients c1(ω) and c2(ω) are frequency
dependent transfers from the signal source to the input of the input device. Here, it is
only possible to give qualitative guidelines for low distortion design, since a method
to determine At (ω), At2(ω), and At3(ω) is not presented yet. In the discussion about
design of negative-feedback amplifiers with specified emi behavior, guidelines will
be given that facilitate qualitative and quantitative measures. In general, the design
method presented there can be adapted to low distortion design also.

Signal levels in the nullor approximation are smallest at the input and largest
at the output. When the output is loaded by a shunt impedance the relative current
swing in the output stage increases, resulting in increased distortion. Apart from the
load and feedback network impedance (in case of parallel feedback), no additional
impedances are therefore allowed to shunt the load. In case of series feedback at
the output, impedances shunting the load increase the relative current swing in the
output stage also. This will increase distortion. On top of that, the accuracy of the
transfer from input to output is hampered, since the output current of the amplifier
is not exactly equal to the current delivered to the load.

Note that an excessively low impedance of the feedback network will increase the
distortion when we have parallel feedback at the output. The feedback network affects
both noise and distortion. From this it follows that in case of a voltage amplifier,
complete orthogonality can only be assumed when the source impedance is much
higher than Z1//Z2 (see Fig. 5.2b), and Z1 + Z2 is much higher than Zl . Specifically
the latter demand is not always possible to meet without sacrificing the first. In case
of a transimpedance amplifier, noise and distortion behavior cannot be affected in an
orthogonal way by altering the feedback impedance. Increasing the transimpedance
Zt (see Fig. 5.2d) simultaneously improves the noise behavior and lowers the loading
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of the output stage. Lack of orthogonality does not complicate the design of this
amplifier.

At this stage of the design process, however, the feedback impedances are already
determined. The possible effects of the feedback impedances are only discussed for
demonstration purposes.

Trying to prevent a large relative current swing by adding an impedance in series
with the load, in case of parallel feedback at the output, is not an option. To reach the
specified amplitude of the load voltage, the voltage gain or transimpedance now has
to increase. Apart from the resulting decrease in loop gain, we also have the same
relative current swing in the output stage again.

In case of series feedback at the output, an additional impedance in series with the
load may decrease the loop gain8 and, in case of a fet output stage, the nonlinearity
of the output resistance may become more prominent. On top of that, a larger voltage
swing is necessary to deliver the current to the load, which may result in a higher
supply voltage. In summary, series or shunt impedances at the output of a negative-
feedback amplifier should be avoided.

Series and shunt impedances at the input of active devices in a negative-feedback
amplifier, e.g., in an attempt to decrease the distortion, should likewise be avoided.
Although the use of series impedances with ce stages seems beneficial because it will
be ‘more’ current driven, the adverse effects of the accompanying reduction in loop
gain will outweigh this positive effect (Nordholt 1993). This, will also be elucidated
in the next sections.

A more elaborate, similar qualitative discussion regarding the effects of shunt and
series impedances on amplifier distortion can be found in Nordholt (1993).

The effects of local feedback in addition to global feedback on distortion are,
in contrast to common opinion, not beneficial (Lantz 2002; Verhoeven et al. 2003).
Though the stage with local feedback may be linearized more, it can be shown that
the distortion of the other stage(s) increases and the overall loop gain decreases. This,
also, will be investigated in more detail in Sect. 6.1.

Apart from the increase in distortion, applying local feedback to the input stage of a
negative-feedback amplifier will also increase the total noise generated by the ampli-
fier due to the additional noise contribution of both the local feedback impedance
and the increased noise contribution of the subsequent stage to the total noise (van
Staveren 1997). When very carefully applied, local negative-feedback applied to the
output stage may, as an exception to the rule, slightly reduce second-order distor-
tion (see Sect. 6.1) (Lantz 2002). This reduction is slight and usually not worth the
increased design effort.

The application of local feedback stages in negative-feedback amplifiers should
be limited to increasing the performance of stages (e.g., cascoding) in the nullor
approximation with respect to bandwidth requirements or for improving the linearity
of the stage, e.g., fet-bjt and fet-fet cascode. In other cases it should be avoided.

8 When the output resistance of the output stage remains much higher than the additional series
impedance, the decrease may be negligible.

http://dx.doi.org/10.1007/978-3-319-00593-5_6
http://dx.doi.org/10.1007/978-3-319-00593-5_6
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Concluding, the active part can best be realized with ce, cs and differential stages
that may be cascoded. Increasing the bias current of these stages will increase the loop
gain and generally decrease the relative current swing. On top of that, specifically
when the stage(s) succeeding the input stage is a bjt, it is beneficial to try to keep
its output impedance much higher than the input impedance of the following ce
stage,thus lowering the contribution of the second ce stage to the total nonlinearity
of the negative-feedback amplifier.

5.2.5 Interference

In Chap. 2 it was shown that interference may be coupled into the input of negative-
feedback amplifiers. As a result an extra disturbing voltage source is generated in
series with the intended signal voltage source and an extra disturbing current source
is generated in parallel with the intended signal current source, respectively. When
the disturbing signal lies in the bandwidth of the amplifier, it is processed as if it were
the intended signal, subject to the same limitations as the intended signal. It can not
be distinguished from it. The only way to avoid intolerably large errors due to this
disturbance source is by reducing its value. This is accomplished by decreasing the
effectiveness of the coupling path to the amplifier.

Disturbing signals with frequencies higher than the bandwidth may also be
reduced by decreasing the effectiveness of the coupling path to the amplifier, decreas-
ing the susceptibility of the amplifier or by filtering at the input of the amplifier. The
first option has been investigated in Chap. 2. The latter option should be applied with
care. The impedances of the filter network may affect the noise performance of the
negative-feedback amplifier adversely and also hamper stability. On top of that, in
order to be able to design an effective filter, the effects of the out-of-band signals on
the amplifier behavior should be known.

The effects of small disturbing signals with frequencies higher than the bandwidth
have been investigated in Chap. 1. The main conclusion is that envelope detection
occurs, i.e., dc shifts and low-frequency envelope variations of the carrier wave
are present at the output of the amplifier. Envelope detection is troublesome and it
may, like noise, also be modelled as an equivalent signal source at the input of the
negative-feedback amplifier, that is now thought to be linear.

A design method will be presented in the following sections to minimize the
adverse effects of envelope detection. It is believed that the design considerations
given are also beneficial for the design of low distortion amplifiers, although third-
order nonlinearity is not explicitly dealt with.

Large disturbing signals have the same effect as large intended signals; they may
result in clipping and/or slew-rate induced distortion. Clipping due to large disturbing
signals should be avoided by either increasing the clipping levels of the negative-
feedback amplifier or by decreasing the disturbing signal.

If the disturbing signal contains frequency components ω1 and ω2 much higher
than the bandwidth, a frequency component in the amplifier pass band may be gener-

http://dx.doi.org/10.1007/978-3-319-00593-5_2
http://dx.doi.org/10.1007/978-3-319-00593-5_2
http://dx.doi.org/10.1007/978-3-319-00593-5_1
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ated due to intermodulation (see Eq. 5.7). In order to generate a difference frequency
in the amplifier pass band, the difference of ω1 and ω2 should be within the pass band.
Moreover, as the disturbing frequencies increase, the frequency separation between
the two signals has to become smaller in order to generate a signal in the pass band.
It therefore becomes less likely that a spurious signal will be generated in the pass
band of the amplifier for increasing frequency of the disturbance.

For example, when we have a negative-feedback amplifier with a bandwidth of
1Mrad/s (assuming low pass response), the difference of ω1 and ω2 should be smaller
than, or maximally equal to, 1Mrad/s. For an ω1 of 10 Mrad/s, this means that ω2
may be maximally 10 % higher or lower in frequency. When ω1 is 100 Mrad/s, ω2
may only be < 1 % higher or lower.

If a spurious signal in the amplifier pass band does occur due to intermodulation, it
is most likely that it will be generated by the second-order nonlinearity of the negative-
feedback amplifier (Totev and Verhoeven 2005). Its amplitude and deteriorating effect
on the ser may be calculated using the same approach as for envelope detection,
which will extensively dealt with in the following sections. Apart from that, it may
be expected that the design method to be presented for negative-feedback amplifiers
with low susceptibility to envelope detection will also decrease errors from disturbing
intermodulation.

It should be noted that for disturbing frequencies near the upper edge of the
bandwidth, both envelope detection and linear transfer of the disturbing signal occurs.
The linear transfer can be expected to dominate in that case. For increasing frequency,
envelope detecting starts to dominate. Whether or not the linear transfer near the
upper band edge is troublesome (or not) depends on the application of the negative-
feedback amplifier. If the disturbing signal is (a little) higher than the bandwidth it
may be possible to filter it out.

5.2.6 Bandwidth

Thus far, the design process (may have) resulted in an input stage for which the bias
requirements are determined from noise calculations, and an output stage for which
the biasing is determined from clipping distortion requirements.

Now, it should be checked whether or not the bandwidth requirement is met.
The feasible bandwidth can be estimated by calculating the dc loop gain and poles
that result from the negative-feedback amplifier. The nullor is approximated by the
cascade of the hybrid-π models of both input an output stages.

The bandwidth with n (real) poles follows from the product of the poles and the
dc loop gain, the so-called loop-gain-poles product (LP product) (Verhoeven et al.
2003):

B = n
√

LP (5.10)

The bandwidth to be met determines a minimum value of the LP product. When it is
too low, the required bandwidth will never be reached. Note that it may occur that not
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all poles can be moved in bandwidth determining positions. These poles are called
non-dominant poles. In general, it can be determined whether a pole is dominant
by checking if the sum of the loop poles is less negative than the sum of the closed
loop poles (van Staveren and Verhoeven 2001; Verhoeven et al. 2003):

∑n
i=1 pli ≥∑n

i=1 psi with pli being the loop poles and psi being the closed loop or system poles.
Bandwidth, weak-distortion and emi behavior are not orthogonal,since all three

requirements depend on the LP product. Measures to increase the bandwidth will
affect distortion and emi behavior. However, since measures to increase the band-
width usually lead to an increase in the loop gain, both distortion and envelope
detection will decrease. It is therefore not a drawback that optimization of these
three negative-feedback amplifier properties is not orthogonal. As will be shown
later, measures to force the dominant poles in, e.g., Butterworth positions, also pos-
itively influence envelope detection and distortion.

When the bandwidth requirement is met, this does not automatically mean that
the emi requirement regarding envelope detection is met. It is possible that the latter
specification is not met and that the loop gain has to be increased to meet the emi
requirement. Therefore, in addition to the design method described in Verhoeven et
al. (2003), the envelope detection is checked and measures to improve it are taken at
this point in the design process. The preferred method is to increase the LP product
to a sufficient value.

In the next sections, a method is presented to determine the necessary LP product.
Because the bias currents of the stages appear in the resulting equations, these can
be used to determine the bias currents necessary to obtain the specified emi behavior.
Usually the bias current of (one of) the stages has to be increased. Increasing the bias
current of the output stage has as side effect that the current clipping level increases.
An increase in input stage bias current may reduce its noise contribution further
(fet), but may also increase it (bjt). The increase is usually small for reasonable
increases of bjt bias current.

5.2.7 Bias Circuitry

The last phase of the design process is providing the active stages with the necessary
bias currents and voltages. Care has to be taken not to decrease the loop gain. Gener-
ally this means that currents have to be provided by current sources. Providing bias
currents via a resistor to the power supply (which is particularly common practice
in discrete amplifier design) may have two drawbacks. The first, and most severe
drawback, is that the loop gain decreases. The second drawback may occur in case
of bjt stages; due to the bias resistor the ‘mode’ of operation of the bjt may change
from current driven to voltage driven, resulting in increased nonlinear behavior. So,
using bias resistors is only allowed when the designer is convinced distortion and
emi susceptibility do not increase unacceptably.

Several methods exist to realize voltage sources. A voltage source may, e.g., be
realized by means of a voltage divider connected to the power supply or by forcing
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a constant current through a resistor thereby generating a voltage. The impedance
of the voltage sources may be lowered at signal frequencies of interest by means of
parallel capacitances.

An extensive treatise of the systematic biasing of amplifiers is beyond the scope
of this work, but can be found in Verhoeven et al. (2003) and Verhoeven and van
Staveren (1999).

5.3 Envelope Detection in Single-Stage Negative-Feedback
Amplifiers

Evaluating envelope detection in negative-feedback amplifiers is simpler when fewer
nonlinear active parts are used in the nullor approximation. Since the single-stage
negative-feedback amplifier is a one stage nullor approximation, it is the simplest
negative-feedback amplifier. It is therefore used as a starting point for a design
methodology for negative-feedback amplifiers with specified envelope detection
properties.

To come to a simple method for describing the second-order nonlinear effects
(i.e., envelope detection, second harmonic distortion), we introduce an equivalent
signal source at the input of the negative-feedback amplifiers which accounts for
these effects (Worm 1995; Goedbloed 1993; van der Horst et al. 2005), under the
condition that no clipping occurs. The amplifier can now further be regarded as being
linear.

To determine the equivalent signal source in case of single-stage negative-
feedback amplifiers, the transfer of the input signal source to the base-emitter or
gate-source voltage has to be determined first. The resulting equivalent base-emitter
or gate-source voltage can then be transferred to an equivalent source at the input of
the amplifier. The asymptotic gain model (Nordholt 1993) can be used for this. The
asymptotic gain model is based on the superposition model (Nordholt 1993), under
the assumption of the gain going to infinity. Figure 5.5 shows this model.

The linear transfer of the active part is represented by A (Verhoeven et al. 2003),
and the second-order transfer by a2. Its linear output is Ec = Ei A. As the signals
can be both voltages or currents, they are denoted by E. From the output of the
controlled source there is a feedback action to the input, represented by β. Signal

Fig. 5.5 Asymptotic gain
model. Dotted lines show
the transfers from the
demodulated signal to an
equivalent signal source
at the input

Es
Es,ωl

ξ + Ei
Ei,ωl

A, a2 ν
+

El

ρ

β

+

+Ec
Ec,ωl

linear: Ec = AEi
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source Es delivers a signal to Ei . Loading effects of Es are represented by transfer ξ .
Transfer ν accounts for loading of A when delivering signal to the load. Any direct
signal transfer from the source to the load is represented by ρ. Transfers ρ, ξ , β and

ν can readily be determined by using superposition: ρ = El
Es

∣∣∣
Ec=0

, ξ = Ei
Es

∣∣∣
Ec=0

,

β = Ei
Ec

∣∣∣
Es=0

, and ν = El
Ec

∣∣∣
Es=0

.

The following equations are derived from the model:

Ei = Esξ + Ei Aβ (5.11)

El = Esρ + Ei Aν (5.12)

Note that in case of a single-stage negative-feedback amplifier Ei is ube or ugs and
A becomes the transconductance factor gm1 of the transistor.9

The transfer from Es to El can now be derived to be:

At = ρ + νξ
A

1 − Aβ
(5.13)

The superposition model will become the asymptotic gain model if the loop gain
becomes infinite (Aβ → ∞). The transfer function is then given by Nordholt (1993);
Verhoeven et al. (2003):

At = ρ
1

1 − Aβ
+ At∞

−Aβ

1 − Aβ
, (5.14)

where At∞ is referred to as the asymptotic gain.
In all practical amplifier designs the first term in this equation will be much smaller

than the second and can therefore be neglected. In case of a high loop gain Aβ, the
transfer is determined by the feedback network only Verhoeven et al. (2003) and
At∞ can be regarded as the inverse of the feedback factor. The expression for the El

to Es related transfer is in reality a function of frequency, with all transfers being a
function of frequency themselves. In this case At (ω) can be written as

At (ω) = At∞
−Aβ(ω)

1 − Aβ(ω)
. (5.15)

Output Ec will contain a demodulated component at ωl when there is an high
frequency out-of-band disturbing signal (ωc) with a low frequency varying envelope
(ωl ) present at the input:

9 In case of a multistage negative-feedback amplifier (with and without local feedback), the expres-
sion for A becomes more complicated. See Subsect. 6.1.

http://dx.doi.org/10.1007/978-3-319-00593-5_6
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Ec,ωl ≈ a2
Ê2

i

2

(
1 + m2

2

)
+ a2 Ê2

i m cos(ωl t) + a2
Ê2

i

4
m2 cos(2ωl t). (5.16)

Term m is the modulation depth. Equation (5.16) is similar to the first equation of
Table 1.3, and therefore the same considerations hold (see Chap. 1, P. 12).

The amplitude of the dc component is maximally 3/4 of that of the component
at ωl . Both the dc component and ωl term may deteriorate the ser. This is, however,
only the case when dc is within the information band. When this is not the case,
the dc component does not deteriorate the ser. Therefore, in most cases it can be
expected that the spurious response at ωl is the most detrimental one. The design
measures taken to minimize the spurious response at ωl are equally effective on the
response at dc . The discussion will, however, concentrate on the response at ωl .

So, as a result of the nonlinear behavior of the active part, there is a signal Ec,ωl (ωc)

with a frequency ωl , that depends on frequency ωc. Ec,ωl (ωc) has to be related to an
equivalent signal source Es,ωl (ωc). The latter can be compared directly with the noise
and the intended in-band signal, to determine the ser. Es,ωl can be determined in two
steps. Firstly, an equivalent Ei,ωl is determined that would cause the same Ec,ωl in
case the active part would be linear. That is easily accomplished, since for a specific
value of Ec,ωl a related value of Ei (Ei,ωl ) can be found using the linear relation
A between input and output. Secondly, this source is recalculated to an equivalent
source Es,ωl at the input of the amplifier, which is possible since Fig. 5.5 shows a
clear relation between Es and Ei . In Fig. 5.5 this is indicated with dotted arrows.
Note that Es,ωl · At,ωl will cause the same amplitude of the envelope detected signal
in the load as would be obtained with Ec,ωl · νωl , under assumption that ρ(ωl) is
much smaller than the second term in (5.13).

An equation for Es,ωl will be derived for an active part consisting of a fet or a bjt,
respectively. Note that the model presented in Fig. 5.5 and the equations presented
assume a second-order nonlinearity that solely depends on Ei . This is the case when
the active part is a cascoded fet, with which we therefore will start the analysis.

Considering the spurious response at ωl , for Ec,ωl we can write

Ec,ωl (ωc) = Ei (ωc)
2ma2 + Ec,ωl (ωc)Aβωl (5.17)

The first part of this equation follows in a straightforward manner from the second-
order nonlinearity of the active part. The second part is due to the fact that Ec,ωl (ωc)

is presented to the input Ei again by the feedback factor βωl , after which this part
is amplified with a factor A. After some straightforward mathematical manipulation
for Ec,ωl (ωc), it is found that its value depends on the loop gain at ωl :

Ec,ωl (ωc) = Ei (ωc)
2ma2

1

1 − Aβωl

(5.18)

If the transfer of the active part is now assumed to be linear, the demodulated signal
can be assumed to be the result of an equivalent signal at its input.

http://dx.doi.org/10.1007/978-3-319-00593-5_1
http://dx.doi.org/10.1007/978-3-319-00593-5_1
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Ei,ωl (ωc) = Ei (ωc)
2m

a2

A

1

1 − Aβωl

(5.19)

Ei for a linear amplifier for any arbitrary frequency can be calculated with Verhoeven
et al. (2003):

Ei (ω) = Es
ξ(ω)

1 − Aβ(ω)
= Esχ(ω) (5.20)

The ratio ξ
1−Aβ

is important in this work, so it has been given the symbol χ .
Combining (5.19) and (5.20) gives the relation between Ei,ωl (ωc) and Es(ωc).

Using Eq. (5.20) again at ωl , the equivalent signal source Es,ωl can now be derived
to be:

Es,ωl (ωc) = E2
s χ(ωc)

2m
a2

A

1

ξωl

. (5.21)

When the active part is a bjt, the effects of the the nonlinear input impedance of the
bjt should also be incorporated in the equations. Therefore, an extra transfer is added
to the superposition model that is only active at ωl . The transfer is called γωl (see
Chap. 4). For the bjt,iωl is given by iωl = gπ2 û2

be. Transfer γωl is the impedance that
transfers the current from current source gπ2 û2

be to a voltage (ûbe(ωl)). Incorporating
γ into Eq. (5.17) results in an Ec,ωl (ωc) given by

Ec,ωl (ωc) = Ei (ωc)
2ma2 + Ec,ωl (ωc)Aβωl + Ei (ωc)

2gπ2 Aγωl m. (5.22)

After some straightforward mathematical manipulation along the same lines as the
previous considerations, for Es,ωl (ωc), it can now be found:

Es,ωl (ωc) = E2
s χ(ωc)

2m

(
a2 + gπ2γωl A

)

A

1

ξωl

(5.23)

Since a2 and gπ2γωl have opposite signs their sum may become small. This may
be the case when the negative-feedback amplifier has parallel feedback at the input.
In that case, a2 ≈ gπ2γωl and the second-order nonlinearity may approach zero.
With series feedback at the input, γωl may become a small value. As a result a2 will
dominate the second-order nonlinearity.

For convenience, a second-order nonlinearity term D2 is introduced. In case of a

fet, D2 = a2
A and in case of a bjt D2 =

(
a2+gπ2 γωl A

)
A . In general Es,ωl (ωc) is given

by

Es,ωl (ωc) = E2
s χ(ωc)

2m D2
1

ξωl

(5.24)

The value of the equivalent source Es,ωl can be decreased by decreasing E2
s and by

decreasing χ(ωc)
2. χ(ωc)

2 can be decreased by increasing the loop gain Aβ(ω), for

http://dx.doi.org/10.1007/978-3-319-00593-5_4
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instance by increasing A. When the active part is a fet, an increase in A may give
an extra reduction of Es,ωl because a2 does not strongly depend on A.

Due to the frequency dependency of χ(ωc)
2 exclusively, the amplitude of the

detected envelope will vary for different carrier frequencies. For design purposes it
is therefore required to know the frequency dependent behavior of χ(ωc)

2.
Note that this method is related to the Volterra approach (Weiner and Spina 1980;

Rugh 1981), which characterizes the response of a weakly nonlinear system by tak-
ing the linear and nonlinear transfers into account and adding the results (Weiner
and Spina 1980). However, when circuits other than extremely simple ones are ana-
lyzed with the Volterra approach, the algebraic representation becomes very complex
(Lantz 2002), which hampers design. The method presented here is (relatively) sim-
ple and suited for a design approach. It only takes the linear and the nonlinear response
at ωl into account.10 This approximation is allowed since the intended signal and the
detected signal are much larger than the (intermodulation) products from the signal,
disturbance, and noise (see also Subsection 1.7.1 and Reitsma (2005)).

5.3.1 Frequency Dependency of the Nonlinear Behavior
of a Single-Stage Negative-Feedback Amplifier

In the previous section, it has been shown that D2 is multiplied with the square of the
disturbing signal and χ(ωc)

2. The frequency dependency of χ(ωc) thus has a large
effect on emi susceptibility (and distortion) and will therefore be investigated. For
describing the frequency dependency the Laplace operator (s = jω) will be used.

χ(s) is determined by the ratio of ξ(s) and 1 − Aβ(s) and will therefore show a
frequency dependent value, resulting in a frequency dependent value of the equivalent
input signal source. Here, the frequency dependency of χ(s) will be investigated
using single-stage representations of the nullor in the negative-feedback amplifier.
The transfer is assumed to have two time constants that may result in a first or
second-order transfer.11

Figure 5.6 shows the four single-loop negative-feedback amplifiers using resistive
one ports in the feedback network.

The active part is represented by a voltage-controlled current source and an input
and output impedance. It is comparable to the small-signal model of a fet with linear
output resistance (a cascoded fet) or a differential pair (both with Cgd neglected
for simplicity). Further, each amplifier has a signal source which is assumed to be
resistive, represented by resistor Rs and a load represented by resistor Rl and parallel
capacitor Cl , which is typical for practical amplifiers.

10 The same holds for the dual-stage negative-feedback amplifiers models in Chap. 6 and the dif-
ferential stage models in Chap. 4.
11 The following discussion is based on a similar discussion given in van der Horst et al. (2005)
with some additional remarks.

http://dx.doi.org/10.1007/978-3-319-00593-5_6
http://dx.doi.org/10.1007/978-3-319-00593-5_4
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Fig. 5.6 The four possible types of single-loop negative-feedback amplifiers using resistive one
ports. The active part is comparable to the hybrid-π model of a (cascoded) fet or differential pair
a Transimpedance amplifier, b Voltage amplifier, c Current amplifier, d Transadmittance amplifier

When the transfers β(s) and ξ(s) are determined, the same poles are found for
both transfers. β(s) does not have zeros in case of parallel feedback at the output,
i.e., the transimpedance and voltage amplifier. Transfer ξ(s) however, does have a
zero (zξ ) in all cases and β(s) has a zero (zβ ) in case of series feedback at the output,
i.e., in case of the transadmittance and the current amplifier. Zero zβ is determined
by the load (Rl and Cl ) and is located near or coincides with the pole due to Cl .

The locations of the poles may be determined exactly, but usually it is much
easier to estimate them (Verhoeven et al. 2003). To simplify the coming analysis, we
assume that for transimpedance and current amplifiers the source and/or feedback
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Table 5.2 Approximate locations of the poles and zeros zξ and zβ in case |pl | < |pi |
pi (rad/s) pl (rad/s) zξ (rad/s) zβ (rad/s)

T ransimp. amp. − 1
(Rs//Rt )Ci

− 1
((Rl //ro)//(Rt +Rs ))Cl

− 1
(Rl //ro//Rt )Cl

−
V oltage amp. − 1

(Rs+R1//R2)Ci
− 1

((Rl //ro)//(R1+R2))Cl
− 1

((Rl //ro)//(R1+R2))Cl
−

Current amp. − 1
(Rs//(R1+R2//ro))Ci

− 1
(Rl //(ro+R2//(R1+Rs )))Cl

− 1
(Rl //(ro+R1//R2))Cl

− 1
Rl Cl

T ransadm. amp. − 1
(Rs+Rt //ro)Ci

− 1
(Rl //(ro+Rt ))Cl

− 1
(Rl //(ro+Rt ))Cl

− 1
Rl Cl

Table 5.3 Transfer χ of a single-stage negative-feedback amplifier

zξ pl pi Bandwidth
ω0 χ(s) ωmax ≈ χmax ≈

Parallel feedback at the output

no d d
√

pl pi (1 − Aβ0) ξ0
pl pi

(
1− s

pl

)

s2−s

(
pl +pi −Aβ0

pl pi
z ph

)
+pl pi (1−Aβ0)

ω0
χ0
2ζ

√
ω0

2+pl
2

pl
2

yes d d
√

pl pi (1 − Aβ0) ξ0
pi pl

(
1− s

zξ

)

s2−s

(
pl +pi −Aβ0

pl pi
z ph

)
+pl pi (1−Aβ0)

ω0
χ0
2ζ

ω0
zξ

no d nd (1 − Aβ0)pl ξ0
pl pi

(
1− s

pl

)

s2−s(pl +pi )+pl pi (1−Aβ0)

√
ω0|pi | χ0

ω2
max

pl (pi +pl )

yes d nd (1 − Aβ0)pl ξ0
pi pl

(
1− s

zξ

)

s2−s(pl +pi )+pl pi (1−Aβ0)

√
ω0|pi | χ0

ω2
max

zξ (pi +pl )

Series feedback at the output
no no d (1 − Aβ0)pi

ξ0 pi
−s+(1−Aβ0)pi

0 χ0

The effect of two poles (either one or both being dominant) and of a zero in ξ (present or not) are
taken in to account

resistance(s) are much larger than load Rl . For voltage amplifiers, an R1 larger than
R2, and for transadmittance amplifiers an Rl smaller than Rt are assumed. The
influence of Rs on the location of the pole does not dominate in these cases. Table
5.2 gives the resulting approximate expressions for the poles and zeros zξ and zβ , for
each amplifier in Fig. 5.6. It is assumed that |pl | < |pi |. When |pi | < |pl | different
equations result for the poles and zξ (van der Horst et al. 2005). The expression for
zβ remains the same as given in Table 5.2.

Due to the fact that |pl | and |zξ | are located at (nearly) the same frequency, they
tend to cancel each other, which results in a first-order transfer for ξ(s). Transfer
β(s), however, remains second-order in case of parallel feedback at the output and
also reduces to a first-order transfer in case of series feedback at the output, since
|pl | and |zβ | cancel.

Table 5.3 presents some important results that may apply to a (single stage)
negative-feedback amplifier. It lists equations for the bandwidth (ω0) of At (s), for
χ(s), the maximum value of χ(s) and the frequency at which it occurs, i.e., χmax

and ωmax , respectively. The equations for χmax in the first and second rows are valid
in case that |pl | is located at a lower frequency than |pi |. Transfer χ(s) will equal
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χ0 = ξ0/(1 − Aβ0) at low frequencies, and its value will increase due to either pl or
zξ that occurs in the numerator, up to ωmax where its maximum (χmax ) is reached.

When |pi | is located at a lower frequency than |pl |, the equations for β(s), ξ(s)
and χ(s) remain the same. The difference is the location of the zero (due to pl ) in
χ(s). This zero is now located at a frequency higher than |pi | or even ω0. If the
zero is located relatively near ω0, its influence is visible in an increase of χ(ω0),
which is less than in case |pl | < |pi |. When it is located relatively far from ωo,
e.g. |z| ≈ 5ω0, its effect is negligible and a flat transfer up to the upper band edge
results; χmax equals χ0 in this case. The effect of the pole locations, |pl | < |pi | and
|pi | < |pl |, respectively, on χ(ω) and Es,ωl (ω) is demonstrated in Sect. 7.1 and in
van der Horst et al. (2005).

Two closed loop poles originate from the characteristic polynomial of χ(s) (which
is the same as that of At (s)), and which may be located at unfavorable locations,
resulting in overshoot in the amplitude characteristic of χ(s). Overshoot can be
avoided by using frequency-compensation techniques to force the closed loop poles
in, e.g., Butterworth positions. This frequency compensation can best be done using
phantom zeros (Verhoeven et al. 2003). A phantom zero is a zero in Aβ(s) that
coincides with a pole in At∞. It therefore does not occur in the amplifier transfer
function At (s).

For a Butterworth characteristic, damping factor

ζ = −
(

pl + pi − Aβ0
pl pi
zβ

)
/2ω0 should equal 1/

√
2; without frequency com-

pensation it is usually smaller. Uncompensated negative-feedback amplifiers will
therefore show a worse distortion and detection behavior for frequencies near ω0
than frequency compensated ones, under the assumption of equal LP products.

It may occur (e.g., in case of a bjt as active part and R1 > Rs + rπ ) that zξ

is located at a lower value than pl . Now, both ξ(s) and β(s) have a second-order
transfer. In that case, the equations to be used are given in Row 2 of Table 5.3. With
comparable values of the LP product χmax will therefore show a larger value than in
case zξ is canceled by pl (Row 1), while ωmax remains the same.It appears that the
value of χmax is strongly dependent on the ratio of ω0 and zξ . This ratio may become
that large that χmax will approach one. The distortion and envelope detection will
thus be large at ω0. A second-order transfer of ξ(s) thus results in a worse distortion
and envelope detection behavior than for a first order transfer of ξ(s). If possible, it
should be avoided.

Rows 3 and 4 give the equations in case pl is dominant and pi is not,12 resulting in
a first order transfer of At (s). Row 4 presents the equations in case of an uncanceled
zξ , which may occur when Rl has such a low value that rπ starts to influence ξ(s).
Transfer χ(s) still shows two system poles that remain real. It should be noted that
ωmax > ω0. Therefore envelope detection will be maximal at a frequency (much)
higher than the bandwidth also.13 Note that χmax can become large.

12 The other way around occurs much less in practical cases and is therefore not presented.
13 Something comparable apparently also occurs in case of compensated operational ampli-
fier negative-feedback amplifiers, due to the dominant pole from the Miller compensation.

http://dx.doi.org/10.1007/978-3-319-00593-5_7
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In case of series feedback at the output (Row 6), no detrimental effect of the load
impedance occurs because its pole in β(s) and ξ(s) is completely compensated by
a zero at virtually the same frequency, as is shown in Table 5.2. Series feedback at
the output thus results in a first order transfer for χ(s). Transfer χ(ω) equals χ0 up
to ω0 and decreases with 20 dB/dec with increasing frequency. As approximation of
the maximum value of χ(ω) for maximal emi susceptibility, χ0 can be used.

In general, a large value of the LP product is beneficial. It results in a lower value
of χ(ω) at low frequencies and a lower χmax than in case of a lower LP product. Note
that emi susceptibility requirements are easier to meet in case of series feedback at
the output than in case of parallel feedback at the output, for comparable values of
the LP product.

5.4 Design for a Specified Envelope Detection Behavior

At this point in the design process, the disturbing signal Es(ωc) is known and the
negative-feedback amplifier consists of the feedback network and a hybrid-π repre-
sentation of the active part. It is possible to analyze the envelope detection properties
of the single-stage negative-feedback amplifier with the method described in the
previous subsections. The hybrid-π values obtained from the active part in the bias
point necessary to meet the load requirements can be used for this.

It is, however, more convenient to derive an analytical equation that can be used
for synthesis purposes also. Expression (5.24) shows that we have to determine
χ , D2 and ξωl . As was argued in Chap. 2 and in Subsect. 5.3.1, the maximal value
of Es,ωl (ωc) is determined by χmax , which therefore has to be determined. The
approximate expressions for χmax , (listed in Table 5.3), can be very well used for
this.

Determining the analytical equation comes down to determining χmax and D2,
and to use this in Eq. (5.24). The resulting expression can then be solved for the linear
transconductance (gm1), which, in turn, can be used to determine the minimal bias
current. This procedure is elucidated next with two examples.

5.4.1 Example: Minimal Bias Current in a Single-Stage Voltage
Follower

Assume we have a load impedance consisting of the shunt of a resistance of 5 k�

and a capacitance of 1 nF. The intended signal has peak values of 100 mV up to a
frequency of approximately 0.5 MHz. The source impedance can be represented by

(Footnote 13 continued)
In Goedbloed (1993) figures are shown of measured emi as function of frequency. Maximal emi is
measured at frequencies much higher than the amplifier bandwidth.

http://dx.doi.org/10.1007/978-3-319-00593-5_2
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a single resistance of 100�. Assume the other information transfer requirements are
such that a voltage follower can meet them.

In this example noise calculations are disregarded for simplicity. From the load
impedance at 0.5 MHz and the peak value that may occur in the source signal it
follows that a bjt should be biased at a minimal IcQ of about 500 μA. The UceQ is
not critical as long as it is larger than about 800 mV. Here, an UceQ equal to 2V has
been chosen.

The minimal loop gain requirement, and from this the bias current to meet the
envelope detection requirement, has to be found. The BC548B14 npn bjt is used in
this example.

Now assume that a disturbing peak voltage is induced equal to ud = 1 mV
with m being 0.8 and that us,ωl may have a maximal amplitude of 15 μV. The bias
requirements of the bjt have to be found in order to meet the emi demand.

It follows that pl ≈ − 1
Rl Cl

rπ+Rs+Rl
rπ+Rs

, pi ≈ − ωt
βac

rπ+Rs
Rs

, zξ = − 1
Rl Cl

, Aβ0 =
−gm1

rπ Rl
Rl+Rs+rπ

, ξ0 = rπ

rπ+Rs+Rl
. For simplicity it is assumed that the bjt can be

biased in the mid-current region. In that case gπ2 ≈ gm2
βac

and gm2 ≈ q
2n f kT gm1.

Using these approximations for D2, it is derived to hold: D2 = q
2n f kT

rπ

rπ+Rs+Rl
.

The equivalent voltage source us,ωl is given by

us,ωl (ωmax ) ≈ u2
dχ2

max m
q

2n f kT
,

when we use Eq. (5.24) and approximate ξωl by ξ0. This is allowed because ξ0 and
ξωl will usually not deviate much from each other when ωl is located in the passband.

Since |pl | can be expected to be located at a frequency much lower than |pi |,
|pl | is regarded as dominant, resulting in a first order behavior of At (ω). From the
relatively low value of Rs and the high value of Rl it follows that it is likely that |zξ |
is that much smaller than |pl | that they will not cancel each other. ξ will thus have
two poles and one zero. From the equations presented in the sixth row of Table 5.3
follow that χmax is approximated by ξ0

pl
zξ

in this case. For us,ωl (ωmax ) it then follows

us,ωl (ωmax ) ≈ u2
dm

(
rπ

rπ + Rs

)2 q

2n f kT
= u2

dm D′
2.

This equation can be solved for rπ , and from rπ bias current IcQ can be determined.

rπ =
−Rs

(
us,ωl (ωmax ) +

√
us,ωl (ωmax )2 − us,ωl (ωmax )

(
us,ωl (ωmax ) − d

))

us,ωl (ωmax ) − d

d = u2
dm

q

2n f kT

14 To calculate the various transfers, the NXP SPICE model has been used.
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It follows that rπ should have a value of 6.586 k�. Since rπ is related to
gm1 (rπ = βac/gm1), IcQ can easily be calculated from rπ .

With IcQ = (n f kTβac)/(qrπ ) and βac ≈ β f = 294, bias current IcQ is therefore
approximately 1.16 mA. This value is rounded up to 1.2 mA. Although the disturbing
voltage ud is only 1 mV, a relatively large bias current is required to achieve an
us,ωl (ωmax ) of 15 μV.

When the approximations are checked using the hybrid-π parameters obtained
with SPICE, we find zξ = −2.19·105 rad/s, pl = −3.75·105 rad/s, pi = −1.45·108

rad/s, Aβ0 = −119.1. Transfer At = 0.99 with a bandwidth of B = 45.04 Mrad/s
(7.17 MHz). The frequency at which ωmax occurs is approximately 82.36 Mrad/s
(13.11 MHz) and χmax is approximately 0.982.

AC analysis in SPICE shows a χmax of 0.914 at 79.11 Mrad/s (12.59 MHz),
an At of 0.995 with a bandwidth of 53.34 Mrad/s (8.49 MHz). Because |pi | is
only a factor three larger than the bandwidth obtained with (1 − Aβ0)pl , it does
influence transfer At by slightly increasing its bandwidth (Nordholt 1993), as the
AC analysis shows. The approximations are in acceptable agreement with the AC
analysis. Transient analysis shows an amplitude of the envelope detected signal of
12.2 μV. The disturbing signal used had a ωc of 79.11 Mrad/s and a ωl of 6283 rad/s.

With a bias current of 1.2 mA and an UceQ of 2 V, βac is 286 and rπ is 6.30 k�.
The maximal equivalent voltage us,ωl (ωmax ) now equals 14.96 μV, which is indeed
the value designed for. Both designed and simulated values agree satisfactorily.

If a fet is considered as voltage follower, some changes appear compared with
the bjt voltage follower. Two poles are found at approximately pl = − 1

R′
l Cl

and

pi = − 1
Rs (Cgs+Cgd )

. The zero in ξ appears at zξ = − 1
R′

l Cl
. As a result ξ(s) shows a

first order transfer with only one pole at pi . Also in case of a fet it can be expected
that |pl | � |pi |. As a result the voltage follower At (s) may show a first order transfer
(depending on the loop gain).

χmax is given in row 5 of Table 5.3. Elaborating this equation results in χmax =
ξ0 = 1. For us,ωl (ωmax ) it then follows

us,ωl (ωmax ) ≈ u2
dm D2 = u2

dm
1

2(Ugs Q − Ut )
.

Solving this equation for Ugs Q and inserting the result in the (simplest) equation for
the drain current of a saturated fet (see Chap. 3) results in

Id Q = βfet

(
m

u2
d

2us,ωl (ωmax )

)2

.

Depending on the transconductance factor βfet, the required Id Q may be low. For
instance, when a jfet of type J310 is considered, βfet equals 3.384 mA/V2. To meet
the envelope detection constraint Id Q has to be at least 2.5μA. This current is much

http://dx.doi.org/10.1007/978-3-319-00593-5_3
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lower than required for meeting the linear output requirements. The required higher
current results in a lower value of us,ωl (ωmax ), which is only beneficial.

To meet the minimum bandwidth requirement it was found that the fet has to
be biased at an Id Q of 0.8 mA. Pole pl is located at approximately −213.2 · 103

rad/s, pole pi at about −1.67 · 109 rad/s and zero zξ is also located at approximately
−213.2 · 103 rad/s. Loop gain Aβ0 is found to be −15.7. The bandwidth is approxi-
mately 3.56 Mrad/s (566 kHz). χmax is expected to occur at about 77.1 Mrad/s (12.3
MHz) and has a value of 1. SPICE simulations show χmax at 12.6 MHz and it has a
value of 0.996. The bandwidth of At is 572 kHz.

Using these values and Eq. (5.24) it is found that us,ωl (ωmax ) has a value of
about 832 nV. SPICE simulations show a value of about 800 nV, which is in close
agreement.

In these particular examples it was shown that meeting the envelope detection
constraints for even a fairly low value of ud resulted in an IcQ higher than required
for the linear output requirements in case of a bjt, and an Id Q for meeting the envelope
detection constraints much lower than for meeting the linear output requirements in
case of a fet.

Due to the fact that for the emitter follower D′
2 is approximately 18.7 and D2

of the source follower is approximately 1.0, while in both cases χmax is virtually
equal to one, the emitter follower performs less than the source follower regarding
the envelope detection property. The amplitude of envelope detection is thus about
18.7 times as large in case of the bjt follower compared to the fet voltage follower.

5.4.2 Example: Minimal Bias Current in a Single-Stage Current
Follower

Here, the envelope detection properties of the single-stage current follower, i.e.,
cb stage and cg stage are investigated. Assume the current source impedance is
represented by a resistance of 1 M� and the load impedance can be represented by
a parallel connection of an 1 k� resistance and a capacitance of 100 pF. At the input
a disturbing current of 100 μA is induced with m = 1. The detected envelope may
have a peak amplitude of 10 nA. For the cb stage a bjt of type BC548B can be
used and for the cg-stage a fet of type J310. The minimal bias currents have to be
determined for the bjt and the fet.

For the cb stage we find single pole transfers for both β(s) and ξ(s) since the pole
due to Cl is cancelled by a zero due to Cl at virtually the same frequency in both trans-
fers. The remaining pole is due to the bjt and is located at pi ≈ − ωt

βac

Rsro+rπ (Rs+ro)
Rsro

.
For sufficiently high values of Rs and ro the pole can be approximated by − ωt

βac
.

Since both ξ(s) and β(s) are first order transfers, χ(s) will also be a first order
transfer. The maximal value of χ(s) thus equals χ0. In the usually valid case that Rl

is much smaller than ro, it is found that χ0 can be approximated by 1
gm1

. Transfers

ξ0 and γ0 are found to be equal and given by − rπ Rs (ro+Rl )
rπ (Rs+ro+Rl )+Rs (ro+Rl )

.



5.4 Design for a Specified Envelope Detection Behavior 185

The second-order nonlinearity factor in the mid-current region is found to be given
by D2 = q

2n f kT
rπ (Rs+ro)

rπ (Rs+ro)+Rsro
. It can be seen that for very large values of both Rs

and ro, D2 approaches zero. In practical cases D2 has a non-zero value.
Using these equations it is found that is,ωl is approximated by

is,ωl = i2
d

1

g2
m1

Rs + ro

Rsro
m

q

2n f kT
.

Apparently, is,ωl depends on the parallel connenction of Rs and ro. Depending on
the source and the transistor properties, and its bias current, Rs or ro can become
dominant, but they may also have values in the same order of magnitude. In the
latter case neither is dominating and the shunt determines is,ωl . By considering that
ro = UAF

Ic Q = qUAF
n f kT gm1

, for the minimal value of gm1 it is found:

gm1 ≈ i2
d

4UAF is,ωl

m + id

2is,ωl

√
i2
d

4U 2
AF

m2 + 4is,ωl

q

2n f kT

1

Rs
m.

With the given values a minimal gm1 equal to 9.9 mA/V is found, resulting in a bias
current IcQ of only approximately 260 μA.

SPICE simulations show an ωt of 253 Mrad/s and a βac of 286. Resistances rπ

and ro are 28k9 and 241 k� respectively. Pole pi is therefore located at 1 Mrad/s.
For the bandwidth is found 252.6 Mrad/s (40.2 MHz). SPICE simulations show a
bandwidth of approximately 41.4 MHz.

Analysis of the envelope detection property in SPICE show a detected component
of approximately 7.7 nA instead of 10 nA. This is most probably due to neglecting
the (small) deviation between the actual value of gπ2 and its approximated value
of gm2/βac in the mid-current region (see Chap. 3). Incorporating this effect gives a
detected value of 12 nA−8.1 nA in case 0.97≤ x ≤1.03. The calculation is accurate
enough for a first design approach.

The validity of the method and expressions given here, were also checked by simu-
lating the cb stage using nonlinear voltage controlled current sources as replacement
of the bjt. The envelope detection of the resulting circuit amounted to 10.08 nA,
which is the expected amplitude under assumption that gm2 = q/(n f kT )gm1 and
gπ2 = gm2/βac.

Using a fet as active stage in the current follower results in the common gate
stage (cg stage). When the cg stage is analyzed it follows that the direct transfer from
source to load, ρ,may have an exceptionally large value compared to the νξ A

(1−Aβ)

term in (5.13). This is due to the fact that ρ is determined by the ratio of Rs and
Rs + rds + Rl . Since a cg stage is a current follower, Rs is expected to have a large
value, while Rl will be (much) lower than rds . The output resistance of a fet may
be much lower than Rs also (as is the case for the fet used here). As a result ρ may
already approach one, leaving only a small contribution of the controlled current
source in the fet to At .

http://dx.doi.org/10.1007/978-3-319-00593-5_3
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The asymptotic gain model does give a value that is accurate enough for At , but
in case of envelope detection considerable errors may occur if the results of the
asymptotic gain model are applied without care. After all, due to the possible large
value of ρ it may dominate transfer At while it does not contribute to the nonlinearity.
The nonlinear behavior is determined by the νξ A

(1−Aβ)
term or, for short, (At − ρ).

See Appendix B for derivation of equations that are valid for this case.
Because the equivalent signal source should result in the correct value of the

detected envelope in the load signal after multiplication with At , the effect of ρ is
taken into account in the equation for the equivalent signal source

is,ωl (ωc) = id(ωc)
2mχ(ωc)

2 D2
1

ξωl

(
1 − ρ(ωc)

At (ωc)

)
.

For decreasing values of ρ this equation reduces to the familiar Eq. (5.24).
Using the same values for Rs , Rl and Cl as for the cb stage, first-order transfers

for ξ(s) and β(s) are found. So, χmax may here also be approximated by χ0. Under
the reasonable assumption that rds is much larger than Rl , χ0 can be approximated by
1/gm1 and ξ0 ≈ ξωl by the parallel connection of rds and Rs . For transfer ρ follows
Rs/(Rs + rds).

The maximal value of the equivalent input current source, is,ωl , can now be approx-
imated by

is,ωl ≈ i2
d m

1

g2
m1

1

Rs
D2

Using the approximations gm1 = 2
√

β Id Q and D2 = β

2
√

β Id Q
, it follows that bias

current Id Q can be approximated with:

Id Q ≈ 1

4
3

√√√√ 1

β

(
i2
d m

is,ωl Rs

)2

A bias current Id Q of approximately 176 μA is found. This value, however, is not
sufficient when a signal is disturbing the amplifier at the upper band edge of the
bandwidth. To deliver a modulated current to the load with an amplitude of 100 μA
and modulation depth one, means that the fet has to be biased at at least 200 μA.
To prevent the fet from becoming too slow when delivering the current to the load,
it should be biased at approximately 1.5 times this current.

With Id Q 300 μA and (a not critical) Uds Q of 4 V, for Aβ0 a value of about
−294 is found and pi is located at approximately −2.1 Mrad/s. Since pl , zβ , and zξ

cancel, a bandwidth of 624.8 Mrad/s (99.4 MHz) is found. SPICE simulations show
a bandwidth of 95.3 MHz.

At has a value equal to 295/296 = 0.997 and ρ equals 0.848. For is,ωl a value of
4.1 nA is found. SPICE simulations show a value for is,ωl of 4.8 nA.
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For these particular values of the source and load impedance comparable values
of the bias currents are found for both cb and cg stage. The values of is,ωl are
comparable also. For the bjt and fet types used, no special preference regarding the
envelope detection properties are found. They perform comparably well. The choice
for fet or bjt should in this case be made on other considerations.

5.5 Design Requirements for Low emi Susceptibility
in Single-Stage Amplifiers

Single-stage negative-feedback amplifiers implementations are usually limited to the
voltage follower, current follower, the shunt-shunt, and the series-series feedback
types. As was shown, envelope detection properties of negative-feedback amplifiers
with a current output, i.e., series feedback at the output, are generally better, thus
produce smaller amplitude of the detected signals, than the envelope detection prop-
erties of amplifiers with a voltage output. This is due to the fact that χ(s) does not
show an increase in its value due to a zero in case of series feedback at the output,
while it does in case of parallel feedback at the output. If the load permits it, it should
therefore preferably be driven by a current.

Overshoot in χ(s) may occur for any type of negative feedback when the trans-
fer is of a higher order than one. In single-stage negative-feedback amplifiers the
order is usually maximally two. Due to a too low value of the damping factor ζ

overshoot occurs in both transfer At (s) and in χ(s). The same frequency compensa-
tion techniques that can be used to increase ζ to, for instance 1/

√
2 for Butterworth

compensation, are also beneficial for compensating the overshoot in χ(s). Since the
envelope detection depends on χ2 it is important that frequency compensation is
always applied.

A high LP product is beneficial for low envelope detection of the amplifier. The
high LP product decreases the value of transfer χ(s) from signal source to the input of
the nonlinear component. Increasing the bias current of a transistor may increase the
LP product due to the increase in gm . For bjts gm increases linearly with increasing
current. The gm of fets increases more or less with the square root of the drain
current.

The bias current should, however, not be made larger than necessary, since this
would result in a waste of power. As was shown, closed form equations can be derived
that give the minimum bias current required for a certain specified emi behavior.

The design of a single stage negative-feedback amplifier is demonstrated in
Chap. 7. A single-stage transimpedance amplifier is designed with emi induced errors
comparable to the total white noise that is generated by the amplifier. The active part
consists of a cascode.

http://dx.doi.org/10.1007/978-3-319-00593-5_7
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5.6 Conclusions

A systematic design approach for application specific negative-feedback ampli-
fiers, which can be used to design for a certain noise,distortion, and bandwidth
performance, is extended to incorporate second-order nonlinear performance also.
However, the latter is limited to emi performance of single-stage negative-feedback
amplifiers in this chapter (although measures to reduce emi susceptibility are believed
to be beneficial for reducing second-harmonic distortion also). It is shown how the
bias current of the transistor for meeting the emi, noise, and bandwidth requirements
can be determined.

It has been shown that single-stage negative-feedback amplifiers with series feed-
back at the output suffer much less from emi than amplifiers with parallel feedback
at the output. If possible, series feedback at the output should thus be favored over
parallel feedback at the output.

Frequency compensation should be applied to the amplifier (in order to obtain a
Butterworth characteristic). Uncompensated amplifiers will show overshoot in the
desired transfer and also in emi susceptibility near the upper edge of the bandwidth.
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Chapter 6
Design of EMI-Resilient Dual-Stage Amplifiers

Chapter 5 presented an introduction to systematic amplifier design, concentrating on
noise, bandwidth, and proper signal transfer. It also presented a method to design
single-stage negative-feedback amplifiers with low emi susceptibility. This chapter
concentrates on designing multiple-stage negative-feedback amplifiers with low
specified emi susceptibility. To limit the complexity of the analysis, the number
of stages is restricted to two in this work. However, using the method presented in
this chapter, a model and equations that can be used for amplifiers with three active
stages can also be derived. More than three stages usually leads to stability problems
Verhoeven et al. (2003), and therefore is of little interest.

Section 6.1 presents a new model enabling analysis of second-order nonlinearity
and emi behavior of dual-stage negative-feedback amplifiers. The effects of both
global and local negative-feedback can be analyzed with this model. It will be shown
that applying local feedback has some drawbacks. When local feedback is avoided,
the model can be simplified and used for analysis and design. The simplified model
is presented and analyzed in Sect. 6.2. In Sect. 6.3, combinations of input and out-
put stages are analyzed, resulting in design rules for negative-feedback amplifiers
with a specified signal-to-error ratio (ser). Some technology considerations are pre-
sented in Sect. 6.4 and the proposed design methodology for low emi susceptible
negative-feedback amplifiers is presented in Sect. 6.5. Finally, a design example and
conclusions are presented in Sects. 6.6 and 6.7, respectively.

6.1 Design Considerations for Low EMI-Susceptible Dual-Stage
Negative-Feedback Amplifiers

Describing emi susceptibility of single-stage amplifiers can be done by using the sim-
ple model presented in Fig. 5.5. This model, however, does not adequately describe
distortion related effects like emi of multistage amplifiers, because the contribution to
the total nonlinearity of the individual stages does not become clear. The influence of

M. J. van der Horst et al., EMI-Resilient Amplifier Circuits, 191
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Es ξ1
+ Ei1 A1, a12 ξ2 +

Ei2

ρ1

β1

+

+
Ec1 A2, a22

Ec2 ν2
+ El

β2

+

β

+

ν1

+

ρ

+

Fig. 6.1 Model of a dual-stage negative-feedback amplifier

the individual stages on each other does not become clear either. Therefore, a model
will be presented that is based on Fig. 5.5, but also takes the nonlinear behavior of
the individual active stages into account. The model will be valid for a dual-stage
negative-feedback amplifier.

6.1.1 Dual-Stage Negative-Feedback Amplifier Model

A model that can be used to determine the emi related effects in dual-stage amplifiers
is presented in Fig. 6.1. It is comparable to the model presented in Sect. 5.3 and the
same considerations hold (see pp. 173–178), i.e., it only takes the linear and the
nonlinear (emi) response at ωl into account. In principle, a three stage negative-
feedback amplifier can be modelled in the same way. However, since the dual-stage
model presented here already results in quite complicated transfers, we will not
elaborate on this.

In Fig. 6.1 two amplifying stages called A1 and A2 can be recognized. Their linear
output signals are Ec1 = Ei1 A1 and Ec2 = Ei2 A2 respectively. Signal source Es

and load signal El are easily recognized also. Direct feed-through from the source
to the load is depicted by ρ. Feed-through from the signal source to the the input of
the second stage is depicted by ρ1. The direct transfer from input signal Es to the
input of the first stage Ei1 is represented by ξ1. Local feedback applied to the input
stage is depicted by β1. From the output of the input stage there is a direct transfer
to the output signal, ν1. As a matter of fact, because the transfer shunts the output
stage, it could also be seen as a feed-through. Therefore, it could also be called ρ2.

Transfer ξ2 represents the transfer from Ec1 to the input of the second stage Ei2.
Local feedback applied to the output stage is represented by β2 and global feedback

http://dx.doi.org/10.1007/978-3-319-00593-5_5
http://dx.doi.org/10.1007/978-3-319-00593-5_5
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from the output Ec2 to the input of the input stage Ei1 is depicted by β. Finally, ν2
is the transfer from Ec2 to the output signal El .

From this rather complicated model some important equations have to be derived.
First of all, to be able to draw conclusions regarding nonlinear behavior the linear
transfers Ei1 and Ei2 as a function of the input signal Es have to be derived. The
linear transfer from Es to El , (At ) has to be determined also.

From Fig. 6.1 the three following equations can easily be determined1

El = Esρ + Ei1 A1ν1 + Ei2 A2ν2, (6.1)

Ei1 = Esξ1 + Ei1 A1β1 + Ei2 A2β, (6.2)

and
Ei2 = Ei1 A1ξ2 + Esρ1 + Ei2 A2β2. (6.3)

From these three equations it follows for Ei1, Ei2 and At :

Ei1 = Es
1

1 − A1β1

(
ξ1 + A2β

[
ρ1(1 − A1β1) + A1ξ1ξ2

(1 − A1β1 − A2β2) − A1 A2(ξ2β − β1β2)

])
,

(6.4)

Ei2 = Es

[
ρ1(1 − A1β1) + A1ξ1ξ2

(1 − A1β1 − A2β2) − A1 A2(ξ2β − β1β2)

]
, (6.5)

and

At = ρ + ξ1
A1ν1

1 − A1β1
+ A2

(
ν2 + A1βν1

1 − A1β1

)

×
(

ρ1(1 − A1β1) + A1ξ1ξ2

(1 − A1β1 − A2β2) − A1 A2(ξ2β − β1β2)

)
.

(6.6)

Unfortunately, Eq. (6.6) is large and cannot easily be reduced by letting the loop
gain go to infinity. So, it does not seem to be possible to reduce the model to an
asymptotic gain model. The local feedback loops β1, β2 and the feed through transfers
ρ1 and ν1 prevent it.

In case of global feedback only and negligible values of ρ1 and ν1 the model
simplifies and it becomes possible to set up an asymptotic gain model. (It must be
noted that for actual transistors the capacitance between base and collector or gate
and drain will introduce a frequency dependent local feedback, though.) In Sect. 6.2
this asymptotic gain model will be presented.

1 Note that Mason’s rule (e.g., Gayakwad and Sokoloff 1998) can also be applied to determine Ei1,
Ei2, and At .
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6.1.2 Envelope Detection in Negative-Feedback Amplifiers Using
Global- and Local Feedback

In the following derivations we only look at envelope detection as a result of emi.
Again, a carrier wave with frequency ωc higher than the bandwidth of the amplifier is
assumed. Further, it is assumed that the low frequency modulation ωl of the envelope
is within the bandwidth of the amplifier. The modulation index is represented by m.

It follows from Fig. 6.1 that for the demodulated signal in the outputs Ec1 and Ec2
hold

Ec1,ωl (ωc) = Ei1(ωc)
2ma12

1

1 − A1β1,ωl

×
[

1 + A1 A2ξ2,ωl βωl

(1 − A1β1,ωl − A2β2,ωl ) − A1 A2(ξ2,ωl βωl − β1,ωl β2,ωl )

]

+ Ei2(ωc)
2ma22

A1βωl

(1 − A1β1,ωl − A2β2,ωl ) − A1 A2(ξ2,ωl βωl − β1,ωl β2,ωl )

(6.7)

and

Ec2,ωl (ωc) = Ei1(ωc)
2ma12

A2ξ2,ωl

(1 − A1β1,ωl − A2β2,ωl ) − A1 A2(ξ2,ωl βωl − β1,ωl β2,ωl )

+ Ei2(ωc)
2ma22

(1 − A1β1,ωl )

(1 − A1β1,ωl − A2β2,ωl ) − A1 A2(ξ2,ωl βωl − β1,ωl β2,ωl )

(6.8)

For the demodulated term in the output it follows:

El,ωl (ωc) = Ec1,ωl (ωc)ν1,ωl + Ec2,ωl (ωc)ν2,ωl . (6.9)

Usually Ec1,ωl (ωc)ν1,ωl will be much smaller than Ec2,ωl (ωc)ν2,ωl . Therefore,
the envelope detection in the output signal will be dominated by Ec2,ωl . For the
remainder of this chapter, we therefore concentrate on Ec2,ωl .

We are interested in finding an equivalent input signal source that accounts for
the envelope detection term, while the amplifier is further considered being linear.
Considering that Ei2,ωl (ωc) = Ec2,ωl (ωc)/A2 and combining Eqs. (6.5), (6.8), the
expression for the equivalent signal source becomes

Es,ωl (ωc) =E2
s m

1

ρ1,ωl (1 − A1β1,ωl ) + A1ξ1,ωl ξ2,ωl

×
(

a12ξ2,ωl

[
1

(1 − A1β1(ωc))
(ξ1(ωc) + A2β(ωc)Υ (ωc))

]2

(6.10)

+ a22

A2
(1 − A1β1,ωl )Υ (ωc)

2
)

,
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with

Υ (ωc) = ρ1(ωc)(1 − A1β1(ωc)) + A1ξ1(ωc)ξ2(ωc)

[1 − A1β1(ωc) − A2β2(ωc)] − A1 A2 [ξ2(ωc)β(ωc) − β1(ωc)β2(ωc)]
.

(6.11)
The coefficients of a12 and a22 may have opposite signs. From a mathematical point
of view, it is possible that the envelope detection becomes zero at a certain frequency.

By investigating Eq. (6.10) it is possible to draw some conclusions. For practical
amplifier designs we may expect (ρ1,ωl (1 − Aβ1,ωl ) � A1ξ1,ωl ξ2,ωl ) (a large value
of the latter is beneficial for a small value of the equivalent signal source). Equation
(6.10) can now be approximated to be

Es,ωl (ωc) ≈ E2
s m

1

A1ξ1,ωl

×
(

a12

[
ξ1(ωc) + A2β(ωc)Υ (ωc)

(1 − A1β1(ωc))

]2

+ a22(1 − A1β1,ωl )

A2ξ2,ωl

[Υ (ωc)]
2

)
.

(6.12)

Large values of A1ξ1,ωl decrease the influence of the second-order nonlinearity term
of the input stage (a12). The local loop gain (1 − A1β1(ωc)) tends to linearize the
input stage. The local loop gain is, however, dependent on the signal frequency. It can
be expected that for the usually high frequency ωc its effect is negligibly small. Note
that the product A2ξ2 equals the current gain (α2) of the output stage,2 and therefore
the low frequency current gain α20 ≈ α2,ωl = A2ξ2,ωl . The product A1ξ1,ωl equals
the low frequency current gain of the input stage in case of parallel feedback at the
input (ξ transfers current to voltage and A1 transfers voltage to current) but in case of
series feedback at the input, it does not (ξ is a dimensionless transfer ≤1). Therefore,
A1ξ1,ωl is used the equations instead of α10 in the sequel.

The influence of the nonlinearity term of the output stage (a22) decreases for larger
values of A1ξ1,ωl and α20. It is, however, also very clear that applying negative feed-
back to the input stage results in an increase of the influence of a22. This increase is
equal to the local loop gain (1− A1β1,ωl ). It can therefore be concluded that applying
local feedback to the input stage is detrimental to the emi susceptibility and distortion
for those frequencies where term Υ (ωc) is not yet dominating. Depending on the
design, Υ (ωc) may already become dominating for frequencies in the bandwidth.

The observations regarding the increased distortion due to global feedback is
consistent with the findings of other authors Lantz and Mattisson (2002), van Staveren
(1997), Nordholt (1993). Note that the type of feedback, series or shunt, is in principle
unimportant. Both are detrimental for distortion. The load of the local feedback on
the signal path is different in both cases Lantz (2002), therefore the current gain of

2 For a bjt output stage α2 = ξ2 A2 = − βac2

1+βac2
jωc
ωT 2

, α20 = −βac, and for a fet output stage

α2 = −ωT 2
jωc

, α20 = −ωT 2
jωl

are found.
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Fig. 6.2 a Second-order dis-
tortion as a function of A1β1
and β2 = 0. b Second-order
distortion as a function of
A2β2 and β1 = 0. The fre-
quency is near zero Hz for
both cases. The dashed lines
represent the second-order
distortion in case of global
feedback only. Parameters
used: A1 = 1 mA/V, a12 =
0.1 mA/V2, A2 =
10 mA/V, a22 =
1 mA/V2, ξ1 = 90 k, ξ2 =
−10 k, ρ = ρ1 = 0, ν2 =
1, β = 200, Es = 1 μ[−]

(a)

(b)

the output stage α20 = A2ξ2, ωl may differ in both cases, resulting in different values
of Es,ωl .

Using Eq. (6.10) it is possible to determine the effects of global feedback in detail.
For instance, by differentiating the equation to β1 and equating the result to zero,
maximum or minimum values for β1 can be obtained. The same can be done for β2.

Calculations for the rather academic case of a signal frequency near zero hertz
shows that for varying A1β1 (β2 is 0), a maximum in the second-harmonic distortion is
found, see Fig. 6.2a. For varying values of A2β2 (β1 is 0) one obtains a maximum and a
minimum, Fig. 6.2b. The possibility of reducing second-order distortion by applying
moderate amounts of feedback to the output stage, agrees with Lantz and Mattisson
(2002). Figure 6.2 also clearly shows that the value A2β2 should be chosen very
carefully. A wrong value of A2β2 results in an increase of second-order distortion,
because the minimum is located in a relatively small area while the maximum is
located in a relatively large area.
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Local feedback also has its influence on Υ (ωc), see Eq. (6.11). For low emi
susceptibility the denominator, which represents the global loop gain, should be
large. Local feedback applied to the input stage increases the numerator and tends
to decrease the global loop gain (β has the opposite sign of β1, β2 and ξ2). Local
feedback applied to the output stage will usually decrease the global loop gain also.

It seems that for a high global loop gain A1 and α2 have to be large. Non-zero
values of β1 and β2 tend to decrease the global loop gain. A frequency dependent
increase of Es,ωl can thus be expected. On top of that, a non-zero value of β1 also
increases the influence of the second-order nonlinearity term of the output stage (a22).
It may therefore be concluded that local feedback has to be avoided when designing
amplifiers with a large ser.

Several calculations for frequencies ωc and ωl do not seem to show advantages on
emi for non-zero values for β1 or β2. But even when a type of global feedback could
be found that reduces emi with respect to the case with global feedback only, this
may still not be advantageous. After all, the ser is also determined by distortion; it
may very well be the case that emi demands may be met, while the ser is not reached
due to too much distortion.

The observations made so far point out that, for low emi susceptibility, the para-
meters A1ξ1 and α20 have to be large. The contribution of the second stage to the total
second-order nonlinearity (and therefore to the emi and second-harmonic distortion
behavior) can be minimized by assuring a large current gain of the second stage. An
obvious way to do this is by using a bjt or fet with a high current gain as second
stage and by assuring that none or as little as possible current gain of this device is
lost in the implementation of the negative-feedback amplifier.

6.1.3 Concluding Remarks About Local Feedback

It was shown that local feedback applied to the input stage has an adverse effect
on the envelope detection. Apart from reducing the global feedback, it tends to
increase the effect of the second-order nonlinearity of the output stage. Both effects
outweigh the linearizing effect of the local feedback on the input stage. Because this
linearizing effect is frequency dependent, its effect at frequency ωc is questionable.

Local feedback applied to the output stage reduces the global loop gain also.
An extra adverse effect on the envelope detection by increasing the second-order
nonlinearity of the input stage is not present. Calculations made at a frequency near
zero herz show that moderate amounts of local feedback applied to the output stage
may have a positive effect on reducing the second-order distortion. It is expected that
this is not the case anymore at ωc since the effect of local feedback can be expected
to be negligible due to low values of β2(ωc) and Υ (ωc).

It may be concluded that for low values of the equivalent input source, A1ξ1 and
α20 have to be large and local feedback has to be avoided. If local feedback is avoided,
a new simplified model of dual-stage negative-feedback amplifiers can be used for
analysis and design.
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6.2 Model of a Dual-Stage Negative-Feedback Amplifier
Without Local Feedback

When local feedback is omitted, the model presented in Fig. 6.1 can be reduced to
the model shown in Fig. 6.3. It was further assumed that ρ1 and ν1 are so small that
they can be omitted from the model. As a result, the simplest model for analysis and
design of dual-stage negative-feedback amplifiers is obtained.

Following the same considerations as in case of the asymptotic gain model for
single-stage negative-feedback amplifiers (see pp. 173–178), it is now found for At

At = ρ
1

1 − A1 A2ξ2β
+ At∞

−A1 A2ξ2β

1 − A1 A2ξ2β
= ρ

1

1 − A1α2β
+ At∞

−A1α2β

1 − A1α2β
,

(6.13)

with α2 = A2ξ2. In all practical amplifier designs the first term in this equation will
be much smaller than the second. This results in

At = El

Es
= At∞

−A1α2β

1 − A1α2β
. (6.14)

Equivalent to the traditional asymptotic gain model, the design of an amplifier is
reduced to two successive steps. The first is the determination of At∞ and the second
step is the realization of an adequate loop transfer A1α2β. When the second step is
realized, At∞ can be regarded to be the reciprocal of the feedback factor.

For Ei1 and Ei2 it follows from Fig. 6.3

Ei1 = Es
ξ1

1 − A1α2β
= Esχ1 (6.15)

and

Ei2 = Es A1ξ1ξ2
1

1 − A1α2β
= Esχ2. (6.16)

The equations presented here fully describe the linear behavior of a dual-stage
negative-feedback amplifier.

Es ξ1
+ Ei1 A1, a12 ξ2

Ei2 A2, a22
Ec2 ν2

+ El

β

+

ρ

+

Fig. 6.3 Simplified model of a dual-stage negative-feedback amplifier without local feedback
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6.2.1 Envelope Detection in Negative-Feedback Amplifiers
with Global Feedback Only

Under the same assumptions as in Sect. 6.1.2, it follows from Fig. 6.3 that for the
demodulated signal in the output Ec2 it holds

Ec2,ωl (ωc) = E2
s m

ξ1(ωc)
2

(1 − A1α2(ωc)β(ωc))
2

1

1 − A1α20βωl

[
a12α20 + a22 A2

1ξ2(ωc)
2
]
.

(6.17)

An equivalent signal source Ei2,ωl (ωc) can be found by dividing (6.17) by A2
when we further assume A2 to be linear. Transferred back into an equivalent input
signal source gives

Es,ωl (ωc) = Ec2,ωl (ωc)

A2

(
1 − A1 A2ξ2,ωl βωl

)

A1ξ1,ωl ξ2,ωl

= Ec2,ωl (ωc)

A2

(
1 − A1α20βωl

)

A1ξ1,ωl ξ2,ωl

.

(6.18)
Substitution of (6.17) in (6.18) yields

Es,ωl (ωc) = E2
s mχ1(ωc)

2
[

a12
1

A1ξ1,ωl

+ a22
A1ξ2(ωc)

2

ξ1,ωl α20

]
. (6.19)

The same conclusions about the current gain of the second stage (α20) can be drawn
as in Sect. 6.1.2. Further, large values of A1ξ1,ωl are also beneficial.

When bjts are considered, the effect of the nonlinear voltage-current relation at the

input of the bjt has to be taken into account by incorporatingγ1,ωl = Ei1,ωl
i1,ωl

∣∣∣
Es=Ec2=0

and γ2,ωl = Ei2,ωl
i2,ωl

∣∣∣
Es=Ec2=0

in Eq. (6.19), with i1,ωl = b12u2
be1 and i1,ωl = b22u2

be2;

see also Sect. 5.3 and Chap. 4. For Es,ωl (ωc) we can now write

Es,ωl (ωc) = E2
s mχ1(ωc)

2 1

ξ1,ωl

×
⎡
⎢⎣

(
a12 + b12γ1,ωl A1

)

A1
+ (

a22 + b22γ2,ωl A2
) A1

A2
2

α20(
1 − jωc

po

)2

⎤
⎥⎦

= E2
s mχ1(ωc)

2 1

ξ1,ωl

⎡
⎢⎣a′

12

A1
+ A1

A2
2

α20(
1 − jωc

po

)2 a′
22

⎤
⎥⎦

= E2
s mχ1(ωc)

2 1

ξ1,ωl

D2(ωc), (6.20)

http://dx.doi.org/10.1007/978-3-319-00593-5_5
http://dx.doi.org/10.1007/978-3-319-00593-5_4
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with po being the pole introduced by the output stage. Use has been made from the

equality
ξ2

2 (ωc)

A2ξ2,ωl
= ξ2

20
A2ξ20

(
1

1− jωc
po

)2

= α20
A2

2

(
1

1− jωc
po

)2

to derive Eq. (6.20). Note that

D2 is now frequency dependent and that, typically, the output stage will dominate
Es,ωl (ωc) when ωc < |po|.

In case either the first or the second stage is a fet, the corresponding γωl is zero.
Using Eq. (6.20), Es,ωl (ωc) can thus be determined for any combination of active
semiconductor.

When the terms between the brackets are considered, it can be seen that it should
be possible to make the equivalent input signal source zero at a certain frequency.
From Eq. (6.19) follows that this is the case when the following equality is satisfied

a12

A1
= a22 A2

1
ξ2(ωc)

2

α20
. (6.21)

It is clear that cancellation of the second-order nonlinearity terms can occur at one
single frequency only. It is therefore not possible to design a dual-stage negative-
feedback amplifier with zero emi susceptibility over a large frequency range. For
frequencies lower than the zero Es,ωl frequency, the second stage (output stage)
dominates the second-order nonlinearity. The input stage dominates the second-order
nonlinearity for frequencies higher than that frequency.

Equation (6.20) shows that Es,ωl (ωc) is now determined by both the linear transfer
χ1(ωc) and D2(ωc). In Sects. 6.2.2–6.2.4, both D2(ωc) and χ1(ωc) will be investi-
gated. From the expression for χ1(ωc) conclusions about the most beneficial domi-
nant poles and type of feedback will be presented and from investigating D2(ωc) it
will follow which stage will dominate Es,ωl (ωc) at which ωc. From the product of
χ2

1 (ωc)D2(ωc) conclusions will be presented about the preferred technology to be
used and about biasing of the input and output stage.

6.2.2 Second-Order Nonlinearity Factor as a Function
of Frequency

The second-order nonlinearity factor D2 is frequency dependent in case of a dual-
stage negative-feedback amplifier, as Eq. (6.20) clearly shows. Taking linearizing
effects of bjts and differential stages into account by a′

12 and a′
22, D2 is given by

D2(ωc) = a′
12

A1
+ A1

A2
2

α20
1(

1 − jωc
po

)2 a′
22. (6.22)
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Clearly, the output stage will (in most practical cases) dominate D2(ωc) when ωc �
|po|, since a′

22 is multiplied by the large α20. Only in the exceptional case of an a′
22

being much lower than a′
12, this may not be the case.

The value of D2(ωc) has decreased by 6 dB at ωc = |po|, and it will decrease
further at a rate of −40 dB/dec. At a particular frequency (ωk), the contribution of the
input and output stage to D2 will be equal, but with opposite sign. The second-order
nonlinearity factor thus equals zero at this frequency,3 and the input stage starts to
determine D2(ωc) for higher frequencies. The frequency above which the input stage
determines D2(ωc), ωk , can be approximated by

ωk ≈
∣∣∣∣∣∣
−po + po

√√√√1 − 4

(
1 + 1√

2

a′
22

a′
12

(
A1

A2

)2

α20

)∣∣∣∣∣∣
. (6.23)

For a very low value of a′
12 (as can be the case in a very well balanced input

stage) ωk may get a very high value. In the inverse situation, i.e., a′
12 � a′

22, a′
12 is

dominating at every frequency and ωk loses its meaning.

6.2.3 The Effect of an Additional Stage on χ1

With an additional amplifying stage in the active part of the negative-feedback ampli-
fier, the equations for ξ1(s) and β(s) and their poles do not change much compared
with the equations given in Sect. 5.3. The main effect of the additional stage is that it
increases the L P product with a factor ωT Verhoeven et al. (2003). For χ1(s) it can
now be written

χ1(s) ≈ ξ10
Nχ1

L P1ωT 2
≈ ξ10

A1β0α20

Nχ1

p1
ωT 2
α20

= χ10
Nχ1

p1
ωT 2
α20

, (6.24)

where L P1 is the loop gain poles product of a single stage negative-feedback amplifier
and ωT 2 is the transit frequency of the additional stage. A1 is the transconductance
of the first stage, α20 is the dc current gain of the additional stage, and pole p1 is a
pole originating from the single stage case (L P1) and is independent of the additional
stage. Numerator Nχ1 represents the zeros of χ1(s). This equation is valid for values
of −A1β0α20 � 1, which is usually the case.

As long as ωT 2 is larger than the bandwidth given by L P1, the bandwidth increases
Verhoeven et al. (2003). The order of the system also increases and as a result
frequency compensation will become more difficult. Now pole |ωT 2

α20
| may appear

(depending on the kind of negative-feedback) as a(n) (additional) zero in Nχ1 , increas-

3 It should be noted that some emi susceptibility may remain, even when D2(ωc) equals zero, since
emi susceptibility originates from even-order nonlinearity. Even when the second-order nonlinearity
is cancelled, other even-order nonlinearities may not.

http://dx.doi.org/10.1007/978-3-319-00593-5_5
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ing the initial number of zeros with one. Both the poles in the denominator and the
zero(s) in the numerator will determine χ1 and will cause a maximum in Es,ωl (ωc).
This will be investigated in Sect. 6.2.4.

As a result of the additional stage, the value of χ10 (the dc value ofχ1(s)) decreases
with a factor equal to α20. This is in principle beneficial for a low Es,ωl , as can be
seen from Eq. (6.19). Es,ωl is, however, determined by two stages now instead of
one. The additional stage also adds second-order nonlinearity besides adding α20
to the loop gain. Note that the contribution of the second-order nonlinearity of the
additional stage is additive, while its contribution to the L P product is multiplicative,
see for instance Eq. (6.19). The increase of the L P product therefore outweighs the
drawback of the increased second-order nonlinearity term.

Let us compare the expected Es,ωl (ωc) of a single-stage and a dual-stage negative-
feedback amplifier in case ωc � |po|. Es,ωl (ωc) of a single stage and dual-stage
negative-feedback amplifier can be approximated by

Es,ωl single−stage ∼ ξ2
10

(A1β0)2
a12
A1

and

Es,ωl dual−stage ∼ ξ2
10

(A2β0)2
a22

α20 A1
.

Typically, A2 ≥ A1, a22 will be of the same order of magnitude as a12, and β0 will
be about equal in both cases. It may thus be expected that Es,ωl (ωc) of a dual-stage
negative-feedback amplifier may be approximately α20 times lower than that of a
single stage negative-feedback amplifier. This means that a bjt with a large βac

or a fet with a large value of ωT 2/ jωl should be used as output stage. Moreover,
Es,ωl (ωc) decreases with increasing A2. This means that for a low Es,ωl (ωc) the bias
current of the output stage should be relatively large; usually larger than the bias
current of the input stage.

6.2.4 Maximal Value of χ1 of a Dual-Stage Negative-Feedback
Amplifier

In case of a dual stage negative-feedback amplifier, we may expect three poles: one
originating from the load, one originating from the input stage, and one from the
output stage. Not all three poles may belong to the dominant group. Often only two
poles will be dominant, which will be assumed in this section.

The pole of the load is usually determined by the load capacitance and the parallel
connection of the output resistance of the output stage and the feedback resistance.
The output stage itself will introduce a pole at po = − ωTo

βaco
under the assumption

of current loading. Under the same assumption the input stage will add a pole at
pi = − ωTi

βaci

Rx +Rs
Rx

, where Rx is formed by the input resistance of the input stage

and feedback resistance(s), and Rs is the source resistance. Compared to the pole
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that would be introduced at ωTi /βaci , the actual pole location is shifted to a higher
frequency due to ‘resistive broadbanding’.4

Table 6.1 presents an overview of the three possible pole combinations and the
resulting equations for determining emi susceptibility. It lists equations for the band-
width (ω0) of At (s), for χ1(s), its maximum value (χ1,max ) and the frequency at
which it occurs (ωmax ≈ ω0), and χ2

1,max D2(ωmax ). Es,ωl (ωc) is (among other
parameters, see (6.20)) determined by the product χ1(ωc)

2 D2(ωc). The maximum
value of Es,ωl (ωc) at ω0 is thus determined by χ1(ω0)

2 D2(ω0), which equals
χ2

1,max D2(ωmax ).
The first row gives the equations in case pl and po belong to the dominant group,

and pi does not. χ1,max may reach considerable values for increasing ωc, depending
on the value of ζ and the locations of po and pl . For instance, in case of a voltage
amplifier, ξ10 has a value of approximately one. χ1,max may reach a value several
times as large as that (overshoot) due to a low value of ζ .

Consider the product χ1(ωc)
2 D2(ωc). The effect of po in D2(ωc) is cancelled by

the zero in the numerator of χ1(ωc) that is caused by the same pole. The detrimental
effect of the decrease in loop gain due to po is thus cancelled by an equal decrease
in D2 due to the same pole, i.e., the output stage contributes less to both loop gain
and D2.

χ1(ωc)
2 D2(ωc) is still determined by the second-order nonlinearity of the output

stage as long as ω0 < ωk , which may be the case when |po| > |pl |. In case |po| <

|pl |, it may occur that ωk < ω0. The input stage will now determine the second-order
nonlinearity of the negative-feedback amplifier at frequency ω0.

The solid line in Fig. 6.4 shows an example of χ1(ωc)
2 D2(ωc) when pl and po

belong to the dominant group. The output stage is the main contributor to D2(ωc) at
ω0. Between |pl | and ω0 there is a +40 dB/dec slope, and for frequencies higher than
ω0 the slope is −20 dB/dec. For frequencies higher than the non-dominant pole the
slope is −40 dB/dec. This is the worst combination of the poles and the non-dominant
pole discussed in this section; it will result in a large value of χ2

1,max D2(ωmax )

and χ1(ωc)
2 D2(ωc) decreases with a lower slope for frequencies higher than the

bandwidth than in the case the dominant group is determined by the other poles (Rows
2 and 3 of Table 6.1). Figure 6.4 shows that the maximal value of χ1( f )2 D2( f ) is
44.1 dB at 1.1 MHz, with f = ωc/(2π). When the approximate equations given in
Table 6.1 are used, for χ2

1,max D2(ωmax/(2π)) a value of 43.9 dB is found at 1 MHz.
In case po does not belong to the dominant group and pi and pl do, the equations

presented in row 2 of Table 6.1 can be used to determine the emi behavior of the
negative-feedback amplifier. The equation for χ1(s) is similar to the equation found
in row 1 of Table 5.3, and therefore the same discussion as given in Sect. 5.3.1 holds. It
also holds that |pi | < |pl | results in lower values of χ1,max than in case |pi | > |pl |.
The difference may, however, be less pronounced than in case of the single stage
negative-feedback amplifier.

χ1(ωc)
2 D2(ωc) will show a comparable response as in the previous case and

χ2
1,max D2(ωmax ) may have a value equal to the previous case, in case of an equal

4 A comparable discussion holds for fets.

http://dx.doi.org/10.1007/978-3-319-00593-5_5
http://dx.doi.org/10.1007/978-3-319-00593-5_5
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Fig. 6.4 An example of χ1( f )2 D2( f ), with A1 = 28·10−3 A/V, A2 = 80·10−3 A/V, α20 = −304,
β0 = 1.701, a12 = 20A1, and a22 = 20A2. The solid line results from: pl = −1·106 rad/s,
po = −3· 106 rad/s, and pi = −100·106 rad/s. The dotted line holds for the case pl = −1·106

rad/s, pi = −3·106 rad/s, and po = −100·106 rad/s, and the dashed line holds for the case
po = −1·106 rad/s, pi = −3·106 rad/s, and pp = −100·106 rad/s. pp is a non-dominant pole
that may result from the load, but may also originate from some other time constant in the nullor
implementation. The bandwidth is 1 MHz and fk = ωk/2π ≈ 7.8 MHz in all three cases

L P product. Between ω0 and non-dominant pole |po| it, however, decreases with 40
dB/dec. For frequencies higher than |po|, χ1(ωc) decreases at a rate of 80 dB/dec. On
top of that D2 decreases with 40 dB/dec between |po| and ωk , at which it stabilizes
at a constant value determined by the second-order nonlinearity of the input stage.
Between |po| and ωk a maximal decrease of 120 dB/dec of χ2

1,max D2(ωmax ) may thus

be expected.5 χ1(ωc)
2 D2(ωc) will further decrease with 80 dB/dec for frequencies

higher than ωk .
The dotted line in Fig. 6.4 shows the susceptibility to emi for this combination of

dominant and non-dominant poles. Here, the slope is about −100 dB/dec between
|po| and ωk and −80 dB/dec for frequencies higher than ωk . The maximal value of
χ1( f )2 D2( f ) is 43.5 dB at 1.1 MHz, as can be seen in Fig. 6.4. When the approximate
equations given in Table 6.1 are used, for χ2

1,max D2(ωmax/(2π)) a value of 42.5 dB
is found at 1 MHz.

The case that pi and po are the dominant poles gives comparable results as the pre-
vious case. Row 3 presents the equations for this case. Note that dual-stage negative-
feedback amplifiers with series feedback at the output will show the same behavior as
this case. The non-dominant pole usually originates from some time constant in the
nullor implementation instead of from a load capacitance, in case of series feedback
at the output. Therefore, the non-dominant pole is called pp instead of pl .

5 Note that po and ωk may not always be separated by a decade or integer numbers of decades.
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D2(ω0) is determined by the output stage. The zeros of χ1(ωc)
2 are cancelled by

the poles in D2(ωc). Although χ1(ωc) will show an increase between po and ωo,
this increase is cancelled by an equal decrease in D2(ωc). In case of series feedback
at the output we thus have a flat χ1(ωc)

2 D2(ωc) up to the bandwidth, after which it
decreases with frequency. This is the same as the single stage implementation. The
dashed line in Fig. 6.4 shows the response χ1(ωc)

2 D2(ωc).
χ1(ωc)

2 D2(ωc) will show a flat response up to ω0, after which it decreases at
a rate of 40 dB/dec. Frequencies higher than the non-dominant pole are attenuated
with a rate of 80 dB/dec.

The maximal value of χ1( f )2 D2( f ) is 18.9 dB at 0 Hz (see Fig. 6.4). Note that
χ1(ω0)

2 D2(ω0) is 13.4 dB, almost 6 dB lower, as can be expected. When the approx-
imate equations given in row 3 of Table 6.1 are used, for χ2

1,max D2(ωmax/(2π)) a
value of 18.9 dB is found. This equals its value at 0 Hz, which is a reasonable approx-
imation of χ1(ω0)

2 D2(ω0). We can thus conclude that the approximate equations
presented in Table 6.1 are accurate enough for design purposes.

6.2.4.1 Es,ωl (ωc) with Frequency Dependent Disturbance

Up to now, we have considered the disturbance to be constant since this simpli-
fies the discussion. The disturbance is however frequency dependent as we have
seen in Chap. 2. Under assumption of an electrically short interconnect the distur-
bance increases with 20 dB/dec. For the various combinations of dominant and non-
dominant poles as discussed earlier and presented in Fig. 6.4, the resulting Es,ωl (ωc)

in case of a +20 dB/dec disturbance is depicted in Fig. 6.5.
The graphs are normalized in such a way that the maximal value of Es,ωl (ωc)

depicted by the dashed line corresponds to 0 dB. This case may occur, as stated
earlier, with series feedback at the output. It can be seen that with equal values of
L P , the maximal value of Es,ωl (ωc) may be up to almost 60 dB lower than the
maximal value of Es,ωl (ωc) in case of parallel feedback at the output (solid line). It
clearly demonstrates the advantage of series feedback at the output and disadvantage
of parallel feedback at the output.

6.2.4.2 Effect of the Non-Dominant Pole on χ1

The non-dominant pole has negligible effect on the transfers when it is located at
a frequency of approximately 5 times or more than ω0. Frequently, it is found that
the third, non-dominant pole, is located at a lower frequency. This results in peaking
in At (ωc) and χ1(ωc), even when frequency compensation has been applied. Under
assumption of a frequency compensated second-order system with an additional

http://dx.doi.org/10.1007/978-3-319-00593-5_2
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Fig. 6.5 An example of Es(ωl ) = Es,env for the various pole combinations discussed in the text.
The solid line results from: pl = −1·106 rad/s, po = −3·106 rad/s, and pi = −100·106 rad/s. The
dotted line holds for the case pl = −1·106 rad/s, pi = −3·106 rad/s, and po = −100·106 rad/s,
and the dashed line holds for the case po = −1·106 rad/s, pi = −3·106 rad/s, and pp = −100·106

rad/s. The graphs are normalized so that maximal susceptibility of the latter pole combination
corresponds to 0 dB

non-dominant pole, the denominator of the expression for χ1(s) can be approximated
by Nordholt (1993)

s2 − s

[
p1 + p2 + Aβ0 p1 p2

p3
− Aβ0 p1 p2

z ph

]
+ ω2

0. (6.25)

Under assumption that |p1| < |p2| are dominant poles, |p3| > ω0 and z ph is the
phantom zero that compensates a second-order system. The effect of p3 is that p2
shifts to frequency p′

2, with p′
2 being equal to

p′
2 = p2 + −ω2

0

p3
. (6.26)

The amount of peaking can be estimated from ζ ′ = − p1+p′
2+ω2

0/z ph
2ω0

and the
appropriate equation for χ1(s) from Table 6.1. The non-dominant pole causes (extra)
peaking in χ1,max and will thus deteriorate emi behavior near the upper edge of the
bandwidth.

Overcompensation will reduce the peaking, but may not always succeed in com-
pletely avoiding peaking. The necessary overcompensation, i.e., the new value of
z ph , can be calculated from ζ ′.



208 6 Design of emi-Resilient Dual-Stage Amplifiers

6.3 Es,ωl of a Dual-Stage Negative-Feedback Amplifier

The equivalent source Es,ωl can be calculated from Eq. (6.20). It is, however, conve-
nient for design purposes to have some simplified equations that can be used in the
early stages of the design. For each of the four single feedback amplifiers in Fig. 5.2,
an approximate equation for Es,ωl has therefore been determined by deriving an
expression for E2

s mχ2
0

1
ξi0

D2(0). The approximate equations hold in case ωc < ωk .
Further, it has been assumed that the output impedance of the output stage is much
larger than the load impedance.

The equations can be adjusted so that they are valid up to the bandwidth ω0 where
the maximal value of Es,ωl can be expected. This can be done by incorporating
the effect of po and the expected maximal value of χi in the equations. Section 6.6
presents an example of the design of a voltage amplifier using the equations with the
effect of po accounted for.

Table 6.2 gives an overview of the approximate equations of Es,ωl for the various
negative-feedback amplifiers. The component labels, i.e., Rs , Rt , R1, etc., correspond
to those shown in Figs. 5.2 and 5.6 (pp. 154 and 178), respectively. The subscripts i
and o denote an input stage and output stage quantity, respectively.

It can be seen that Es,ωl is affected by the load, the feedback network, and the low
frequency second-order nonlinearity factor of the amplifier, D2(0)amp. D2(0)amp for
every type of two stage nullor implementation is given by .

D2(0)amp =
(

a′
12

A2
i α

2
20

+ a′
22

α20 A2
2

)
. (6.27)

D2(0)amp is affected by both input and output stage parameters. To get the rela-
tions between second-order nonlinearity and component and bias parameters clear,
a′

12/(A2
i α

2
20) and a′

22/(α20 A2
2) are investigated, subsequently some design rules will

be presented.

6.3.1 A. Second-Order Nonlinear Dependencies of the Input Stage

The input can be a single bjt, fet or a differential stage (bjt or fet). Here, the single
stages are considered. The differential input stage is considered in Sect. 6.3.5. Most
conclusions given here, are, however, valid for both single and differential stage.

The contribution of the input stage to D2(0)amp depends on the current gain of
the output stage. It is assumed that a bjt output stage is current driven, thus resulting
in α20 = −βaco . When the output stage is a fet, the current gain α2(ω) = −ωT /ω

and can thus be very high at low frequencies like ωl . It can thus be expected that the
current gain of the output stage is limited by the output resistance of the input stage
at ωl : α20 = −roi gm1o = −roi A2.

http://dx.doi.org/10.1007/978-3-319-00593-5_5
http://dx.doi.org/10.1007/978-3-319-00593-5_5
http://dx.doi.org/10.1007/978-3-319-00593-5_5
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In case of parallel feedback at the input (e.g., a current amplifier), the constraint
(Rs + Rt ) � rπi usually holds for the bjt input stage. The contribution that the input
stage makes to the second-order nonlinearity of the amplifier depends on the type of
output stage, and is given by

a′
12

A2
i α

2
20

≈ nf kT

q

1

2I 2
cQi

β2
aco

[
βaci

(Rs + Rt )
+ q

nf kT
IcQi (1 − x)

]

(bjt output − stage)

and (6.28)

a′
12

A2
i α

2
20

≈ nf kT

q

1

8βfeto
U 2

AFi
Id Qo

[
βaci

(Rs + Rt )
+ q

nf kT
IcQi (1 − x)

]

(fet output − stage).

The current gain of the output stage is βaco . UAFi and βaci are the Early voltage
and the current gain of the input bjt, respectively, and βfeto

is the transconductance
factor of the output fet. Parameter x is the ratio of gπ2 and gm2/βac (see Chap. 3).

Large values of Rs and feedback resistance Rt (or the equivalent resistance of
the feedback network) are beneficial for a low value of a′

12/(A2
i α

2
20). However, the

uncertainty in the exact value of a′
12/(A2

i α
2
20) then increases, because the influence

of the (1 − x) term increases also. For a bjt biased in the mid-current region it is
expected that 0.97 ≤ x ≤ 1.03, as has been argued in Chap. 3. In the special case
that Rs + Rt → ∞, Eq. (6.28) reduces to (1 − x)/(2IcQiβ

2
aco

)(n f kT )/(q) and
(1 − x)IcQi/(8βfeto

U 2
AFi

Id Qo)(n f kT )/(q), respectively, and may therefore reach
low values. It is expected that Eq. (6.28) gives pessimistic results, since some (small)
linearizing effects have been disregarded in deriving the approximation.

In case of series feedback at the input, it usually follows from noise considerations
that rπi � Rs//Requivalentfeedback. For the contribution that the input stage makes to
the second-order nonlinearity of the amplifier, it is now found

a′
12

A2
i α

2
20

≈ 1
2IcQi β

2
aco

(bjt output − stage)

and (6.29)
a′

12

A2
i α

2
20

≈ IcQi

8βfeto U 2
AFi

Id Qo
(fet output − stage).

As can be seen, the input stage contributes more to second-order nonlinearity of the
amplifier in case of series feedback at the input than in case of parallel feedback at
the input.

http://dx.doi.org/10.1007/978-3-319-00593-5_3
http://dx.doi.org/10.1007/978-3-319-00593-5_3
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For a cascoded fet input stage, it holds

a′
12

A2
i α

2
20

≈ Id Qi
16βfeto (βaci UAFi )

2 (fet − bjt − cascode)

and (6.30)
a′

12

A2
i α

2
20

≈ λ4
i

64βfeti
βfeto

I 2
d Qi

Id Qo
(fet − fet − cascode).

βfeti
and λi are the transconductance factor and the channel length modulation factor

of the input fet, respectively.
Term a′

12/(A2
i α

2
20) is inversely proportional to α2

20. When this term is too large it
can thus be reduced by increasing the current gain of the output stage. This may be
accomplished by, e.g., selecting or designing a transistor with a larger current gain. A
bjt output stage should thus have a high βaco , preferably as high as possible. In case
of a fet output stage, UAFi , βfeto

and βfeti
should have values as high as possible.

The output stage should be biased at a larger current than the input stage. The
other way around will increase a′

12/(A2
i α

2
20) in case of a fet output stage. Increasing

IcQi will be beneficial when both input and output stage are implemented with a bjt.
Typically, a fet input stage will show a smaller value of a′

12/(A2
i α

2
20) than a bjt

input stage.

6.3.2 B. Second-Order Nonlinear Dependencies of the Output
Stage

The ratio a′
22/(A2

2α20) of a single output stage can be written as

a′
22

A2
2α20

≈ nf kT
q

1
2I 2

cQo

[
Ii
Υ

+ q
nf kT

IcQo
βaco

(1 − x)
]

(bjt)

and (6.31)
a′

22

A2
2α20

= 1
8Id Qo

√
βfet Id Qo

Ii
Υ

(fet),

with

bjt input − stage : Ii = IcQi , Υ = UAFi

bjt − bjt − cascode : Ii = IcQi , Υ = βaci UAFi

fet − bjt − cascode : Ii = Id Qi , Υ = βaci UAFi

fet − fet − cascode : Ii = Id Qi , Υ = 2

λ2

√
βfet

Id Qi

,
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when a current driven output stage is assumed.
Comparable equations for Ii and Υ can be found when a differential stage is used

as input stage. Ii in that case, may be replaced by ITi /2 (halve the tail current of the
input stage) for instance.

The second-order nonlinearity factor a′
22 of differential output stages can be

approximated by Eqs. (4.38) and (4.45), under the conditions given in Chap. 4. In
case of a differential bjt output stage, a′

22/(A2
2α20) is found to be

a′
22

A2
2α20

≈ 2

IcQ1oβaco

1
q

n f kT
IcQ1o

Ii

γ
βaco

+ 1 + δ
υ

υ

υ + Λ

(
1 + δ

Λ

υ

)
(6.32)

×
⎡
⎢⎣

υ2
(

1 + Rl1
ro1

)2 −
(

1 + Rl2
ro2

)2

[
υ

(
1 + Rl1

ro1

)
+

(
1 + Rl2

ro2

)]2

⎤
⎥⎦

2

,

and in case of a differential fet output stage

a′
22

A2
2α20

≈ (1 + δυ)3

8Id Q1

√
βFET1 Id Q1δυ

√
δυ

Ii

Υ

1 + Λυ[1 + λ1 Id Q1(Rl1 + Rl2)]
Λυ(1 + Rl1λ1 Id Q1)

× υ
√

δυ(1 + λ1 Rl1 Id Q1)
2 − (1 + Λλ1υ Rl2 Id Q1)

2

[
1 + Λλ1υ Rl2 Id Q1 + √

δυ(1 + λ1 Rl1 Id Q1)
]2

δ√
δυ

Λυ

Λυ + 1
,

(6.33)

is found. Currents IcQ1o and Id Q1o are the bias currents of the first (left) transistor
of the differential stage (see Fig. 4.5a, Chap. 4). For the differential bjt output stage
holds υ = IcQ2o/IcQ1o , δ = βac2o/βac1o , and Λ = UAF2o/UAF1o ; for the differen-
tial fet stage holds υ = Id Q2o/Id Q1o , δ = βfet2

/βfet1
, and Λ = λ2/λ1. Ii and Υ

have the same meaning as stated before.
All the equations in this subsubsection show that a′

22/(A2
2α20) decreases with

increasing bias current of the output stage. They also show that the bias current of
the output stage should in general be larger than the bias current of the input stage.

Similar to the input stage, a′
22/(A2

2α20) is inversely dependent on the current gain
of the output stage. The same conclusions regarding the transistor parameters can
thus be drawn. Cascoding the input stage also reduces a′

22/(A2
2α20) of a differential

output stage, since Υ will increase in that case.
Since both βfet and Id Q are in the order of magnitude of 10−6 − 10−3, it is

expected that a′
22/(A2

2α20) in case of a single fet output stage is typically larger than
a′

22/(A2
2α20) in case of a single bjt output stage. Typically, it may thus be expected

that a bjt output stage causes a lower Es,ωl than a fet output stage.
When it is found that a′

22/(A2
2α20) can not be made small enough to meet the

Es,ωl demand, a single output stage may be replaced by a differential output stage.

http://dx.doi.org/10.1007/978-3-319-00593-5_4
http://dx.doi.org/10.1007/978-3-319-00593-5_4
http://dx.doi.org/10.1007/978-3-319-00593-5_4
http://dx.doi.org/10.1007/978-3-319-00593-5_4
http://dx.doi.org/10.1007/978-3-319-00593-5_4
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As long as ro1, rds1 � Rl1 and ro2, rds2 � Rl2, respectively, this will result in a
much smaller value of a′

22/(A2
2α20) than in case of a single output stage. Cascoding

the differential output stage could be a possibility to ensure this. In case of perfect
balance a′

22/(A2
2α20) even equals zero.

It depends on the amount of imbalance (i.e., the values of υ, δ, and Λ) whether a
differential fet or a differential bjt output delivers the largest value of a′

22/(A2
2α20).

For equal amounts of imbalance, it is found that typically a differential fet output
stage will generate the largest value of a′

22/(A2
2α20). Hence, a differential bjt output

stage should be favored over a differential fet stage under these assumptions.
The observation made in Lantz (2002) that the contribution an active device can

make to the loop gain is of more importance for low distortion than its inherent non-
linearity, is endorsed by the equations presented here, since second-order distortion

will typically be caused by the output stage because
a′

12
A2

i α2
20

� a′
22

A2
2α20

. The same is

true for emi as long as the output stage is dominating the second-order nonlinearity.
Although this observation follows directly from the discussion so far, it can be con-
sidered fairly important since it is in contradiction with the common believe that a
more ‘linear’ active device will automatically result in more linear behavior of the
negative-feedback amplifier.

As long as q
n f kT

ITo
2

roi
βac

� υ+δ
υ

, D2(0)amp will decrease more or less inversely

proportional to I 2
To

(ITo being the tail current of the differential stage) when the output
stage dominates the second order nonlinearity. When the condition is not satisfied,
D2(0)amp will decrease proportionally to ITo . In case of a differential fet output
stage it is found D2(0)amp will decrease proportionally to ITo

√
ITo .

Note that in general, cascoding the output stage has as advantage that the detri-
mental effect of gx (Chap. 3) is made ineffective. This may specifically be effective
in case of parallel feedback at the output, since in that case large voltage swings may
occur across the collector-base/emitter and drain-source junction, respectively.

6.3.3 C. Active Part Implementation

An active part consisting of an input and output stage may be implemented by one of
the combinations listed in Table 6.3. Local feedback in the active part of the negative-
feedback amplifier should be avoided, which is possible with the proper choice of
one of these combinations.

The choice for the kind of input or output stage may be based on the kind of
feedback used. A differential input stage may be convenient in case of series feed-
back at the input. Both signal source and feedback network can be connected in a
straightforward manner to the bases/gates of the input stage. Offset voltages at the
input are conveniently low. That Sun is twice as large as in the case of a single tran-
sistor may not be that harmful. The noise constraints can usually still be met. Es,ωl

is determined by the output stage when ωc � ωk ; when ωc � ωk , the differential
input stage determines Es,ωl .

http://dx.doi.org/10.1007/978-3-319-00593-5_3
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Table 6.3 Possible
combinations of a dual-stage
active part

Input stage Output stage

Differential bjt Single bjt
Differential bjt Single fet
Single bjt Differential bjt
Single bjt Differential fet
Differential fet Single fet
Differential fet Single bjt
Single fet Differential fet
Single fet Differential bjt
Differential bjt Differential fet
Differential fet Differential bjt

A differential output stage is the best choice when we have series feedback at
the output. Using a single transistor would result in a form of local feedback at the
output, which should be avoided.

In case of parallel feedback at the output, the choice for a single transistor or
differential pair is not that obvious. Both can be used to satisfy the driving and
bandwidth demands. The choice should thus be based on the value of Es,ωl when
ωc � ωk . If the demands on Es,ωl are met with a single transistor, this implementation
can be used. Otherwise the differential implementation should be used.

Parallel feedback at the input may result in both a single transistor and a differential
pair implementation of the input stage. Under assumption that the noise constraints
can be met with either implementation, the choice is based on Es,ωl in case ωc � ωk .
If the demands on Es,ωl can be met with a single transistor, this is the obvious choice,
otherwise the differential implementation of the input stage should be used.

The choice for fet or bjt input stage has to be made on basis of the ser demands.
Here, it is proposed to determine the preliminary choice on basis of noise calculations.
From this follows either the use of a bjt or fet. Next, Es,ωl can be approximated
and checked at very high frequencies (ωc � ω0). If Es,ωl is found to be too large
in case of a bjt implementation (single or differential), a fet input stage may now
considered (single or differential) since they usually result in a smaller a′

12/Ai when
the bias current of the fet(s) is not too low. Noise is expected to increase, so it should
be checked whether the ser demands are met.

The preferred output stage is implemented with bjts as the previous discussions
have shown. Obviously, when only fet technology is at the designer’s disposal the
fet should be used. As a result it may follow that a differential implementation of
the fet output stage is required, while a single bjt output stage would suffice.
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6.3.4 Generally Valid Design Rules

Some generally valid design rules follow from the equations given in Table 6.2 and the
discussion in the previous sections. They hold for both emi and distortion behavior.

1. The kind of feedback at the output has a large impact on Es,ωl . Series feedback
at the output is the preferred kind of feedback, since it will typically result in the
lowest Es,ωl (ω0) (because χ1,max is the lowest in this case, see Sects. 5.3.1 and
6.2.4). If it does not matter whether the load is voltage or current driven, series
feedback at the output should be chosen.

2. The contribution to Es,ωl of the input stage is inversely proportional to α2
20

and the contribution of the output stage is inversely proportional to α20 (see
Sect. 6.3). The low frequency current gain of the output stage should therefore
be high.

3. Typically, a bjt output stage will result in a lower Es,ωl than a fet output stage.
At such high frequencies (ωc � ωk, ω0) that the input stage determines Es,ωl ,
typically a fet input stage will be more beneficial for a low Es,ωl than a bjt
input stage. See Sect. 6.3.

4. Amplifiers with parallel feedback at the output suffer from the load resistance
(Rl ) (see Sects. 5.2.4 and 6.3). The lower Rl is with respect to the value of
the feedback network, the higher the value of Es,ωl . For a given Es,ωl and Rl ,
the maximum value of the feedback network can be determined. A too low
impedance of the feedback network may, however, increase Es,ωl . The output
transistor may for instance have to be biased in the high-current region. A trade-
off has now to be made between the impedance of the feedback network and the
bias current of the output transistor.

5. High amplification factors negatively affect Es,ωl (see Sect. 6.3; Table 6.2). It is
harder to design for low Es,ωl when, e.g., μ = 10 than when μ = 100 under
assumption of equal A1α20β.

6. The parallel connection of the source resistance and the feedback network should
have a value as large as possible in case of parallel feedback at the input (see
Sect. 6.3; Table 6.2). Since the source resistance is usually large, this means that
the feedback network should be designed for large values. This is also beneficial
for low noise performance (see Sect. 5.2.3).

7. In case of a fet input stage, the contribution to Es,ωl of the input stage is inversely
proportional to A3

i , and the contribution of the output stage is inversely propor-
tional to Ai (see Sect. 6.3).

8. D2(0)amp can be decreased by increasing the bias currents. Increasing the bias
current of the output stage is most beneficial since this decreases the contribution
of the output stage and may also decrease the contribution of the input stage to
D2(0)amp (see Sect. 6.3).

9. The bias current of the output stage should be larger than the bias current of the
input stage (see Sect. 6.3).

10. In case of a bjt as output stage, a device with a large βac should be favored over
a device with a lower value of βac. The current gain of a fet is characterized by a

http://dx.doi.org/10.1007/978-3-319-00593-5_5
http://dx.doi.org/10.1007/978-3-319-00593-5_5
http://dx.doi.org/10.1007/978-3-319-00593-5_5
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pole in the origin. Its value is dependent of the ratio of the fets transit frequency
(ωT ) and the frequency of ωl . Therefore a fet with a high ωT should favored
over a fet with a lower value of ωT . See Sect. 6.3.

6.3.5 Differential Input Stage

Although it is typically unlikely that a differential input stage would determine
Es,ωl (0) and Es,ωl (ω0), yet, its second-order nonlinear behavior will be investi-
gated in more detail in this subsection. Although the design conclusions given in
Chap. 4 still hold, it was found that Eq. (4.38) and (4.45) may result in relatively
large errors when applied to the differential input stage in case of series feedback at
the input.6 The feedback action and network both have an effect on the difference
between |Ein1| and |Ein2|, thus influencing the total second-order nonlinear behavior
of the differential input stage. Note that this effect does not occur in the differential
output stage. Equations (4.38) and (4.45) are in this case accurate enough for the first
design steps.

It is possible to derive a complete superposition model for a negative-feedback
amplifier with differential input and single or differential stage output. However,
here it is chosen to derive equations from a simpler model, since slightly less accu-
rate equations are good enough to get an impression of the second-order nonlinear
behavior of the differential input stage. The first stage in Fig. 6.3 (p. 198) can be
substituted by the model of a differential stage of Fig. 4.7 (p. 118), and ξ12 and ξ22
are substituted by feedback factors βi1 and βi2, respectively. Es2 is replaced by the
output stage signal. Finally, to ease the calculation, we assume the total transconduc-
tance from the differential stage to be approximated by Ai ≈ Ai1 Ai2/(Ai1 + Ai2).
Ai1 and Ai2 are the transconductances of both transistors of the differential stage.
This approximation is usually accurate enough for design, especially when the output
resistance of the differential stage is large compared to the input resistance of the
output stage (see Sects. 4.5.1 and 4.5.2).

In case of a differential input stage, the input signals can now be approximated by

Ein1 = Es
ξi1(1 − Aiα2βi2 − Ai2κ22) + ξi2(Aiα2βi1 + Ai2κ22)

1 − (Ai1κ11 + Ai2κ22) − Aiα2β(1 − Ai1κ21 − Ai2κ12)
(6.34)

and

Ein2 = Es
ξi1(−Aiα2βi2 + Ai1κ11) − ξi2(−1 − Aiα2βi1 + Ai1κ11)

1 − (Ai1κ11 + Ai2κ22) − Aiα2β(1 − Ai1κ21 − Ai2κ12)
. (6.35)

6 This may also be the case when the amplifier has a differential output stage too. See Appendix
D for an accurate model for negative-feedback amplifiers having differential input and differential
output stages.

http://dx.doi.org/10.1007/978-3-319-00593-5_4
http://dx.doi.org/10.1007/978-3-319-00593-5_4
http://dx.doi.org/10.1007/978-3-319-00593-5_4
http://dx.doi.org/10.1007/978-3-319-00593-5_4
http://dx.doi.org/10.1007/978-3-319-00593-5_4
http://dx.doi.org/10.1007/978-3-319-00593-5_4
http://dx.doi.org/10.1007/978-3-319-00593-5_4
http://dx.doi.org/10.1007/978-3-319-00593-5_4
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βi1 and βi2 are the feedback factors to both transistors. κ11, κ12, κ21, and κ22 are the
local feedback factors originating from the impedance of the tail current source, as
discussed in Chap. 4.

Further, it holds

Ed = Ein1 − Ein2 = Esξi
1 − (Ai1κ11 + Ai2κ22)

1 − (Ai1κ11 + Ai2κ22) − Aiα2β(1 − Ai1κ21 − Ai2κ12)

≡ Es
ξi

1 − Aiα2β
= Esχi , (6.36)

and ξi = ξi1 − ξi2.
Under the assumption that −ξi1βi1 + ξi2βi2 � β(ξi1 + ξi2) and κ11 ≈ κ21,

κ12 ≈ κ22 χi1 and χi2 can be approximated by

χi1 ≈ χi

( −Ai2κ22

1 − (Ai1κ11 + Ai2κ22)
+ ξi1 − Aiα2β(ξi1 + ξi2)

ξi (1 − (Ai1κ11 + Ai2κ22)

)

and

χi2 ≈ χi

(
Ai1κ11

1 − (Ai1κ11 + Ai2κ22)
+ ξi2 − Aiα2β(ξi1 + ξi2)

ξi (1 − (Ai1κ11 + Ai2κ22)

)
.

(6.37)

Transfers |χi1| and |χi2| should be as equal as possible. In case of fets, however,
considerable differences may occur at low frequencies due to the fact that |ξi2| is
much smaller than |ξi1|. In case of bjts it is expected that the differences between
|χi1| and |χi2| are less pronounced.

The second-order nonlinearity of the input stage, a′
12, is now approximated by

a′
12 ≈ − χ2

i1

[
a12 + b12

(
Ai1γ11,ωl + Ai2γ21,ωl

ν2,ωl

ν1,ωl

)]
Ai2

Ai1 + Ai2

+ χ2
i2

[
a22 + b22

(
Ai1γ12,ωl

ν1,ωl

ν2,ωl

+ Ai2γ22,ωl

)]
Ai1

Ai1 + Ai2
, (6.38)

under the assumption of adequate loop gain, e.g., −Aiα2β ≥ 10. Coefficients b11
and b12 are zero in case of a fet differential stage and have non-zero values in case
of a bjt differential stage.

Single-ended loading of a bjt differential stage results in significantly differing
values of ξi1, ξi2 and κ11, κ22. Transfers |χi1| and |χi2| will therefore also differ.
On top of that, |ν1,ωl | and |ν2,ωl | differ substantially, thus increasing the value of
|a′

12|. Differential loading may reduce the difference in values in these variables and,
hence, make |χi1|, |χi2|, and |ν1,ωl |, |ν2,ωl | more equal. This will result in a smaller
value of |a′

12|.
Equations (6.37) and (6.38) can be used to approximate the contribution of the

input stage to Es,ωl (ωc), specifically when ωc > ω0 and ωc > ωk . It can be expected
that this contribution is negligible at low frequencies, at which the output stage will
typically dominate.

http://dx.doi.org/10.1007/978-3-319-00593-5_4
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In case ωc � ω0, ωk , it is expected that feedback, both from the κ-s and β, is
completely ineffective. The equivalent feedback resistance causes |Ein2| to be much
smaller than |Ein1|. Now, χi1 will be almost equal to χi . For the bjt differential stage
it is now found

a′
12 ≈ 1

2

(
q

n f kT

)2

IcQ1

υ

1 + υ

υδ

δ + υ

(
1 + δ Rv

ro1

)

1 + Rs+Rx
rπ1+rπ2

, (6.39)

with Rx being equal to Rt for the transadmittance amplifier and Rx = R2//(R1+ Rl)

in case of a voltage amplifier. Rv equals ro2 in case of differential loading and
Rv ≈ ro2//(Rs + rπ1)//(Rx + rπ2) in case of single-ended loading of the first
transistor (Q1) (see Fig. 4.5). If it is assumed that υ = δ = 1 and that Rs + Rx �
rπ1 + rπ2 , this equation reduces to

a′
12 ≈ 1

4

(
q

n f kT

)2

IcQ1 . (6.40)

For the fet differential stage at very high frequencies follows

a′
12 ≈ βfet1

√
υδ

1 + √
υδ

. (6.41)

Again, when it is assumed that υ = δ = 1, this equation reduces to

a′
12 ≈ 1

2
βfet1

. (6.42)

It may thus be concluded that at very high frequencies when there is no effective
series feedback action anymore (and the second transistor (Q2, M2) of the differential
stage is made ineffective), the second-order nonlinearity of a differential stage is about
halve the value of the second-order nonlinearity of a single transistor.

Note that in case of parallel feedback at the input there is no feedback resistance
that causes |Ein2| to have a significantly lower value than |Ein1|. At very high frequen-
cies χi1 and χi2 can be approximated by χi1 ≈ χi (Cin2 + CT )/(Cin1 + Cin2 + CT )

and χi2 ≈ χi (Cin1)/(Cin1 + Cin2 + CT ), respectively. Cin1 and Cin2 are the input
capacitances of both transistors and CT is the capacitance of the tail current source.
Using (6.38), the nonlinearity of the differential input stage can be approximated.

When the designer is interested in a more accurate model for analysis of Es,ωl (ωc),
he is referred to Appendix D. The appendix presents a model of a dual stage negative-
feedback amplifier with differential input and differential output stages. It can also
be used in case of a unbalanced output stage by making the transfers of one of the
output devices zero.

Although this model is accurate, it does not lend itself for design purposes due to
the large equations. As a first design step the methods proposed in this chapter are

http://dx.doi.org/10.1007/978-3-319-00593-5_4
http://dx.doi.org/10.1007/978-3-319-00593-5_6
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recommended, after which a detailed analysis may be performed using the model of
Appendix D.

6.4 Technology Considerations

The choice for bjt or fet input stage is in principle based on noise considerations and
the choice of output stage is based on nonlinearity considerations. Both input and out-
put stage should contribute as much as possible to the L P product. After all, the L P
product should be high enough to meet bandwidth, distortion, and emi constraints.
As was shown, ωT equals the maximal contribution one transistor can make.

Modern bjts may have an ωT as high as 94 Grad/s to 280 Grad/s Johns and Martin
(1997). Discrete bjts with an ωT between 600 Mrad/s and 56 Grad/s are commonly
available (e.g., NXP Semiconductors (2008), NXP Semiconductors (1996)). A bjt
should preferably combine a high ωT with a high βac and a high Early voltage UAF .
The bjt should be selected or designed and biased for these criteria. The current gain
can be maximized by minimizing the base width and maximizing the ratio of emitter
to base doping densities in homojunction bjts Gray et al. (2001). Typically, βac lies
between 100 and 1,000 Gray et al. (2001) (discrete bjts show comparable figures for
βac (e.g., NXP Semiconductors (2008), NXP Semiconductors (1996))). The Early
voltage, however, is inversely proportional to the base width and is typically 15 to
100 V for integrated-circuit bjts Gray et al. (2001). A trade-off between βac and
UAF could be made. It is recommended to design the bjt for a high βac and to
accept a possible decrease of UAF . A too low UAF can easily be compensated for
by cascoding the bjt.

Preferably, the mid-current region should cover a large current region. Specifically
currents in the low-current region negatively affect the nonlinearity of the bjt, as is
argued in Chap. 3. To lower the boundary current IcQmin , the base-emitter leakage
saturation current Ise should be small with respect to saturation current Is . A high
current gain is also beneficial for a low value of IcQmin .

The specific resistivity of the base (rB) (that may vary from less than 10 � up to
500 � Gray et al. (2001)) may have an adverse effect both on the small-signal (and
transient) responses and on the noise performance of a negative-feedback amplifier
(see Chap. 5) Verhoeven et al. (2003). For a low rB , the periphery of the emitter that
is adjacent to the base contact can be maximized by, e.g., applying multiple base and
emitter stripes Gray et al. (2001).

When the ωT (and βac) demand can not be met using conventional (homojunc-
tion) bjts, heterojunction bjts can be considered. Heterojunction bjts use differing
semiconductor materials for the base and emitter regions Gray et al. (2001). It is
possible to decrease the emitter doping and increase the base doping compared to
the homojunction bjt. An increase in ωT while rB remains constant and an increase
in UAF can now be obtained Gray et al. (2001). Heterojunction bjts with an ωT

http://dx.doi.org/10.1007/978-3-319-00593-5_3
http://dx.doi.org/10.1007/978-3-319-00593-5_5
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higher than 3·1012 rad/s, and a βac between 65 and 115 have been reported7 Hafez
et al. (2005), Krithivasan et al. (2006).

A fet should combine a high βfet and high ωT . The transit frequency is approx-
imated by ωT ≈ 1.5μn/L2(Ugs − Ut )

2 Gray et al. (2001), and βfet ∼ W/L (see
Chap. 3). Both ωT and βfet will thus increase with decreasing channel length (L). For
the latter, it is beneficial when the width (W ) of the fet is larger than L . For example,
very high values of ωT (119·109 rad/s−1·1012 rad/s) have been reported for short
channel mosfets (L: 50 nm−250 nm; W: 330 μm−65 μm) Woerlee et al. (2001).
Although no figures of βfet are given in the paper, it is estimated from the figures
given that βfet should be in the order of several (tens of) A/V2. In very high frequency
applications, a short channel is therefore often chosen. Cascoding the fet increases
the low value of the drain-source (output) resistance, cancels the nonlinear effects of
channel length modulation (CLM), and by choosing a not too high drain-source bias
voltage, the contribution of hot electrons to the drain current can be kept small.

As was discussed in Chap. 3, CLM increases with decreasing L and secondary
effects like hot electrons are more likely to be a problem in short channel mosfets.
A trade-off between βfet, ωT and the detrimental effects of too short channels can
thus be made. When the amplifier is intended for moderate frequencies, e.g., several
(tens of) MHz, longer channel devices can be chosen. For example, a typical cmos
process with 3 μm minimal allowed gate length that is used to realize a mosfet with
L = 5.4 μm, may result in βfet = 1 mA/V2, an ωT = 779 Mrad/s (Uds Q = 5V and
Ids Q = 10 μA), and a CLM factor λ = 66.7·10−3 [1/V] Gray et al. (2001).

jfets are often used in discrete design. A large variety of jfets are available. For
example, βfet may range from 0.4 mA/V2 to 75 mA/V2, λ may range from 2.7·10−3

to 15·10−3 [1/V], and ωT may range up to8 600 Mrad/s (e.g., Vishay Siliconix (2001),
NXP Semiconductors (1996)).

6.5 Overview of the Proposed Design Method

In Chap. 5 and the previous sections of this chapter, rules for designing negative-
feedback amplifiers with a specified ser were presented. The effects of the inter-
connect dimensions and the frequency dependency of the disturbance on the ser
were not taken into account. Firstly, the frequency dependency of the disturbance
and its effects on the negative-feedback amplifier are discussed. Secondly, a proce-
dure is proposed that incorporates both interconnect and negative-feedback amplifier
design.

7 Note that the low breakdown voltages (ca. 1.5 V) reported in Hafez et al. (2005),
Krithivasan et al. (2006) limit the use of these heterojunction bjts in the amplifiers that follow
from the design method described in this work.
8 Datasheets present Idss and Up from which βfet = Idss/U 2

p is calculated. It may (just like λ) also
be taken from the numerous SPICE models provided by the semiconductor industry.

http://dx.doi.org/10.1007/978-3-319-00593-5_3
http://dx.doi.org/10.1007/978-3-319-00593-5_3
http://dx.doi.org/10.1007/978-3-319-00593-5_5
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region I region II region III

Edist ( f )At ( f )

Es,env ( f )1At ( f )

Es,env( f )2At ( f )

fB | p|

Fig. 6.6 Transfers 20 log |Es At ( f )|, 20 log |Edist ( f )At ( f )|, and 20 log |Es,env( f )At ( f )| of a
second-order Butterworth compensated amplifier. It is assumed that the em field couples to an
electrically-short interconnect. Frequency fB is upper frequency of the amplifier bandwidth and
pole |p| is a (parasitic) pole located at a frequency much higher than the bandwidth

6.5.1 Disturbance and Envelope Detection in a Second-Order
Amplifier

Second-order behavior of the transfer At ( f ) (gain) often occurs in application spe-
cific amplifiers. Therefore, disturbance and envelope detection in a second-order
amplifier is discussed in this subsection. For reasons of simplicity, an electrically-
short interconnect is assumed. Hence, the disturbance as a function of frequency will
increase at a slope of + 20 dB/dec. (see Chap. 2). The transfers of the disturbance
and the envelope detection of a Butterworth compensated second-order amplifier are
depicted in Fig. 6.6.

Transfer Edist ( f )At ( f ) gives the output signal of the amplifier due to the dis-
turbance. Transfers Es,env( f )1 At ( f ), and Es,env( f )2 At ( f ) are two possible out-
puts due to envelope detection of the disturbance. Es,env( f )1 At ( f ) may be found in
amplifiers with a voltage output (An amplifier with the parameters given in Table 6.1,
Row 2 shows this kind of response.). Section 7.2 presents an example of an amplifier
design with envelope detection properties according to Es,env( f )1 At ( f ), as depicted
in Fig. 6.6. Es,env( f )2 At ( f ) is a transfer that may be found in amplifiers with a cur-
rent output (Table 6.1, Row 3). Figure 6.5 on page 207 depicts comparable envelope

http://dx.doi.org/10.1007/978-3-319-00593-5_2
http://dx.doi.org/10.1007/978-3-319-00593-5_7
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detection behavior of a dual-stage negative-feedback amplifier. Three regions of
amplifier behavior can be distinguished, and will be discussed.

6.5.1.1 Amplifier Behavior in Region I

The linear transfer Es At ( f ) is constant up to the upper edge of the bandwidth rep-
resented by fB . Edist ( f )At ( f ) increases with 20 dB/dec and shows a maximum at
fB . Es,env( f )1 At ( f ) will increase with 80 dB/dec (Edist ( f )2χ1( f )2 ∼ 40+40 dB)
and Es,env( f )2 At ( f ) increases with 40 dB/dec up to the bandwidth of the amplifier
(since χ1( f ) is flat).

6.5.1.2 Amplifier Behavior in Region II

Es At ( f ) decreases at a rate of 40 dB/dec and Edist ( f )At ( f ) decreases at a rate
of 20 dB/dec. Es,env( f )1 At ( f ) is flat because Edist ( f )2 increases with 40 dB/dec,
while χ1( f )2 decreases with 40 dB/dec. The maximal detection can be calculated
by determining the values of Edist ( f )2 and χ1( f )2 at fB . Because fB represents a
corner frequency, the actual maximum of Eenv( f )1 At ( f ) will be about 6 dB larger
than the value calculated at frequency fB .

The slope of Edist ( f )2 is 40 dB/dec, resulting in a decrease of Es,env( f )2 At ( f )

of 40 dB/dec, since for frequencies higher than the bandwidth the slope of χ1( f )2

is -80 dB/dec. Maximal envelope detection occurs at frequency fB .

6.5.1.3 Amplifier Behavior in Region III

In this region Es At ( f ) decreases at a rate of 60 dB/dec. Edist ( f )At ( f ) decreases
with 40 dB/dec. For frequencies higher than |p|, Es,env( f )1 At ( f ) decreases with 40
dB/dec. and Es,env( f )2 At ( f ) with 80 dB/dec. It is thus expected that errors due to
envelope detection will rapidly decrease in magnitude in this region.

6.5.1.4 Discussion

A ser determined by both noise and envelope detection may be expected in regions
II and III. Both interconnect and amplifier can be (re)designed in such a way that the
ser requirements in either region II or III (in which it is minimal) are met.

Near the upper edge of the bandwidth (the transition from region I to region
II) Edist is maximal and therefore its degrading effect on the ser will be maximal
too. Note that now Edist is larger than Es,env. Often, one tends to neglect this. This
is understandable, since the band for which Es,env( f ) is relatively large is usually
(much) wider than bandwidth B, and therefore there is a greater probability that an
interfering signal occurs across such a wide frequency band. This may be true in the
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specific case of plane wave interference that often occurs at frequencies higher than
the moderate amplifier bandwidth. For these amplifiers it is best to design for a ser
determined by noise and envelope detection.

Amplifier and interconnect combinations with a response depicted by Es,env( f )1
At ( f ) should be designed for meeting the ser requirements by taking the noise
behavior and the envelope detection behavior between fB and |p| (≈ the envelope
detection behavior at fB) into account. For other responses, the amplifier and inter-
connect should designed in such a way that the ser is determined by noise and
maximal envelope detection at frequency fB . When the ser requirements are met at
that frequency, they are automatically met in regions II and III.

6.5.1.5 Disturbance in Case of an Electrically-Long Interconnect

In case of an electrically-long interconnect, the first anti-resonance point may cause
a large amplitude of Edist . Except perhaps in case of extremely wide band amplifiers,
the first resonance point will not occur in region I. This will be assumed in this work.

When the first anti-resonance point is at a frequency in region III or in region II in
case of Es,env( f )2 At ( f ), the proposed method for designing for a specific ser at fre-
quency fB is probably still valid. However, when the first anti-resonance point occurs
in region II in case of an envelope detection behavior given by Es,env( f )1 At ( f ), the
amplifier should be designed for a specific ser at the frequency of that anti-resonance
point.

The higher anti-resonance points will usually be lower in amplitude than the first
one, due to the damping factor of the interconnect. At these frequencies also the
effect of (parasitic) poles located at frequencies (much) higher than fB will most
probably be noticeable, further reducing the amplitude of the detected envelope.

6.5.2 Proposed Design Procedure

The design procedure proposed here is based on simplification, hierarchy and orthog-
onality. It can be split up in distinguishable steps. Each step can be further split up and
orthogonalized. Each step starts at a simple level, then the complexity and accuracy
of the models used will increase. The design procedure is demonstrated in Chap. 7.

The proposed design procedure is depicted in Fig. 6.7 and it is discussed using this
figure. At the specification level, at least the source and load, the bandwidth, the em
environment, and the required signal-to-error ratio, SERreq, have to be specified. From
the source and load specification the type of negative-feedback amplifier follows, i.e.,
the domain (i.e., voltage or current) of the input and output are determined. Then,
a noise calculation has to be carried out so that the signal-to-noise ratio (SNR) can
be determined. The SNR has to be larger than the SERreq. When this is not the
case, it follows that the specified SERreq is not realistic since it is not theoretically
possible. If possible, the SERreq should be reduced so that it is lower than the SNR

http://dx.doi.org/10.1007/978-3-319-00593-5_7
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Fig. 6.7 Flow diagram of the design of an amplifier with interconnect

again. Otherwise, the design process is stopped since it is impossible to meet the
specifications.

Next, the allowed error level due to em coupling is determined. In order to
cope with uncertainties in parameter values like, e.g., em field strength, an extra
margin can be introduced. From the discussion given in Sect. 5.2.1 it follows that
DF = SNR − SERreq − NFn−c. The noise figure (NF) introduced in that subsection
has been split-up into a part determined by the noise (NFn) and a part determined
by emi, the disturbance factor (DF). Note that the equation for DF gives its maximal
allowed value in dB. Ideally, DF equals NFn as was argued Sect. 5.2.1. Constant

http://dx.doi.org/10.1007/978-3-319-00593-5_5
http://dx.doi.org/10.1007/978-3-319-00593-5_5
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c gives an extra margin of, e.g., 3 dB or 6 dB. With DF known, it is possible to
determine the maximal dimensions of the interconnect, and calculate if shielding is
necessary (see Chap. 2).

Using the specifications, the knowledge about the SNR, NFn , and DF, the negative-
feedback amplifier can now be designed. During the design process, the specifications
are verified with calculations and simulations with more elaborate models.9 It is
possible that at this stage it turns out that the emi specifications are difficult to meet.
One can now choose to redesign the interconnect so that the emi specifications are
easier to meet, i.e., a design iteration occurs, or one may choose to apply a filter at
the input of the amplifier. An overview of the design process of negative-feedback
amplifiers is presented in Sect. 6.5.3.

Finally, when all specifications are met, a prototype can be built and tested.

6.5.3 Overview of Negative-Feedback Amplifier Design

The design method proposed in this work consists of 10 distinguishable steps. In
this Subsection, we give a short overview of the method using Fig. 6.8. Taking the
specifications of the signal source and load, the required ser, the interconnect, and
the em environment as a starting point, Step 1 is to determine what kind of quantity
the amplifier has to process, i.e., voltage or current.

Step 2 is to estimate Edist (ωc) using the methods presented in Chap. 2. The reason
why this is done in Step 2 and not in Step 1, is that the quantity to be processed of the
intended signal should be known. Edist (ωc) is then calculated for the same quantity
as the intended signal.

In Step 3 the type of feedback is determined and designed. When the load permits
both voltage and current drive, series feedback at the output should be favored over
parallel feedback since this will result in lower emi susceptibility. If voltage drive is
mandatory, it may be hard to meet the serreq in case of high Edist (ωc). In that case,
effort has to be made to reduce Edist (ωc), e.g., by redesigning the interconnect or
applying some filtering at the input.

Next, in Step 4, the input stage is designed for optimal noise performance. From
the noise calculations follow the type of transistor, bjt or fet and its bias current. The
noise performance determines sermax which should, obviously, be larger than serreq.
It may be possible to implement the transimpedance and transadmittance amplifier or
the voltage or current follower with a single stage. This can be checked at this stage of

9 The disturbance can, e.g., now be calculated using the small-signal model of the amplifier with
the actual value of its input impedance. This causes differences in the value of Edist with respect
to the ideal case and should be checked. For moderate loop gains of 10–20, Zin may however be
expected to be that large/low that errors in the estimation of Edist are below 10 % as simulations
show. These moderate loop gain values are usually easily obtained. Higher loop gains will show less
deviation. In case of voltage processing amplifiers Zin may at frequencies (much) higher than the
bandwidth even become lower than Zs . The effect of this on Edist should be checked. An iteration
between disturbance estimation and amplifier design may be necessary, i.e., orthogonality is lost.

http://dx.doi.org/10.1007/978-3-319-00593-5_2
http://dx.doi.org/10.1007/978-3-319-00593-5_2
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Fig. 6.8 Overview of the proposed systematic design strategy for negative-feedback amplifiers
with a specified ser
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the design process. When both load driving requirements and the noise specifications
can be met, it can be checked if the LP product of the single-stage implementation
(LP1) is large enough to meet both bandwidth and emi specifications. If this is the
case, it is possible to design a single-stage amplifier. Sect. 7.2 in Chap. 7 presents
such a design.

Often, it is found that a dual-stage implementation of the nullor is required. The
output stage is designed for the load requirements in Step 5. The bias current should
be high enough to drive the load over the entire bandwidth for both the intended
amplified signal Es At (ω0) and the disturbing signal Edist (ω0)At (ω0).

In Step 6 the bandwidth is determined. The equation ωo = n
√

L P1ωT 2 may be
solved for ωT 2. A transistor can now be designed or selected that shows the required
ωT 2 at the required bias current.

The minimal value of the LP product that is required for meeting the serreq
is checked in Step 7. Since the amplifier can be expected to show maximal emi
susceptibility at the upper edge of the bandwidth, the minimal value of the LP product
is determined at ω0. The calculations are done under assumption of phantom zero
frequency compensation. At is usually compensated for a Butterworth characteristic.

It may be found that the serreq demand is already satisfied. Otherwise, the required
LP product for meeting serreq may be calculated. In case that an unrealistically large
value of the LP product is found, the output stage may be realized with a differential
stage, since the output stage will often determine the second-order nonlinearity of
the amplifier at ω0.

The bias current of the output stage, and possibly also the input stage, may be
increased in order to increase the LP product. This is done in design Step 8, that may
be skipped if serreq has already been met.

In Step 9, frequency compensation is applied. This is preferably done by means
of phantom zero compensation. Butterworth10 compensation (ζ = 1

2

√
2 in case of

a second-order behavior) is beneficial for emi behavior near the upper edge of the
bandwidth. Frequency compensation is extensively dealt with in Verhoeven et al.
(2003).

Finally, in Step 10 the bias network is designed. It should be designed in such a
way that it does not negatively affect the LP product, nor may it cause bjt stages to
become voltage driven instead of current driven. Designing the bias circuitry is not
treated extensively in this work, but is treated in Verhoeven et al. (2003).

Extensive simulations (and measurements) have to be performed to check the final
amplifier design. Of course, simulations are usually also done during the presented
design steps.

When there is a large voltage swing across the collector of the output transistor,
it may be found that emi and distortion are larger than expected. This is caused by
the ‘cross term transconductance’ (Chap. 3), gx , which can be made ineffective by
preventing the large voltage swing by cascoding the transistor.

10 or Bessel (ζ = 1
2

√
3 in case of a second-order behavior, for a maximally flat phase response in

the pass band) compensation.

http://dx.doi.org/10.1007/978-3-319-00593-5_7
http://dx.doi.org/10.1007/978-3-319-00593-5_7
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6.6 Design Example of a Voltage Amplifier

Consider a voltage source with source resistance Rs = 500 � and signals in a band
of 100 Hz−4 MHz. Signal voltage levels of up to maximally 88 mV peak occur up
to about 500 kHz. Signal levels above this frequency are limited to maximally 3 mV.

Disturbing voltages with a maximal amplitude of 2 mV may be expected. emi
induced voltage us,ωl (ωc) of the same order of magnitude as the noise voltage is
allowed (Steps 1 and 2). The load is ideally voltage driven and a maximal peak
voltage of 4 V is allowed. Its electrical equivalent consists of a resistance of 3 k�

shunted by a capacitance of 330 pF.
The transfer is voltage to voltage and therefore series-parallel feedback is required

(Step 3). An amplification factor of maximally 50 times follows from the input and
output values.

The amplifier should be realized with discrete components and the npn transistor
type BS847(BS) and the pnp transistor type BC857 are available (the BS847 are two
matched BC847 transistors in one package, the BC857 is its pnp dual 2008).

The bias current of the input stage follows from noise considerations. With11 R1 =
38k3 and R2 = 866 �, At =45.23 and minimal voltage noise is obtained when the
transistors (BS847(BS)) of the differential input stage are biased at a current of about
690 μA , giving IT = 1380 μA. The total equivalent noise voltage is un,eq = 10.5
μV (Step 4).

The bias current of the output stage should both satisfy the load driving condi-
tions and the us,ωl (ω0) constraint. The demand that results in the largest value of
IcQo should be used as the bias current of the output bjt (Step 5). From the output
requirements it follows that the output stage should be biased at a collector current of
2 mA. To limit adverse effects of the output voltage (ûbc) on the linearity of the output
stage, a large UceQ of 5 V has been chosen, resulting in |UbcQ | ≈ 4.3 V. A single
stage implementation of the output stage is used in this example. For convenience
in the first design steps, the input stages have been given the same UceQ , which also
reduces the offset.

A first order estimation of the poles follows from the hybrid-π parameters:
UAFi = 82 V, ωti = 697.4 Mrad/s, βaci = 325 and ωto = 923.6 Mrad/s, βaco = 304.

The load causes a pole pl ≈ − 1
Rl Cl

R1+R2+Rl
R1+R2

= −1.09 Mrad/s. The input stage

introduces a pole at pi ≈ − ωti
βaci

2rπ (R1+R2)
Rs (R1+R2)+R1 R2

≈ −38.9Mrad/s, and the output

stage a pole at po ≈ − ωto
βaco

= − 3.0 Mrad/s. The L P product is approximated

by L P ≈ q
4n f kT IT

(
R2

R1+R2

ωto
Cl

)
= 8.25 · 1014, resulting in ω0 ≈ 28.7 Mrad/s (≈

4.6 MHz) (Step 6). There is, however, a problem. Pole |pi | is only approximately
1.4 times larger than ω0. It will therefore affect both bandwidth Nordholt (1993)
and χ . As stated earlier, the effect of the non-dominant pi can be approximated by

11 Note that the noise performance can be improved by choosing R1//R2 to be smaller, e.g., a little
smaller than Rs . This increases the load on the output transistor.
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considering its effect on damping factor ζ . Damping factor ζ will decrease, whether
the amplifier is frequency compensated by a phantom zero or not.

When we assume the amplifier to be frequency compensated with a phantom zero
(z) at −22.6 Mrad/s, ζ will equal 1

2

√
2 when the effect of pi is neglected. Due to pi ,

however, it appears that |z| is shifted to a higher frequency resulting in an effective
damping of ζ ′ = 0.338.

From Table 6.2, Eq. (6.27), the considerations given in Sect. 6.2.4, and incorpo-
rating the frequency dependency of the output stage, for us,ωl (ω0) is found

|us,ωl (ω0)| ≈u2
s m

(
R1 + R2 + Rl

R2 Rl

)2 1

4ζ 2

[
ωo

po pl

√
ω2

0 + (po + pl)2

]2

×
⎛
⎝ 1

q
n f kT

IT
4

+ Rs + R2//(R1 + Rl)

βaci

⎞
⎠ n f kT

q

1

2I 2
cQo

(6.43)

×
(

IT

2UAFi

+ q

n f kT

IcQo

βaco

(1 − x)

)
1

1 +
(

ω0
po

)2 .

Note that the L P product is incorporated in this equation (Step 7).
Using the value of ζ ′ instead of ζ in Eq. (6.43), and the disturbing voltage of 2 mV,

we find for |us,ωl (ω0)| values between 0.12 and 6.83 μV, under that assumption
υ = 1 and x has a value between 1.03 and 0.97. This within specifications since it
|us,ωl (ω0)| is of the same order of magnitude as un,eq .

When x = 1, |us,ωl (ω0)| ≈ 3.47μV . is found. SPICE simulations12 using NXP
models of the bjts NXP Semiconductors (2008) showed a value of |us,ωl (ω0)| ≈
2.37μV. The first order estimation is accurate enough. Of course, accuracy in the
estimation of |us,ωl (ω0)| can be improved by deriving more accurate equations for
the necessary asymptotic gain model parameters from the small signal model of the
amplifier. This can be done in the analysis part of the amplifier being designed.

Step 8 is skipped since the SE Rreq is already met. Frequency compensation is
accomplished by adding a shunt capacitance of 1.155 pF in parallel with feedback
resistor R1 (Step 9). Implementing the bias network (Step 10) is skipped in this
example.

Figure 6.9 shows the circuit diagram of the voltage amplifier that was used in the
simulations. The total ser is approximately 75.9 dB for signals up to 500 kHz and
about 47.3 dB for frequencies higher than 500 kHz. The ser at higher frequencies
can be improved by applying overcompensation.

For illustration purposes us,ωl (ωc) at frequencies ωc much lower than |po| is also
approximated. D2(ωc) ≈ D2(0) and us,ωl (ωc) ≈ us,ωl (0) in this case. For us,ωl (0)

it is found

12 Simulations must be made with care. The run time should be made large and the time step small.
This leads to long simulation times and large data-files. Also, simulation data should be stored when
the amplifier is in steady state.

http://dx.doi.org/10.1007/978-3-319-00593-5_5
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Fig. 6.9 Voltage amplifier: μ = 45.23, B = 100 Hz−4.6 MHz, un,eq = 10.5μV, |us,ωl (ω0)| ≈
0.12 μ−6.83 μV . In case x = 1, |us,ωl (ω0)| ≈ 3.47 μV

us,ωl (0) ≈ u2
s m

(
n f kT

q

)2 (
R1 + R2 + Rl

R2 Rl

)2 1

2
IcQi1

2 I 2
cQo

×
[

IcQi

UAFi
+ q

n f kT

IcQo

βaco

(1 − x)

]
.

Since in a single ended differential stage the transconductance is proportional to half
the current, and the output resistance can be approximated by (worst case) the output
resistance of one bjt, we have IcQi1/2 in the term outside of the brackets and IcQi1
inside the brackets.

When the Early voltage goes to infinity, the equation for us,ωl (0) reduces to

us,ωl (0) ≈ u2
s m

(
n f kT

q

) (
R1 + R2 + Rl

R2 Rl

)2 1

βaco

1

IcQi1

1

IcQo

(1 − x).

Performing reliable simulations of us,ωl (0) is troublesome.13 One has to use long
simulation times and small maximal time steps in transient simulation to obtain
the necessary resolution. Still, with us being 2 mV, the ‘Fourier transformation noise
floor’ with peak values larger than 1 μV, was much larger than the expected |ul,ωl (0)|
range14 of −94.1 up to 94.1 nV in case we assume UAFi → ∞. Therefore, the
simulation has been performed with us being 20 mV, resulting in ul,ωl (0) having
a value between −9.4 μV and 9.4 μV (UAFi → ∞) and −4.5 μV and 14.3 μV
(UAFi = 82 V) (when x = 1, |us,ωl (0)| ≈ 0.11μV and ul,ωl (0) ≈ 4.9μV, respec-
tively). Simulation gives |ul,ωl (0)|= 9.30 μV, which is within the calculated range.

13 With ‘0’ being fc = 10 kHz and fl = 1 kHz.
14 With 0.97 ≤ x ≤ 1.03.
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Further, it was necessary to cascode the output stage, a voltage-controlled current
source with gm equal to that of the output stage connected as current follower was
used, to avoid an increase of ul,ωl (0) due to the effect of gx . In the uncascoded case,
ul,ωl (0) was about 108.3 μV.

6.7 Conclusions

This chapter presented a systematic design approach for application specific negative-
feedback amplifiers. Noise, distortion, bandwidth and also emi performance were
discussed.

Noise and emi determine the signal-to-error ratio (ser) of the amplifier. Noise
determines the maximal SE R, which should always be higher than the required ser.
The difference sermax − serreq gives a measure for the error that may be generated
by emi. The latter can best be of the same order of magnitude as the noise.

Equations were presented that enable the designer to calculate noise, bandwidth,
the required loop gain poles product, and the bias current of the transistors to meet
both the serreq and the bandwidth.

emi has extensively been dealt with. It has been shown that negative-feedback
amplifiers with series feedback at the output suffer much less from emi than amplifiers
with parallel feedback at the output. If possible, series feedback at the output should
thus be favored over shunt feedback at the output.

It was found that in case of a dual-stage negative-feedback amplifier, the output
stage should have a large current amplification factor, α20, for low emi behavior. A
large α20 is so beneficial, that a device with a high α20 should be favored over one
with a lower α20, even if the latter device is more linear than the first.

As a starting point, it is for convenience advised to apply differential stages in
case of series feedback. Series feedback at the input thus results in a differential stage
at the input and a differential stage as output stage follows in case of series feedback
at the output.

Parallel feedback at either the input or output stage may result in a single stage
implementation of that input or output stage. If calculations show that emi behavior
is too bad, the single stage implementation can be replaced by a differential stage
implementation.

Frequency compensation should be applied to the amplifier in order to obtain a
Butterworth (or Bessel) characteristic. Uncompensated amplifiers will show over-
shoot in the desired transfer and also in emi susceptibility near the upper edge of the
bandwidth.

Finally, since emi is (among other terms) determined by the second-order nonlin-
earity of the amplifier, the measures taken to decrease emi are also expected to be
beneficial for low second harmonic distortion.
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Chapter 7
Realizations

Modified hybrid-π models of active devices and a design method for negative-
feedback amplifiers with specified signal-to-error ratio (ser) have been presented
in the previous chapters. This chapter presents some designs of negative-feedback
amplifiers using the models and the method developed in those chapters, to demon-
strate and verify the design method. Therefore, application specific amplifiers with
low emi susceptibility are designed for relatively low interfering frequencies to ease
emi measurements.

Section 7.1 presents a single stage jfet transimpedance amplifier of which its only
purpose is to demonstrate the dependence of emi on loop gain and the pole locations.
It is not designed for a specific ser. The systematic design of a negative-feedback
cascode amplifier with specified ser is demonstrated in Sect. 7.2. Finally, in Sect. 7.3,
the systematic design of a multiple stage transadmittance amplifier is presented. It
is designed for a harsh electromagnetic environment. Disturbing input voltages with
an amplitude of 1 V and a modulation depth of 1 result in an equivalent input voltage
of only a few microvolts, which is of the same order of magnitude as the equivalent
noise voltage.

7.1 am Detection Effects in a Single-Stage Transimpedance
Amplifier

To verify the theory described in the previous chapters, a single-stage transimpedance
amplifier (tia) was designed and built. It is used to demonstrate the effects of the
pole and zero positions of ξ(s) and the effect of the LP product on the am detection
effect (van der Horst et al. 2005), not as an example of an amplifier with very good
am detection properties. The amplifier was therefore designed to have a moderate
LP product. As a result, the am detection properties can be measured at relatively
low frequencies, which is easier to do than at high frequencies because parasitic
capacitances and inductances do not have to be accounted for.

M. J. van der Horst et al., EMI-Resilient Amplifier Circuits, 233
Analog Circuits and Signal Processing, DOI: 10.1007/978-3-319-00593-5_7,
© Springer International Publishing Switzerland 2014
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Fig. 7.1 The designed transimpedance amplifier. Input current is generated by means of a voltage
source and a 100 k� resistor. Bias current Id Q is 1 mA with switches open, 10 mA with switches
closed. a Transimpedance amplifier. b Small-signal model of the transimpedance amplifier

A jfet (J309) is used as the active device in the amplifier. Figure 7.1a shows the
circuit diagram. The amplifier can be biased at a drain current of 1 mA or 10 mA by
a current source. With switches S1 and S2 open the drain current is 1 mA, with the
switches closed it is 10 mA. The current source is built with a bjt decoupled for high
frequencies by capacitors, so that the bjt does not disturb the demodulation action of
the amplifier. The source signal is a current that is generated using a voltage source
and a series resistor of 100 k�. The small-signal model of the amplifier is shown in
Fig. 7.1b. The output impedance of the current source is much larger than rds//Rl

and is therefore disregarded.
The small-signal parameters have been determined using SPICE. The actual jfet

used agreed well with the typical values of the SPICE model. Both measurements
and simulations show gm1 being equal to 4.4 and 13.9 mA/V in case of Id Q being
equal to 1 and 10 mA, respectively; gm2 is approximately 4.7 mA/V2. The pinch-off
voltage is about −2 V. Simulated values of Cgs , Cgd , and rds are approximately 4 pF,
3 pF and 71.4 k�, respectively, in the case of Id Q = 1 mA, and approximately 5 pF,
3 pF and 7.14 k�, respectively, in the case of Id Q = 10 mA.

The transfers β and ξ and their associated poles and zeros were calculated. They
are given in Table 7.1. Pole pl is due to load capacitance Cl and pole pi is due to
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Table 7.1 Overview of the poles and zeros of β and ξ in case |pl | < |pi |
dc value (�) pl (rad/s) pi (rad/s) z (rad/s)

β1 mA −7.25 × 103 −68.89 × 103 −2.92 × 106 −3.45 × 106

ξ1 mA 53.62 × 103 −68.89 × 103 −2.92 × 106 −73.79 × 103

β10 mA −2.56 × 103 −194.66 × 103 −2.46 × 106 −3.12 × 106

ξ10 mA 51.28 × 103 −194.66 × 103 −2.46 × 106 −199.42 × 103

Table 7.2 Overview of the poles and zeros of β and ξ in case |pl | > |pi |
dc value (�) pl (rad/s) pi (rad/s) z (rad/s)

β1 mA −7.25 × 103 −2.97 × 106 −67.44 × 103 −3.45 × 106

ξ1 mA 53.62 × 103 −2.97 × 106 −67.44 × 103 −2.97 × 106

β10 mA −2.56 × 103 −2.74 × 106 −194.94 × 103 −3.12 × 106

ξ10 mA 51.28 × 103 −2.74 × 106 −194.94 × 103 −2.74 × 106

Cgs . As was stated in Chap. 5, the zero in ξ is so close to pl that they tend to cancel
each other.

At∞ is−100 k�. With Id Q equal to 1 mA, the loop gain Aβ0 equals−31.90, result-
ing in a transimpedance At of 99.7 dB (�) and a bandwidth of about 280 kHz. Increas-
ing the drain current to 10 mA results in: Aβ0 being −35.58, At being 99.8 dB (�)
and a bandwidth of approximately 450 kHz.1 In both cases there is a 40 dB/decade
roll off, as can be seen in Fig. 7.2a. Measurements agreed with these figures.

For the demodulation action χ(s)2 is of importance. As could be expected from
the fact that |pl | is located at a lower frequency than |pi |, there will be a peak in the
transfer. The maximum value of χ(s)2 occurs at a frequency of 409 and 664 kHz for
Id Q being equal to 1 and 10 mA, respectively.

Increasing the drain current to 10 mA increases the Aβ0 and the LP product.
The resulting decrease in χ2 reduces the am detection effect by about 2.6 dB. The
decreased ratio of gm2 and gm1 results in a further decrease of approximately 10.0 dB.
The total decrease is approximately 12.6 dB.

When input pole |pi | is located at a lower frequency than |pl |, the increase of χ(s)2

can be avoided or reduced and therefore the am detection reduces. To force |pi | to a
lower frequency, a 270 pF capacitor is placed in parallel with cgs . Load capacitor Cl

has to decrease to 22 pF now in order to keep the LP product constant. The values of
both capacitors are calculated such that |pi |new ≈ |pl |old and |pl |new ≈ |pi |old . The
new transfers are summarized in Table 7.2. Note that the At (s) remains the same as
in the previous case (see Fig. 7.2a).

1 The bandwidth is lower than predicted by ω0 = √
(1 − Aβ0)pi pl , (ω0/(2π) ≈ 409 and 666 kHz,

respectively.) due to the Miller effect. Note that the χmax is still located at about ω0/(2π), as is
expected.

http://dx.doi.org/10.1007/978-3-319-00593-5_5
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Fig. 7.2 Linear transfers and
am detection behavior of the
transimpedance amplifier. a
Linear transfers 20 log |At (s)|
for Id Q = 1 mA (line) and
Id Q = 10 mA (dashed).
Bandwidths are approxi-
mately 280 and 450 kHz,
respectively. b Transfers of
the am detection behavior
20 log |amdet ( fc)|, in case
|pl | < |pi | for Id Q = 1 mA
(thin line) and Id Q = 10 mA
(thin dashed line) and in case
|pl | > |pi | for Id Q = 1 mA
(thick line) and Id Q = 10 mA
(thick dashed line)

(a)

(b)

It must be noted that selecting or designing a jfet with a large Cgs will have the
same effect. In fact, the latter is advised. A fet with a large width has both a large
Cgs and a larger gm1, and thus a larger contribution to the LP product.

We can identify four cases, being |pl | > |pi | or |pl | < |pi | with Id Q being equal
to 1 mA, and both pole combinations for Id Q being equal to 10 mA. A Bode diagram
can be used to compare the equivalent current source îs, fl ( fc) ( fc = ωc

2π
and fl = ωl

2π
)

in these four cases more easily, and to be able to quickly estimate the magnitude of
the equivalent signal source for a given input signal and modulation depth. It is made
using Eq. (5.24). The product of î2

s , m and AMdet ( fc) results in îs, fl ( fc).
In Fig. 7.2b, the transfers of the demodulation characteristic 20 log |AMdet ( fc)|

are given for the four cases. It is assumed that the carrier wave is modulated with a
fl =1 kHz. The thin line and the thin dashed line show AMdet ( fc) in case |pl | < |pi |
for Id Q being equal to 1 mA and 10 mA, respectively. The thick line and the thick
dashed line show AMdet ( fc) in case |pl | > |pi | while Id Q equals 1 mA and 10 mA,
respectively.

http://dx.doi.org/10.1007/978-3-319-00593-5_5


7.1 am Detection Effects in a Single-Stage Transimpedance Amplifier 237

Fig. 7.3 Measurement set-up. To get maximal performance, all filters, the buffer amplifier
(bandwidth = 50 MHz) and the lock-in amplifier were specifically designed for the set up

The complete measurement set-up is shown in Fig. 7.3. The function generator
produces the am signal. Spurious 1 kHz signals from the modulation are filtered out
by means of a passive filter. The output of the amplifier under test is buffered by
a linear amplifier with a 50 MHz bandwidth that was specifically designed for this
purpose. The output from the latter amplifier is passively low-pass filtered and then
measured by a lock-in amplifier which was also designed for this set-up.

The demodulation characteristics of the amplifier were measured with an input
signal of 10 μA that was modulated by an 1 kHz sinusoid with a modulation depth,
m, of 30 % (presented in Fig. 7.4). Current îs, fl ( fc) is the magnitude of the equivalent
current source as a function of the frequency. The thin solid line is the calculated
value for Id Q of 1 mA; the thin dashed line represents the calculated value in the
case where Id Q is 10 mA. The poles |pl | < |pi |. The thick solid and thick dashed
lines represent the calculated value of îs, fl ( fc) for the cases Id Q is 1 mA and Id Q is
10 mA respectively, when |pl | > |pi |. The crosses and pluses in this figure are the
measured values, which are in good agreement with the theoretical calculation.2

The measured value of îs, fl ( fc) was determined by measuring the demodulated
component in the output voltage and dividing it by At at 1 kHz.

As Fig. 7.4 clearly shows, the am detection of an amplifier can be decreased at
the cost of larger power consumption; for Id Q equal to 10 mA the curves are well
below the ones for Id Q equal to 1 mA. A decrease in the am detection peak is also
seen when comparing the thin solid lines (Id Q = 1 mA) and the thin dashed lines
(Id Q = 10 mA).

The measurements were performed at relatively low frequencies where parasitic
capacitances and inductances could not affect the result. Therefore, a discrepancy
between the calculated and measured demodulation component can occur at higher
frequencies than were used here. The exact frequency where this discrepancy might
occur depends on the circuit lay-out. Incorporating these parasitic impedances in the
calculation reduces the possible discrepancies.

2 In general, it is better to cascode a fet to reduce the detrimental effect of gds2, as was discussed
in Chap. 3. Both measurements and evaluation of the effects of gds2, using a comparable method
as discussed in Appendix B, show that its effect may indeed be neglected for this amplifier at the
presented frequencies of interest.

http://dx.doi.org/10.1007/978-3-319-00593-5_3


238 7 Realizations

Fig. 7.4 Amplitude of the equivalent current source îs, fl ( fc) at the input of the amplifier,
îs = 10 μA and m = 30 %. Thin solid line: Id Q equals 1 mA; thin dashed line Id Q equals
10 mA in case |pl | < |pi |. Thick solid line: Id Q equals 1 mA; thick dashed line Id Q equals 10 mA
in case |pl | > |pi |. The crosses and pluses are the measured values

7.2 Design of a Transimpedance Amplifier with Specified ser

The method to design a transimpedance amplifier with a specified ser in high field
strengths is demonstrated by designing such an amplifier for a given signal source
and load (van der Horst et al. 2010). Table 7.3 summarizes the specifications of
the source, load, signal transfer, and em environment. All specifications chosen are
realistic and may occur in practice.

The envelope of the plane waves3 shows low-frequency variations that are in the
amplifiers’ pass band. The maximum variation in the envelope corresponds to an
amplitude modulation with a modulation index of 1, as stated in Table 7.3. Such an
em environment may very well occur in practice. Industrial, scientific and medical
equipment (ism), e.g., used for heating, diathermy, electrosurgery, or radio trans-
mitters may radiate em fields with high field strengths and low-frequency envelope
variations. In some ism bands (13.5, 27.0 and 40.7 MHz) the amount of power that
may be radiated is unrestricted in some countries (Cenelec 2010). em field strength
levels between 10 and 30 V/m can therefore readily occur in the vicinity of radiating
equipment. Equipment in an industrial environment and life supporting medical sys-
tems should be immune to em fields up to at least 10 V/m (Cenelec 2010; IEC 1993).

The consequences of high susceptibility in a harsh em environment (i.e., a too
low ser) of the negative-feedback amplifier (as part of a larger system) may vary
from life threatening situations in medical environments (IEEE 1998; Ruggera and

3 The electric and magnetic fields of the em wave are perpendicular to each other and perpendicular
to the directions of propagation (see Sect. 2.6).

http://dx.doi.org/10.1007/978-3-319-00593-5_2
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Table 7.3 Specifications of the transimpedance amplifier example

Source Max. signal 10 μA
Signal bandwidth 10 Hz · · · 1 MHz
Impedance 100 k� // 1 pF

Load Max. signal 1 V
Impedance 10 k� // 100 pF

Transfer Response type Butterworth (Maximally flat pass band)
Signal-error-ratio ≥70 dB
Field type Plane wave (far field)

em- Frequency band 1 MHz−100 MHz
environment Amplitude 30 V/m

Modulation depth 1

O’Bryan 1991) and in aviation, to inconvenience when telephones receive am radio
broadcasts (Goedbloed 1993). Maintaining sufficient ser in high em field strength
levels is thus important, especially in possible life threatening situations. Here, a
minimal ser of 70 dB is expected to prevent these detrimental effects.

The relatively low frequency of 100 MHz, has been specifically chosen as the
upper design limit. This relieves the measurement difficulties that can be expected
at higher frequencies where board lay-out properties play a significant role. The
method presented in this work is, nonetheless, also applicable to frequencies in the
GHz range as used by cellular phones.

We will assume that both the negative-feedback amplifier and the load are shielded
from interfering fields, but the interconnect between source and amplifier will not
be shielded. To ease the calculation of em coupling, the interconnect is assumed to
consist of two wires that have a fixed distance to each other (comparable with two
wires of a ribbon cable), and that em-interaction with the shield does not occur. We
will assume a called two-wire line (Paul 1992) with a length of 0.1 m, a distance
between the wires of 1.27 mm, an inductance of 92.7 nH, and a measured capacitance
of 2.36 pF.

The intended signal is smallest at the input of the amplifier, where noise and
emi have the largest detrimental effect. Both noise and emi effects are therefore
transferred to an equivalent source at the input of the amplifier.

If it is assumed that the equivalent noise power and equivalent emi power are
uncorrelated, the ser is simply the ratio of the signal power and the sum of both emi
and noise power.

7.2.1 Determining the Disturbing Current

Under the specified conditions, the disturbing current at the input of the transim-
pedance amplifier can now be approximated by idist,tot = jωCdd E sin θ [(see
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Fig. 7.5 Total disturbing current at the input of the transimpedance amplifier as a function of
frequency calculated with a lumped circuit model (solid line) and as predicted by transmission
line theory (dashed line). At a frequency of about 240 MHz, the lumped circuit model becomes
less accurate because the two-wire is not electrically short anymore. Resonance and anti-resonance
points can be identified in the transmission line model based idist,tot calculation that do not occur
in the simple model. The lumped circuit model completely loses validity at approximately 1 GHz

Chap. 2 or (Paul 1992)], where ω is the angular frequency, Cd is the capacitance of
the two-wire, d the distance between the conductors, E is the electric field strength,
θ is the angle between the E-field and the two-wire, and j = √−1. When the orien-
tation of the E-field is perpendicular to the two-wire (θ = 90◦), idist,tot is maximal.
Note that for frequencies higher than 100 MHz, the contributions of the magnetic
field component and inductance Ld have to be taken into account as well.

In emc engineering it is customary to assume the worst case scenario, i.e., maximal
field coupling. This also makes sense from a design point of view, so in this section
maximal idist,tot is assumed (θ = 90◦).

To demonstrate the validity of the lumped circuit model for the specified maxi-
mum frequency of the interfering plane waves, Fig. 7.5 shows the graph of idist,tot

determined by both the lumped circuit model and by the transmission line method
(see Sects. 2.6.1 and 2.6.2 or (Paul 1992; Smith 1977)). Both graphs are in good
agreement up to the frequency (≈240 MHz) where the two-wire is not electrically
short anymore.

7.2.2 Design Approach

From the source and load specifications (as summarized in Table 7.3) it follows that a
transimpedance of 100 k� realizes 1 V across the load for a source current of 10μA.
This transimpedance can, e.g., be implemented by a negative-feedback amplifier with
a feedback resistor of 100 k�.

http://dx.doi.org/10.1007/978-3-319-00593-5_2
http://dx.doi.org/10.1007/978-3-319-00593-5_2
http://dx.doi.org/10.1007/978-3-319-00593-5_2
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Since noise will always be generated (i.e., also when there is no interference),
it will determine the maximal obtainable ser and is therefore considered before
emi. The maximal allowable emi now follows from the required ser and the noise
behavior. Noise and emi are extensively dealt with in the next subsections.

For elaborate treatment of the other design steps, we refer to Chap. 5 and
(Verhoeven et al. 2003). They are only briefly discussed here.

7.2.3 Noise

For the transimpedance amplifier with a bipolar input stage, the equivalent input
noise power is given by:

i2
n,eq = 4kT fh

{
1

Rs
+ 1

Rt
+

(
rB + 1

2gm1

) [(
1

Rs
+ 1

Rt

)2

+ 1

3
(2π fhCx )

2

]

+ gm1

2βdc

[(
1 + rB

(
1

Rs
+ 1

Rt

))2

+ 1

3
(rB2π fhCx )

2

]}
, (7.1)

under the assumption that the signal source generates noise equivalent to the thermal
noise of the real part of its admittance. In this equation, fh is the upper cutoff
frequency. Because of the large bandwidth required (1 MHz), the influence of the
lower-frequency corner of the bandwidth and the influence of flicker-noise can be
neglected. For modern bjts the frequency at which the flicker-noise equals the white
noise is usually a few Hz (Verhoeven et al. 2003). Furthermore, Rs is the source
resistance, Cx is formed by the source capacitance, Cs , and the capacitance of the
two-wire line (Cd ) in parallel. Rt is the feedback resistor, rB is the base resistance,
and βdc is the dc current gain of the transistor.

For low noise power, it immediately follows from (7.1) that the bjt should have
a high value of βdc and, preferably, a low value of rB . Also, (7.1) is valid under the
assumption that the current noise contribution of the bjt is dominated by the base
current. This is allowed when βac � 1 and fh � ft/

√
βac (Verhoeven et al. 2003),

ft being the transit frequency; conditions that usually can be met easily.

7.2.4 Calculation of the Required Transconductance

When we design for equal contributions of both noise power and emi power to the
ser, the most optimal design regarding the ser results. After all, when a lot of design
effort is put in low noise design while emi dominates the ser, this effort is wasted.
Similarly, design effort and power is wasted when emi is designed to be much lower
than the noise. Therefore, emi should have at most the same order of magnitude as
the noise. For this emi power, the minimal required transconductance of the active
part is determined.

http://dx.doi.org/10.1007/978-3-319-00593-5_5
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The disturbing current generated by the non-constant envelope of the interfering
electromagnetic field shows the same amplitude variations as the electromagnetic
field. Like noise, the resulting envelope detection (emi) caused by the disturbing cur-
rent can be represented by one equivalent current source at the input of the negative-
feedback amplifier, given by (see Chap. 5):

is,env(ωc) = idist,tot (ωc)
2χ(ωc)

2m D2
1

ξωl

. (7.2)

The angular frequency of the disturbing current is ωc. χ is the transfer from the
disturbing current to the input of the bjt, i.e., the transfer from idisturb,tot to ube. ξωl

is the low-frequency term of the transfer from signal source is to ube and m is the
modulation depth. For a transimpedance amplifier, ξωl also determines the transfer
from source gπ2ube

2 to ube, when rB � Rs//(Rt + RL). D2 is the second-order
nonlinearity term, which is a measure for the second-order nonlinear behavior of the
negative-feedback amplifier. Here, D2 = gm2/gm1 − gπ2ξωl .

To prevent the Miller effect, a bjt-bjt cascode stage is chosen for the amplifier
implementation. Figure 7.6 depicts the following hybrid-π diagram of the transim-
pedance amplifier.

Although the exact values of the circuit elements of the cascode are not yet known,
some conclusions can be drawn using Table 7.3: load capacitance CL will most
probably be much larger than CμC B , Cπ , Cμ1 and Cs + Cd ; there will be two poles
determining the bandwidth, with pole pL affected by CL and RL located at a lower
frequency than pole pi affected by the input capacitance formed by Cπ , Cμ1, Cs +Cd ,
and Rs shunted by Rt and rπ . Expressions for the poles will be given later.

Transfer ξ(ωc) will have a zero located at approximately the same frequency as pL

and therefore shows a single pole transfer. The loop gain often shows two dominant
poles in application-specific amplifiers. χ(ωc) is given by the ratio of ξ(ωc) and the
loop gain. When ωc > |pL |, χ(ωc) will increase with increasing frequency up to
some maximum value at ωmax after which it will decrease again. As a result is,env

will show the same behavior.
Figure 7.7 shows the transfer χ(ωc), current idist,tot (ωc) and the resulting equiv-

alent envelope detection source is,env(ωc) in one figure. It shows how the slopes of
is,env(ωc) depend on idist,tot (ωc) and the slopes of χ(ωc). Between |pL | and ωmax ,

rB

rπ roCaRs

R t

RLCπ Cµ 1 CµCBCs + Cd CLgπ2u2
be

gm1ube +
gm2u2

be
is

Fig. 7.6 Hybrid-π signal diagram of the transimpedance amplifier

http://dx.doi.org/10.1007/978-3-319-00593-5_5
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Fig. 7.7 The transfers |χ |
(solid line), |idist,tot | (dotted
line), and |is,env| (dashed line)
as a function of frequency.
The maximum frequency
used in this figure is in the
‘differentiating’ region of
idist,tot . Note that the flat
region of |is,env| is due to
out-of-band disturbance and
thus the region of interest

ωc [rad/s]

units

| pl | ωmax

|χ(ωc)|

χ(ωc) = ξ (ωc)
1− Aβ (ωc)

-20 dB/dec

idist,tot (ωc)

20 dB/dec

is,env(ωc)

80 dB/dec

is,env increases with a slope of 80 dB/dec and it stabilizes at a constant value for
frequencies higher than ωmax . Furthermore, ωmax will occur near the upper corner
frequency of the bandwidth ω0. Note that the flat region of |is,env| is due to out-of-
band disturbance, and is thus the region of interest.

The maximum value of χmax occurs at a frequency, ωmax , approximately equal
to the upper limit of the bandwidth, ω0 = √

(1 − Aβ0)pi pL , and can be determined
from (see Chap. 5)

χmax ≈ χ0

2ζ

√
ω2

0 + p2
L

p2
L

. (7.3)

χ0 and Aβ0 are still unknown. To develop an equation that can be solved, Fig. 7.6
has to be considered.

Output resistance ro,C A can be expected to have a value much greater than RL and
can therefore be neglected. For now, it is assumed that rB can be neglected because
it is much smaller than rπ . When this is not the case, its effect can be evaluated in
a later design phase. Feedback factor β0 is determined from Fig. 7.6 and A = gm1.
With rπ = βac

gm1
it follows for the loop gain

Aβ0 = −βac
Rs RL

rπ Rs + (rπ + Rs)(RL + Rt )
. (7.4)

Also, from Fig. 7.6 for ξ0 it follows directly that:

ξ0 = rπ Rs(Rt + RL)

Rs(rπ + Rt + RL) + rπ (Rt + RL)
. (7.5)

http://dx.doi.org/10.1007/978-3-319-00593-5_5
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The ‘dc’ transfer χ0 is approximately ξ0/(−Aβ0) when −Aβ0 is much larger than
one. It is now possible to simplify this expression to a form where, apart from gm1,
no hybrid-π parameters appear

χ0 ≈ Rt + RL

RL

1

gm1
. (7.6)

Envelope variations usually occur at a low frequency. As an approximation, ξωl

is approximately equal to ξ0 can be used in Eq. (7.2). For D2 it is found that

D2 = q

2n f kT

1

1 + Rv
rπ

= q

2n f kT

βac

βac + gm1 Rv
, (7.7)

in which Rv = Rs//(Rt + RL).
Substituting Eqs. (7.6), (7.7), and (7.3) (ζ equals −(pL + pi )/(2ω0)), into (7.2)

and solving for gm1 results in:

gm1 = −βac
2Rv

+ 1
2is,env Rv

√
is,envβac

(
is,envβac + 4E

)

and

E = i2
dist,tot Rvm Rt +RL

RL

(
pi
pL

)
ω2

0+p2
L

(pL+pi )
2

q
2n f kT .

(7.8)

The required transconductance can be calculated from this equation if one uses
the desired bandwidth as the value for ω0 and a first-order approximation for pL

and pi . This first-order approximation for pL follows from Fig. 7.6 by neglecting
the influence of rπ , which is allowed because the shunt rπ//Rs is in series with the
large-valued resistor Rt . Pole pL is thus approximately equal to −1/(RL CL)

(RL+Rt )
Rt

.
Under the condition that Rs and Rt are much larger than rπ , and Cπ is larger than
Cx , pi can be approximated by −ωt/βac. Pole pi thus follows from the transistor
properties. As a first-order approximation of βac, the maximal forward current gain
β f (as specified in SPICE models), can be used.

7.2.5 Implementation of the bjt Transimpedance Amplifier

To quickly realize a prototype transimpedance amplifier, it was designed and built
using discrete bjts. From the large number of bjts that satisfy the design constraints,
the BC548B npn transistor, was chosen.
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7.2.5.1 Noise Calculation

From the noise equation derived earlier, viz. Equation (7.1), the optimal bias current
for the transistor is determined to be approximately 10 μA for the BC548B. The
noise contribution of the bjt is negligible compared to the noise contributions of Rs

and Rt . The resulting equivalent noise power is i2
n,eq = 354 ·10−21A2. The resulting

snr is 84.5 dB, which is the largest obtainable ser.

7.2.5.2 Output Capability

In order to deliver a signal of 1 V peak to the load, a current of 637μA is required.
When this current has to be delivered to the load, one has to make sure that enough
current keeps flowing through the output stage to avoid an unacceptable decrease in
transit frequency ft . Biasing the output stage at approximately 1.5 times the current
to be delivered is a good strategy (Verhoeven et al. 2003), resulting in a minimal bias
current of 1 mA.

7.2.5.3 emi

To compensate for component spread and uncertainties in the exact value of idist,tot ,
the design ser of 73 dB is assumed, so there is a margin of 3 dB. With 73 dB ser,
the total equivalent input error power (i2

n,eq plus i2
s,env) equals 5 × 10−18 A2. If it is

assumed that both components equally contribute to the ‘error power’, a value for
is,env of 1.58 nA is obtained.

Since idist,tot equals jωCdd E , it follows that the allowed maximal value of idist,tot

at ω0 is 567 nA. However, a bandwidth of 1.1 MHz is designed for to be on the
safe side again. Using Eq. (7.8) with the corresponding idist,tot of 621 nA, it is now
found that gm1 should have a value of 48.5 mA/V to satisfy the emi demands, which
corresponds to an IcQ of 1.3 mA (the Early effect has been disregarded). This value
of IcQ is located in the mid-current region. A β f of 294 and an ωt of 628 Mrad/s
follow for the BC548B.

7.2.5.4 Discussion

The IcQ determined from the above emi considerations is only a little higher than
required for the output capability. Hence, in order to meet the required emi specifi-
cations, the power consumption does not increase excessively. There is, however, a
large discrepancy between the values of IcQ for minimal noise performance and that
required for emi performance.

Biasing the cascode at a current of 1.3 mA instead of 10μA changes the noise
behavior of the bjt. The contribution of the bjt to the equivalent noise power increases
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Table 7.4 Hybrid-π
parameters, IcQ= 1.3 mA,
UceQ= 2 V

rB = 26.5� βac = 286
rπ = 5.79 k� ro = 48 k4�

gπ2 = 3.30 mA/V2 Cπ = 70.2pF
gm1 = 49.3 mA/V Cμ = 2.4 pF
gm2 = 945 mA/V2 ft = 108 MHz

and will now be of the same order of magnitude as the noise from Rs and Rt , which
is still acceptable. The equivalent noise current power i2

n,eq equals 1.94 · 10−18 A2,
resulting in a ser of 73.5 dB.

7.2.5.5 ser Analysis and Amplifier Implementation

Biasing the bjt cascode at a collector current IcQ of 1.3 mA and a collector-emitter
voltage of 2 V results in the values of the modified hybrid-π parameters tabulated
in Table 7.4. They were determined using SPICE to determine the linear values and
Eqs. (3.7) and (3.9) to determine the second-order values of the modified hybrid-π
model. The simulated value of gm1 is slightly larger than the value obtained with
Eq. (3.6). This is because SPICE has taken the Early effect into account.

The loop gain is equal to−23.4, which results in an accuracy of the transimpedance
of 99.6 dB (�); just 0.4 dB (�) less than in the ideal case. Poles pL and pi can be
found at −1.06×106 rad/s and −2.54×106 rad/s, respectively. The bandwidth ω0, as
predicted by the L P product, is 8.13×106 rad/s (1.29 MHz) and ζ equals 0.22. Note
that the bandwidth specifications cannot be met with a non-cascode single stage. Due
to the Miller effect, the bandwidth in this case is limited to approximately 460 kHz.

χmax reaches a high value at approximately ω0 due to the low value of ζ . The
minimal ser to be expected near ω0 amounts to 70 dB, which is just within specifica-
tions. After frequency compensation to obtain a Butterworth characteristic, however,
no overshoot will occur and therefore χmax will decrease, resulting in a larger ser.

For a Butterworth characteristic a phantom zero (Verhoeven et al. 2003) was
introduced by shunting Rt with a capacitance C ph of 1.18 pF. Now, ζ equals 0.69
and ωmax equals 8.07 × 106 rad/s, which is indeed very close to ω0 (8.13 × 106 rad/s).

χmax is determined to be 1,211 �. This results in a corresponding value of is,env

equal to 224 pA at ω0. For frequencies just above ω0, the slope of χ(ωc) (see Fig. 7.7)
has not reached −20 dB/dec yet. This slope is reached after approximately an octave.
In the frequency band (ω0–2ω0), χ(ωc) decreases by about 3 dB and idist,tot increases
by 6 dB, resulting in an increase of 6 dB in is,env. As a result, is,env is approximately
450 pA for frequencies larger than 2ω0. The ser to be expected thus equals 76.1 dB.

The required ser is easily reached after frequency compensation. The designer
could consider reducing IcQ in order to reduce power consumption. As a conse-
quence, is,env will increase and in,eq will decrease, but the required ser can still be
reached. A trade-off between power consumption and ser is thus possible. We will
not elaborate on this here.

http://dx.doi.org/10.1007/978-3-319-00593-5_3
http://dx.doi.org/10.1007/978-3-319-00593-5_3
http://dx.doi.org/10.1007/978-3-319-00593-5_3
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Fig. 7.8 Schematic of the transimpedance amplifier, Fig. 7.8b, and the amplitude of the equivalent
envelope detection source at the input of the amplifier as a function of frequency, Fig. 7.8b. The
line in Fig. 7.8b is calculated. The crosses are actual measurements. The amplifier is frequency
compensated to obtain a Butterworth characteristic. Note that the out-of-band measurements of
interest are located above 1 MHz. The in-band detection components are shown for completeness

Figure 7.8a shows the final schematic of the transimpedance amplifier. A current
source realized with a pnp bjt (BC556A) biases the cascode at a collector current of
1.3 mA. The resistors required for establishing the desired base-emitter and collector-
emitter voltages are chosen such that L P product of the transimpedance is virtually
not reduced. SPICE simulations show a transimpedance of 99.6 dB (�), a bandwidth
of 1.29 MHz (8.11×106 rad/s) and an in,eq of 1.55 nA. These figures are very close to
the calculated values (no deviation in transimpedance, 0.5 % deviation in bandwidth
and 10 % deviation in in,eq ).

The effects of the non-zero input impedance of the transimpedance amplifier on
idist,tot can now be evaluated. As stated before, the effect is expected to be minor; the
inaccuracy of the amplifier transfer function is just 0.4 dB (�). Such a low value of
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the inaccuracy implies an input impedance much smaller than the impedance formed
by Zs and the two-wire line.

Using the accurate transmission line equations, the effect of the non-zero input
impedance has been evaluated. It was found that over the frequency range of interest,
the accuracy of the approximated value of idist,tot is within 90 % (i.e., the inaccuracy
is less than 1 dB), which is considered acceptable.

7.2.6 Measurements

The transimpedance amplifier as depicted in Fig. 7.8 has been built and tested. The
transimpedance was measured to be 99.6 dB (�) and the bandwidth 1.1 MHz. Com-
pensation is realized by a C ph of 1 pF. It should be noted that due to component
spread in C ph and the parasitic capacitance of Rt , the actual total compensation
capacitance was approximately 1.6 pF. This was accounted for in the calculation of
is,env in Fig. 7.8b.

Generating an electromagnetic plane wave of 30 V/m and ensuring that this plane
wave is received by the transimpedance amplifier, may be a tedious task. As shown in
Sect. 7.2.1, the disturbance current is dominated by a capacitance and the electric field
component. Therefore, it was chosen to capacitively couple the disturbing signal to
the amplifier. Simulating field to wire coupling by coupling an equivalent signal via
a conductance to the amplifier is a valid and generally used method for frequencies
at which transmission line effects are minimal (Javor 1997).

The electric field component has been replaced by a voltage from a signal generator
and the capacitance by a coupling capacitor equal to that of the (removed) two-wire
line. The voltage was chosen such that idist at 1 MHz amounted to the required 568
nA. Due to the differentiating character of the coupling capacitance, idist increases
with increasing frequency.

The measured and calculated values of is,env are shown in Fig. 7.8b. The measured
values are in close agreement with the calculations and (as expected) no overshoot
appears in both calculation and in measurement. Note that the out-of-band measure-
ments of interest are located above 1 MHz. The in-band detection components are
shown for completeness.

The calculated equivalent current is,env flattens out at a maximum value of about
428 pA. This is close to the approximated value of 450 pA.

7.2.7 Discussion

This amplifier was designed to meet a certain ser specification for interfering fields
up to 100 MHz. That does not imply that there are no other design solutions nor that
this is the best one possible. For example, it can be expected that both noise and
emi requirements can be met by a (cmos) fet implementation of the amplifier also.
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However, a more complicated, multistage solution will probably be required to meet
the bandwidth specification due to the low LP product of a single stage fet (cascode)
implementation.

Here, we have chosen to demonstrate that severe emi requirements can be met
with enough loop gain and a bjt cascode that is more nonlinear than a fet (cascode).

Extending the specification for the interference from 100 MHz to 1 GHz or higher,
two extra effects have to be taken into account in the design process. Firstly, trans-
mission line theory shows resonances in idist,tot at frequencies higher than 1 GHz.
Secondly, rB and Cs +Cd +C ph (in series with Cπ +Cμ1) introduce a non-dominant
pole in χ(ωc) at approximately 1.4 GHz. Its effect on the disturbance is that of a
first-order low-pass filter. High-frequency maxima will thus be attenuated, leaving
the maximum at ca. 340 MHz as the emi determining value of idist,tot . A new, higher
value of gm1 (and hence Aβ0) will be needed. Our simple cascode amplifier may not
meet the specifications and a different implementation could be required.

7.3 Multiple-Stage Transadmittance Amplifier

Finally, the method to design a dual-stage negative-feedback amplifier with specified
ser has to be checked and applied in an example. An application was chosen in which
emi susceptibility has to be low.

Equipment for magnetic resonance imaging (mri) generates high levels of high
frequency interfering signals during imaging. The main interfering high frequency
signal is located at the Larmor frequency: ωL = γ B0 (Philips 1990; Mehlkopf and
Bovée 1989). γ is the gyromagnetic constant and is approximately 42.5 MHz, and
B0 is the flux of the static magnetic field. For a field strength of 3 T commonly
used nowadays, ωL is about 127.5 MHz. During imaging this frequency may be
amplitude modulated (Mehlkopf and Bovée 1989). If one wants to measure a bio-
potential [(e.g., electrocardiogram (ecg)], the ser of bio-potential amplifiers may be
impaired by pick-up of the high frequency disturbance.

Measurements and discussions with mri users in the Academic Medical Centre
in Amsterdam showed that bio-potential amplifiers suffer from both high frequency
interference and in-band interference caused by ‘slice selection’. Each type of inter-
ference may severally impair ecg quality on its own (Laudon et al. 1998), and hence,
both types of interference should be adequately ‘suppressed’. However, because the
most important part of this work deals with out-of-band interference, it was chosen
to concentrate on the high-frequency interference and to disregard in-band interfer-
ence for the time being. See Sect. 7.3.11 for a possible solution for dealing with the
in-band interference of the mri.

The high frequency interference will generate both a differential-mode and a
common-mode disturbance at the input of the amplifier. The common-mode dis-
turbance is expected to be larger than the differential-mode disturbance, since the
common-mode loop is larger than the differential-mode loop due to coupling (of the
interconnect) to the environment (see Chap. 2). When the input of the amplifier is

http://dx.doi.org/10.1007/978-3-319-00593-5_2
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unbalanced, maximal common-mode to differential-mode conversion occurs. The
resulting total disturbance (being the sum of the differential mode disturbance and
the disturbance due to common-mode to differential-mode conversion) is maximal
in this case. To demonstrate that it is possible to design negative-feedback amplifiers
resilient to large high frequency disturbances, it was decided to design an amplifier
with an unbalanced input.

Systems for bio-potential recordings often use instrumentation amplifiers (bal-
anced negative-feedback voltage amplifiers) to suppress 50 Hz (or 60 Hz) common-
mode mains interference, e.g., (Prutchi and Norris 2005; Metting van Rijn et al. 1990;
Metting van Rijn 1993). However, since mri systems are used in screened rooms,
50 Hz interference was expected to be of minor importance. Hence, an unbalanced
amplifier will suffice.

It was decided that a simple, one-channel system would be designed that had to
meet two requirements. Firstly, it should be capable of measuring an ecg signal.
Secondly, the system should be so immune that an interfering signal at 127.5 MHz
with an amplitude equal to what was measured in the mri would result in an equivalent
detected envelope signal of the same order of magnitude as the noise. Note that the
most important goal of the design is to demonstrate the design of an amplifier that
has low emi susceptibility. The proposed system may be regarded as an experimental
set-up that may be developed into a multi-channel mri-compatible bio-potential
measuring system in the future. Such a multi-channel system is, however, beyond
the scope of this work.

7.3.1 System Design

The system is split into two parts: a battery powered front-end and a back-end that
delivers the signal to the a/d-card of a computer (see Fig. 7.9). The front-end consists
of a pre- and post-amplifier. The electrical signal is converted to light by a led. The
light is transported through a plastic fiber to the back-end.

The preamplifier has to process the input voltage and it should be immune enough
to the disturbing voltage at its input. Since a transadmittance amplifier is typically
less susceptible to emi than a voltage amplifier (see Chaps. 5 and 6), a transadmittance
amplifier is chosen as preamplifier. Its design will be extensively discussed in the

Fig. 7.9 System design of the measurement system. The bio-potential is measured and converted
to a current by a transadmittance amplifier. The current is amplified and converted to light by a
current amplifier with optical feedback. Using a plastic fiber, light is transported to the back-end,
which converts the signal to a data stream that can be displayed and stored on a computer

http://dx.doi.org/10.1007/978-3-319-00593-5_5
http://dx.doi.org/10.1007/978-3-319-00593-5_6
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following subsections. The post-amplifier thus has to process a current at its input and
it has to deliver a current to the led. Thus, a current amplifier is used as post-amplifier.

Optical feedback is used in the current amplifier to reduce distortion due to non-
linearities [e.g., due to junction heating (van den Broeke 1994)] in the current to
light conversion in the led. The light signal that is received at the back-end site does
not suffer from an unacceptable level of distortion that may impair the quality of
the ecg.

The receiver consists of a pin photodiode (pin photodiodes show excellent lin-
earity (van den Broeke 1994; Lutske 1989)) that converts light into a current and
a transimpedance amplifier that, finally, converts this current into a voltage that is
processed further by a computer. This part of the system is straightforward, and its
design is not discussed further.

An advantage of an isolated, battery-powered, front-end is that it ensures safety
(a person under test cannot be connected to the mains in case of a faulty situation).
Moreover, the small front-end can be placed near the patient, while the back-end
may be in another room. For example, the patient resides in the mri bore, while the
back-end may be placed outside the Faraday cage enclosing the mri-system.

To avoid interference from reaching the electronics directly, both electronics from
the front- and back-ends have copper enclosures.

7.3.2 Specifications

The design of any amplifier system starts with specifying the source and load. Table
7.5 presents the signal source specifications.

The 3.2 cm2 electrode with a mean impedance of 50 k� at frequencies lower
than the pole is used in the design. It should be noted that the electrode impedance
is subject to spread. Impedance variations of up to 30 % are common (Grimbergen
et al. 1992).

Table 7.5 Signal source specifications (Prutchi and Norris 2005; Metting van Rijn 1993; Linnen-
bank 1996; Grimbergen et al. 1992)

Biopotential specifications

Signal Max. voltage (mV) Bandwidth (Hz)
ecg 5 400

Electrode (Ag–AgCl) specifications (3M, Red Dot)

Size (cm2) Mean impedance (�) Comment
3.2 50 k Impedance shows a first-order behavior
2.0 100 k with a pole between 0.1 and 100 Hz.

No dc-current allowed through the
electrodes. Up to 300 mV offset possible.
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Table 7.6 Measured two-wire line parameters

fmeasure (Hz) Self-inductance (μH) Capacitance (pF) Resistance (�)

1 k 2 139 3.2
10 k 2 127 2.4
100 k 1.9 117 2.4

(LCR-meter PM6304 Philips/Fluke)

With a high-quality, low-noise system for bio-potential measurement (Metting van
Rijn et al. 1993; Metting van Rijn 1993), a total noise (system plus electrodes) of
about 1μVrms is expected (Linnenbank 1996). However, more noise was measured
(about 3μVrms). Possible explanations for this are electro-chemical reactions at the
electrode-skin interface that generate noise (Linnenbank 1996).

The system to be designed should have comparable noise specifications. Out-
of-band interference caused by the HF pulses at the Larmor frequency may gener-
ate envelope detected voltages which are, preferably, about the same magnitude as
the voltage noise and not larger. This level of detected voltage is acceptable, since
the same amount of mains disturbance levels are considered acceptable in practice
(Metting van Rijn et al. 1990).

7.3.2.1 Interconnect

A two-wire line will be used to connect the electrodes to the input of the amplifier.
The two-wires will pick-up interference from the mri and transport it to the input of
the amplifier. One side of the interconnect is connected to the preamplifier and the
other side is connected via two 10 k� ‘safety resistors’ to the electrodes. The 10 k�

resistors are considered nowadays to be more or less mandatory to prevent thermal
burns due to induction in case of fault situations in the mri.

Chapter 2 shows that the dimensions of the interconnect have to be small in order to
decrease the amount of differential disturbance. The two-wire line therefore consists
of two copper wires, taken from a ribbon cable, with a radius of about 0.1 mm, a
distance between the wires of approximately 0.6 mm and has a length of 307 cm. The
length can not be taken much smaller, since it should be able to cross the distance
from the electrodes on somebody’s chest in the bore of an mri to the front-end outside
of the bore.

The measured self-inductance, capacitance and resistance of the two-wire line
is shown in Table 7.6. The measured self-inductance remains about the same with
frequency. The capacitance shows a decrease of about 16 % and the resistance a
decrease of 25 % with increasing frequency. At higher frequencies, the capacitance
measurement is probably affected negatively by metal objects in the surroundings.

Using Kaden’s equation for the self-inductance of a two-wire line (Table 2.1),
results in a self-inductance of 664 nH/m, i.e., a total of 2.04μH. Measured and
calculated self-inductance are in good agreement. A resistance of about 1.37 �/m

http://dx.doi.org/10.1007/978-3-319-00593-5_2
http://dx.doi.org/10.1007/978-3-319-00593-5_2
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follows from the equation for the resistance, and therefore the total resistance is
approximately 2.7 �, which is also accurate enough. A capacitance of 16.7 pF/m is
found from Kaden’s equation for a two-wire line with εr equal to one. However, εr

is larger than one because of the wires insulation. The calculated value of C (εr of
2.7) is 45.1 pF/m, resulting in a total capacitance of 139 pF, which is about the same
as measured.

For the design, Ls equals 2.04μH and Cs equals 139 pF are assumed. The wire
resistance can be neglected with respect to the electrode impedance and the ‘safety
resistors’ because it is small by comparison.

7.3.3 Measurements of 3T mri Induced Interference

To get an idea of the disturbance that may be picked-up by the two-wire line, mea-
surements were done in a 3 T mri (Philips Intera scanner). Electrodes were placed
on a dummy (a water filled jar) and were connected to the two-wires (see Fig. 7.11a).
The largest distance between the electrodes was approximately 17 cm.

It should be noted that the measurements will only give an indication of the
amplitude of the disturbance that can be expected in real cases. Real tissue, differences
in distance between electrodes and differences in the length of the interconnect that
is actually ‘illuminated’ in the mri bore, etc., will cause differences from the values
measured with the dummy. On top of that, extra uncertainty is introduced because
measurement equipment can not be placed in the mri room because of the large
magnetic field.

Figure 7.10a shows a simplified drawing of the measurement set-up. The two-
wire line will be the main receptor of the interference since it will go into the mri
bore. A shielded two-wire transmission line, which does not go into the mri bore, is
connected to the two-wire line.

The latter is used to transport the disturbance out of the mri room. The shielded
transmission line used has a characteristic impedance of about 75 � and its length
is approximately 13 m. Reflections occurring due to (characteristic) impedance mis-
match will affect the measured interference level and add to the uncertainty. The
disturbance has been measured both in the time domain and in the frequency domain.

Note that a common-mode loop exists formed by the two-wire line, the (distrib-
uted) coupling capacitances, and measurement equipment. It is not possible to present
exact values of the coupling capacitances since they depend on the distance between
the interconnects and the nearest conductive area, which may vary in practical cases.
A value of several (tens of) picofarads may be expected (see Table 2.1).

The measurement equipment has an unbalanced input, resulting in a maximal
common-mode to differential-mode converted disturbance. A comparable common-
mode loop and common-mode to differential-mode conversion exists when the sys-
tem (to be designed) is realized as shown in Fig. 7.10b.

Measurements with a (Tektronix 454A) 150 MHz oscilloscope (Zin equals
1 M�//15pF) have been performed in order to characterize the pulses in the time

http://dx.doi.org/10.1007/978-3-319-00593-5_2
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Fig. 7.10 Simplified draw-
ings of the measurement
set-up and of the bio-potential
measurement system. Inter-
ference is (mainly) picked-up
by the two-wire line and
transported to either an oscil-
loscope or spectrum analyzer
(Fig. 7.10a), or to the input
of the transadmittance ampli-
fier (Fig. 7.10b). Note that
common-mode to differential-
mode conversion occurs in
both cases. a Interference is
picked-up by the two-wire
line and transported to the
measurement equipment by a
shielded transmission line. b
Interference is picked-up by
the two-wire line and trans-
ported to the front-end of the
system

(a)

(b)

domain. The mri performed the ‘echo planar imaging (EPI)’ sequence, since this
was regarded to be a sequence that caused a lot of interference. Figure 7.11b gives
an impression of the EPI sequence. It can be seen that the maximum (peak) value of
the interference is approximately 2V. The pulses can therefore be regarded as having
an amplitude of 1V and a modulation depth (m) of 1.

Figure 7.11c shows another sequence (gradient spin echo). The gradient pulses
show a peak value of about 2 V, with occasionally a maximum of ca. 2.6 V, and a
repetition frequency of about 167 Hz in this case. Again we can assume an amplitude
of about 1 V and an m equal to 1.

The EPI induced disturbance was also monitored with a Hameg (HM5006) spec-
trum analyzer (50� input impedance). The input attenuation was set to 30 dB and
the frequency scanwidth varied between 0.1 and 50 MHz/div, depending on the fre-
quency range of interest. The filter bandwidth was chosen to be 20 kHz or 200 kHz
accordingly, to assure accurate measurements.

Due to the non-continuous character of the signals, see Fig. 7.11c, some averag-
ing occurs in the spectrum analyzer. The measured values are therefore a bit lower
than the actual peak values. This may, however, not be the case in the lower fre-
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Fig. 7.11 Dummy used for measuring 3 T mri high frequency pulses and two kinds of sequences.
Oscilloscope settings: 0.5 V/div, 5 ms/div. a Dummy. b Echo planes imaging sequence. c Gradient
spin echo sequence

quency range (Table 7.7, first row), since these signals were also measured without
a sequence being made. Table 7.7 gives an example of some of the measured values.
Note that the spectrum analyzer measures the power in dB, which has to be converted
to a voltage so it can be compared to the voltage measured by the oscilloscope. The
corresponding peak voltage of the measured power values are calculated and pre-
sented in the second column of the table. The disturbance amplitudes measured with
the oscilloscope and the spectrum analyzer differ, specifically at the most important
frequency (127.5 MHz). This is due to the differences in input impedance and some
averaging.

In order to check the measurements, the disturbance that would be measured with
the spectrum analyzer when it would have an input impedance of 1 M�//15 pF, is
calculated. It is expected that the disturbance found in this way has approximately
the same value as the one measured with the oscilloscope. The third column presents
the values that would be measured in that case; the fourth column shows the mul-
tiplication factor that was used. The disturbance at 127.5 MHz shows a corrected
value between brackets, and one without brackets. The first shows the corrected value
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Table 7.7 Disturbance measured with the spectrum analyzer (see Fig. 7.10a)

Frequency (MHz) Approx. measured Approx. corrected Multipl. factor
peak voltage (mV) peak voltage (mV)

10 0.2 7 35.5 (31 dB)
30 0.2 15.9 89.1 (39 dB)
50 0.2 1.6 7.9 (18 dB)
100 0.4 1.1 2.8 (9 dB)
127.5 14 (220) 880 15.8 (24 dB)
170 0.4 0.5 1.2 (1.6 dB)
350–360 4 1.5 1 (−0.26 dB)
460–500 2.8 0.8 0.6 (−4.2 dB)

The second row presents the input voltage (calculated from the measured input power in dB),
the third column shows the (estimated) values if the input impedance would be the same as that
of the oscilloscope. The fourth column shows the multiplication factor used, which follows from
Fig. 7.12b. The disturbance at 127.5 MHz is pulsed (as far as we could determine, this was not
the case at the other frequencies). Therefore, averaging occurs during the measurement. The value
between the brackets at 127.5 MHz is the measured value without taking averaging into account;
averaging is taken into account in the value without brackets

without taking averaging into account, the latter the corrected value taking averaging
into account, also. What kind of correction has been applied, is discussed next.

Although the EM environment in the mri bore is very difficult to model, it is
possible to estimate the differences in disturbance levels between the low impedance
(50 �) and the high impedance (1M�//15pF) using the models and equations pre-
sented in Sects. 2.6.2 and 2.7. Note that these models are simplified approximations
of the electromagnetic coupling that may occur in the mri bore. They can, however,
be used to check if the large difference between the high and low input impedances
are plausible.

The earlier mentioned models and equations were used to estimate the trans-
fer of the em field to the total disturbance, being the sum of the differential-mode
disturbance and the disturbance resulting from common-mode to differential-mode
conversion. Plots of the transfer (H ) are shown in Fig. 7.12 and are normalized in
such a way that low frequency value of H depicted by the solid line corresponds
to 0 dB. Figure 7.12a shows that the disturbance in case of a high input impedance
(1 M�/15 pF) (solid line) is higher than in case of a low input impedance (50 �)
(dotted line). At 127.5 MHz this difference is about 24 dB (see Fig. 7.12b). On top
of that should be noted that the spectrum analyzer measures continuously, while
the (127.5 MHz) disturbance is pulsed. The measured value is averaged. From the
measured pulses, it was estimated that the peak value should be a about a factor four
higher (12 dB). If we take the measured value of 14 mV from the spectrum analyzer
and multiply this with 63 (36 dB), a value of 0.88 Vpeak is found.4 This is indeed of
the same order of magnitude as the value measured with the oscilloscope. The cal-

4 Note that a difference of 25 dB instead of 24 dB would have resulted in almost exactly 1 Vpeak
of disturbance. Because of the simplified models, it is reasonable to assume that this one dB more
disturbance may occur in practical cases.

http://dx.doi.org/10.1007/978-3-319-00593-5_2
http://dx.doi.org/10.1007/978-3-319-00593-5_2
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Fig. 7.12 Estimated transfer
of interference (common-
mode and differential-mode)
to a disturbance voltage across
a load of 1 M�//15 pF and a
load of 50 �. a Simulated total
disturbance in the two-wire
line normalized to 0 dB. The
solid line shows the transfer
when the load is a 1 M�//15 pF
impedance and the dotted line
shows the transfer in case of
a 50 � load. b The difference
between the total disturbance
in case of the high impedance
load (1 M�//15 pF) and the
low impedance load (50 �).
The difference is 24 dB at
127.5 MHz

(a)

(b)

culation shows that the large difference in measured values between the oscilloscope
and the spectrum analyzer are plausible.

The shielded transmission line for signal transport will not be used in the final
system. Its effect will be a frequency dependent attenuation and reflections affecting
the magnitude of the disturbance. The first effect, however, is so low that it may be
neglected in the frequency range of interest. Reflections may attenuate the disturbance
at certain frequencies. At other frequencies hardly any attenuation occurs, so the
maximum disturbance will be delivered to the load. Evaluation at 127.5 MHz showed
that the transmission line used for signal transport hardly attenuates the signal at
127.5 MHz.

In the lower frequency range, a relatively high (constant envelope) disturbance of
about 0.13 Vpeak can be expected (see the thick lines in Figs. 7.11b and 7.11c). The
disturbance between 10 and 127.5 MHz, and at frequencies higher than 127.5 MHz,
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are lower than at 127.5 MHz (see Table 7.7) and will therefore have less effect. On
top of that, these disturbances are not modulated (as far as could be determined),
reducing their detrimental effect to a dc shift that is easily compensated. The non-
constant envelope disturbance at 127.5 MHz will therefore most probably have the
most detrimental effect.

Both measurements with the oscilloscope and with the spectrum analyzer (after
correction) show corresponding magnitudes of the dominating disturbing voltage
at 127.5 MHz. Therefore, we confirm a signal of about 1 Vpeak (and m of 1) from
these measurements. The amplifier to be designed will most probably have an input
impedance comparable to that of the oscilloscope. The amount of disturbing voltage
at the input of the amplifier can thus be expected to be about the same.5 No clipping
is allowed to occur in the amplifier due to this disturbance in the amplifier to be
designed. Moreover, the resulting detected envelope should have the same order of
magnitude as the noise.

7.3.4 Magnitude of the Required Transfers

It is beneficial when the transadmittance has a larger value in the signal passband
than for signals higher than the passband. Since the passband is low frequency, some
kind of bandwidth limiting is probably needed.

A transadmittance of 1 S was chosen; i.e., an amplitude of 5 mV corresponds
to a current of 5 mA through the LED. The total transfer is to be divided over the
transadmittance amplifier and the current amplifier. A large transadmittance (of the
transadmittance amplifier) may result in a relatively small loop gain that may affect
the accuracy of the transfer in the passband and perhaps emi susceptibility. Therefore,
a transadmittance equal to −10 mS was chosen. The current amplifier should have a
gain of 100 with a bandwidth of 400 Hz, which is feasible.

7.3.5 Design of the Feedback Network

A transadmittance of −10 mS is required with a bandwidth of about 400 Hz. Since it
can be expected that a transadmittance amplifier will easily reach larger bandwidths,
the bandwidth has to be limited. A way to accomplish this is shown in Fig. 7.13.

The transadmittance, γ , in the passband is given by

γ = − R1 + R2 + R3

R1 R3
, (7.9)

while it reduces to γ = −1/(R1//R3) for frequencies larger than the bandwidth.
The bandwidth is determined by R2 and C . With R1 equal to 5.1 k�, R2 equal to

5 Simulations show that the exact value of the input impedance of the negative-feedback amplifier
to be designed does not matter much as long as it is of the same order of magnitude as the impedance
of the oscilloscope.
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Fig. 7.13 Transadmittance
amplifier with high transad-
mittance in the passband
(γ = −10 mS) and low
transadmittance at higher fre-
quencies (γ = − 0.5 mS)

162 k�, and R3 equal to 3.3 k�, γ equals −10.1 mS in the passband and −0.5 mS
for frequencies sufficiently higher than the passband.

The signal bandwidth is probably smaller than the bandwidth that follows from
the LP product. Thus, B will be used to denote the signal bandwidth and ω0 to denote
the bandwidth of the amplifier.

7.3.6 Noise Calculation and Input Stage Bias Current

The following equation holds for the spectral voltage noise density (at low frequen-
cies) of the transadmittance amplifier in Fig. 7.13.

Sun,eq = Sun + Sin

[
Rs + R3

(
R1+R2

R1+R2+R3

)]2

+ 4kT

[
Rs + (R1 + R2)

(
R3

R1+R2+R3

)2 + R3

(
R1+R2

R1+R2+R3

)2
]

.
(7.10)

Rs is the source resistance, Sun and Sin are the spectral voltage and spectral current
noise densities of the input stage (see Chap. 5), respectively. The effect of capacitance
C is disregarded.

The noise specification can be met with both a bjt and a fet differential stage. In
case of a bjt input stage, a bias current of several tens of micro-amperes up to a few
hundred micro-amperes (depending on the bjt) follows from the noise calculations,
since Rs is large. It is expected that a cascoded jfet stage may require a larger drain
current to meet the noise specifications. As a consequence, the jfet will contribute
more to the loop gain than the bjt, which is beneficial for accuracy, distortion, and
emi. Therefore, a differential jfet input stage is chosen.

The equivalent input noise power u2
n,eq is given by

http://dx.doi.org/10.1007/978-3-319-00593-5_5
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u2
n,eq = q IgQ B

(
Rs + R3

(
R1+R2

R1+R2+R3

))2

+ 4kT

{
B

[
Rs + (R1 + R2)

(
R3

R1+R2+R3

)2 + R3

(
R1+R2

R1+R2+R3

)2
]

+ c
gm1

fl ln
(

fH
fL

) [
2 + 1

6 (2π fH Ciss)
2
(

Rs + R3

(
R1+R2

R1+R2+R3

))2
]}

.

(7.11)
The gate current is IgQ , B is the bandwidth ( fH − fL ), and fH and fL are the upper
and the lower corner frequencies, respectively. The flicker noise corner frequency is
fl . It is incorporated in the equation because of the relatively small bandwidth.

The differential jfet will generate acceptably low noise levels (un,eq ≈ 1.1 μV)
when gm1 is about 40 μA/V2. The transconductance can be increased in a straight-
forward manner to further increase the contribution that the stage will make to the
loop gain. This will decrease both noise and emi susceptibility.

A dual jfet of type U406 (Vishay 2001) was selected and biased at an6 Id Q of
2 mA. The transconductance gm1 is now expected to have a value of about 3.6 mA/V,
resulting in un,eq being approximately 0.42 μV.

7.3.7 Output Stage

The minimal bias current is taken to be 1.5 times the signal current through the load
(îl ), to avoid clipping distortion (see Sect. 5.2.4 and (Verhoeven et al. 2003)). A bias
current approximately equal to 2 mA (ûdist,max |γ | × 1.5) is found, when a maximal
disturbance voltage of 2.6 V with a frequency lower than ω0 at the amplifier input is
assumed. This is a worst case assumption. To prevent voltage clipping in the output
stage, |UceQ | > îl Zt +UceM I N > 2.9 V. An |UceQ | of 5 V is taken in the first design
steps.

Local feedback at the output stage can be avoided by using a differential stage.
The output stage is implemented with pnp bjts of type BC857 (NXP 2008). This
bjt type combines a large βac (approximately 277) with a high ft (approximately
144 MHz).

7.3.8 Linear Transfers

A cascoded differential jfet input and bjt output implementation of the nullor results
in −Aiα20β0 being approximately 55.3 in the passband. This results in an accuracy
of 98.2 % in transadmittance, which is acceptable.

6 This is a trade-off between the chance of Id Q being larger than the drain current in saturation
[typically 3 mA, maximally 10 mA, and minimally 0.5 mA (Vishay 2001)] and the contribution the
jfet can make to the loop gain.

http://dx.doi.org/10.1007/978-3-319-00593-5_5
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Transadmittance γ equals −0.5 mS between ωa ≈ 1/(C(R1 + R3)) and ω0, while
−Aiα20β0 is increased to approximately 1 k. Transfer ξi0 is about 1, resulting in χ10
of about 0.9×10−3.

The output stage will introduce a pole po at approximately −2.9 Mrad/s
(−ωT o βaco). The source and two-wire line impedances are so low that they can
be neglected at frequencies higher than ωa . An input pole (pi ) is thus created by
the input capacitance of the fet stage and R′

t (being the parallel connection of R1
and R3); pi is about −122 Mrad/s. The expected bandwidth (ω0) is approximately
596 Mrad/s (95 MHz).

Transfer ξ1 has a pole pi , but also a pole (ptw) estimated by −1/(2RsafetyCs) when
the electrode impedance is neglected. Pole ptw is located at about −360 krad/s. This
pole is non-dominant and will not affect signals in the passband, but it will attenuate
low-frequency interference. The two-wire line is electrically long for interference
higher than approximately 10 MHz. Transmission line equations are used to describe
signal transport by the two-wire line to the input of the amplifier. Now, no pole ptw

occurs in ξi1 due to the two-wire line. Several resonances and anti-resonances can be
identified, however, that cause the interference to decrease or increase with frequency.
The amplitude of the main interfering frequency to be expected at the input of the
amplifier has been measured and is known. For reasons of simplicity we use the
measured data and disregard pole ptw in the further (emi) analysis.

As a result we have a ξ10 of one and a pole, pi for the transfer of the interference.
Considering χ1,max , we find χ1,max to be about 0.13 in the case of a frequency-
compensated amplifier, and even about 0.92 in the case of an uncompensated one.
With a peak disturbance ûdist. of 2.6 V, a differential input voltage of 0.34 V and
2.39 V, respectively, can be expected. The latter differential voltage is large enough
to cause clipping in the amplifier. When the amplifier is ideally compensated, no
clipping occurs. However, when compensation is less ideal, or a non-dominant pole
occurs at too low a frequency, the risk of the differential input voltage becoming
so large that clipping (or periodically forward biasing of the gate-source junction)
still occurs, is too large. Transfer χ1,max should therefore decrease significantly, by
decreasing ω0.

It was found that both pi and po had to be shifted to a lower frequency. Pole
po was shifted to −572 krad/s by adding a 4.7 pF Miller capacitance to the output
stage. Adding 235 pF to the input of the differential jfet stage and ‘decoupling’
the two-wire line with a resistor, Rshift, of 6.8 k�, shifts pole pi to approximately
−1.96 Mrad/s. Figure 7.14a shows the design.

Transfer χ1,max is approximately 37.5×10−3 after frequency compensation and
ω0 is about 33.5 Mrad/s (5.3 MHz). No clipping will occur with this value of χ1,max .
Unfortunately, however, a non-dominant pole and a zero affect the ideal second-order
behavior. Overcompensation is necessary to prevent χ1,max from deviating too much
from the previously calculated value. A compensation capacitance, C ph (8 pF), has
to be connected between Rshift and the reference (see Fig. 7.14a) in order to introduce
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Fig. 7.14 The realized transadmittance amplifier. a Simplified schematic of the transadmittance
amplifier. Rshift , Cshift and CMiller are necessary to realize a reasonable value of χ1 so that clipping
is avoided. C ph introduces a phantom zero, frequency compensating the amplifier. Rshift and C ph
do not filter the input signal. b The transadmittance amplifier on a printed circuit board (PCB),
including common-mode bias circuitry. Note that the PCB can be improved from an emc point of
view

a phantom zero with appropriate value7 (near −18 Mrad/s). As a result we now have
a χ1,max of about 30×10−3 and and an ω0 of approximately 26.4 Mrad/s (4.2 MHz).

Note that although the combination of Rshift and C ph looks like a low-pass filter,
its effect is not that of a low-pass filter. The transfer from the signal source us to
the input of the amplifier is determined by poles pi and po. Since pi is determined
by the 240 pF input capacitance, the additional 8 pF from C ph hardly affects pi , so
no low-pass filtering occurs. The effect of C ph is that for frequencies higher than

7 A common place to introduce a phantom zero is in the feedback network (Verhoeven et al. 2003).
Here, however, it was found that a phantom zero in the feedback network was ineffective because
the (inevitable) accompanying pole was located near the phantom zero, making it ineffective. A
phantom zero at the input is effective because the accompanying pole is located at a much higher
frequency (approximately −156 Mrad/s).
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the phantom zero, the attenuation in the feedback loop (β) is reduced, forcing the
system poles into (approximately) Butterworth positions. The transfers will not be
much affected by Rshift and C ph for frequencies higher than ω0. Simulations show
that χ1, χ2, and γ are indeed only about 4.4 dB less in the compensated case than in
the uncompensated case at 127.5 MHz.

7.3.9 emi Behavior of the Transadmittance Amplifier

Using the simplified equations presented in Chap. 6, it is found that the transadmit-
tance amplifier will meet the emi specifications without difficulty. However, both
differential input and output stages will affect each others’ nonlinear behavior in a
complicated way (see Appendix D). Equivalent voltage source us,ωl may be higher
than follows from the simplified equations, so it should also be checked with the
elaborate equations of Appendix D. The result is depicted by the solid (perfectly
matched fets) and dotted lines (10 % mismatch) in Fig. 7.16.

It can be seen that up to about 4 MHz us,ωl increases due to the fact that χ1
becomes so high that the input stage determines us,ωl . The influence of the input
stage rapidly decreases for frequencies higher than 4 MHz. For frequencies higher
than about 30 MHz, the output stage contributes more to the nonlinearity than the
input stage, but the contribution of the input stage cannot be neglected.

Simulations and calculations show that the design will meet the specifications;
us,ωl ≈ 76 nV at a frequency of 127.5 MHz.

7.3.10 Measurements

Figure 7.14a shows the simplified diagram of the transadmittance amplifier. The
required common-mode bias circuitry is omitted for clarity. The realized amplifier
on its printed circuit board is depicted in Fig. 7.14b.

Table 7.8 shows the measured specifications. The total system gain is 1,786 instead
of the specified 1,000. The current gain of the optically fed back amplifier in the
front-end was found to be too large, 178.6 instead of 100, due to excessive optical
attenuation. This can be corrected in either the optical or electrical domain. However,
since this gain is not critical for this system, it was decided to leave it unaltered.

The transadmittance(s) and bandwidth(s) correspond well to the calculated values.
The noise is, however, about twice as large as was calculated. This is due to the current
amplifier generating a relatively large current noise, caused by the transfer from the
current to optical domain and vice-versa in the feedback. When this current noise
is transferred to the input of the transadmittance amplifier, it is found that it adds
almost the same noise as the transadmittance amplifier itself, explaining the 3 dB
increase in the measured noise.

http://dx.doi.org/10.1007/978-3-319-00593-5_6
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Table 7.8 Specifications of the final system

Power supply: ±15 V Conditions
Current consumption
Transadmittance amp.: ca. 12 mA
Total system: ca. 70 mA
Transadmittance: −9.9 mS 160 mHz−442 Hz
Bandwidth: −505μS 9.6 kHz−4 MHz
Noise: ≈0.9μV
(no electrodes but with 2×10 k� safety resistors)
Total system gain: 1,786 (V/V)

Fig. 7.15 ecg measured
with the system described in
this section. The horizontal
axis is the time (1 s), the
vertical axis the output voltage
(−1.5 to 1 V)

To demonstrate the ability to measure ecgs, the author’s ecg has been measured
with the system, which is depicted in Fig. 7.15.

Figure 7.16 shows the calculated, simulated, and measured values of us,ωl as a
function of frequency. The measurements were performed with the set-up shown in
Fig. 7.3, with the u to i converter, the buffer amplifier, and the fourth-order low-pass
filter removed. The function generator, however, now was a Rhode & Schwarz SMS
2 and the oscilloscope a HP54610A (500 MHz). All measurements are normalized
to a disturbing input voltage of 1 Vpeak and a modulation depth (m) of 1.

Calculations and simulations showed that replacing the interconnect and safety
resistors by the function generator do not significantly affect the pole locations and
amplifier behavior. Therefore usωl (ωc) is not affected. emi behavior of the amplifier
with interconnect, safety resistors and electrodes is thus expected to be equal to that
of the amplifier in the measurement set-up.
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Fig. 7.16 Equivalent voltage source usωl as function of the frequency. Disturbance: 1 V, m = 1.
Both solid and dotted lines are calculated, the diamonds are simulation results and the crosses
are measurement results. Note the resonance occurring near 100 MHz. The solid line depicts the
response in case of matched transistors and biasing (x = 0.995). The dotted line represents the case
of 10 % mismatch between the fets and both output transistors having slightly different values of
x (0.999 and 1.008, respectively). See text for discussion

Both solid and dotted lines are calculated. Note that the second-order nonlinearity
of the output stage also depends on how accurately gπ2 of the output stage equals
gm2/βac. The solid line shown in Fig. 7.16 holds in case x equals 0.995, matched
transistors and equal biasing of the differential stages.

By deliberately introducing some unbalance, the nonlinearities of the input fets
and output bjts may add up to a lower total second-order nonlinearity than in case
of exactly equal transistors. In case of the dotted line, both output transistors have
slightly different values of x : x equals 0.999 and 1.008, respectively, and the second-
order nonlinearity of the fets differ by 10 %. Now, the low-frequency calculation
corresponds better to the measurements. The designer should, however, not deliber-
ately design for this effect since it depends too much on parameter values that are
subject to spread.

It can be seen that slight differences in biasing and transistor parameters have a
considerable effect on us,ωl . In order to get an idea of possible responses, we can
draw lines for several values of x , mismatches in biasing, and transistor parameters.
Here, we do not elaborate on that. The input stage causes us,ωl to have a relatively
large value up to about 4 MHz due to the zero that occurs in χ1. It can be seen that
both measurements and simulations8 of the complete amplifier, thus including bias

8 Note that no simulation results are presented at frequencies higher than 7 MHz. Even with con-
temporary computers, simulation time and file size become so long that it is impractical to perform
accurate simulations at higher frequencies.
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circuitry, show a roll off of us,ωl at a slightly higher frequency than the calculations.
The latter is based on hybrid-π models and first-order approximations of the bias
source impedances. It is reasonable to attribute the differences between measurement,
simulation and calculations to this.

On top of that, transistor parameters may deviate to some extent from their SPICE
model parameters, and finally the biasing may be slightly different (e.g., correspond-
ing more to the case that results in the dotted line). Considering this, specifically in
the range 8−60 MHz, measurements and calculations agree to within 1.4 dB (solid
line).

At about 100 MHz a resonance occurs in the measurement that is not accounted
for in the calculation. It was found that the resonance was due to a non-optimal
printed circuit board design, the assembly of the interconnect in the enclosure, and
the enclosure itself. It was, e.g., possible to decrease or increase us,ωl by ‘playing
around’ with metal plating in the enclosure. It is therefore reasonable to assume that
a more carefully realized system will show no resonance, or a resonance with a much
lower peak. Nonetheless, the system does meet the design requirement: us,ωl was
measured to be about 0.5μV at 127.5 MHz.

7.3.11 Resolving In-Band Interference Problems

When trying to measure bio-potentials in an mri system, two types of in-band inter-
ference can be distinguished

• Interference due to movement of wires caused by breathing.
• Interference caused by ‘gradient pulses’ used for slice selection.

Screening to reduce interference is difficult. Metal screens may interfere with
the imaging system, and cause distorted images. Conductive coating may be tested,
since its conductivity is much less than a metal, the image distortion may be less.
This approach may reduce capacitive coupling, but inductive coupling remains. More
research on this topic has to be performed.

Another method to reduce interference may be by using balancing.9 When a
second amplifier is used that is not connected to the electrodes, but does receive
the same amount of disturbance (e.g., by connecting its interconnect in a small loop
around the electrodes) it will generate the same in-band disturbance at its output as
the bio-potential measuring amplifier. Both in-band disturbances can be subtracted,
leaving only the bio-potential. A reduction of the in-band gradient to about 20 % of
its magnitude was observed using this approach (Laudon et al. 1998). This may be
not enough, but it should be possible to improve this figure. More research has to be
performed on this topic as well.

9 Note that using a balanced input amplifier will reduce common-mode to differential mode con-
version of the (out-of-band) disturbance. The total disturbance reduces and us,ωl will become even
smaller.
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7.4 Conclusions

Three examples to demonstrate the models of active devices and the design method
presented in the earlier chapters are presented in this chapter.

Firstly, the dependence of emi on the loop gain and the location of the dominant
poles of a negative-feedback amplifier, as discussed in Chap. 5, was demonstrated
by calculations and measurements on a jfet transimpedance amplifier.

Secondly, the systematic design of a transimpedance amplifier with specified
emi behavior was presented. The transimpedance amplifier was designed to have a
transimpedance of 100 k�, a bandwidth of 1 MHz, and a minimal signal-to-error
ratio of 70 dB, resulting from both noise and interference, while being subjected to
(the equivalent disturbance of) a plane wave of 30 V/m with a modulation depth equal
to one.

The expected amount of disturbing signal at the input of the amplifier due to
an interfering electromagnetic plane wave was approximated using the methods
presented in Chap. 2.

The bipolar junction transistor cascode (see Chap. 4) was used as nullor imple-
mentation. The required transconductance to reach the specifications was calculated,
from which the biasing of the cascode followed. Measurements were in good agree-
ment with calculations and simulations, and thus support the method presented in
the previous chapters.

Finally, a dual stage transadmittance amplifier was designed for a bio-potential
measurement system. It used cascoded differential input and output stages for low
second-order nonlinearity and high loop gain. The amplifier was designed to have
an equivalent emi source voltage of the same order of magnitude as the equivalent
noise voltage (1μV) while being subjected to an input disturbance voltage of 1 V at
127.5 MHz and a modulation depth of 1. This kind of disturbance may be found in
3 Tesla magnetic resonance imaging systems.

It was found that the system met the specifications. An ecg was successfully
measured and the measured equivalent emi voltage was about 0.5μV at 127.5 MHz
(despite the occurrence of an unmodelled system resonance, which increased emi
susceptibility at about 100 MHz).

The design may be regarded a first step towards the development of an MRI-
immune bio-potential measurement system. Only the in-band interference problems
still have to be solved.
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Chapter 8
Conclusions and Recommendations

This chapter presents the overall conclusions in Sect. 8.1. Some recommendations
for future research are given in Sect. 8.2.

8.1 Conclusions

Just like any other electronic circuit, negative-feedback amplifiers are subject to noise,
speed and signal power limitations. On top of that, susceptibility to electromagnetic
interference (emi) hampers the information processing done by the negative-feedback
amplifier (and other types of electronics) even further. In this work, it is assumed
that emi causes a disturbance at the input of the negative-feedback amplifier, since it
is the most susceptible place and the disturbance is usually easy to attenuate at other
places by filtering or shielding.

Chapter 1 shows that emi from out-of-band signals (i.e., signals with a frequency
much larger than the bandwidth of the amplifier) may result in a dc shift and detection
of the low frequency envelope variations (envelope or ‘am’ detection) of the high
frequency interference, caused by even-order nonlinearities in the active devices.
Noise, distortion and emi introduce errors in the signal transfer and thus reduce the
signal-to-error ratio (ser). It is therefore necessary to take these three error sources
into account (and minimize them) in the design of negative-feedback amplifiers. emi
in particular may cause the ser to become unacceptably low.

In this work, the design of the interconnect from signal source to the negative-
feedback amplifier, the (shielding) enclosure, and the amplifier are orthogonalized.
Firstly, the interconnect and enclosure are designed for low electromagnetic cou-
pling, under the assumption that the interconnect is loaded by an ideal amplifier.
Secondly, the amplifier is designed for a sufficiently high ser. In principle, the inter-
connect design is not changed during design of the amplifier. Verification that both
interconnect and the implementation of the amplifier meet the specifications can then
be checked by simulation.
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Chapter 2 presents equations that enable the designer to determine the maximal
dimensions of the interconnects and/or whether shielding is required. The necessary
knowledge to design negative-feedback amplifiers with a sufficiently high ser is
presented in the subsequent chapters.

Nonlinear behavior of the bipolar junction transistor (bjt) and field-effect transis-
tor (mosfet, jfet, and mesfet) is investigated in Chap. 3. Modified hybrid-π models
of both types of transistors are presented. They enable both linear and second-order
nonlinear analysis and design.

Nonlinear behavior is strongly dependent on the impedances connected to the
transistor. For low distortion, both types of transistors are preferably loaded by
impedances much lower than their output impedances. In case of fets, the load
impedance is preferably so much smaller than the output resistance of the fet that
cascoding of the fet is recommended. The bjt is preferably current driven. The
larger the impedance of the signal source, the smaller the nonlinearity of the bjt.
The actual value of the second-order nonlinearity becomes harder to determine with
increasing source impedance and the uncertainty in its value (and therefore in the
second-harmonic distortion and emi) also increases. However, this drawback is easily
accounted for in the design process of the amplifier.

Since bjts and fets often behave rather poorly regarding the accuracy of their
transfers, high-frequency behavior and/or nonlinearity, special combinations of
active devices have been developed by designers: the cascode stage and the dif-
ferential stage. They are investigated in Chap. 4.

Cascode stages usually show improved high-frequency behavior, since the Miller-
effect is reduced. Nonlinear behavior of a bjt cascode stage (a common-emitter (ce)
stage loaded by a common-base stage) is comparable to the nonlinear behavior of
the ce stage. The nonlinear behavior of a fet cascode is, however, improved with
respect to the nonlinear behavior of a cs stage. The cascode effectively reduces the
detrimental effect of the nonlinear output resistance of the fet.

Even-order nonlinearity is absent in differential stages, and thus second-harmonic
distortion and emi (ideally) do not occur. In reality some even-order nonlinearity still
remains, which can be determined using a newly developed model. Apart from accu-
rately describing the linear and second-order nonlinear behavior of the differential
stage, the effects of, e.g., bias current imbalance and transistor mismatch can also
be analyzed with this model. Using this model, it has been shown that second-order
nonlinearity can be minimized by ensuring that the impedance of the tail current
source (connected to the emitter and source nodes, respectively) is as large as possi-
ble. At high frequencies, it should still be an order of magnitude larger than the input
impedances of the differential stage.

Second-order nonlinearity is lowest when differential stages are differentially
driven and loaded. Every imbalance in loading or driving impedances increases the
second-order nonlinearity and therefore emi susceptibility. Moreover, susceptibil-
ity to emi increases with frequency up to the upper edge of the bandwidth of the
differential stage, after which it decreases again.
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Simplified equations are derived for the new differential stage model, from which
simple circuit models followed. These can be used in the first stages of design. The
circuit models exchange simplicity for accuracy.

Chapters 5 and 6 present a systematic design approach for application specific
negative-feedback amplifiers with specified ser. It enables the designer to calculate
noise, bandwidth, emi, the required loop gain poles (LP) product, and the bias current
of the transistors used in the amplifier in order to meet the ser requirement.

The type of feedback has a large influence on emi. Negative-feedback amplifiers
with series feedback at the output typically suffer much less from emi than amplifiers
with parallel feedback at the output. If possible, series feedback at the output should
thus be favored over parallel feedback at the output.

Both distortion and emi are determined by the second-order nonlinearity and
the LP product of the amplifier. Second-order nonlinearity may be reduced by using
current driven (possibly cascoded) bjts, cascoded fets and differential stages. A large
enough LP product can be assured by proper design or selection of the transistors
(high transit frequency, ωT ) and proper biasing of these transistors. Moreover, in the
case of a dual-stage negative-feedback amplifier, the output stage should have a large
(low-frequency) current amplification factor (α20) for low emi behavior. A large α20
is so beneficial that a device with a high α20 should be favored over one with a lower
α20, even if the latter device is more linear than the first.

The dependance of emi on the loop gain and the location of the (dominant) poles of
a negative-feedback amplifier is demonstrated by calculations and measurements on
a jfet transimpedance amplifier in Chap. 7. The same chapter also presents two sys-
tematically designed and realized negative-feedback amplifiers with specified ser.

Firstly, the design of a transimpedance amplifier with a transimpedance of 100
k�, a bandwidth of 1 MHz, and a minimal ser of 70 dB (due to both noise and inter-
ference) when subjected to (the equivalent disturbance of) a plane wave of 30 V/m
has been demonstrated. Measurements were in good agreement with calculations
and simulations.

Secondly, a dual-stage transadmittance amplifier has been designed for a bio-
potential measurement system. It uses cascoded, differential input and output stages
for low second-order nonlinearity and high loop gain. The amplifier was designed
to have an equivalent emi voltage source of the same order of magnitude as the
equivalent noise voltage (1 μV), while being subjected to an input disturbance voltage
of 1V at 127.5 MHz, with a modulation depth of 1. This kind of disturbance may be
found in 3 T magnetic resonance imaging systems.

The system met the specifications. An ecg was successfully measured and (despite
an unmodelled system resonance increasing emi susceptibility at about 100 MHz) the
measured equivalent emi voltage was about 0.5 μV at 127.5 MHz. The design may
be regarded as a first step towards the development of an mri immune bio-potential
measurement system.
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8.2 Recommendations

The number of amplifying stages is limited to two in this work. Three amplify-
ing stages may sometimes be necessary too. Therefore, the design of triple-stage
negative-feedback amplifiers with specified signal to error ratio (low emi suscep-
tibility) would be a logical continuation of the research presented here. Although
they often tend to be unstable, negative-feedback amplifiers with more than three
amplifying stages may also be investigated.

The simplified models of differential (input and output) stages presented in this
work (Chaps. 4 and 6) are accurate and simple enough for design purposes. More
accurate figures of emi susceptibility in the analysis phase are obtained from the
model presented in Appendix D. The latter model is, however, still simplified. A
future subject of investigation may be aimed at obtaining a model with less simpli-
fication and checking if the increased accuracy is worth the increase in complexity.

This work concentrates on amplifiers using direct, passive, negative feedback.
Comparable design strategies as presented in this work can be developed for
amplifiers using indirect feedback or active feedback. Developing strategies for
designing low emi susceptible amplifiers using indirect negative feedback is rec-
ommended, since indirect negative feedback is often used in low-voltage circuits.
Active (common-mode) feedback may, e.g., be found in bio-medical designs (e.g.,
driven right leg) (Metting van Rijn 1993). When a bio-potential measurement system
has to be developed that properly functions both in clinical situations and in an mri,
active feedback may have to be applied (to increase the common-mode rejection
ratio at the mains frequency). Therefore, measures for designing low emi susceptible
amplifiers using active feedback should be investigated as well.
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Appendix A
Shielding

Conductive enclosures give attenuation of interfering electromagnetic fields (em
fields) by current flow in the enclosure caused by the em fields themselves, i.e., eddy
currents. The induced currents generate em fields of opposite signs, so the resulting
em fields at the inside of the enclosure are smaller than the incident em field.

When the behavior of a shield is considered, it follows that conductive planes,
cylinders and spheres1 present different shielding factors for magnetic and electric
fields. The shielding factors depend on the wavelength and the distance between the
emitter and the shield. Two cases can be identified:

• the distance is smaller than
λ

2π
(near field)

• the distance is larger than
λ

2π
(far field)

In the first case (near field) the wave impedance of the electromagnetic wave depends
on whether the electric field is dominating, i.e., the emitter is a short electric dipole,
or the magnetic field is dominating, i.e., the emitter is a short magnetic dipole. With
a short electric dipole the wave impedance is ZwE = Zw/(k0r) and in case of a
short magnetic dipole ZwH = Zwk0r Goedbloed (1993), with k0 = 2π/λ being
the wave number and r the distance from the emitter to the shield. In the second
case (far field) the electromagnetic wave is a plane wave and the wave impedance is
Zw = √

μ0/ε0 = 120π�.
A conductive enclosure provides attenuation of the interfering em fields by gener-

ating eddy currents. These eddy currents and the resulting shielding effect can most
easily be determined by considering the magnetic field. In case of electric field cou-
pling in the near field, the electric field can be converted to an equivalent magnetic
field using HE = E/ZwE = Eωr/μ0, with ω being the angular frequency of the
electric field. HE is zero when ω = 0 and HE increases with frequency. Hence, high

1 Although in practice spherical enclosures will seldom be used, the considerations and equations
that will be presented for the sphere also give reasonable approximations for other types of enclosures
with the same volume Kaden (1959); van der Laan (2002).
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shielding factors for E fields are easily obtained at low frequency because HE is
small.

The magnetic field H induces eddy currents in the shield. The eddy current is
directed such that the resulting magnetic field opposes the incident magnetic field.
At low frequencies, the skin effect does not occur and the eddy current is homogenous
across the cross section of the shield. As a result, a magnetic field is generated at the
inside of the enclosure. Shielding of magnetic fields therefore hardly exists at low
frequencies. With increasing frequency the ‘ac’-resistance and the internal induc-
tance of the shield start to increase and, hence, the eddy currents are not homogenous
across the cross section of the enclosure any more. Less current will flow at the inside
of the enclosure or shield, and therefore the magnetic field that will be generated at
the inside of the shield will become smaller with frequency. For even higher frequen-
cies, the skin effect causes the eddy currents to flow in a thin sheet at the outside
of the shield. Virtually no current flows at the inside of the shield and, hence, the
shielding factor is large.

When the frequency becomes that high that its wavelength becomes comparable
to the dimensions of the enclosure, resonances may start to occur and as a result
electromagnetic fields may be generated inside the enclosure, thus hampering the
shielding factor.

A.1 Calculating the Shielding Factor for Magnetic Fields

The shielding factor for magnetic fields for both r < λ
2π

and r > λ
2π

can be calculated
with Kaden (1959)

as = Hext

Hint
= cosh kd + 1

a

(
K + b

K

)
sinh kd,

k =1 + j

δ
,

K = 1

μr
kr0, (A.1)

δ =
√

2ρ

μ0μrω
,

with d being the thickness of the shield and r0 being the radius of the enclosure, or
in case of two parallel plates, the distance between those plates. Constants a and b
depend on the kind of shield. In case of two infinite parallel plates, a = 1 and b = 0.
For conductive cylinders a = 2 and b = 1, and for conductive spheres a = 3 and
b = 2 Kaden (1959). As follows from Eq. A.1, as is indeed low at low frequencies
and increases with frequency.
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Simpler engineering approximations of (A.1) are helpful in design. They can
be derived for two special cases, for low frequencies and for high frequencies. At
low frequencies, the skin depth δ is larger than the material thickness (d); at high
frequencies, δ < d. When we use cosh (kd) ≈ 1 and sinh (kd) ≈ kd in case d < δ,
and cosh (kd) ≈ sinh (kd) ≈ 0.5ekd in case d > δ Kaden (1959), we find the
following approximations

20 log |as | ≈

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

20 log

√
1 +

(
d

a

2r0

μrδ2

)2

d < δ (‘low frequencies’)

20 log

(
e

d
δ ·

(
r0

a
√

2μrδ

))
d > δ (‘high frequencies’).

(A.2)

For very low frequencies, k reduces to zero and only the magneto-static shielding
remains. This equals as = 1+ b

a μr
d
r0

Kaden (1959) van der Laan (2002). Magneto-
static shielding thus requires conductors with a large relative permeability, μr , a
small enclosure, and thick walls.

When λ becomes comparable to, or smaller than, the dimensions of the shield,
resonances may occur. These can be taken into account with an extra term, am Kaden
(1959)

am = 3
√

1 + (k0r0)2| sin k0r0 − k0r0 cos k0r0|
(k0r0)3 . (A.3)

This equation of am is valid for a sphere. Resonances that reduces am occur at
frequency fr H = 0.715 c

r0
, 1.227 c

r0
, · · · Kaden (1959), with c being the speed of

light in vacuum. The total magnetic shielding for an arbitrary frequency is now

SH = 20 log |as | + 20 log |am | (A.4)

Figure A.1 shows, as an example, a plot of SH (dotted line) for a copper sphere with
a radius of 1m and a thickness, d, of 0.1 mm.

Factor 20 log |as | gives rise to extremely large attenuation values for frequencies
higher than 10 MHz in this example. In practice such a large attenuation value is
not reached, since the necessary openings for interconnect feed through limit the
reachable attenuation. Kaden proposes to use an upper limit of 12 Np, i.e., 104 dB
Kaden (1959), since larger attenuations are hardly verifiable by measurements van
der Laan (2002). This upper limit is used when calculating SH and SE in Fig. A.1.

For a cylinder an equation for am is given in Kaden (1959). This equation is too
elaborate to present here. Here, it suffices to state that resonances that hamper the
shielding can be expected at fr H = 0.61 c

r0
, 1.117 c

r0
, 1.619 c

r0
, · · ·.
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Fig. A.1 Shielding factors in dB as a function of frequency for a copper, spherical, enclosure with
enclosure wall thickness d = 0.1 mm. and radius r0 = 1 m. The solid line is SE and the dotted line
is SH . Note the differences in shielding at both low and high frequencies

A.2 Calculating the Shielding Factor for Electric Fields

The electric field shielding can be determined by using the equation for as (A.1) and
adding a term that describes the electric field shielding at both low frequencies and
at high frequencies (resonances). The extra term that describes both for a sphere, aE ,
is given by Kaden (1959)

aE = 3
√

1 − (k0r0)2 + (k0r0)4|((k0r0)
2 − 1) sin k0r0 + k0r0 cos k0r0|

(k0r0)5
. (A.5)

The total electric field shielding for an arbitrary frequency is now

SE = 20 log |as | + 20 log |aE |. (A.6)

Figure A.1 shows a plot (solid line) of SE for the same sphere with a radius of
1 m and a thickness of 0.1 mm. Resonances that hamper the shielding for electric
fields2 are found at fr E = 0.437 c

r0
, 0.974 c

r0
, 1.483 c

r0
, · · · Kaden (1959).

Kaden (1959) also presents equations for aE for a cylinder. aE differs for the
cases that the H field is parallel with the cylinder, aEp, and when H is per-
pendicular to the cross-section of the cylinder, aEpp . These equations are also

2 In case of a cube the first resonance frequency is found at fr E = 0.866 c
a , with a being the length

of the cube van der Laan (2002).
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to elaborate to present here. Again, it suffices to state that resonances that ham-

per the shielding can be expected at fr Ep = 0.383 c
r0

, 0.879
c

r0
, 1.377 c

r0
, · · · and

fr Epp = 0.293 c
r0

, 0.849 c
r0

, 1.359 c
r0

, · · ·, respectively.
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Appendix B
Single-Stage Nullor Implementation

Since a single transistor is a three terminal network, not all amplifier configurations
are possible with a single-stage implementation of the nullor. The only possible con-
figurations are parallel-parallel feedback (transimpedance amplifier), series-series
feedback (transadmitance amplifier), unity gain voltage feedback, and unity gain
current feedback. The latter two are also called voltage follower and current fol-
lower, respectively.

B.1 Some Additional Design Considerations

In case of series-series and parallel-parallel feedback, it may be found that using a
single-stage representation of the nullor results in a too low loop gain and, hence,
more stages have to be used. When unity feedback is applied, the loop gain usu-
ally suffices to obtain adequate accuracy of the signal transfer. Often, single-stage
negative-feedback amplifiers are therefore unity gain amplifiers.

Both as first amplifier in a cascade of negative-feedback amplifiers and as a first
stage of a negative-feedback amplifier, a unity gain amplifier has a detrimental effect
on the noise behavior. Apart from the noise consideration, applying local negative
feedback in a (global) negative-feedback amplifier has (or may have) an adverse
effect on the nonlinear behavior. These are usually good reasons to avoid using unity
gain feedback amplifiers in global feedback amplifiers.

An exception can be the current follower. When the current follower is used to
cascade a common-emitter or common-source stage (i.e., cascode), this results in a
nearly unilateral behavior of that stage, thus improving its high-frequency behavior.
The nonlinear behavior is determined by the common-emitter or common-source
stage, while the contribution of the current follower to the total nonlinearity is negli-
gible compared to the nonlinearity of that common-emitter or common-source stage.
In case of a common source stage the adverse effects of the nonlinear output con-
ductance are eliminated by avoiding the occurrence of a signal voltage across the
drain-source terminals.

M. J. van der Horst et al., EMI-Resilient Amplifier Circuits, 279
Analog Circuits and Signal Processing, DOI: 10.1007/978-3-319-00593-5,
© Springer International Publishing Switzerland 2014
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Fig. B.1 Superposition
model. Dotted lines show
the transfers from the demod-
ulated signal to an equivalent
signal source at the input

Es
Es,ωl

ξ + Ei
Ei,ωl

A, a2 ν
+

El

ρ

β

+

+Ec
Ec,ωl

linear: Ec = AEi

A current follower realized with a fet, however, also has a nonlinear output
conductance. Its influence, and therefore the usability of a fet as current follower,
has to be considered in more detail, to verify if its contribution to the nonlinearity is
really negligible.

B.2 Common-Gate Stage

The common name for a current follower realized with one fet is the common-gate
(cg) stage. Its second-order nonlinear behavior can be analyzed with the superposi-
tion model1 presented in Chap. 5 (p. 173). The model is shown again in Fig. B.1, for
convenience.

Applying this model to the cg stage gives as result that the direct transfer from
signal source to load, ρ, is exceptionably large. This is due to the fact that ρ =
Rs/(Rs + rds + Rl). Since a cg stage is a current follower, source resistance Rs is
expected to have a large value, while load resistance Rl will be (much) lower than
rds . The output resistance of a fet, rds , may be much lower than Rs also. As a result
ρ may already approach one.

It is therefore recommended to calculate the transfers using the equations that
follow from the superposition principle and not to use the asymptotic gain model
equations. Although the error obtained by using the asymptotic gain model equations
for the linear transfer is small, the errors in the second-order nonlinear behavior are
significant.

The linear transfer from signal source to load is given by

At = ρ + νξ
A

(1 − Aβ)
. (B.1)

The transfer from signal source to the input of the nonlinear controlled source is the
familiar equation

Ei = Es
ξ

(1 − Aβ)
= Esχ. (B.2)

1 The superposition model is called asymptotic gain model when Aβ → ∞

http://dx.doi.org/10.1007/978-3-319-00593-5_5
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The contribution of the nonlinear output conductance (gds2u2
ds) can be taken in to

account by determining the equivalent of uds in the model shown in Fig. B.1. Voltage
uds equals drain voltage ud minus source voltage us . In the superposition model, us

equals Ei and ud equals Ei AνZl + EsρZl , where Zl is the load impedance. When
voltage uds is translated to superposition model terms, it can be called E, being the
signal across the controlled source. For E thus follows

E = Es (Zl (Aχν + ρ) − χ) . (B.3)

It now follows that the second-order nonlinearity component at the output of the
controlled source consists of a directly generated term due to a2, a directly generated
term due to b2 (nonlinearity at the output) and a term at ωl due to the earlier second-
order term that was fed back to the input and amplified again

Ecωl (ωc) = Ei (ωc)
2m2 + E(ωc)

2mb2 + Ecωl Aβωl . (B.4)

Here, b2 equals the second-order nonlinear output conductance gds2. The other para-
meters have their usual meaning. Transferring Ecωl to an equivalent signal source
(Es,eq ) at the input of the negative-feedback amplifier results in

Es,eq(ωc) = E2
s m

1

Aξωl

(
χ(ωc)

2a2 + (Zl (Aχ(ωc)ν(ωc) + ρ(ωc)) − χ(ωc))
2 b2

)

(B.5)
The ωl component in the load is usually calculated by multiplying Es,eq(ωc) with
At (ωc). For the cg this would result in a too pessimistic result. After all, due to
the relatively large value of ρ, it dominates At while it does not contribute to the
nonlinearity.

Because in this work Es,eq(ωc) is defined as the equivalent input signal giving
the correct value of Elωl (ωc) after multiplication with At , Es,eq(ωc) is rewritten to
comply with this definition.

Es,eq(ωc) = E2
s m

1

Aξωl

(
1 − ρ(ωc)

At (ωc)

)

× (
χ(ωc)

2a2 + (Zl (Aχ(ωc)ν(ωc) + ρ(ωc)) − χ(ωc))
2 b2

) (B.6)

When the fet is biased in the saturation region, b2 is negative and usually |b2|
is much smaller than a2. The total second-order nonlinearity term in (B.6) is the
· · · a2 + · · · b2 term. In the remainder of the discussion · · · a2 and · · · b2 are called
the a′

2 and b′
2 term, respectively, for short.

From Eq. (B.6) follows that the contribution of b′
2 to the total second-order non-

linearity is proportional to load impedance Zn
l . Exponent n is at least 2, but since a

low Zl tends to lower χ , ν and ρ, n may become larger in some cases and certain
frequency ranges.
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The total second-order nonlinearity term between the brackets is dominated by the
positive value of a′

2 for low values of Zl . For increasing values of Zl the b′
2 term starts

to increase in importance. Since b′
2 and a′

2 have opposite signs, the total second-order
nonlinearity term may become zero. When Zl is increased further, the b′

2 term starts
to dominate and second-order nonlinear behavior of the cg stage rapidly increases.

The zero value of the second-order nonlinearity term seems interesting, but one
should realize that the zero value is only reached in a small frequency band and is
subject to parameter spread between fets, which may be considerable. On top of
that, it is found that for those values of the parameters in Eq. B.6 that result in zero
second-order nonlinearity, the inaccuracy of the linear transfer is quite large; about
two times as large as in case of low values of Zl .

When both linear and second-order nonlinear behavior of the cg stage are con-
sidered, it is found that the value of the signal source impedance, Zs , and the load
impedance Zl are of importance. Zs and Zl strongly affect the loop gain poles (LP)
product. The LP product can be made large by ensuring that Zs � rds and rds � Zl .
When the LP product is large, the second-order nonlinearity term is dominated by
the a′

2 term since the b′
2 term is negligibly small.

In conclusion, the second-order nonlinearity is determined by a′
2 when the cg

stage is properly designed for a high LP product. The high LP product ensures a low
value of χ and therefore Es,eq can reach very low values in this case. Es,eq may even
reach values as low as (tens of) nano amperes for reasonable values of Es .



Appendix C
Derivation of Differential Stage Equations

In this appendix, equations for both linear and second-order nonlinear behavior for
emi analysis at relatively low frequency are derived for the bjt and the fet differential
stage. The simplified hybrid-π models of the differential stage presented in Chap. 4
are based on this appendix.

Figure C.1 shows a low-frequency approximation of a fet differential stage. It is
driven by two voltage sources (us1 and us2) with their respective source resistances
Rs1 and Rs2. The differential stage is loaded by the resistances Rl1 and Rl2. RT is
the resistance of the current source connected to the source-source node.

From Fig. C.1 and Eqs. (4.12) and (4.13) it is found that ugs1 and ugs2 are given by

ugs1 = us1

1 + gm2rp

(
1 + Rl1

rds1

)

1 +
(

gm1

(
1 + Rl2

rds2

)
+ gm2

(
1 + Rl1

rds1

))
rp

−us2

gm2rp

(
1 + Rl1

rds1

)

1 +
(

gm1

(
1 + Rl2

rds2

)
+ gm2

(
1 + Rl1

rds1

))
rp

(C.1)

and

ugs2 = −us1

gm1rp

(
1 + Rl2

rds2

)

1 +
(

gm1

(
1 + Rl2

rds2

)
+ gm2

(
1 + Rl1

rds1

))
rp

+us2

1 + gm1rp

(
1 + Rl2

rds2

)

1 +
(

gm1

(
1 + Rl2

rds2

)
+ gm2

(
1 + Rl1

rds1

))
rp

,

(C.2)
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Fig. C.1 Low-frequency fet differential stage small signal model

with

rp = rds1rds2 RT

RT (rds1 + rds2 + Rl1 + Rl2) + (rds1 + Rl1)(rds2 + Rl2)
. (C.3)

For signal current il1 in the load Rl1 can be found

il1 = − gm1gm2rp

1 +
(

gm1

(
1 + Rl2

rds2

)
+ gm2

(
1 + Rl1

rds1

))
rp

[
us1

(
1 + 1

μ′
2

)
− us2

(
1 + 1

μ1

)]
,

(C.4)
with μ1 = gm1rds1, r ′

ds2 = rds2 RT
rds2+Rl2+RT

, and μ′
2 = gm2r ′

ds2. The voltage across Rl1
is found by multiplying il1 by Rl1.

For il2 follows

il2 = gm1gm2rp

1 +
(

gm1

(
1 + Rl2

rds2

)
+ gm2

(
1 + Rl1

rds1

))
rp

[
us1

(
1 + 1

μ2

)
− us2

(
1 + 1

μ′
1

)]
,

(C.5)
with μ2 = gm2rds2, r ′

ds1 = rds1 RT
rds1+Rl1+RT

, and μ′
1 = gm1r ′

ds1. Again, the voltage
across Rl2 is found by multiplying il2 by Rl2.

The differential output current (il = il1 − il2) and differential output voltage are
found to be given by

il = − 2gm1gm2r p

1 +
(

gm1

(
1 + Rl2

rds2

)
+ gm2

(
1 + Rl1

rds1

))
r p

×

⎡
⎢⎢⎣us1

⎛
⎜⎜⎝1 + 1

2gm2
rds2 RT

rds2 + Rl2 + 2RT

⎞
⎟⎟⎠ − us2

⎛
⎜⎜⎝1 + 1

2gm1
rds1 RT

rds1 + Rl1 + 2RT

⎞
⎟⎟⎠

⎤
⎥⎥⎦

(C.6)
and
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ul = − gm1gm2rp

1 +
(

gm1

(
1 + Rl2

rds2

)
+ gm2

(
1 + Rl1

rds1

))
rp

×
[

us1

((
1 + 1

μ′
2

)
Rl1 +

(
1 + 1

μ2

)
Rl2

)
− us2

((
1 + 1

μ1

)
Rl1 +

(
1 + 1

μ′
1

)
Rl2

)]
.

(C.7)

The detection terms are given by

il1,ωl = m

⎛
⎜⎜⎝

gm1gm2rp

1 +
(

gm1

(
1 + Rl2

rds2

)
+ gm2

(
1 + Rl1

rds1

))
rp

⎞
⎟⎟⎠

3

×
([(

1 + Rl2

rds2

)
(us2 − us1) + us2

1

gm1rp

]2 a22

g3
m2

(
1 + 1

μ1

)

−
[(

1 + Rl1

rds1

)
(us1 − us2) + us1

1

gm2rp

]2 a12

g3
m1

(
1 + 1

μ′
2

))

(C.8)

and

il2,ωl = m

⎛
⎜⎜⎝

gm1gm2rp

1 +
(

gm1

(
1 + Rl2

rds2

)
+ gm2

(
1 + Rl1

rds1

))
rp

⎞
⎟⎟⎠

3

×
([(

1 + Rl1

rds1

)
(us1 − us2) + us1

1

gm2rp

]2 a12

g3
m1

(
1 + 1

μ2

)

−
[(

1 + Rl2

rds2

)
(us2 − us1) − us1

1

gm1rp

]2 a22

g3
m2

(
1 + 1

μ′
1

))
.

(C.9)

Balanced gate-source voltages and low values of il1,ωl and il2,ωl can be obtained
by ensuring that μ1, μ2, μ

′
1, and μ′

2 are as equal as possible and that gmxrp � 1.
This can be accomplished by using matched fets and assuring that rds1 � Rl1,
rds2 � Rl2, and RT � rds1, rds2. The equations given in Subsect. 4.5.2 are sim-
plified, slightly less accurate, equations based on the equations and assumptions
presented here.

Figure C.2 shows the low-frequency model of a differential bjt stage. Using this
figure and Eqs. (4.12) and (4.13), it follows for ube1 and ube2

http://dx.doi.org/10.1007/978-3-319-00593-5_4
http://dx.doi.org/10.1007/978-3-319-00593-5_4
http://dx.doi.org/10.1007/978-3-319-00593-5_4
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Fig. C.2 Low-frequency bjt differential stage small signal model

ube1 =
gm2r p

(
1 + Rl1

ro1

)

1 +
(

gm1

(
1 + Rl2

ro2

)(
1 + Rs2

rπ2

)
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r p
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(C.10)
and

ube2 =
gm1r p

(
1 + Rl2

ro2

)

1 +
(

gm1

(
1 + Rl2

ro2

)(
1 + Rs2

rπ2

)
+ gm2

(
1 + Rl1

ro1

)(
1 + Rs1

rπ1

))
r p

×
(
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(
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+us2

{
1 + Rs1 + rπ1

βac1ro1

(
1 + ro1 + Rl1

ro2 + Rl2

(
1 + ro2 + Rl2

RT

)
+ ro2 + Rl2

Rs1 + rπ1

)})
,

(C.11)
respectively. With βac1 and βac2 being the current gain of the first (left) and second
(right) bjt, respectively, and

rp = rπ1rπ2ro1ro2 RT

w + (Rl2 + ro2) [RT (Rl1 + ro1)(Rs1 + rπ1) + x]
x = (Rs2 + rπ2) · [(Rl1 + ro1)(Rs1 + rπ1) + RT (Rl1 + ro1)(Rs1 + rπ1)]

w = RT (Rl1 + ro1)(Rs1 + rπ1)(Rs2 + rπ2).

(C.12)
For the signal currents il1 and il2 the following equations are found.
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il1 = gm1gm2rp
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(C.13)
and

il2 = gm1gm2r p
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(C.14)
with Rp being the resistance formed by RT //(Rs1 + rπ1)//(Rs2 + rπ2).
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Finally, for il1ωl and il2ωl , the following two large equations are found.

il1ωl = m
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with

Ry = RP

(ro1 + Rl1)(RP + ro2 + Rl2) + RP (ro2 + Rl2)
(C.16)

and
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il2ωl = m
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⎞
⎟⎟⎠

3

×
((

us1

[
1 + Rs2 + rπ2

βac2ro2

(
1 + ro2 + Rl2

ro1 + Rl1

(
1 + ro1 + Rl1

RT

)
+ ro2 + Rl2

Rs2 + rπ2

)]

−us2

(
1 + 1

βac2

(
1 + Rl2

ro2

)))2 a12(
gm1rp

(
1 + Rl2

ro2

))3 ro1 Ry

×
(

1 + ro2 + Rl2

ro1 + Rl1

RP + ro2 + Rl2

RP

+ rπ2 Rv

(Rs1 + rπ1)(Rv + Rs2 + rπ2) + Rv(Rs2 + rπ2)

1

gm1rp

(
1 + Rl1

ro1

)

×
{

ro2

ro1

RP + ro2 + Rl2

RP
+ βac1

βac2

Rv + Rs2 + rπ2

Rv

})

−
(

−us1

(
1 + 1

βac1

(
1 + Rl1

ro1

))

+us2

[
1 + Rs1 + rπ1

βac1ro1

(
1 + ro1 + Rl1

ro2 + Rl2

(
1 + ro2 + Rl2

RT

)
+ ro2 + Rl2

Rs1 + rπ1

)])2

× a22(
gm2rp

(
1 + Rl1

ro1

))3 ro2 Ry

(
ro1 + Rl1

ro2 + Rl2
+ Rp + ro2 + Rl2

RP

+ 1

gm2rp

(
1 + Rl2

ro2

) rπ1 Rv

(Rs2 + rπ2)(Rv + Rs1 + rπ1) + Rv(Rs1 + rπ1)

×
{

ro1

ro2
+ βac2

βac1

Rv + Rs1 + rπ1

Rv

RP + Rl2 + ro2

RP

})
,

(C.17)
with Rv = RT //(ro1 + Rl1)//(ro2 + Rl2).

The equations presented here are too elaborate for design purposes. Under the rea-
sonable assumption that gmxrp � 1, βac1, βac2 � 1, and ro1, ro2 � Rl1, Rl2, they
reduce to the more manageable, but slightly less accurate, equations in Subsect. 4.5.1.

C.1 A Note on the CD-CG and the CC-CB Stages

The common drain-common gate stage (cd-cg stage) and the common collector-
common base stage are often used as ‘non-inverting’ versions of the common source
(cs) and common emitter (ce) stages, respectively. Both cd-cg and cc-cb stage are
imbalanced differential stages; the signal source is connected to the cd or cc stage,
while the load is connected to the cg or cb stage. In case of a cc-cb stage, now

http://dx.doi.org/10.1007/978-3-319-00593-5_4
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follows from Subsect. 4.5.1 for the transconductance from differential input voltage
to load current1

gmt =
gm1gm2

(
2 + Rl2

ro2

)

gm1

(
1 + Rl2

ro2

)
+ gm2

ro2

rot

rot

rot + Rl2
, (C.18)

which reduces to gmt ≈ (gm1gm2)/(gm1 + gm2) when ro2 � Rl2.
Since both cd-cg and cc-cb stages are (imbalanced) differential stages, the

second-order nonlinearity will be lower than that of the cs and ce stage, respec-
tively. The detection component in the output current can be approximated by:

il,ωl = −u2
dma′

2(0)
rot

rot + Rl2
(C.19)

and

a′
2(0) =

⎛
⎜⎜⎝

gm2

gm1

(
1 + Rl2

rds2

)
+ gm2

⎞
⎟⎟⎠

3 {
a12 − a22

(
gm1

gm2

)3 (
1 + Rl2

rds2

)2
}

×
(

rds1

rdst
+

(
1 + Rl2

rds2

)
rds2

rdst

)
,

(C.20)
in case of a cd-cg stage, and

a′
2(0) = rπ1

Rs + rπ1 + rπ2

(
rπ1a

rπ t

)2
{

a12 − a22

(
gm1

gm2

)3 (
1 + Rl2

ro2

)2
}

×
(

ro1

rot
+ βac2

βac1

ro2

rot

)
,

(C.21)

in case of a cc-cb stage.
The cd-cg stage will be analyzed in more detail in the next subsection. Here, the

cc-cb stage is further dealt with.
It can be seen that under current drive, Rs � rπ1 + rπ2, a′

2(0) approaches zero
(even in case of imbalanced transistors and biasing). However, the equations in this
section are derived under the assumption that RT is much larger than Rs , and that the
loading of ro1 and ro2 on the source is negligible. In practice, both RT and the loading
effect of ro1 and ro2 will limit the linearizing effect of Rs . For Rs � rπ1 + rπ2, a
reasonable under limit of a′

2(0) is given when the value Rs//RT //ro1//(ro2 + Rl)

is used for Rs in Eq. (C.21). This is under the condition that RT � ro1, ro2. When
the latter condition is violated, Eq. (C.21) gives too optimistic results.

1 The presented equation is valid for the fets also; ro2 should be replaced by rds2 in that case (see
Subsect. 4.5.2).

http://dx.doi.org/10.1007/978-3-319-00593-5_4
http://dx.doi.org/10.1007/978-3-319-00593-5_4


Appendix C: Derivation of Differential Stage Equations 291

Under voltage drive conditions, Rs � rπ1 + rπ2, a′
2(0) can only approach zero

when the term between the curly brackets approaches zero. Apart from Rs , a′
2(0) is

affected by load resistance Rl2. Second-order nonlinearity term a′
2(0) increases for

increasing values of Rl2. When its value is negligibly low with respect to ro2 its effect
vanishes. However, Eq. (C.21) is a simplified approximation. In case of matching
transistors and equal biasing, the following observations about the accuracy can be
made.

The inaccuracy of a′
2(0) is small when Rl2 ≥ ro2/20, and a higher inaccu-

racy (order of magnitude is correct) is obtained when Rl2 < ro2/20. For very
small values of Rl , e.g., Rl2 < ro2/1000, the inaccuracy increases further and the
order of magnitude is not correct anymore. This is caused by approximating the
(1 + 1/betaacx (1 + Rlx/rox )) coefficients of us1 and us2 in Eqs. (C.10) and (C.11)
with one. Although the coefficients only depart slightly from 1, their influence starts
to affect the value of a′

2(0) in case Rl has very low values. The inaccuracy at very
low levels of Rl2 is, however, only of academic interest. In practice the slight unideal
matching and inequality of the biasing of the transistors causes causes a′

2(0) to be
valid again, even for very low values of Rl2, since the unequal values of the hybrid-π
parameters are larger than the afore mentioned departure of one of the coefficients
of us1 and us2 in Eqs. (C.10) and (C.11).

The second-order nonlinear behavior of both cd-cg and cc-cb stages is frequency
dependent. In order to get an impression of the frequency dependency of a′

2, a′
2(ωc)

of the cd-cg stage is investigated next. For the cc-cb stage comparable results are
expected.

C.2 Second-Order Nonlinearity Term a′
2(ωc) of a CD-CG Stage

Figure C.3 presents a current driven cd-cg stage, which will be analyzed using
the equations and models of Sect. 4.4. When the various transfers are determined,

we find for (very) low frequencies: κ11 = κ21 = − r ′
ds1(rds2+Rl )

r ′
ds1+rds2+Rl

, κ22 = κ12 =
− r ′

ds2(rds1+Rl )

r ′
ds2+rds2+Rl

, ξ11 = Rs , ξ21 = 0, ν1 = r ′
ds1

r ′
ds1+rds2+Rl

, and ν2 = − r ′
ds2

rds1+r ′
ds2+Rl

, with

r ′
ds1 = rds1//RT and r ′

ds2 = rds2//RT . From these equations follows that under the
assumption of rds1 and rds2 being much higher than Rl , κ11 and κ22 are determined
by the parallel connection of RT , rds1 and rds2, i.e., rp = RT //rds1//rds2.

The various transfers are determined by two poles

p1 ≈ − 1

Rs

(
Cgs1 + Cgd1(Cgs2 + CT )

Cgd1 + Cgs2 + CT

) and (C.22)

p2 ≈ − 1

rp

(
Cgs2 + CT + Cgs1Cgd1

Cgs1 + Cgd1

) . (C.23)
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Fig. C.3 Large signal model
of the cd-cg stage

Transfers κ11 and κ22 have zeros located at

zk11 = − 1

RsCgd1
, zk22 = − 1

Rs(Cgs1 + Cgd1)
, (C.24)

and for the zeros in ξ11 and ξ22, respectively, are found

zξ11 = − 1

rp(Cgs2 + CT )
, zξ22 = 0. (C.25)

Input voltages ugs1 and ugs2 can now be determined using Eqs. (4.7) and (4.8).
The resulting equations can be simplified further because some poles and zeros will
cancel. Also, the 1 − (A1κ11(s) + A2κ22(s)) term in the denominator results in two
closed loop poles. The exact location of these poles may be determined using the
familiar mathematics. The resulting expressions for the two closed loop poles can
be approximated by

pl ≈ − 1

Rs

(
Cgd1 + Cgs1Cgs2

Cgs1 + Cgs2

) (C.26)

and

ph ≈ −
(

gm1
Cgd1

Cgs1 + Cgd1
+ gm2

)
Cgd1 + Cgs2 + CT(

Cgs1Cgd1

Cgs1 + Cgd1
+ Cgs2 + CT

)2 . (C.27)

Pole pl represents the pole at the lowest frequency and ph represents the pole at the
highest frequency.
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The voltages ugs1 and ugs2 are thus found to be approximated by:

ugs1 ≈ is Rs
1 + gm2rp

1 + (gm1 + gm2)rp

(
1 − s

(1 + gm2rp)p2

)

(
1 − s

pl

)(
1 − s

ph

) (C.28)

and

ugs2 ≈ −is Rs
gm1rp

1 + (gm1 + gm2)rp

(
1 + s

Cgs1

gm1

)

(
1 − s

pl

)(
1 − s

ph

) . (C.29)

The expressions for ugs1 and ugs2 show that in case gmxrp � 1 the voltages are
determined by gm2/(gm1 + gm2) and gm1/(gm1 + gm2), respectively, at low frequen-
cies. For equal biasing and matched devices, the voltages are then, except for the
sign, equal. At higher frequencies, at which the effect of the zeros become noticeable,
ugs1 and ugs2 start to differ.

The detection component in the output current can be determined using Eq. (4.10).
Under the previously mentioned assumption it can be approximated by

il,ωl (ωc) ≈ m

[
ugs1(ωc)

2a12
r ′

ds1

r ′
ds1 + rds2

(
1 + 2gm2rp

)

1 + (gm1 + gm2)rp

− ugs2(ωc)
2a22

r ′
ds2

rds1 + r ′
ds2

(
1 + 2gm1rp

)

1 + (gm1 + gm2)rp

]
≈ i2

s R2
s m

×
(

gm1rp

1 + (gm1 + gm2)rp

)3

⎡
⎢⎢⎢⎣

⎛
⎜⎜⎝

(
1 − s

(1 + gm2rp)p2

)

(
1 − s

pl

)(
1 − s

ph

)

⎞
⎟⎟⎠

2

× a12
gm2rp(1 + gm2rp)

2

(gm1rp)3 −

⎛
⎜⎜⎝

(
1 + s

Cgs1

gm1

)

(
1 − s

pl

)(
1 − s

ph

)

⎞
⎟⎟⎠

2

a22

⎤
⎥⎥⎥⎦ .

(C.30)

In case gm1 and gm2 are approximately equal and when also holds that
RT � rds1, rds2, the second-order nonlinearity for approximating emi reduces to

http://dx.doi.org/10.1007/978-3-319-00593-5_4
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a2(ωc) ≈ 1

8

⎡
⎢⎢⎢⎣

⎛
⎜⎜⎝

(
1 − s

(1 + gm2rp)p2

)

(
1 − s

pl

)(
1 − s

ph

)

⎞
⎟⎟⎠

2

gm2

gm1

(
1 + gm2r ′

ds

)2

(gm1r ′
ds)

2 a12

−

⎛
⎜⎜⎝

(
1 + s

Cgs1

gm1

)

(
1 − s

pl

)(
1 − s

ph

)

⎞
⎟⎟⎠

2

a22

⎤
⎥⎥⎥⎦ , (C.31)

with r ′
ds being rds1//rds2. Equation (C.31) shows that a2(ωc) will usually decrease

in value at relatively low frequencies due to the effect of pl . At higher frequencies, it
may increase in value because both zeros are typically located at higher frequencies

also, e.g., (1+ gm2rp)p2 may be located near ph and
Cgs1

gm1
may be of the same order

of magnitude as the transit frequency, ωT . The expected effect of these zeros and
ph are (two) points of inflection, with a2(ωc) still getting smaller with increasing
frequency.

Note that the (approximate) equations presented in this appendix can be used in
the early stages of amplifier design. For more accurate analysis in later stages of the
design, a more elaborate model that takes negative feedback into account, e.g., the
one presented in Appendix D, should be used.



Appendix D
Differential Input and Output Stage
Negative-Feedback Amplifier

This appendix presents a model of a negative-feedback amplifier with both differ-
ential input and output stages. The model may be used when increased accuracy in
determining Es,ωl (ωc) is needed. It is based on the model of a dual stage negative-
feedback amplifier as presented in Chap. 6 and on the simplified model of the dif-
ferential stage (Fig. 4.7) as presented in Chap. 4. It therefore holds under the same
conditions as these models. Figure D.1 shows the model.

ξ1 and ξ2 are the transfers from the signal source to the inputs, ube1 and ube2
respectively ugs1 and ugs2, of the differential input stage. β1 is the feedback path
from the output signal of the differential output stage to the input of first transistor of
the input stage. β2 represents the comparable feedback action to the second transistor
of the input stage (Fig. 4.5a on p. 112 shows which is transistor one and which is
transistor two.). Transfers κ1 and κ2 represent the feedback action in the differential
input stage; κ3 and κ4 represent the feedback action in the differential output stage. ξ31
and ξ32 are the transfers from the output of transistor 1 and transistor 2, respectively,
to the input of transistor 3 of the differential output stage. ξ41 and ξ42 are the transfers
from the same transistors to the input of transistor 4 of the differential output stage.
ν3 and ν4 are the transfers from transistors 3 and 4 to the load signal. All transfers
may be determined as described in Chaps. 4 and 5. The Ax and axx terms are the
linear and second-order nonlinear transconductances of the transistors.

From Fig. D.1, the frequency dependent linear transfers χi1 − χi4 are derived

χi1 = 1

N

{
ξ1(1 − (A3κ3 + A4κ4)) + A2

[
κ1ξ2 − κ2ξ1

+ A3[ξ32(β1ξ2 − β2ξ1) + κ3(κ2ξ1 − κ1ξ2)]
+ A4[ξ42(β1ξ2 − β2ξ1) + κ4(κ2ξ1 − κ1ξ2)]

]}
,

(D.1)

χi2 = 1

N

{
ξ2(1 − (A3κ3 + A4κ4)) + A1

[
κ2ξ1 − κ1ξ2

+ A3[ξ31(β2ξ1 − β1ξ2) + κ3(κ1ξ2 − κ2ξ1)]
+ A4[ξ41(β2ξ1 − β1ξ2) + κ4(κ1ξ2 − κ2ξ1)]

]}
,

(D.2)
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Fig. D.1 Simplified model of a negative-feedback amplifier with differential input and differential
output stage

χi3 = 1

N

{
A2ξ2[ξ32 + A4(ξ42κ3 − κ4ξ32)]

+A1

[
A2

{
A4

(
ξ1[β2(ξ41ξ32 − ξ42ξ31) + κ2[κ4(ξ31 − ξ32) + κ3(ξ42 − ξ41)]]

+ξ2[β1(ξ42ξ31 − ξ41ξ32) + κ1[κ4(ξ32 − ξ31) + κ3(ξ41 − ξ42)]]
)

+(ξ31 − ξ32)(κ1ξ2 − κ2ξ1)

}
+ ξ1[ξ31 + A4(ξ41κ3 − κ4ξ31)]

]}
,

(D.3)
and

χi4 = 1

N

{
A2ξ2[ξ42 + A3(ξ32κ4 − κ3ξ42)]

+A1

[
A2

{
A3

(
ξ1[β2(ξ42ξ31 − ξ41ξ32) + κ2[κ3(ξ41 − ξ42) + κ4(ξ32 − ξ31)]]

+ξ2[β1(ξ41ξ32 − ξ42ξ31) + κ1[κ4(ξ31 − ξ32) + κ3(ξ42 − ξ41)]]
)

+(ξ42 − ξ41)(κ2ξ1 − κ1ξ2)

}
+ ξ1[ξ41 + A3(ξ31κ4 − κ3ξ41)]

]}
,

(D.4)
with

N = 1 − (A3κ3 + A4κ4) + A1[−κ1 + A3(κ1κ3 − β1ξ31) + A4(κ1κ4 − β1ξ41)]
+A2[−κ2 + A3(κ2κ3 − β2ξ32) + A4(κ2κ4 − β2ξ42)]
+A1 A2(β1κ2 − β2κ1)[A3(ξ31 − ξ32) − A4(ξ42 − ξ41)].

(D.5)
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Ei1−Ei4 can be calculated from Esχi1−Esχi4. All transfers, except for the transcon-
ductances A1 − A4 are dependent on ωc.

The equivalent input signal can be approximated by

Es,ωl (ωc) = E2
s m

β1ωl + β2ωl

ξ1ωl + ξ2ωl

×
(
χ2

i1(gπ1a + a12a) + χ2
i2(gπ2a + a22a)

+χ2
i3(gπ3a + a32a) + χ2

i4(gπ4a + a42a)
)

.

(D.6)

The second-order nonlinear terms gπxa represent the effects of the nonlinear input
impedances of bjts, calculated to the output (El). The effects of the nonlinear
transconductances of the active devices, calculated to the output (El) are depicted
by the ax2a terms.

Finally, the ax2a and gπxa terms are given by

a12a = a12

N

[
A3

[
−(ξ31ωl − A2κ2ωl ξ3a)ν3ωl

+ A4
[[ξao A2β2ωl + κ4ωl (ξ31ωl − A2κ2ωl ξ3a)

− κ3ωl (ξ41ωl − A2κ2ωl ξ4a)](ν3ωl − ν4ωl )
]]

− A4
(
ξ41ωl − A2κ2ωl ξ4a

)
ν4ωl

]
,

(D.7)

with
ξao = ξ42ωl ξ31ωl − ξ41ωl ξ32ωl ,

ξ3a = ξ31ωl − ξ32ωl ,

ξ4a = ξ41ωl − ξ42ωl ,

(D.8)

and

N = −1 + A3κ3ωl + A4κ4ωl

+ A1
[
κ1ωl + A3(ξ31ωl β1ωl − κ1ωl κ3ωl ) + A4(ξ41ωl β1ωl − κ1ωl κ4ωl )

]
+ A2

[
κ2ωl + A3(β2ωl ξ32ωl − κ2ωl κ3ωl ) + A4(β2ωl ξ42ωl − κ2ωl κ4ωl )

]
+ A1 A2(κ2ωl β1ωl − κ1ωl β2ωl )

[
A3(ξ32ωl − ξ31ωl ) + A4(ξ42ωl − ξ41ωl )

]
,

(D.9)

a22a = a22

N

[
A3

[
−(ξ32ωl + A1κ1ωl ξ3a)ν3ωl

+ A4
[[ξao A1β1ωl − κ4ωl (ξ32ωl + A1κ1ωl ξ3a)

+ κ3ωl (ξ42ωl + A1κ1ωl ξ4a)](ν4ωl − ν3ωl )
]]

− A4
(
ξ42ωl + A1κ1ωl ξ4a

)
ν4ωl

]
,

(D.10)
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a32a = a32

N

[[
1 − (A1κ1ωl + A2κ2ωl )

] [
(A4κ4ωl − 1)ν3ωl − A4κ4ωl ν4ωl

]

+ A4

([
(ξ41ωl − ξ4a A2κ2ωl )A1β1ωl

+ (ξ42ωl + ξ4a A1κ1ωl )A2β2ωl

]
(ν3ωl − ν4ωl )

)]
,

(D.11)

a42a = a42

N

[[
1 − (A1κ1ωl + A2κ2ωl )

] [
(A3κ3ωl − 1)ν4ωl − A3κ3ωl ν3ωl

]

+ A3

([
(ξ31ωl − ξ3a A2κ2ωl )A1β1ωl + (ξ32ωl + ξ3a A1κ1ωl )

+ A2β2ωl

]
(ν4ωl − ν3ωl )

)]
,

(D.12)

gπ1a = gπ1

N

[
γ11ωl A1

[
ξao A2β2ωl A3 A4(ν3ωl − ν4ωl )

+ A3(ξ31ωl − A2κ2ωl ξ3a)[A4κ4ωl (ν3ωl − ν4ωl ) − ν3ωl ]
− A4(ξ41ωl − A2κ2ωl ξ4a)[A3κ3ωl (ν3ωl − ν4ωl ) + ν4ωl ]

]

+ γ21ωl A2

[
ξao A1β1ωl A3 A4(ν4ωl − ν3ωl )

+ A3(ξ3a A1κ1ωl + ξ32ωl )
[
A4κ4ωl (ν3ωl − ν4ωl ) − ν3ωl

]

− A4(ξ42ωl + ξ4a A1κ1ωl )[ν4ωl + A3κ3ωl (ν3ωl − ν4ωl )]
]

+ γ31ωl A3

[
A4(ν4ωl − ν3ωl )

× [
(ξ4a A2κ2ωl − ξ41ωl )A1β1ωl − (ξ4a A1κ1ωl + ξ42ωl )A2β2ωl

]

+ [1 − (A1κ1ωl + A2κ2ωl )][A4κ4ωl (ν3ωl − ν4ωl ) − ν3ωl ]
]

+ γ41ωl A4

[
A3(ν3ωl − ν4ωl )

× [
(ξ3a A2κ2ωl − ξ31ωl )A1β1ωl − (ξ3a A1κ1ωl + ξ32ωl )A2β2ωl

]

+ [1 − (A1κ1ωl + A2κ2ωl )][A3κ3ωl (ν4ωl − ν3ωl ) − ν4ωl ]
]]

, (D.13)
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gπ2a = gπ2

N

[
γ12ωl A1

[
ξao A2β2ωl A3 A4(ν3ωl − ν4ωl )

+ A3(ξ31ωl − A2κ2ωl ξ3a)[A4κ4ωl (ν3ωl − ν4ωl ) − ν3ωl ]
− A4(ξ41ωl − A2κ2ωl ξ4a)[A3κ3ωl (ν3ωl − ν4ωl ) + ν4ωl ]

]

+ γ22ωl A2

[
ξao A1β1ωl A3 A4(ν4ωl − ν3ωl )

+ A3(ξ3a A1κ1ωl + ξ32ωl )
[
A4κ4ωl (ν3ωl − ν4ωl ) − ν3ωl

]

− A4(ξ42ωl + ξ4a A1κ1ωl )[ν4ωl + A3κ3ωl (ν3ωl − ν4ωl )]
]

+ γ32ωl A3

[
A4(ν4ωl − ν3ωl )

× [
(ξ4a A2κ2ωl − ξ41ωl )A1β1ωl − (ξ4a A1κ1ωl + ξ42ωl )A2β2ωl

]

+ [1 − (A1κ1ωl + A2κ2ωl )][A4κ4ωl (ν3ωl − ν4ωl ) − ν3ωl ]
]

+ γ42ωl A4

[
A3(ν3ωl − ν4ωl )

× [
(ξ3a A2κ2ωl − ξ31ωl )A1β1ωl − (ξ3a A1κ1ωl + ξ32ωl )A2β2ωl

]

+ [1 − (A1κ1ωl + A2κ2ωl )][A3κ3ωl (ν4ωl − ν3ωl ) − ν4ωl ]
]]

, (D.14)

gπ3a = gπ3

N

[
γ13ωl A1

[
A3

[
(ξ31ωl − ξ3a A2κ2ωl )[A4κ4ωl (ν3ωl − ν4ωl ) − ν3ωl ]

+ ξao A2β2ωl A4(ν3ωl − ν4ωl )

]
+ A4(ξ4a A2κ2ωl − ξ41ωl )

× [A3κ3ωl (ν3ωl − ν4ωl ) + ν4ωl ]
]

+ γ23ωl A2

[
A3

[
(ξ32ωl + ξ3a A1κ1ωl )[A4κ4ωl (ν3ωl − ν4ωl ) − ν3ωl ]

+ ξao A1β1ωl A4(ν4ωl − ν3ωl )

]
+ A4(ξ4a A1κ1ωl + ξ42ωl )

× [A3κ3ωl (ν4ωl − ν3ωl ) − ν4ωl ]
]

+ γ33ωl A3

[
A4

[
(ξ4a A2κ2ωl − ξ41ωl )A1β1ωl − (ξ4a A1κ1ωl + ξ42ωl )A2β2ωl

]

× (ν4ωl − ν3ωl ) + {1 − (A1κ1ωl + A2κ2ωl )}[A4κ4ωl (ν3ωl − ν4ωl ) − ν3ωl ]
]
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+ γ43ωl A4

[
A3

[
(ξ3a A2κ2ωl − ξ31ωl )A1β1ωl − (ξ3a A1κ1ωl + ξ32ωl )A2β2ωl

]

× (ν3ωl − ν4ωl ) + {1 − (A1κ1ωl + A2κ2ωl )}[A3κ3ωl (ν4ωl − ν3ωl ) − ν4ωl ]
]]

,

(D.15)

and

gπ4a = gπ4

N

[
γ14ωl A1

[
A3

[
(ξ31ωl − ξ3a A2κ2ωl )[A4κ4ωl (ν3ωl − ν4ωl ) − ν3ωl ]

+ ξao A2β2ωl A4(ν3ωl − ν4ωl )

]
+ A4(ξ4a A2κ2ωl − ξ41ωl )

×[A3κ3ωl (ν3ωl − ν4ωl ) + ν4ωl ]
]

+ γ24ωl A2

[
A3

[
(ξ32ωl + ξ3a A1κ1ωl )[A4κ4ωl (ν3ωl − ν4ωl ) − ν3ωl ]

+ ξao A1β1ωl A4(ν4ωl − ν3ωl )

]
+ A4(ξ4a A1κ1ωl + ξ42ωl )

×[A3κ3ωl (ν4ωl − ν3ωl ) − ν4ωl ]
]

+ γ34ωl A3

[
A4

[
(ξ4a A2κ2ωl − ξ41ωl )A1β1ωl − (ξ4a A1κ1ωl + ξ42ωl )A2β2ωl

]

× (ν4ωl − ν3ωl ) + {1 − (A1κ1ωl + A2κ2ωl )}[A4κ4ωl (ν3ωl − ν4ωl ) − ν3ωl ]
]

+ γ44ωl A4

[
A3

[
(ξ3a A2κ2ωl − ξ31ωl )A1β1ωl − (ξ3a A1κ1ωl + ξ32ωl )A2β2ωl

]

× (ν3ωl − ν4ωl ) + {1 − (A1κ1ωl + A2κ2ωl )}[A3κ3ωl (ν4ωl − ν3ωl ) − ν4ωl ]
]]

.

(D.16)

The elaborate equations do not lend themselves very well for design purposes, but
may be used during analysis after the first design step is concluded. This has, e.g.,
been done during the design of the transadmittance amplifier presented in Chap. 7.
The lines presenting the equivalent voltage source at the input of the amplifier in
Fig. 7.16 has been calculated using the model and equations of this appendix.

An even more accurate model may be derived when the differential stages are
based on the model presented in Fig. 4.6. This will result in even more elaborate
equations, while the obtained extra accuracy may be questionable. This may be the
subject of future research.

http://dx.doi.org/10.1007/978-3-319-00593-5_7
http://dx.doi.org/10.1007/978-3-319-00593-5_7
http://dx.doi.org/10.1007/978-3-319-00593-5_4
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