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Preface

The growth of the Bioinformatics and Computational Biology fields in recent
years has been remarkable and its pace has not slowed down. The impressive
capabilities of next generation sequencing technologies, together with novel and
ever evolving distinct types of omics data technologies, have put an increasingly
complex set of challenges for those fields. To address the problems posed by
these huge amounts of data, and their inherent complexity, and also to address
the multiple related tasks, for instance in biological modeling, there is the need
to, more than ever, create multidisciplinary networks of collaborators, spanning
computer scientists, mathematicians, biologists, doctors and many others.

The International Conference on Practical Applications of Computational Bi-
ology & Bioinformatics (PACBB) is an annual international meeting dedicated to
emerging and challenging applied research in Bioinformatics and Computational
Biology. Building on the success of previous events, the 7th edition of PACBB
Conference will be held on 22-24 May 2013 in the University of Salamanca,
Spain. In this occasion, a special issue published by the Journal of Integrative
Bioinformatics will cover extended versions of selected articles.

This volume gathers the accepted contributions for the 7th edition of the
PACBB Conference after being reviewed by different reviewers, from an interna-
tional committee composed of 69 members from 9 countries. PACBB’13 technical
program includes 19 papers spanning many different sub-fields in Bioinformatics
and Computational Biology.

Therefore, this event will strongly promote the interaction of researchers from
diverse fields and distinct research groups. The scientific content will definitely
be challenging and will promote the improvement of the valuable work that is
being carried out by the participants. Also, it will promote the education of
young scientists, in a post-graduate level, in an interdisciplinary field.

We would like to thank all the contributing authors and sponsors: (Telefónica
Digital, Indra, Ingenieŕıa de Software Avanzado S.A, IBM, JCyL, IEEE Systems
Man and Cybernetics Society Spain, AEPIA Asociación Española para la In-
teligencia Artificial, APPIA Associação Portuguesa Para a Inteligência Artificial,
CNRS Centre national de la recherche scientifique) as well as the members of
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the Program Committee and the Organizing Committee for their hard and
highly valuable work and support. Their effort has helped to contribute to
the success of the PACBB’13 event. PACBB’13 wouldn’t exist without your
assistance. This symposium is organized by the Bioinformatics, Intelligent Sys-
tem and Educational Technology Research Group (http://bisite.usal.es/) of the
University of Salamanca and the Next Generation Computer System Group
(http://sing.ei.uvigo.es/) of the University of Vigo.

Mohd Saberi Mohamad
Loris Nanni

PACBB’13 Programme Co-chairs

Miguel P. Rocha
Florentino Fdez-Riverola

PACBB’13 Organizing Co-chairs
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Gene Functional Prediction Using Clustering Methods 
for the Analysis of Tomato Microarray Data 

Liliana López-Kleine1, José Romeo2, and Francisco Torres-Avilés2 

1 Departamento de Estadística, Universidad Nacional de Colombia- Sede Bogotá, Colombia 
llopezk@unal.edu.co 

2 Departamento de Matemática y Ciencia de la Computación, Universidad de Santiago de 
Chile, Chile 

{jose.romeo,francisco.torres}@usach.cl 

Abstract. Molecular mechanisms of plant-pathogen interaction have been 
studied thoroughly because of its importance for crop production and food 
supply. This knowledge is a starting point in order to identify new and specific 
resistance genes by detecting similar expression patterns. Here we evaluate the 
usefulness of clustering and data-mining methods to group together known 
plant resistance genes based on expression profiles. We conduct clustering 
separately on P.infestans inoculated and not-inoculated tomatoes and conclude 
that conducting the analysis separately is important for each condition, because 
grouping is different reflecting a characteristic behavior of resistance genes in 
presence of the pathogen.  

Keywords: Microarray data analysis, clustering methods, functional gene 
prediction, resistance genes, plant immunity. 

1 Introduction 

Recent advances in genomic and post-genomic technologies have provided the 
opportunity to analyze genomic data publicly available in databases. Several 
molecular mechanisms can be understood better through the analysis of genomic data 
such as gene expression data. One of the molecular mechanisms, that needs to be 
better understood in order to reduce losses caused by plant pathogens is plant 
immunity. Losses caused by plant pathogens represent one of the most important 
limitations in crop production and therefore food supply. Understanding immunity 
responses in plants could help scoping with plant pathogens and even develop more 
resistant varieties. 

Plant immunity depends on the recognition of conserved Microbial Associated 
Molecular Patterns (MAMPs) or strain-specific effectors by Pattern Recognition 
Receptors (PPRs) or resistance (R) proteins, triggering MTI (MAMP Triggered-
Immunity) and ETI (Effector Triggered-Immunity), respectively. Upon recognition 
plants activate a complex network of responses that includes signal transduction 
pathways, novel protein interactions and coordinated changes in gene expression. 
Detailed information concerning specific and punctual interactions between effector 
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and resistance proteins has been accumulated in the last years, and in some cases, a 
global picture for some of these interactions has been established [1], [2]. Networks of 
immunity genes have been constructed for model plants such as Arabidopsis and rice 
primarily using yeast-two hybrid experiments [3], [4]. Nevertheless, each plant-
pathogen interaction has its specificities and can conduct to the activation of 
immunity and resistance genes that were previously unknown. Moreover, functional 
relationships of genes that are not known to be resistance genes could be detected 
through the comparison of expression profiles during a specific plant disease. One of 
the most important genomic data used to reveal similarity patterns based on gene 
expression data and changes in gene expression profiles due to presence of pathogens, 
are microarray data. Microarray data are used in two ways: i) for detection of 
differentially expressed genes (comparing two conditions) and ii) for construction of 
clusters of genes with similar gene expression profile for functional gene prediction. 

Here, we address the second objective and evaluate the usefulness of multivariate 
and data mining methods in order to cluster genes with similar expression patterns in 
a tomato time course experiment of pathogen infected tomatoes. The aim of applying 
this kind of analysis is grouping known resistance genes together with unknown 
resistance genes to achieve the functional prediction of new resistance genes or at 
least the functional participation in immunity processes of genes that are not known to 
participate in them. 

In a previous work we defined a set of virulence factors based on literature [5] and 
were able to predict potential novel virulence factors based on linear and non-linear 
clustering methods combining all microarray experiments. Additionally, we applied 
the GEE modeling and influential analysis to these data [6] separately on both 
conditions and were able to confirm some virulence factors. Here, clustering and data 
mining methods were applied to microarray data available at the Tomato Expression 
Database (TED) at http://ted.bti.cornell.edu. These datasets compare two conditions in 
the field: healthy cherry tomato and Phytophtora infestans inoculated cherry tomato at 
4 time points. Predictions were performed separately for each condition.  

Conducing clustering and classification separately allowed us to determine strong 
differences in prediction indicating that the shift in gene expression of genes 
participating in immunity processes is strong. Moreover, we were able to cluster 
together more resistance genes when conducting the analysis on inoculated tomato, 
which indicates that their activation is needed to detect similar co-expression patterns 
and that information on most of these genes contained in healthy tomato, is not 
enough for clustering. We conclude that the here presented methodology, especially 
SVM, can be used for the prediction of new resistance genes, namely those that will 
be clustered together with genes that are not known to be resistance genes.  

2 Methodology 

2.1 Microarray Data 

The data sets were obtained from TED. In this study we used experiments that were 
carried out using the TOM1 DNA chip platform and that are available at 
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(http://ted.bti.cornell.edu/cgi-bin/TFGD/miame/experiment.cgi?ID=E022). We focused 
on the experiments carried out by Christine Smart and collaborators (Accession number 
E022) where gene expression profiling of infection of tomato by P. infestans in the 
field was studied. The goal of this experiment was to gain insight into the molecular 
basis of the compatible interaction between P. infestans and its hosts.  

For this comparison four time points were available at 0, 12, 36 and 60 hours with 
8 replicates of each condition (32 experiments) for 13440 tomato genes. We used the 
data from that experiment separately for inoculated plants (condition I) vs. non 
inoculated plants (condition NI).  

Canonical immune protein domains (WRKY, TIR, NBS, kinase and LysM) from 
Pfam (http://pfam.sanger.ac.uk/) were searched in the tomato genome annotation file 
available at TED. We detected 174 genes coding for proteins with these domains and 
considered them as a set of “known resistance genes”.   

2.2 Classification Methods 

We applied several unsupervised classification methods: k-means cluster analysis 
using the centroids obtained from a hierarchical cluster analysis [7], [8], 
Agglomerative Nesting (AGNES) [9], Divisive Analysis clustering - DIANA [9] in 
order to cluster genes in several groups. For all these methods we used two different 
distance measures: Euclidean and Manhattan or Taxicab metric [10]. 

We also applied Kohonen self organizing maps [11], which is a highly appreciated 
algorithm for its ability to classify data into two dimensions and is based on neural 
networks. 

To define the best number of clusters, a visual inspection was performed using the 
dendrogram obtained from the hierarchical clustering method using both distance 
measures. Despite the total number of clusters, we were interested in obtaining a main 
group of known resistance genes. 

Finally, we performed predictions of “resistance” based on a non-linear supervised 
classification kernel method called support vector machine (SVM) [12].  This method 
is a supervised method for which part of the data needs to be used for training the 
classifier. In order to train the SVM classifier a sample of 1/3 of the genes (4480) was 
used. Predictions were therefore obtained only for 2/3 of the genes (8960). In order to 
apply this method, microarray data need to be mapped in to a feature space by 
constructing a kernel. Here, we constructed a Gaussian kernel and tuned the sole 
parameter of this kernel (sigma) by leave-one-out crossvalidation on the training set 
optimizing the correct classification of known resistance genes into a homogeneous 
group. All data analyses were done in R-gui [13]. 

2.3 Validation of the Method 

For all unsupervised clustering methods, we identified the two clusters that grouped 
most of the 174 known resistance genes and considered them to represent resistance 
gene clusters (RGC). Then, we identified the method that more accurately predicted 
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resistance (allowed obtaining the most homogeneous RGCs) and used it as a reference 
to compare performance of the other methods. Furthermore, we counted resistance 
and non-resistance classifications in each RGC. 

3 Results and Discussion 

Here we focused on the ability of predicting known resistance genes in cherry tomato 
exposed to P. infestans in order to test different clustering and classification methods. 
One new proposal is that we classified separately for each condition based on the 
hypothesis that gene expression of inoculated tomato should reflect better the 
behavior of resistance genes involved in immunity processes against the pathogen 
than healthy tomato because less genes implicated in immunity will be active. 
Moreover, conducting clustering and classification separately considers the fact that 
gene expression of resistance genes in non-inoculated tomatoes reflects a basal 
expression and not necessarily a behavior due to the presence of the pathogen. 
Therefore, merging measures from both conditions could cause prediction errors 
associated to uncontrolled non-biological factors. 

Classification results were different for each of the tested methods. The cluster 
number was chosen to be 55 for all clustering methods based on a visual inspection of 
a dendrogram. Differences between the two distances (Euclidean and Manhattan) 
were small, which let us conclude that each one can be used. All methods coincide in 
grouping together in the same RGC cluster 19/174 known resistance genes for not-
inoculated tomato measures and 48/174 for inoculated ones. Most of the methods (K-
means, AGNES and Kohonen) grouped resistance genes into two main clusters (Table 
1). DIANA method grouped most known resistance genes in one cluster, but this 
method identified a very huge cluster with almost all genes (over 11000), therefore it 
could be discarded.  

Table 1. Number of genes in the RGC obtained for each method (E: Euclidean distance, M: 
Manhattan distance). *2/3 of the dataset not including training data. 

 
Non-inoculated Inoculated 

Method Non-resistance Resistance Non-resistance Resistance

K-means (E) 4818 58 4681 73 

K-means (M) 4760 57 4681 73 

AGNES (E) 6463 87 6863 99 

AGNES (M) 6598 86 6756 99 

DIANA (E) 11128 145 12632 158 

DIANA (M) 4760 57 12325 156 

Kohonen 5120 105 4323 75 

SVM* 98 69 0 105 
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For the SVM classification no clusters were constructed, but resistance and non-
resistance were considered as response variable for training a non-linear classifier. 
This classification method turned out to be the more accurate one because 
classification of non-resistance genes into the RGC is very small (i.e. the RGC is very 
homogeneous). SVM was used as the reference method (Table 1). The fact that SVM 
provides the most accurate classification could be due to the presence of non-linear 
patterns in gene expression that cannot be detected by other traditional methods. 
Nevertheless, some genes predicted to be resistance genes only by SVM could be due 
to noise and high variability of microarray data. Therefore, we advise using the 
predictions of all methods (discarding DIANA).  

Some genes were identified as resistance genes in both conditions (Table 2). This 
could indicate that these genes have a basal expression and participate coordinately in 
house-keeping processes even when the plant is not exposed to a pathogen. Among 
known resistance genes these are the most suitable for  pleiotropic functions that 
could not be related to plant immunity processes. 

Table 2. List and function of common genes detected by the clustering and SVM algorithms on 
inoculated and non-inoculated tomato microarray data 

Gene ID Function 

1-1-2.1.13.17 Avr9/Cf-9 rapidly elicited protein 146 [Nicotiana tabacum] 

1-1-2.4.18.3 AvrPto-dependent Pto-interacting protein 3 [Lycopersicon esculentum] 

1-1-3.3.11.4 WIZZ [Nicotiana tabacum] 

1-1-3.4.10.21 Protein kinase-coding resistance protein [Nicotiana repanda] 

1-1-4.1.17.2 Putative disease resistance protein RGA4, identical [Solanum bulbocastanum] 

1-1-4.3.20.3 Disease resistance protein RGA2, putative [Ricinus communis] 

1-1-7.4.19.21 WRKY transcription factor 26 [(Populus tomentosa x P. bolleana) x P. tomentosa] 

1-1-8.2.15.5 Disease resistance protein RPS5, putative [Ricinus communis] 

1-1-8.2.16.9 Avr9/Cf-9 induced kinase 1 [Nicotiana tabacum] 

1-1-8.4.11.17 WRKY [Solanum lycopersicum] 

 
The here obtained results suggest that conducting a separate analysis of both 

conditions is crucial. A shift in gene expression is detected in P. infestans inoculated 
cherry tomato indicating that most of the known resistance genes get activated in this  
condition. 

Taking into account the present results, these clustering methodologies can be 
applied for the functional prediction of resistance genes through the selection of 
clusters with the highest frequency of known resistance genes. Moreover, other 
clustering methods could be tested, which could improve even more reliability of 
predictions. Prediction of new resistance genes should considered as those genes 
grouped together in the inoculated condition and not in the healthy tomatoes.  
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Moreover, this is a general approach that can be applied to different organisms for 
which functional gene prediction of a certain function of interest wants to be done and 
microarray datasets in which two or more conditions are available.  
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Abstract. We investigate Chargaff’s second parity rule and its extensions in the
human genome, and evaluate its statistical significance. This phenomenon has
been previously investigated in the reference human genome, but this sequence
does not represent a proper sampling of the human population. With the 1000
genomes project, we have data from next-generation sequencing of different hu-
man individuals, constituting a sample of 1092 individuals. We explore and ana-
lyze this new type of data to evaluate the phenomenon of symmetry globally and
for pairs of symmetric words.

Our methodology is based on measurements, traditional statistical tests and
equivalence statistical tests using different parameters (e.g. mean, correlation
coefficient).

We find that the global symmetries phenomenon is significant for word lengths
smaller than 8. However, even when the global symmetry is significant, some
symmetric word pairs do not present a significant positive correlation but a small
or non positive correlation.

1 Introduction

Chargaff’s second parity rule asserts that the percentage of complementary nucleotides
should be similar in each of the two strands of a DNA sequence [11] [5] [12]. Differ-
ent authors suggest and describe that there are similarities between the frequencies of
words and of their inverted complements (which we call symmetry phenomenon), even
for longer word lengths (e.g [10] [4] [3] [7] [14]). No previous work used genomes of
several individuals from the same species to characterize the significance of the sym-
metry phenomenon in the species. In this work, we explore and characterize the signif-
icance of the symmetry phenomenon in the human genome, using data from multiple
genomes made available by the 1,000 Genomes Project [2].

The contribution of this work is to present novel methodologies to explore the simi-
larities between symmetric words using sequencing data obtained with next-generation
methodologies. We explore the symmetry phenomenon in word lengths between 1 and
12 nucleotides.

M.S. Mohamad et al. (Eds.): 7th International Conference on PACBB, AISC 222, pp. 7–13.
DOI: 10.1007/978-3-319-00578-2_2 c© Springer International Publishing Switzerland 2013
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2 Methods

We evaluate the symmetry phenomenon using word frequency counts. Words are in-
terchangeably called k-mers. We study word lengths k ∈ {1,2, ...,12}. Our sample has
n= 1092 human genomes. For each individual, all words of lengths k were counted, and
for each word length, the word (w) and its corresponding symmetric word (w′) counts
are paired to obtain symmetric pair counts (Nw,Nw′).

Note that, the number of distinct k-mers is 4k. For i ∈ {1,2, ...,n}, Ni
w is the number

of times the word w appears in the genome sequence of individual i and

∑
w

Ni
w = ∑

w′
Ni

w′ = Si.

The corresponding relative frequencies are represented by f i
w =Ni

w/Si and f i
w′ =Ni

w′/Si.

2.1 Statistical Hypothesis Testing

Traditional statistical hypothesis testing may be used to assess differences. However, it
is well known that when traditional hypothesis tests are applied to large data sets, any
small effect is always deemed significant [9] [6] [8]. Furthermore, we want to evaluate
if there are similarities, not differences, between the occurrence of symmetric words.
To overcome this drawback, we use equivalence tests for accepting/rejecting the equiv-
alence between symmetric words.

We studied the equivalence between pairs of symmetric words (w,w′) using the ratio
of the frequency of the symmetric pair Rw and a practical tolerance δ (> 1) , and con-
cluding the equivalence when 1/δ < Rw < δ . Let μRw denote the (population) mean of
the ratio of the w word frequency and its corresponding reversed complement word fre-
quency (ratio of the frequency of the symmetric pair). Let Rw denote the corresponding
sample mean and for each individual i the ratio is given by Ri

w = f i
w/ f i

w′ .
The statistical hypotheses for the equivalence test are:

H0w : μRw ≥ δ or μRw ≤ 1/δ vs H1w : 1/δ < μRw < δ .

The ratio between two frequencies, ri
w = f i

w/ f i
w′ , is an effect size measure. As in many

studies, e.g. [13], we consider the effect to be weak when it assumes values between
1.1 and 1.3 and we explore these lower effect size values as a tolerance to conclude
practical equivalence. When the sample size is high, by the central limit theorem, we
use the z interval for the unknown true value of μRw , which is,(

Rw ∓ z× SE(Rw)
)

where SE(Rw) = SRw/
√

n.
In this case, the equivalence tests procedure consists of obtaining the confidence

interval for the parameter and checking if it is contained in the interval ]1/δ ,δ [. If so,
H0w is rejected and for the (w,w′) pair, the equivalence can be assumed.

For each word length k, we construct 4k equivalence tests. When we reject all of
the 4k null hypotheses, we consider that the symmetry phenomenon is present, as all
symmetric pairs are equivalent in a global way. Since we conduct simultaneous tests,
we apply the Bonferroni correction.
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2.2 Correlation

We use the Pearson’s correlation to measure the global symmetry effect in each in-
dividual. In particular, we use the coefficient as a score of global symmetry in each
individual

SSi =

∑
w

[
(Ni

w −Ni)(Ni
w′ −Ni)

]
∑
w

[
(Ni

w −Ni)2
]
∑
w

[
(Ni

w′ −Ni)2
] (1)

i ∈ {1,2, ...,n}.
To evaluate the significance of correlation between a pair of symmetric words, we

apply the one tailed Pearson correlation test. Considering ρ the Pearson correlation
parameter, the tests hypothesis are:

H0 : ρ = 0 vs H1 : ρ > 0.

with T = c
√

n−2
1−c2 ˜under H0

tn−2 and c the sample Pearson correlation coefficient.

2.3 Generating 1,092 Individual Human Genomes

We use the GRCh37.1 reference human genome assembly [2] and version 3 (March 16,
2012) of a Phase 1 integrated variant call set based on both low coverage and exome
whole genome sequencing data from 1,092 individuals [1]. The VCF files contain the
alterations necessary to incorporate in the reference human genome in order to obtain a
different, individual human genome. We developed a package of custom-made C pro-
grams to generate alternate FASTA genomes from population sequencing VCF data,
and to count occurrences of words from these individual genomes.

3 Results

We apply traditional statistical tests to compare the means of the occurrences of
symmetric words. As expected, globally, there are significant differences for all word
lengths. Also, for each word length, almost all pairs have significant differences.

As discussed in the methods section, we use equivalence testing in this analysis.
Table 1 displays the percentage of equivalent pairs (in the sense of what has been de-
scribed in subsection 2.1) for each k-mer length and each tolerance value (δ ). We verify
equivalence between symmetric pairs for k ≤ 7, for both tolerance values δ = 1.1 and
δ = 1.3.

Figure 1 displays an error bar plot of the global scores of symmetry (SS, equation
1). We observe high score values (close to 1) for all word lengths k ∈ {1,2, ...,12}.
Note that, though all global scores of symmetry have high values, these might be at-
tributable to the contribution of a few outliers. In this figure, we observe a high associ-
ation between k and the scores (approximately parabolic behavior, concavity down with
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Table 1. Percentage of equivalent tests that reject the null hypothesis

k δ = 1.1 δ = 1.3
1 100 100
2 100 100
3 100 100
4 100 100
5 100 100
6 100 100
7 100 100
8 99.67 100
9 96.60 99.82

10 85.17 97.98
11 64.84 89.50
12 40.20 71.52

inflection point in k = 4). Hence, the global symmetry score has high values in the
human genome. However, this score has a tendency to decrease as the word length
increases.

For each word length k, there are 4k pairs of symmetric words. The correlation co-
efficient and the corresponding statistical test p-value are obtained for each symmetric
word pair based on a sample of 1092 individuals. Table 2 displays the frequency table of
the correlation coefficients, highlighting the corresponding conclusion of t correlation
tests. We observe that, for k ≤ 4, the result is in accordance with the previous conclu-
sion. However, for k > 4, the correlation values are very low. We also observe some not
significantly positive correlations.

Table 2. Percentage of correlation coefficients in each class of effect size. *the p-value of one
tailed Pearson correlation test is <0.05.

Correlation k=1 k=2 k=3 k=4 k=5 k=6 k=7 k=8 k=9 k=10 k=11 k=12
[−1;0[ 0 0 0 0 0.2 2.0 8.9 21.3 37.8 46.1 48.7 49.5
[0;0.05[ 0 0 0 0 0 3.1 7.3 18.3 26.4 27.1 27.3 28.3

[0.05;0.10[∗ 0 0 0 0 0.4 2.7 6.6 18.6 18.2 15.5 14.5 13.8
[0.10;0.30[∗ 0 0 0 0 2.5 10.0 31.4 35.1 16.2 10.7 9.2 8.3
[0.30;0.50[∗ 0 0 0 0 5.5 8.8 31.1 4.8 1.0 0.3 0.2 0.1
[0.50;1]∗ 100 100 100 100 91.4 73.4 14.6 2.0 0.4 0.2 0.0 0.0

To clarify the obtained correlation values/tests for each symmetric pair, we compute,
for each k, the mean, minimum, maximum and standard deviation of the correlation.
Figure 2 displays these statistics for all words of length k. We observe a curious ten-
dency that as k increases, the mean of the correlation tends to zero. Hence, the previous
high values of the global symmetry score may be a consequence of only a few pairs of
very frequent symmetric words.
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Fig. 1. Error bar of the scores of symmetry (SS) in 1092 human genomes
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Fig. 2. Summary of statistics of the correlation coefficients between pairs of symmetry words
in 1092 human genomes: mean (continuous line), minimum (dashed), maximum (dashed). The
shaded region represents the standard deviation around the mean (mean ∓ standard deviation in
the darker gray region and mean ∓ 3 standard deviations in the lighter gray region.
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Fig. 3. Left: Scatter plot of the frequencies of the (CGTTA, TAACG) symmetric pair, with
r = −0.008 and p value 0.790. Right: Scatter plot of the frequencies of the(AAAAAAA,
TTTTTTTT) symmetric pair, with r = 0,870 and p value < 0.001.

For k=5, the symmetric pair (CGTTA, TAACG) is the single pair responsible for the
hypothesis test not rejecting the null hypothesis. Moreover, there are 8.6% pairs where
the correlation is not strong (Table 2). For k > 5, there are many more pairs responsible
for the non rejection of the null hypothesis. The percentage of not strongly correlated
pairs also increases. The left panel of Figure 3 shows a scatter plot for the symmetric
word pair (CGTTA, TAACG), which is the single pair, in the set of words of length 5,
that does not present significant positive correlation.

However, for all k ∈ {1,2, ...,12}, there are several pairs of symmetric words where
the correlation is significantly positive and strong. An example is displayed in the right
panel of Figure 3, representing the word symmetric pair (AAAAAAA, TTTTTTT).

4 Conclusion and Future Work

Here, we studied the word symmetry phenomenon, characterized through word fre-
quencies, in 1092 human genomes. We confirmed the global tendency of the symmetry
phenomenon using equivalence tests and a global score of symmetry.

We identified an interval of word lengths where the global symmetry phenomenon
tendency starts to be non significant. Whereas the global score of symmetry has high
values for all word lengths investigated, the equivalence tests show a breakdown of
symmetry for k > 7.

When we looked into symmetric word pairs, we identified several indicators of lack
of similarity between the occurrences of symmetric words even when the global sym-
metry phenomenon tendency was present. This is surprising, as no symmetry break-
down is expected for random sequences with equal frequencies of complementary nu-
cleotides (i.e. NA ∼ NT and NC ∼ NG). We conclude that the symmetry phenomenon
is less prevalent in human genomes than previously thought. It will be interesting to
investigate this symmetry phenomenon for selected genomic regions.
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Abstract. This paper presents a case study to show the competence
of our evolutionary framework for cluster analysis of DNA microarray
data. The proposed framework joins a genetic algorithm for hierarchical
clustering with a set of visual components of cluster tasks given by a
tool. The cluster visualization tool allows us to display different views of
clustering results as a means of cluster visual validation. The results of
the genetic algorithm for clustering have shown that it can find better
solutions than the other methods for the selected data set. Thus, this
shows the reliability of the proposed framework.

Keywords: DNA microarray data, Data clustering, Genetic Algorithm,
Data mining, Visual analytics.

1 Introduction

The study of gene expression data from DNA microarrays is of great interest
for Bioinformatics (and functional genomics), because it allows us to analyze
expression levels in hundreds of thousands of genes in a living organism sample.
This feature makes gene expression analysis a fundamental tool of research for
human health. It provides identification of new genes that are key in the genesis
and development of diseases. However, the exploration of these large data sets is
an important but difficult problem. The use of evolutionary and visual analytics
techniques can help to cope with this problem. Visual data exploration has high
potential and many applications in data mining use information visualization
technology for an improved data analysis.

Classifying DNA microarray data according to their similarity degree is one
of the main goals of data mining applied to this domain. The organization of
objects in affinity groups is one way of knowledge discovery, being a key factor in
machine learning [1,2]. Moreover, the application of genetic algorithms [3,4] to
data mining is still of great importance in classification problems. Particularly,
we can highlight, the use of evolutionary strategies to unsupervised classifica-
tion (cluster analysis) in the knowledge discovery process [5]. Cluster analysis is
one component of exploratory data analysis, which means sifting through data
to make sense out of measurements by whatever means are available, whereas

M.S. Mohamad et al. (Eds.): 7th International Conference on PACBB, AISC 222, pp. 15–22.
DOI: 10.1007/978-3-319-00578-2_3 c© Springer International Publishing Switzerland 2013
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genetic algorithms (GAs) are blind search methods, inspired by the natural selec-
tion mechanism and oriented to solve complex optimization problems. Therefore,
the application of evolutionary, cluster analysis and visualization techniques to
DNA microarrays can turn biological data into knowledge of biological systems,
often requiring further experimentation from initial data [6].

According to all previously explained, this paper presents a clustering frame-
work joining a GA with a visualization tool, both applied to cluster analysis of
DNA microarray data. The goal of this paper is to firstly show, the research in
which we have been working [7,8] and secondly, the results of such a framework
(particularly, for our GA-based hierarchical clustering method) for a new case
study, showing the reliability of the clustering framework.

2 A Clustering Framework

This section presents details on the our framework oriented to clustering. Firstly,
a GA-based hierarchical clustering has been given, after that, a tool for visual
cluster analysis has also been given by showing its functionalities on DNA mi-
croarray data and finally, details on the implementation of the framework are
outlined.

2.1 A Genetic Algorithm for Hierarchical Clustering

A hierarchical clustering method is a procedure for transforming a proximity
matrix (matrix of distances between the objects to be grouped) into a sequence
of nested partitions (clusterings), and a clustering is a type of classification
imposed on a finite data set [1]. Since the hierarchical clustering is very important
in biological data analysis due to its graphic representation of the data in form of
dendrogram, which provides knowledge of the data domain, we have considered
dendrograms as the individuals of our GA for hierarchical clustering.

Based then on the above, individuals (chromosomes) in our GA have been
encoded as shown in Figure 1 (on the left side) for objects {x1, x2, x3, x4, x5}.
Thus, individuals are built in an agglomerative way and each level is represented
by its corresponding number. That is, an individual is a dendrogram which
consists of a collection of clusterings, where each clustering is a partition of
the universe of objects to be clustered. At first, each dendrogram of the initial
population of our method (which we call HCGA) is built up from the first level
to the higher level by joining two clusters randomly chosen in the current level
to create the next one [7].

Fitness Function: To measure the goodness of candidate solutions (dendro-
grams) of HCGA, we have based on the concepts of homogeneity and separation
given in [9]. In general, we have focused on the idea of the objects inside a cluster
are very similar whereas the objects located in distinct clusters are very different.
Therefore, the fitness functions for both, clustering and dendrogram have been
defined as follows:
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Fig. 1. Example of a hierarchical clustering on the left side and its dendrogram on the
right

Definition 1. Clustering fitness function
Let D be the proximity matrix of a given data set, then the fitness function of
a clustering Ci+1 in a dendrogram G (i, the level in the dendrogram) according
to H∗

1 and S∗
1 (homogeneity and separation respectively) is defined as:

gc(Ci+1) =
S∗
1 (Ci+1)

g − k + 1
− H∗

1(Ci+1)

k − 1
+ maxD, (1)

where S∗
1(Ci+1) and H∗

1(Ci+1) have been defined in [7], k = |Ci| and g =
(
k
2

)
,

being the number of distances among the clusters of Ci+1.

Definition 2. Dendrogram fitness function
The fitness function of a dendrogram G, being Ci (i ∈ [1, |G| − 1]) clusterings of
G:

gd(G) =
1

|G| − 1

|G|−1∑
i=1

gc(Ci). (2)

Once defined the fitness function for the individuals, our goal is to maximize gd
by obtaining small values for H∗

1 and large values for S∗
1 on the clusterings of

G. Based then on the previous definition, an agglomerative coefficient (ac) can
be used in order to estimate the level of a dendrogram G where carrying out a
cut-off, that is:

Definition 3. Agglomerative coefficient
Let G and Ci be a dendrogram on Pn and a clustering of G, respectively. The
agglomerative coefficient of G is defined as:

ac(G) = argi∈[1,|G|]max gc(Ci), (3)

that is, level i whose clustering has the maximum fitness of the whole
dendrogram.
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Mutation Operator: We have used the mutation operator (MO) defined in [7],
which is a unitary alteration operator which only is applied on a single individual.
It only transforms a part of a dendrogram, exploring different branches and
returning a new dendrogram that replaces the previous one. Hence, the MO
carries out an in-depth search. Only a part of the transformed dendrogram is
modified with this operator and the another part is kept unchangeable. Indeed,
since a dendrogram is special kind of tree (see Figure 1), this MO performs
similar as moving a cluster associated to a branch of the dendrogram to another
branch in the same dendrogram. For a performance example of this operator as
the next one, see [7].

Crossover Operator: The crossover operator (CO) has also been defined in [7]
and performs by recombining valuable information of two individuals in order
to build a new individual, which inheres the genetic code of their ancestors.
Thus, this carries out a wide search in the dendrogram space, taking two parent
dendrograms as its input to obtain a single child dendrogram. On the one hand,
this CO recombines clusters of the parent dendrograms and on the other hand,
it also remains other clusters unchangeable of the parents to form the child
dendrogram. In general terms, the CO randomly chooses the same level in both
parents to form a new clustering (which is called seed clustering) by selecting the
best clusters of the parents in the chosen level. After that, the child dendrogram
is built by applying the above MO on the seed clustering to achieve the upper
levels of the child and finally, a divisive strategy (for clusters) is also applied on
the seed clustering to build the remaining lower levels.

2.2 A Tool for Visual Cluster Analysis

Complementing our clustering framework, we have developed tool 3D-
VisualCluster (3D-VC for short) [8], which loads the results of HCGA (and
in general, the results of other methods) and display them on different visual-
ization components as a means of result visual comparison. Therefore, 3D-VC
implements exploration of dendrograms (as input) in different ways: views of
microarrays (heatmap) including dendrogram and parallel coordinates for clus-
ters, 3D scatter plot (dimensionality reduction based on principal component
analysis by using the covariance matrix) with the clusters of the data as points,
which can show boundary points and 3D-shapes for clusters and additionally, a
reference partition can be loaded by tool to be compared with the clusterings
of the dendrogram. For this case, the clusters in the reference partition (called
r-clusters) are displayed through their 3D-surfaces.

A general view of 3D-VC has been shown in Figure 2 displaying a sketch of
eight linked and interactive views and six tasks for visual cluster analysis. Note
that the order of tasks (six tasks) envolved in this figure states a methodology to
follow in the visual analysis and validation of the results for a clustering method.
Therefore, from the input of clustering results to 3D-VC, the user can follow the
order of the tasks defined in this figure to make a process of visual analytics
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Fig. 2. General view of the tool. There are eight linked views: microarray, dendro-
gram and parallel coordinates views at the top of the figure; 3D scatter plot views at
the bottom; cluster boundary points, reference partition surfaces and cluster surface
reconstruction.

leading to knowledge discover from the interaction with the views provided by
each task (see [8] for more details).

2.3 Implementing the Framework

The clustering framework has been implemented in R-Project (R Development
Core Team) and Java (Java-3D). The evolutionary part of our framework
(method HCGA) has been developed on R and is freely distributed at http://
cran.r-project.org/web/packages/clustergas. On the other hand, tool 3D-
VC has been developed on Java and is linked to R in such as a way that the results
of clustering methods implemented on R can be read by the tool for subsequent
visual analysis. 3D-VC is publicly available at http://www.analiticavisual.
com/jcastellanos/3DVisualCluster/3D-VisualCluster.

http://
cran.r-project.org/web/packages/clustergas
http://www.analiticavisual.
com/jcastellanos/3DVisualCluster /3D-VisualCluster
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3 Analyzing a Case Study

This section outlines two comparative tests of the proposed framework on public
data set lung, which comprises 73 lung tissues including 67 lung tumors for 916
gene observations for each lung tissue, namely, a gene expression matrix of 916
genes × 73 samples. 20-nearest neighbors have been used to estimate missing
values of this data set. It has been published at http://genome-www.stanford.
edu/lung_cancer/adeno. The goal of this case study is to show that HCGA can
find better solutions than other methods for a new data set as lung, this way,
proving the reliability of the global framework . Thus, the experiments are fo-
cused on the comparison of HCGA with five hierarchical clustering methods,
that is, Agnes, Diana, Eisen, HibridHclust and TSVQ, under a set of internal
measures of cluster validity as Homogeneity (Homog), Separation (Separ) and
Silhouette Width (SilhoW), all explained in [7]. Note that the values of homo-
geneity decrease when the clustering quality (or dendrogram quality) increases,
whereas the values of separation and silhouette width increase when the clus-
tering quality (or dendrogram quality) increases. Then, based on all the above,
HCGA has been initialized according to Table 1, any other parameter of HCGA
has been assigned as in [7].

Table 1. Parameter settings to evaluate HCGA on the lung data set

Parameter Value (or interval)

Crossover probability [0.60, 0.75]
Mutation probability [0.10, 0.20]
Number of individuals 20
Number of generations [103, 106]
Metric on data Euclidean

3.1 Global and Local Comparison of Clustering Results

The performance of HCGA with respect to other methods is shown by means
of global and local quality of the found solutions. Thus, by the first case (global
quality), the measures of cluster validity are applied to the whole dendrogram for
each compared method. Table 2 lists the values scored by each validity measure
applied to the dendrogram returned by each method, the best values reached in
each case have been underlined. The second case, that is, local quality, Table 3
lists the measure values applied to the best clustering1 of each output dendro-
gram. Column #Clusters has the number of clusters of the clustering selected
for each method and the best values for each measure have also been underlined.
Finally, the runtimes of HCGA defined for this experiment were between 0.30
and 2 hours.

1 The best clustering according to ac, Definition 3.

http://genome-www.stanford.
edu/lung_cancer/adeno
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Table 2. Global cluster validity of HCGA vs. five hierarchical clustering methods from
the lung data set

Method Homog Separ SilhoW

Agnes 14.25 20.84 0.14
Diana 12.79 15.31 0.05
Eisen 13.27 15.17 -0.03
HybridHclust 12.15 15.03 0.05
TSVQ 12.13 15.03 0.04
HCGA 14.38 21.60 0.14

Table 3. Local cluster validity of HCGA vs. five hierarchical clustering methods based
on the best clustering of each output dendrogram from the lung data set

Method #Clusters Homog Separ SilhoW

Agnes 7 14.45 22.30 0.23
Diana 29 11.98 15.10 0.05
Eisen 9 13.40 15.19 -0.01
HybridHclust 31 11.27 14.90 0.03
TSVQ 31 11.31 14.90 0.03
HCGA 3 14.61 23.11 0.30

Fig. 3. A view of parallel coordinates for four measures, representing six curves with
values scored by each method in Table 3 (lung data set)

As these two tables show, the best values for separation and silhouette width
have been achieved for the HCGA and Agnes method. The best values for ho-
mogeneity have been achieved for methods TSVQ and HybridHclust. Figure 3
shows the above by representing each method as a curve, where the methods
in groupings {HCGA,Agnes} and {HybridHclus, TSVQ} have similar behav-
ior. Summarizing on HCGA, we can say that it performs better than the other
methods on separation measures and on measures that combine homogeneity
and separation (such as, silhouette width), but it does not have the same perfor-
mance on homogeneity. Note that as a part of our framework, the given results
can visually be analyzed by tool 3D-VC to validate the used measures [8].
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4 Conclusions

The goal of this paper has been to show the results of our research on a new
case study. According to this, we have presented a clustering framework joining
a genetic algorithm (HCGA) and a tool (3D-VC) for the analysis of hierarchical
clustering. The results shown on the evolutionary part of the framework, that is
HCGA, prove that it has performed well for the new used data set (lung), finding
better solutions than the other methods. Moreover, we have found out that
HCGA performs better on separation and measures that combine homogeneity
and separation. On the other hand, the functionalities shown by 3D-VC can be
useful in the visual validation of clustering results. Thus, our global proposal has
proven its reliability for the cluster analysis of DNA microarray data.
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Abstract. In this study we set to explore the potentialities of the inter-genomic
symbols distance for finding the coding regions in DNA sequences. We use the
distance between STOP symbols in the DNA sequence and a chi-square statistic
to evaluate the nonhomogeneity of the three possible reading frames. The results
of this exploratory study suggest that inter-STOP symbols distance has strong
ability to discriminate coding regions.

Keywords: inter-STOP symbols distance, DNA, coding regions, chi-square.

1 Introduction

It is well known that DNA sequences present a nonhomogenous distribution along the
sequence (e.g. coding regions have a tendency to reveal three-base periodicity [1] [2]
[3]). There are many published algorithms for coding regions location (e.g. [3][4] [5]
[6] [7]). However, their accuracy needs improvement [5] [6] and there is room for im-
provement.

In previous work, we explored the inter-nucleotide and inter-dinucleotide distance,
i.e., the distance to the first occurrence of the same nucleotide (dinucleotide), to perform
a comparative analysis between species [8] [9]. In this work, we extend the concept and
explore the inter-STOP symbols distance over different reading frames in the DNA
sequence.

It is well known that the distributions of STOP symbols in coding regions and non-
coding regions are different. In the correct reading frame of coding regions the STOP
symbols occur only at the end [5]. Motivated by the expectation that the distance be-
tween STOP symbols has higher values in the correct reading frame than in the other
reading frames, we study, in this work, the potentiality of inter-STOP symbols distance
distribution for DNA segmentation.

2 Methods

2.1 Inter-STOP Symbols Distance Sequence

The inter-STOP symbols distance sequence is a special case of the inter-trinucleotide
distance sequence. It is possible to generate three trinucleotide sequences, one for each
reading frame, from a single genomic sequence.

M.S. Mohamad et al. (Eds.): 7th International Conference on PACBB, AISC 222, pp. 23–28.
DOI: 10.1007/978-3-319-00578-2_4 c© Springer International Publishing Switzerland 2013
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As an illustrative example consider a genomic sequence starting by

AAACAAACTGACACAAAACACTAATAGTTTAAAATAATAATGA . . . .

Then, the three trinucleotide reading frames (R1, R2 and R3) produce the following
trinucleotide sequences,

R1: AAA︸︷︷︸CAA︸︷︷︸ACT︸︷︷︸GAC︸︷︷︸ACA︸︷︷︸AAA︸︷︷︸CAC︸︷︷︸TAA︸︷︷︸TAG︸︷︷︸T T T︸︷︷︸AAA︸︷︷︸ATA︸︷︷︸ATA︸︷︷︸AT G︸︷︷︸A · · ·
R2: AAAC︸︷︷︸AAA︸︷︷︸CT G︸︷︷︸ACA︸︷︷︸CAA︸︷︷︸AAC︸︷︷︸ACT︸︷︷︸AAT︸︷︷︸AGT︸︷︷︸T TA︸︷︷︸AAA︸︷︷︸TAA︸︷︷︸TAA︸︷︷︸TGA︸ ︷︷ ︸ · · ·
R3: AAACA︸︷︷︸AAC︸︷︷︸TGA︸ ︷︷ ︸CAC︸︷︷︸AAA︸︷︷︸ACA︸︷︷︸CTA︸︷︷︸ATA︸︷︷︸GT T︸ ︷︷ ︸TAA︸︷︷︸AAT︸︷︷︸AAT︸︷︷︸AAT︸︷︷︸GA · · ·
The distance sequence for each trinucleotide is a vector containing the distances be-
tween consecutive occurrences of that trinucleotide. In this work we are interested in
the inter-STOP symbols distance, i.e. the distance between consecutive stop symbols:
TAA, TAG, TGA. Any of these three symbols signals the end of genes.

As an example, and using the previous nucleotide sequence, we present the beginning
of inter-STOP distance sequences for each of the three reading frames:

dSTOP
R1

= (1, · · ·)
dSTOP

R2
= (1,1, · · ·)

dSTOP
R3

= (7, · · ·)

2.2 Chi-square Statistic

We use the chi-square statistic to measure the lack of homogeneity of the inter-STOP
distance distribution between the three possible reading frames. In order to compute
the chi-square statistic along the trinucleotide sequences we use a sliding window of
fixed length (w) in each frame, and the distances within each window are classified
into 2 categories: short distance and long distance. The value used to separate the short
and long distances was called cut-off (note: the long distances include the distance
corresponding to the cut-off value). We also include an extra category with the number
of non stop symbols within the window.

For each DNA sequence we construct contingency tables at each trinucleotide with
a window of w trinucleotides. Table 1 shows the structure of the contingency tables.

Table 1. Contingency table for each window. Note: n·1 = n·2 = n·3 = w and n1 j = w−n2 j −n3 j .

Frame 1 Frame 2 Frame 3 Total
non STOP n11 n12 n13 n1·

short distance n21 n22 n23 n2·
long distance n31 n32 n33 n1·

total n·1 n·2 n·3 N

The chi-square statistic is given by

X2 = ∑
i

∑
j

(
ni j − n· jni·

N

)2

n· jni·
N

.
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When
n· jni·

N = 0, we consider X2 = 0, with i, j ∈ {1,2,3}. This value means that the
inter-STOP symbols distributions in the three reading frames are homogenous.

2.3 DNA Data

We used genomic data files obtained from the European Bioinformatics Institute site
(http://www.ebi.ac.uk/genomes/) for 5 bacteria and the 16 chromosomes
of Saccharomyces cerevisiae S288c. The bacteria were: Aster yellows witches-broom
phytoplasma AYWB; Borrelia burgdorferi B31; Buchnera aphidicola (Cinara tujafil-
ina); Candidatus Carsonella ruddii CE isolate Thao2000; and Mycoplasma gallisep-
ticum CA06 2006.052-5-2P.

We extract the genomic sequences and the information of the position of the coding
regions from the data files. This information is used to compare with the results of the
chi square statistic and to evaluate its discrimination capacity.

We only considered the 5’ to 3’ strand and consequently we did not use the informa-
tion for the genes on the complement strand.

2.4 Procedure

We obtain the chi-square statistic for each symbol of the three reading frames for a slid-
ing window with fixed length (1000 symbols) and we vary the cut-off distance from 50
to 350 symbols. We use the ROC (receiver operating characteristic) curve and compute
the area under the ROC curve (AUC) to evaluate the discrimination accuracy of the chi-
square statistic. The procedures with higher AUC have better performance. Note that if
the AUC is 1 the discrimination is perfect, and if the AUC is 0.5 the discrimination is
worthless.

3 Results

Figure 1 shows the position of the coding regions in each of the trinucleotide reading
frames and the inter-STOP symbols distances at the positions where the STOP symbols
occur. As can be seen from the figure, there is a long inter-STOP distance close to the
beginning of most of the contiguous coding regions in one (and only one) of the reading
frames.

We used a sliding window of length 1000 (corresponding to 1000 trinucleotides)
which is a reasonable compromise for the genomic sequences considered in this work.
In all the genomic sequences used in this study, the percentage of contiguous coding
regions whose length ≤ 1000 (trinucleotides) is at least 90%.

As mentioned previously, we varied the cut-off distance that separates the short and
long distances. Table 2 shows the AUC for the various cut-off distances studied. In order
to reduce the size of the table, we show only the mean and standard deviation (sd) of
the AUC for the Saccharomyces cerevisiae chromosomes and the bacteria under study.

http://www.ebi.ac.uk/genomes/
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Fig. 1. Plot of the inter-STOP symbols distances for 10000 trinucleotides of the Saccharomyces
cerevisiae chromosome I in the three frames. The coding regions are marked with thick lines.

Table 2. Area Under the ROC Curve (AUC) to discriminate coding regions using the inter-STOP
distance and the chi-square statistic

cut-off

Species 50 100 150 200 250 300 350
mean (sd) mean (sd) mean (sd) mean (sd) mean (sd) mean (sd) mean (sd)

Saccharomyces
cerevisiae (16 Chr) 62% 3% 67% 2% 76% 2% 79% 1% 80% 1% 80% 1% 79% 1%
Bacteria (5) 67% 6% 79% 5% 82% 4% 82% 2% 80% 2% 78% 5% 75% 8%

Fig. 2. Plot of chi-square values at each trinucleotide position for part of the Saccharomyces
cerevisiae chromosome I DNA sequence. The thick lines highlight the positions corresponding
to coding regions.
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The discrimination capacity of the chi-square procedure varies with the cut-off dis-
tance; it has a maximum around 250 for the Saccharomyces cerevisiae and around 200
for the bacteria.

Figure 2 shows, as an example, the behavior of the chi-square statistic in a section of
the Saccharomyces cerevisiae chromosome I. The coding regions are highlighted with
a thick line. The method seems to have some difficulty in separating coding regions that
are very close together. However, the chi-square statistic has non zero values in most
of the coding regions showing heterogeneous inter-STOP distance distributions for the
three reading frames .

4 Conclusion and Future Work

In this work we evaluated the possibility of the inter-STOP symbols distance for dis-
criminating coding and noncoding regions in DNA sequences.

We conclude that the inter-STOP symbols distance combined with the chi-square
statistic has potential for discriminating coding regions. We believe that this exploratory
study may be extended to improve the performance of the procedure presented. In the
future, we intend to study the effect of various parameters (e.g., window length, cut-off
distance, number of categories in the chi-square statistic) on the discrimination accuracy
of the procedure. We also intend to study the association between the coding regions
lengths and the parameters of the procedure. The difficulty in separating very close cod-
ing regions may be limiting the overall quality of the results. Consequently, we intend
to implement a multi-scale procedure based on chi square statistics and the variation of
the window length and the cut-off distance. For eukaryotes with genes whose nucleotide
number is not a multiple of 3, the algorithm will have to be improved to account for the
change of phase in the 3 reading frames.

We expect that the inter-STOP symbols distance will be able to complement existing
methods to increase the overall performance of gene finding algorithms.
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Abstract. Helicobacter pylori is a pathogenic bacterium that colonizes the 
human epithelia, causing duodenal and gastric ulcers as well as gastric cancer. 
The genome of H. pylori 26695 has been sequenced and annotated. In addition, 
two genome-scale metabolic models have been developed. In order to maintain 
accurate and relevant information on coding sequences (CDS) and to retrieve 
new information, the assignment of new functions to Helicobacter pylori 
26695’s genes was performed. The use of software tools, on-line databases and 
an annotation pipeline for inspecting each gene allowed the attribution of 
validated E.C. numbers to metabolic genes, and the assignment of 177 new 
functions to the CDS of this bacterium. This information provides relevant 
biological information for the scientific community dealing with this organism 
and can be used as the basis for a new metabolic model reconstruction. 

Keywords: Helicobacter pylori, Genome annotation, Metabolic functions,  
Genome-Scale Reconstruction. 

1 Introduction 

Helicobacter pylori, first cultivated in 1982 [1], is a gram-negative, spiral-shaped 
bacterium that belongs to the Proteobacteria [2, 3]. It is well known that this 
bacterium colonizes the stomach of more than 50% of the human population 
worldwide, reaching 80% of infection rate in developing countries [1, 3]. When in the 
gastric mucosa, this bacterium induces a chronic inflammation causing an increase in 
the risk of developing a disease such as duodenal and gastric ulcer, gastric cancer and 
mucosa associated lymphoid tissue (MALT) lymphoma [1]. However, only few 
individuals develop any H. pylori related gastric disease [3]. This may be due to fact 
that this bacterium possesses mechanisms to increase genomic diversity yielding 
multiple and diverse strains [4]. At the present time, there are 43 completely 
sequenced genomes of different H. pylori strains on NCBI, which highlights this 
bacterium genetic variability. H. pylori 26695, a highly pathogenic strain, was 
originally isolated from a patient in the United Kingdom with gastritis and had its 
complete genome sequenced and published in 1997 using whole-genome random 
sequencing [5]. This organism presents a small size genome of around 1.67 Mbp, with 
approximately 1590 coding sequences (CDS) identified [5]. 



30 T. Resende, D.M. Correia, and I. Rocha 

 

The genome functional annotation can be seen as the process of allocating 
functional information to the genes of a sequenced genome. The majority of gene 
functions are assigned by homology search from characterized sequences, found in 
several online databases; and, if a given gene product is unknown, it is labeled as 
hypothetical protein [6]. The re-annotation can be viewed as the process of updating 
the functional information of a genome. Databases and computational methods are 
constantly evolving and over time new information is also being published, making 
possible to assign new gene functions [7]. The last re-annotation of H. pylori 26695 
was published in 2003. This re-annotation generated a specific database for H. pylori 
(PyloriGene) [8] and allowed the reduction of the percentage of hypothetical proteins 
from approximately 40% to 33%, allowing also the reassignment of functions to 108 
CDS [8]. Unfortunately, this re-annotation does not contemplate the allocation of E.C. 
numbers to the annotated metabolic genes and therefore it compromises some of the 
applications of the annotation. A very important application of gene functional 
annotation is the reconstruction of the metabolic network of a sequenced organism. 
This reconstruction allows the development of a genome-scale metabolic model based 
on the well-known stoichiometry of biochemical reactions catalyzed by the enzymes 
encoded in the annotated genes of an organism [9, 10]. These models can then be used 
for simulating in silico the phenotypic behavior of a microorganism under different 
environmental and genetic conditions, thus representing an important tool in 
metabolic engineering design and the identification of novel drug targets for 
pathogens [10].  

To date, two metabolic models of H. pylori 26695 were published. The model 
iCS291 was published in 2002 and contains 291 genes and 388 reactions [11]; in 
2005, based on the previous model, a new model was reconstructed, the iIT341 
GSM/GPR with 341 genes and 476 reactions, including also 355 gene-protein 
reaction associations [12]. Most of improvements made in the latter model were a 
result of the increase of available literature and the revised annotation of the H. pylori  
genome [12]. 

Here we present a new re-annotation of the H. pylori 26695 genome. The function 
of each gene previously annotated was reevaluated, new functions were identified and 
EC numbers were assigned to genes with metabolic functions, thus presenting the 
combined results of updated databases and new annotation methodologies. This re-
annotation will be used as the basis for reconstructing an updated genome-scale 
metabolic model for H. pylori 26695.  

2 Methods 

H. pylori 26695’s genome was retrieved, in the amino acid fasta format, from the 
GenBank repository at ftp://ftp.ncbi.nih.gov/genomes/Bacteria/Helicobacter_pylori_ 
26695_uid57787/. 

Merlin 
merlin (MEtabolic model Reconstruction using genome scaLe INformation) is a 
software tool created in our group to assist on the processes of (re) annotation and 
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reconstruction of genome-scale metabolic models. merlin is available for download at 
http://www.merlin-sysbio.org. It performs automatic genome-wide functional 
(re)annotations and provides a numeric confidence score for each automatic 
assignment, taking into account the frequency and taxonomy within the annotation of 
all similar sequences [13]. In the present work the confidence score was kept with the 
default parameters, with a set threshold of 0.7. To perform homology searches, merlin 
uses both BLAST (Basic Local Alignment Search Tool) (from NCBI) and profile 
HMM (Hidden Markov Models) (from HMMER [14]) algorithms. merlin’s interface 
was used throughout the re-annotation process to assign functions to each, gene based 
on the highest confidence scores [13].  

Annotation Pipeline 
After the automatic re-annotation performed by merlin, each candidate function was 
manually inspected by following several confirmation steps as described in Fig.1. For 
this, three on-line databases were used: UniProt [15] which contains up-to-date 
information in many H. pylori protein coding genes; BRENDA [16] which is an 
enzyme curated information database, used to confirm gene product names of a 
certain E.C. number; and PyloriGene [8] the specific H. pylori annotation database 
released in January 2003 upon the last re-annotation of the strain 26695 and last 
updated, through blastp homology search, in March, 2011[8].  

The manual curation of merlin results began with the correspondence between each 
candidate and the information on different databases, giving priority to Uniprot 
reviewed information, followed by Uniprot unreviewed and finally the information in 
PyloriGene. When a match with reviewed information occurred, merlin candidates 
were annotated with a very high confidence level. On the other hand, when there was 
a match with Uniprot unreviewed data, the candidates were annotated with high or 
medium confidence levels, according to the type of information present, such as E.C. 
numbers, for example. If there was no information on Uniprot for candidates, merlin 
homology data, PyloriGene annotation and relevant bibliographic references (if 
existent on PyloriGene) were analyzed. Results with the best scores were selected and 
annotated with high, medium or low confidence levels, according to bibliographic 
evidence. When mismatches occurred between merlin results and Uniprot, merlin 
homology results were analyzed to search for matching information, or this was 
manually added. Each of the potential enzyme encoding candidates was revised in 
BRENDA to verify its function and confirm E.C. number assignment. Some of the 
enzymes were assigned with incomplete EC numbers; thus, this database was also 
used to identify complete EC numbers when available, by searching for enzyme’s 
product name. As previous annotation lacked E.C. number information, and due to the 
importance of this kind of information, for instance in the reconstruction of metabolic 
models, an effort was made to try to retrieve every possible E.C. number belonging to 
candidates encoding enzymes. Therefore, each of the potential enzyme encoding 
candidates’ E.C. number was sought in the different sources of information, including 
Uniprot, merlin results and BRENDA. Nevertheless, despite following the annotation 
pipeline, genes with no metabolic function, naturally, were not assigned with an E.C. 
number and therefore were annotated according to the source of information, whether 
it was Uniprot reviewed, unreviewed, PyloriGene or merlin homology data. 
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Fig. 1. Re-annotation pipeline for manual inspection of each gene candidate 

3 Results and Discussion 

All protein encoding genes present in H. pylori 26695 genome were annotated 
according to the proposed methodology and reviewed by the developed annotation 
pipeline. The number of genes inspected was different from the last re-annotation 
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Review relevant bibliographic references in PyloriGene

• If product name is in Brenda
• Select correct E.C. Number
• Go to D

Else:
• Go to D

A – annotate w/ Confidence Level Very High
(CL1)

D – annotate w/ Confidence Level: High,
Medium or Low (CL4) according to
bibliography

E – annotate according to UniProt entry
annotation

B – annotate w/ Confidence Level High (CL2)

C – annotate w/ Confidence Level Medium
(CL3)
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because, in the genome retrieved from NCBI, the number of genes has been updated, 
having now 1573 genes, instead of the previous 1590. 

Function Assignment 
Analyzing the results obtained from homology search with merlin, it was noticed that 
new assigned functions were based in homology with other H. pylori strains. This 
might be due to the exponential amount of H. pylori strains being sequenced in recent 
years, increasing the volume of available information on their genome. 

As depicted in Table 1, the total number of coding sequences (CDS) annotated 
with a function was 1203, divided into 581 metabolic CDS (528 with complete E.C. 
numbers and 53 with incomplete E.C. numbers) and 622 non-metabolic CDS. The 
number of hypothetical CDS was 370, representing a total of 24% of the CDS in the 
genome, a lower number than the previous annotation which contained 510 
hypothetical proteins (32%).  

Comparing the present annotation with the previous one, it is possible to observe 
that both annotations are in agreement in the function of 1026 CDS. The number of 
CDS with differently assigned functions is 177, of which 137 correspond to the 
allocation of new functions to previous hypothetical CDS and 40 to the assignment of 
new functions to CDS previously annotated with another function. The 177 new 
functions assigned are divided in 71 metabolic CDS, 77 non-metabolic CDS and 29 
CDS with a generic function, which has a lower level of specificity, such as, for 
example: HP1234, a membrane transport protein. In more than half of cases the new 
assignment of a function is related to increasing specificity of the function previously 
assigned and not necessarily to a modification in the function. For instance, the 
protein encoding gene HP1450, which had been annotated as an “inner membrane 
protein”, is now assigned as a “Membrane integrase YidC”. 

Table 1. Distribution of CDS according to functional category 

 This work PyloriGene 

Total CDS 1573 1590 

Metabolic CDS 
Complete E.C. 528 

1080 Incomplete E.C. 53 

Non-metabolic CDS 622 

Hypothetical CDS 370 510 

Annotation Confidence Level 
As a result of inspecting CDS according to the annotation pipeline, an annotation 
confidence level has been attributed to each protein coding sequence, according to the 
robustness of the information generated. Table 2 presents the confidence level for the 
total CDS and CDS with new functions. 
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Table 2. Confidence levels of function assignments to total CDS and CDS with new functions 

Confidence Level Total CDS (1573) New functions (177) 

Very high 529 39 

High 93 4 

Medium 65 6 

Low 886 128 

 
For a total of 1573 CDS annotated, 529 (33.6%) were classified with a very high 

confidence level, which is the highest classification, indicating that these genes are 
reviewed on Uniprot, and, therefore well characterized and curated manually by experts. 
This is also true for the 39 new functions (22%) classified in the same way. “High”, is 
the classification level of 93 (6%) of total CDS and 4 (2%) of new functions, which, 
along with the medium confidence level (65 (4%) of total CDS and 6 (3%) of new 
functions) also indicates a good/average confidence in the results, although in a lesser 
extent. This classification was assigned to genes with high similarity with other genes 
well characterized. The majority of the total CDS, 886 (56%), and of new functions, 128 
(72%) were assigned with a low confidence level, indicating that these genes are not 
well characterized, lacking reviewed information and validation, being the result of pure 
homology search data and inference methodologies. This outcome was, somewhat, 
expected for new functions, once new homology information is more rapidly generated 
than direct biological/biochemical experimental data and also because the revision, by 
experts, of all existing information is a laborious and time consuming task. 

Enzyme Class Distribution 
More than 88% (513) of the CDS assigned with metabolic activities were classified 
with only one complete E.C. number (monofunctional). Nevertheless, two other 
groups appeared, depending on the number and class of assigned E.C. number. As 
depicted in table 3, most of complete monofunctional E.C. numbers are classified as 
transferases, 163 (28%) CDS. On the other hand, most of the CDS encoding 
incomplete E.C. numbers are hydrolases, 23 (4%). Nevertheless, only 9% (53) of 
enzymes have an incomplete E.C. number. Oxireductases, transferases and hydrolases 
represent more than 75% of the identified enzymes. Multifunctional genes encode for 
more than one enzymatic function within the same class, but with different functions. 
They catalyze similar reactions using substrates with small differences. 

Table 3. Enzyme encoding genes classification 

 Complete E.C. Incomplete E.C. 

 A1 B2 C3 A1 B2 C3 

Oxidoreductases 94 1 1 2 0 0 

Transferases 163 5 2 19 0 0 

Hydrolases 128 2 1 23 0 0 

Lyases 45 1 1 1 0 1 

Isomerases 32 0 1 4 0 0 

Ligases 51 0 0 3 0 0 

1- A = Monofunctional; 2- B = Multifunctional; 3- C = Multiclass. 
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For instance, HP0683, a bifunctional N-acetylglucosamine-1-phosphate 
uridyltransferase/glucosamine-1-phosphate acetyltransferase (2.3.1.157, 2.7.7.23) 
catalyzes a reaction where the product of the first is the substrate of the second. 
Multiclass genes encode for more than one enzymatic activity whose E.C. numbers 
belong to different classes, meaning they have dissimilar catalytic functions, as for 
example, HP0326 which encodes for pseudaminic acid cytidylyltransferase and UDP-
2,4-diacetamido-2,4,6-trideoxy-beta-L-altropyranose hydrolase (5.3.1.24, 4.1.1.48) 
that are classified as a transferase and a hydrolase, respectively. For constructing table 
3, when classifying a protein coding sequence with more than one E.C. number, such 
CDS was assigned to the subgroup of first enzyme annotated, because such function 
was assumed as the main function. 

4 Conclusions 

In the present work, the assignment of new functional activities to the CDS of H. 
pylori 26695 genome was performed. Using a software tool for re-annotation and an 
annotation pipeline, all gene functions were inspected and updated, when necessary, 
being assigned with a confidence level for their function. The E.C. numbers for all 
metabolic CDS were searched, validated and attributed when found. 

A total of 177 new functions were assigned, 137 of which were attributed to CDS 
previously classified as “hypothetical proteins”. 40 new functions were assigned to 
CDS already annotated; many of them had been classified with only generic 
annotations. From the new functions assigned, 71 were metabolic, 77 non-metabolic 
and 29 had generic descriptions, indicating, for instance the localization of the 
protein. A total of 581 E.C. numbers were assigned to CDS, being 528 of them 
complete E.C. numbers. These results bring new and more comprehensive 
information to the H. pylori 26695 genome, increasing and improving the existing 
knowledge on this human pathogen, with special relevance for the attributed 
metabolic functions. The assignment of E.C. numbers is a fundamental task, since 
these data can be used for the reconstruction of a new genome-scale metabolic model 
for this organism. 
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Abstract. Inferring haplotype phase is a subject of interest, and given
the increasing number of GWAS and related applicactions, like genetic
profiling, it is necessary for phasing algorithms to provide a good perfor-
mance even when processing large DNA fragments. Most of studies focus
on genomic regions of limited length, therefore, we propose to test the
most common statistics with genetic regions of variable length. We have
found that one of the most used, the switch error, is insufficient when
considering long distances: it converges to a constant value which does
not truly shows the quality of the inferred phase. Furthermore, the IGP
(incorrect genotype percentage) is a much more precise measure of the
quality of the algorithm. New phasing algorithms should not care only
about the number of switches, because in some cases (classifiers to assess
genetic risks, for example) is important to distinguish the haplotype of
each parent to obtain better results.

Keywords: haplotype, phasing algorithms, switch errors, genetic maps.

1 Introduction

Genome-Wide Association Studies (GWAS) have experimented a great success
in the recent years, specially as a tool to assess the genetic factors that influence
human health. However, GWAS data usually comes under the form of unphased
genotypes, while it would be interesting to reconstruct the corresponding pair of
haplotypes from them, since haplotype-based models have proven to have higher
accuracy [7].

Haplotype phase can be obtained by molecular methods, but it is a fairly
expensive process. Instead, haplotypes are usually obtained through statistical
methods, which are called computational phasing.

There are many examples of phasing algorithms in the literature, but most
of them focus on reconstructing haplotypes in short ranges, assuming that most
applications will work well if the haplotypes are correct locally, and do not
consider to maintain the consistency between haplotypes over long distances [2].

The purpose of this paper is to show the effects of the deterioration of haplo-
types over thousands of loci, and to question the measures currently used to test
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the quality of phasing algorithms when phashing needs to be performed between
long-distance loci.

2 Methodology

2.1 Data Processing

To prove our hypothesis, we conducted a series of tests on a group of trio samples
(nuclear families) with their haplotypes resolved. In the first place, we randomly
imputed the phase at each heterozygous position, i.e. for each trio offspring
xi and each heterozygous locus lj = Aa, the major allele A was classified as
belonging to the left individual haplotype with probability 0.5, to obtain a set of
artificially unphased genotypes. Next, we obtained the phase of these individuals
with a known genetic analysis software package, BEAGLE [3], first considering
them as unrelated individuals, and then with trio information.

Among the different criteria to check the quality of the phasing proccess, we
selected two: switch error rate (SER) and incorrect genotype percentage (IGP )
[4][5]. SER is defined as the quotient between the number of switches needed to
recover the original haploid sequence and the total number of possible switches,
and IGP is the quotient between the number of genotypes that have their phase
incorrectly inferred and the number of heterozygous loci (to calculate this per-
centage, it is necessary to align the estimated haplotypes with the true ones, to
minimize the differences). Given Nswitchs the number of actual switches, Nhet

the number of heterozygous loci and NincGen the number of incorrect genotypes,
this measures are defined as:

SER = Nswitchs

Nhet−1 IGP = NincGen

Nhet

We disregarded other statistics, since they are related to missing data or linkage
disequilibrium, subjects not considered in this work. Thus, for each of the data
sets (unphased, phased as unrelated and phased as trios), we calculated SER
and IGP for fragments of genotypes or variable length, using windows of size
w = 50, 100, 500, 1000, 5000, 10000 and a final set covering all available loci for
each individual. The arithmetic mean obtained in each case is reflected in the
Table 1.

To visually check the behavior of these statistics, we also built two heat maps
(Figure 1). In both maps, the axes represent positions along the genome. In the
map (a), the pixel x, y represents the number of genotype errors between x and
y positions, divided by the total number of heterozygous positions that there
are between them, i.e. the IGP . In a similar way, the map (b) shows the SER
between two positions.

2.2 Datasets

We have run the tests with phased data obtained from the Phase III of the In-
ternational HapMap Project [8]. More precisely, the table 1 have been generated
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Table 1. Switch errors and IGP on the first chromosome for the individuals phased
with BEAGLE

Population
Unphased Phased as unrelated Phased as trios

Switch errors IGP Switch errors IGP Switch errors IGP

w = 50

ASW 0.47 0.37 0.27 0.27 0.01 0.01
CEU 0.42 0.32 0.04 0.06 0.00 0.00
MEX 0.42 0.33 0.06 0.09 0.00 0.00
MKK 0.47 0.36 0.10 0.14 0.00 0.00
YRI 0.47 0.36 0.06 0.09 0.00 0.00

w = 100

ASW 0.49 0.41 0.27 0.33 0.01 0.01
CEU 0.47 0.38 0.04 0.10 0.01 0.01
MEX 0.47 0.39 0.07 0.14 0.00 0.00
MKK 0.49 0.41 0.10 0.20 0.00 0.00
YRI 0.49 0.41 0.06 0.15 0.00 0.00

w = 500

ASW 0.50 0.47 0.27 0.42 0.01 0.01
CEU 0.50 0.46 0.04 0.26 0.00 0.00
MEX 0.50 0.46 0.07 0.30 0.00 0.00
MKK 0.50 0.47 0.09 0.34 0.00 0.00
YRI 0.50 0.46 0.06 0.30 0.00 0.00

w = 1000

ASW 0.50 0.48 0.27 0.44 0.01 0.01
CEU 0.50 0.47 0.04 0.33 0.00 0.00
MEX 0.50 0.47 0.07 0.36 0.00 0.00
MKK 0.50 0.48 0.09 0.38 0.00 0.00
YRI 0.50 0.48 0.06 0.36 0.00 0.00

w = 5000

ASW 0.50 0.49 0.27 0.47 0.01 0.01
CEU 0.50 0.49 0.04 0.42 0.00 0.00
MEX 0.50 0.49 0.07 0.44 0.00 0.00
MKK 0.50 0.49 0.09 0.45 0.00 0.00
YRI 0.50 0.49 0.06 0.43 0.00 0.00

w = 10000

ASW 0.50 0.49 0.27 0.48 0.01 0.01
CEU 0.50 0.49 0.04 0.44 0.00 0.00
MEX 0.50 0.49 0.07 0.46 0.00 0.00
MKK 0.50 0.49 0.09 0.46 0.00 0.00
YRI 0.50 0.49 0.06 0.45 0.00 0.00

w = 116415

ASW 0.50 0.50 0.27 0.49 0.01 0.01
CEU 0.50 0.50 0.04 0.48 0.00 0.00
MEX 0.50 0.50 0.07 0.49 0.00 0.00
MKK 0.50 0.50 0.09 0.49 0.00 0.00
YRI 0.50 0.50 0.06 0.48 0.00 0.00
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(a)
(b)

Fig. 1. Heat maps representing the statisticals between 500 heterozygous positions of
a CEU individual. While (a) shows the IGP between two positions, the map (b) shows
the switch error between them.
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using 10 trios from southwest USA with African ancestry (ASW), 44 European
trios (CEU), 23 trios from Los Angeles with Mexican ancestry (MEX), 28 Maa-
sai trios from Kinyawa, Kenya (MKK) and 50 Yoruba trios from Ibadan, Nigeria
(YRI). For each of this individuals, we have used only the first chromosome sam-
ple, composed by 116415 SNPs. Regarding the heat maps, they have been built
by using 500 heterozygous positions of a random CEU individual.

3 Results

Table 1 shows that each dataset has a very different behavior. Unphased data
presents a constant SER and IGP : they are always close to 50%, and and they
barely vary with the window size. This makes perfectly sense because we are
talking about data that have been been randomly shuffled. On the other hand,
the data phased with family information presents values that are always zero or
very close to zero, this makes sense too since it is a known fact that it is easy to
resolve the phase almost perfectly when having family trios. However, trios are
not always available, so it is necessary to improve the phasing of unrelated indi-
viduals. Therefore, we have represented the statistics of the individuals phased
as unrelated in the graph of Figure 2, since they are the most interesting dataset
for our work.

It is important to notice that while the SER remains constant, regardless of
the window size, the IGP will gradually converge to 50%. The reasons that make

Fig. 2. Switch error rate and IGP for the populations, after phasing them with BEA-
GLE as unrelated individuals. The window size is represented on the x axis, on a
logaritmic scale.
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(a)

(b)

Fig. 3. The linked points represents the two haplotypes of an individual. (a) The origi-
nal HapMap phased data, using trio information. (b) The former data, after unphasing
it randomly and then phasing it again with BEAGLE, as unrelated individuals.
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us believe that this is not the best statistic to assess the quality of a phasing
algorithm are (1) the SER does not vary as the number of considered positions
grows, so it does not provide too much information and (2) even if the SER
has very low values, the fact that the IGP comes close to 50% means that,
although the phase could be resolved locally, actually the obtained haplotypes
are a mixture in the same proportion of the original haplotypes when long-distant
haplotypes are considered. This behavior is reflected in Figure 1.

The map (a) has darker (and therefore, lower) IGP values on the diagonal,
where the positions are close, but as we go far from this diagonal, almost every
value in the graph is next to 0.50, same as in Table 1. In the map (b), there are
spots colored in dark blue and bright red, representing the regions where the
phase has been resolved locally and the places in which there is a switch (notice
that while the blue spots are bigger, the red ones are just little dots). But the
rest of the map (b) has an uniform color: this is the reason why the calculated
average switch error remains constant.

We can verify that the phase is not resolved correctly by using the phased
data in some analysis, and checking the quality of the results they generate. For
example, in a parallel work, we used a variant of the genetic maps employed by
other authors [6] in their papers: We applied a principal component analysis to
the haplotypes of the parents of family trios, reducing them to two coordinates,
and finally we represented the children as the segment linking the represented
haplotypes of both parents (subsequently these graphics are overlayed on geo-
graphical maps, in an attemp to find matches; this work is currently submitted
and pending for revision). In the Figure 3, the graph (a) corresponds to the
representation of the HapMap populations with their phase resolved correctly,
while graph (b) contains the same individuals, with their haplotypes shuffled
randomly and then phased with BEAGLE, considering unrelated individuals.
The shortcomings are quite obvious: even if the switch error rate is low, the
haplotypes obtained are a mixture at a 50% rate of the original haplotypes.

We can find another example of this loss of accuracy in recent publications: the
classifiers which assess the genetic risk that an individual present to a complex
disease can use haplotypes too, and it has been proved that it is necessary to
take into account which are the maternal and the paterna haplotype, because a
random permutation will drop the quality of the results [1].

4 Conclusions

These results confirm us that the phase algorithms that does not use family
information from trios, suffer a significant loss of quality, and that the switch
error rate, despite being widely used, is not the measure that best reflects these
shortcomings, especially when considering whole GWAS studies.

In order to obtain more accurate outputs in the analysis that make use of
haplotype information, the phase must be correctly resolved, also over long dis-
tances, and not just locally. In that aspect, the IGP seems a more informative
statistic about the phase resolution. Thus, new phasing algorithms should con-
sider these results, since nowadays there are a lot of applications that need to
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work with large regions of the genome, such as the classifiers to assess the genetic
risk to complex diseases.
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Abstract. The protein sequence analysis can deal with various approaches in 
order to find the phenotypic and functional characteristics of the gene structure. 
Fortunately there are many models of genes already described in database with 
biological information. 

Linking coffee gene annotations transcriptome to centralized biology 
information systems as Bio2RDF, offers the possibility of finding associated 
transcriptome relationships between them and between terms and concepts 
defined by semantic rules defined by ontologies. 

Sesame was used as a repository to store information related triplets with 
coffee and transcriptomes index obtained from the Protein Data Bank (PDB), 
these relationships are the foundation for semantic search using SPARQL. 

Data from the functional relationships searches are deployed through the 
endpoint provided by the repository from Sesame and Pubby. 

Keywords: functional gene networks, Resource Description Framework RDF, 
Linked Data, Bio2RDF. 

1 Introduction 

Coffee is the most important agricultural product for Colombia and occupies the 
second line of importance in their economy after oil [1]. There are two principal 
species of coffee grown in Colombia: C. arabica and C. canephora ;  the former is the 
source of mild coffee and the second is the producer of robusta coffee. These species 
are not unique, as over a hundred of them can be found in the wild, almost all in 
Africa. Using Bioinformatics in the acquisition and processing of coffee genetic data, 
has provided valuable information of different types of coffee species. Genomic 
characterization has provided the ability to identify desirable qualities such as 
resistance to pests and diseases, environmental adaptation, bean yield per plant and 
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flavor characteristics, important to keep Colombia to the forefront of the coffee 
production at world. 

Bioinformatics tools such as BLAST and Interproscan [2] were used to the structural 
construction of model genes based on sequence data, these tools were also used to 
identify the molecular structures that allow defining the function of genes and proteins. 
Using these bioinformatics tools marks the first stage of a macro process, building 
networks between genes comprehensively[3], that could explain the biochemical 
processes of cells and then give the phenotype that characterizes each organism. 

Mining techniques using the information contained in the web pages so the markup 
language for web pages (HTML) is not suitable for processing, to fix this problem 
nowadays formats that allow the automation of search and exchange of information 
are used, usually deployed in extensible markup language format (XML). The 
structure format given by XML has the advantage of recognizing the type of 
information described[4]. 

Although the use of XML is an important step for the exchange of information, it 
does not provide the necessary requirements to implement semantic search; instead, 
languages such as Web Ontology Language (OWL) and the Resource Description 
Framework (Resource Description Framework, RDF) are used. Especially RDF 
allows the definition of relationships of Internet resources (web pages, images, URL, 
multimedia, etc.), and it is used to target available resources in the Internet. When 
connecting these resources with RDF, graphs are created that interconnect concepts, 
and can be used to search relationships. 

Initiatives such as Linked Data have permitted to create graphs of relations in 
various fields of knowledge [5], Figure 1. For the field of bioinformatics, the project 
Bio2RDF brings together biological information generated by more than one hundred 
database used in the investigation of the life sciences. Linking data of coffee genetic 
material annotations with the resources outlined in Bio2RDF, creates a graph that 
allows the search for functional relationships. 

2 Bio2RDF 

Bio2RDF (http://bio2rdf.org) gathers information from various sources related to 
bioinformatics, Figure 1, using Semantic Web technology, based on RDF, OWL and 
SPARQL. The entire information contained in Bio2RDF exposed as RDF resources. 

 

Fig. 1. Domains of biological information contained in Bio2RDF 
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The databases containing biological data are classified by namespace, which are 
unique for each database. If you wish to make an inquiry to Gene Ontology, would 
use the namespace go followed by the value of the biological component. To check 
the ID of the 15275 gene in the NCBI data set; would be: http://bio2rdf.org/  
geneid:15275. Table 1 is a compilation of namespaces and RDF triplets associated to 
databases contained in Bio2RDF. 

Table 1. Some Namespace used in Bio2RDF (updated in 2012) 

 Dataset Number of RDF Namespace 

NCBI Gene 394026267 geneid: 

Gene Ontology 80028873 go: 

Integrated resource of protein families, domains and 
functional sites [interpro] 

999031 ipr: 

Kyoto Encyclopedia of Genes and Genomes [kegg]. 
Compuesta de 16 bases de datos. 

49850774 cpd: (compount) 

dr: (drug) 

ec: (enzyme) 

gl: (glycan) 

rn: reaction 

path: pathway 

 

Protein Data Bank  pdb: 

 
The Bio2RDF information search is done through SPARQL language, queries can 

be generated locally or remotely, the results are usually returned in RDF format. 
Bio2RDF architecture provides endpoint for users to perform remote queries. To 
access through web to the Bio2RDF query manager the URL 
http://atlas.bio2rdf.org/sparql should be accessed. If for example, you want to know 
the publications in pubmed for the term DEAMINASE, the query would be: 

select distinct ?g ?o 
where { 
graph ?g  
{ 
?s ?p ?o . 
?o bif:contains "DEAMINASE" . 
} 
} 
 

A summary of the results is shown in Table 2. 
External data of biological data can be obtained in two ways: the available data 

exchange format based on XML and direct access to databases such as Entrez Gene, 
GO, PDB, etc.. These data are built and stored in a repository that can be Sesame or 
Virtuoso OpenLink. The deployment of information can be done through website via 
PUBBY or through web services as REST or SOAP [6]. 



48 L. Bertel-Paternina et al. 

Table 2. Summary of the result of the query with SPARQL 

G o 

http://bio2rdf.org/pubmed 
Ancestral founder of mutation W283X in the porphobilinogen 
deaminase gene among acute intermittent porphyria patients. 
[pubmed:12566739] 

http://bio2rdf.org/pubmed 
De novo protein synthesis is required for the activation-induced 
cytidine deaminase function in class-switch recombination. [pub-
med:12591955] 

http://bio2rdf.org/pubmed 
Coordinate induction of AMP deaminase in human atrium with 
mitochondrial DNA deletion. [pubmed:12604357] 

http://bio2rdf.org/pubmed 
E-proteins directly regulate expression of activation-induced 
deaminase in mature B cells. [pubmed:12717431] 

3 Materials and Methods 

Coffee sequencing infromation was generated by the National Coffee Research 
Center  of Colombia (Cenicafe). The data are obtained after making a filtering process 
and verification with bioinformatics tools such as BLAST and InterProScan. With the 
annotations obtained biological information is recovered through the search 
application in databases such as Protein Data Bank (PDB), Gene Ontology, etc.. The 
results are associated by means of RDF to the information found in Bio2RDF; this 
process is known as data reification. CEN notation is used to denote the provided 
annotations by CENICAFE, for example, CEN436416 is associated to PDB data 
using the identifier for Bio2RDF as http://bio2rdf.org/pdb:1tdj_A, also defines a 
biochemical concept associated with the annotation, for our example is 
DEAMINASE. 

For data annotation: Annotacion{cen = 'CEN436416' tdj_A pdb = '1 ', description 
=' Deaminase '}; RDF content is: 

 
<rdf:RDF 

    xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#" 

xmlns:dc="http://purl.org/dc/terms/" 

    xmlns:link="http://bio2rdf.org/bio2rdf_resource:" 

    xmlns:recurso="http://bio2rdf.org/pdb:" 

    xmlns:cenicafe="http://cenicafe.org/anotacion/cen/" 

    xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#" >  

  <rdf:Description 

rdf:about="http://cenicafe.org/anotacion/cen/CEN436416"> 

    <link:linkedToFrom rdf:resource="http://bio2rdf.org/pdb:1tdj_A"/> 

    <rdfs:label>DEAMINASE</rdfs:label> 

    <dc:identified>CEN436416</dc:identified> 

    <dc:title>CEN436416</dc:title> 

  </rdf:Description> 

</rdf:RDF> 
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Figure 4 illustrates the results of the search of the scores related to coffee genomics 
by means of the ratio of the proportion-tuple information for PDB. The search entry is 
represented with orange oval (CEN396594), association with PDB is performed 
through Bio2RDF (1bj4_A) associated annotations are represented by blue ovals. 

 

Fig. 4. Results of the functional relationships associated PDB 

5 Conclusion and Future Work 

Using tools like Linked Data and particularly Bio2RDF allowed the data linking of 
coffee gene annotations to shared resources and especially the Protein Data Bank 
(PDB) set. 

The search for functional relationships of genes can be done at a first level by 
associations that are achieved through the graph formed between annotations and 
Bio2RDF, for this case the associations between annotations and the PDB and these 
annotations and biochemical component labels are used. 

The next step will be to expand the search for relationships using the terms defined 
in the description of the information in the Protein Data Bank. Another feature to 
explore is the application of inference using ontologies defined in Bio2RDF, 
especially the equivalence of concepts as used in OWL. 

It is important to deploy the relationships in a component that provides graphical 
information of the different connections that are founded in the searches. 
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Abstract. Maspin (Mammary Serine Protease Inhibitor) is a non-inhibitory ser-
pin with multiple cellular effects that is a type II tumour metastasis suppressor. 
Maspin has been shown to reduce cell migration, invasion, proliferation and an-
giogenesis, and increase apoptosis and adhesion. In this paper, we report the 
development of a mathematical model of the effects of maspin on cellular proli-
feration and migration. An artificial neural network has been used to model the 
unknown cell signalling to determine the cells fate. Results show that maspin 
reduces migration by between 10-35%; confirmed by published in vitro data. 
From our knowledge, this is the first attempt to model maspin effects in a com-
putational model to verify in vitro data. This will provide new insights into to 
the tumour suppressive properties of maspin and inform the development of 
novel cancer therapy. 

Keywords: Maspin, Serpin, Cell migration, Mathematical model, Neural  
Network. 

1 Introduction 

Maspin (SERPINB5) is a member of the serine protease inhibitor (serpin) superfamily 
which has been characterized as a type II tumour metastasis suppressor in multiple 
cancer types. Metastasis is a complex and multi-step process involving cell migration, 
invasion through the lamina propria, and growth in an extraneous microenvironment.  
Maspin decreases tumour growth and metastasis in vivo [1] and invasion in vitro [2]. 
This is achieved by the ability of maspin to influence aspects of cell behaviour includ-
ing migration, invasion, proliferation, angiogenesis and apoptosis. These effects are 
proposed in many in vitro and in vivo models to involve both intracellular and extra-
cellular activities of maspin. This diversity motivates us to build a computational 
model of the effects of maspin to show its potential engagement with multiple cellular 
phenomena using cellular automata modelling techniques. 
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The cellular mechanisms that maspin uses to influence cellular behaviour are not 
yet clearly defined, but have been reviewed recently [3]. There are reports that maspin 
works inside and outside the cell. It is possible that extracellular maspin directly af-
fects cell migration, adhesion and angiogenesis, while indirectly affecting tumour cell 
proliferation and apoptosis. Maspin has been reported to bind to integrin cell adhesion 
receptors [4] or to the extracellular matrix [5]. Intracellular maspin binding partners 
have been identified, including the transcription factor IRF-6[2, 6], and histone deace-
tylase 1 influencing the Bcl-2/Bax signal axis [7, 8]. To date there have been no re-
ports of mathematical and computational models to support these data. In this paper 
we have taken the migration raw data from [9], where it was reported that the G-helix 
is essential and sufficient for the influence of maspin on cell migration.  

This paper presents an investigation into the development of a mathematical model 
of the effects of maspin on cellular proliferation and migration. The main objective of 
this investigation is to model proliferation and migration to investigate the unknown 
effects of maspin; this will allow us to verify the in vivo or in vitro experiments. The 
proposed model was implemented, tested and verified through a set of experiments to 
demonstrate the merits and capabilities of the scheme. 

2 The Model 

Mathematical models have been developed for tumour growth, tumour invasion and 
considerations of the different stages of tumour pathogenesis. Much work has been 
done to model the different aspects of tumour development. The majority of model-
ling approaches have considered all cancer cells as having the same properties. They 
considered the whole tumour mass as a single entity and defined the global parame-
ters for every cell [10]. There are some attempts to model tumour growth characteris-
tics at the cellular level as well, but considered cells as static entities. A cell is a com-
plex living structure and its behaviour is not completely understood, especially when 
considering what has done wrong to allow the development of cancer. It evolves dur-
ing both the growth process and therapy. A model discussing the evolutionary aspects 
of tumours at the cellular level has been presented [11]. Author considered the cell as 
an individual entity and modelled its decisions making processes based on the tumour 
microenvironment using a neural network. The model explored the consumption of 
oxygen, glucose concentration and hydrogen ions production but passed over some 
important growth constraints. In our previous model we established an in silico model 
to calculate tumour mass with the consideration of oxygen, glucose, extracellular 
matrix (ECM), cell-cell adhesion and cell movement as key micro environmental 
parameters. We also integrated the information regarding protein expression, growth 
promoters and growth inhibitors as tumour growth constraints and a bioreductive drug 
(TPZ) transport model for the hypoxic tumour cells [12]. In this paper we modified 
our neural network to show the effect of maspin presence/absence on tumour growth 
in respect of proliferation and migration [12]. 

A tumour tissue was developed starting with one cell at the centre of a two dimen-
sional grid. In this cellular automaton model, each grid element was either occupied 
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by an abnormal cell or was empty. The grid elements had local concentrations of oxy-
gen, glucose and hydrogen ions. Each tumour cell was treated as an individual entity 
and identified through its position coordinates x(xx, yy). The cell was strongly influ-
enced by tumour microenvironments and has its own decision mechanism that deter-
mined its behaviour during the growth activity. In this investigation, the decision 
mechanism was implemented using an artificial neural network. The neural network 
got the number of neighbours, the concentration of oxygen, the glucose concentration 
and the hydrogen ions as inputs. The response of the network at its output nodes de-
termined the decision or behaviour of the cell. The response was one of three cellular 
behaviours: proliferation, quiescence and movement.  

We consider the normal tumour growth with oxygen supply mentioned in [11]. As 
we have not considered the hypoglycemia (glucose effect) and acidity (hydrogen ef-
fect) in case of maspin during the in vitro experiments, we limited our model only in 
oxygen nutrient for the normal growth model. During the maspin model the oxygen 
concentration is taken constant as the oxygen and other nutrients were constant 
throughout the experiment. The varying distances of the cells from the blood vessel 
can cause heterogeneity in the tumour microenvironment and the tumour mass. The 
evolution of oxygen with respect to time was maintained by the following PDE de-
fined [11]. 
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In case of maspin, we formed the new diffusion equation for maspin in the model  
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The term fl(x, t) was the utilization or production function of oxygen, glucose and 
hydrogen ions (l=O2) for each cell at specific position x and at time t and is described 
in equation 3.2, 
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Where, cri are the base consumption/production rates i=O2 and M, F(x) is the mod-
ulated energy consumed by the cell located at the grid element x and calculated in 
equation 3.3. It was used to report the differences for the energy consumptions among 
different subclones.  

                                                 ( ) ( )( )25.0,1max +−= rTRkxF   (4) 

Where k is the strength of modulation, R is the response of the neural network and Tr 
is the target response. The term max (, 0.25) shows that the cell’s metabolism was at 
least a quarter of the base line consumption rate as considered by Anderson [8]. This 
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function also ensures that the cell with the greatest network response will consume 
more nutrients.  

The tumour cell density no= 0.0025-2 = 1.6×105cells cm-2 because the cell resides 
on a 2D grid. All presented models discretized partial differential equations using 
standard five-point finite central difference formulas and used length scale dΔ = 
0.0025(because in [13], it is reported the size of a real cancer cell is approximately 
equal to 25 µm) and time scale tΔ  = 5×10-4. The parameter values incorporated 
during the tumour development process are given in table 1. 

Table 1. Parameters used during tumour growth 

Value Definition Value References 
DO2 

 
Oxygen diffusion constant 1.8×10-5cm2s-1 Grote et al. (1997)  

[14] 
DM 

 
Maspin diffusion constant 1×10-6cm2s-1 Young et al. [15] 

no Cancer cell density 1.6×105cellscm-2 Casciari et al. [13] 
crO2 Base oxygen consump- 

tion rate 
2.3×10-16mol 
cells-1 s-1 

Freyer and Sutherland 
(1986) [16] 

    k Modulation strength 6      Model specific 
Tr Target response 0.675 Model specific 

 
The neural network structure developed here for the tumour cell growth model was 

divided into three layers: an input layer I, a hidden layer H and an output layer O. The 
number of specific cell’s neighbours n(x, t) and its local chemical concentrations; 
oxygen O2(x, t) was fed as inputs into the network. The connections between the 
input and the hidden layer w, and then the hidden and the output layer W were estab-
lished using some weighted matrices. The network weights and thresholds are chosen 
only to produce the correct output response. Standard tan-sigmoid is used a propaga-
tion function for the hidden and output layers. The nodes at the output layer were 
divided into proliferation, quiescent and movement phenotypes. The model checked 
the values at the first three output nodes and selected the greatest one as the life-cycle 
phenotype for the cell. The cell activated its movement when the movement node got 
a value greater than 0.5, a situation where available oxygen was reduced. In case of 
maspin similar neural network except the oxygen input is replaced with maspin and 
oxygen supply was considered as constant. The weights and biases were chosen by an 
iterative process to get the desired neural network response. 

The fig.1 shows the basic structure of the neural network that models the behaviour 
of each tumour cell due to the impact of the tumour microenvironment. As in experi-
ments we haven’t taken any data for tumour apoptosis we haven’t considered the 
apoptosis at the output of the neural network. It suggests that our model is only run 
for 13 hours duration which shows the migration of two kinds of tumour cell (prolife-
rating and quiescent cells). All other model facts are remained same as [12]. 
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Fig. 1. The basic structure of NN for normal tumour growth (left) and Maspin tumour growth 
(right) 

3 Results and Discussion 

The initial simulation started from one cell at the centre of a grid, the cell divided and 
placed its daughter cell in one of the adjacent neighbourhoods after meeting some 
standards. At every new time step each cell performed one of its lifecycle actions; 
proliferation, quiescence and movement by selecting the highest neural network re-
sponse and involved the production/consumption of chemical (oxygen). The chemical 
equations (1) and (2) are discretized using five –point finite central difference formu-
las with space step d and time step tΔ .The cell consumed nutrients according to the 
selected phenotype; proliferating cells rapidly divide into daughter cells so they con-
sume more nutrients than the stationary ones. The daughter cells inherited attributes 
from their parents and generated their behaviour by using these attributes as an input 
vector for the neural network. In every time step cells are updated in a random order. 
The model was simulated with oxygen concentrations as the determining factors of 
the cell behaviour. In the maspin model, the cell consumed maspin according to the 
selected phenotype of neural network output. The maspin is consumed as a form of 
diffusion and the cell took the maspin as same process mentioned above for the nor-
mal tumour growth model. 

The fig 2 shows the migration of tumour cells with differential maspin expression 
during tumour growth in a visual form. Here we presented the tumour cell growth for 
different values of t up to 100. From the figure it can be seen that as time increases the 
presence of maspin reduces the cell migration, this means that the tumour cell density 
increases in comparison to control or normal growth of tumour. In brief cell move-
ment is reduced. In our model, we can see that the invasion distance was decreased 
for tumour cells expressing maspin. Experimentally maspin reduces cell migration by 
up to 30 – 60% using different cancer cell lines in vitro [9]. We calculated the percen-
tage of reduction in cell migration as being up to 10-35%, this supports the migration 
hypothesis made in [9].  
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Fig. 2. Cell migration comparison between normal growth and growth in the presence of  
maspin at different time t=20, 40, 60...100 

Maspin reduces cell proliferation and fig.3 shows the growth rate for both models. 
The cell counting shows that maspin reduces the proliferation in the model. Our next 
target will be to verify the cell proliferation rate with in vitro data. 
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Fig. 3. Tumour growth rate during the model 

To verifying the experimental data we have plotted migration data as a percentage 
for the both models. We have taken 6 samples from the model data, which shows that 
maspin reduces migration by 10-35% in comparison with normal growth. This fits 
with the data from the experiments; the range of migration reduction was determined 
experimentally to be 30-60% for different cell lines [9]. The samples have been taken 
from the model using the same techniques as in the cell migration assay in vitro expe-
riments. The cell paths for 100 cells were chosen randomly selected cells. Because of 
this there are variations in different data sample which mimics the exact cell migra-
tion assay [9]. This indicates that our model can verify the cell migration effects due 
to maspin. More details about experimental approach will be found in [9]. 

 

Fig. 4. Maspin effects on cell migration mathematical model 

4 Conclusion 

This paper has presented a cellular automaton model to show the proliferation and 
migration effect on tumour cells due to maspin. A mathematical model has been  
implemented, tested and verified using in-vitro data reported earlier [9]. Results dem-
onstrate that the proposed model resemble the in-vitro experiment. Our future works 
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will be to establish the model to show the whole unclear complex mechanism of mas-
pin in respect of cell-cell adhesion, cell-ECM interaction and apoptosis. This will be 
informed by definition of maspin specific constants which are currently unavailable. 
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Abstract. Modeling protein interactions as complex networks allow applying 
graph theory to help understanding their topology, to validate previous 
evidences and to uncover new biological associations. Topological properties 
have been recognized by their contribution for the understanding of the 
structures, functional relationships and evolution of complex networks, helping 
in a better comprehension of the diseases mechanisms and in the identification 
of drug targets. The human interactome, i.e. the network formed by all protein-
protein interactions, is a complex and yet unknown system. 

In this paper we present the results of a study about the topological 
properties of the oral protein network. We evaluate several confidence scores 
and prediction methods, in order to compare these networks with random 
organizations with the same size. 

Keywords: human oral proteome, complex networks, protein-protein 
interactions. 

1 Introduction 

Interactions between the elements of a cell, in particular protein-protein interactions 
(PPI) are responsible for the biological functions of the living species. The model of 
these interactions is useful to help understanding the functional relationships obtained 
through several techniques, often with high error rates, in different biological 
contexts. This proteomic studies are manually performed by researchers and require 
highly specialized knowledge. 

PPI can be modeled as complex networks, where proteins are represented by 
nodes, and interactions represented by edges. Biological networks are generally 
sparsely connected, which is considered an evolutionary advantage for preserving 
robustness to random failures, and tend to be heterogeneous, with few nodes highly 
connected  (hubs) and many nodes with few connections [1-4,5]. The study of the 
topological properties of complex networks allows understanding their structures and 
highlighting some similarities, like small world properties [6], power-law degree  
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distributions to distinguish from random and non-random networks [2], high average 
clustering coefficient (  showing modularity [5,7-9], and clustering degree 
distribution to identify hierarchies in their organization [2]. The degree distribution of 
most of the biological networks approximates a power-law, so they are named scale-
free [1-3,4] and in most cases only the tail of the distribution follows a power-law, 
existing a value  for which the power-law is observed [3,4]. However, this is still 
a controversial subject as some researchers argue that PPI networks do not necessarily 
follow a power-law [10].  

Several methods can be applied to detect and characterize power-law distributions. 
A simple one is the least-squares fitting of the distribution by a straight line in a log-
log plot. More accurate methods are the maximum-likelihood fitting methods with 
goodness-of-fit tests based on the Kolmogorov-Smirnov (KS) statistic that give the 
slope of the fitted  line, the value of   and a -value, where is considered that 
for 0.1 the power-law model must be ruled out [3,4]. 

Several researchers evaluated the topological properties of different kinds of 
networks: Newman [1,3] evaluated the topological properties of twenty-seven 
datasets from different areas, like social, biological and technological; Colliza et al. 
[8] evaluated the topological properties of three distinct PPI networks of S. cerevisiae; 
Liu et al. [11] evaluated the topological properties of classical music from Bach, 
Mozart, Chopin, and Chinese pop music; Clauset et al. [4] evaluated twenty-four 
datasets from different areas, like physics, earth sciences, computer and information 
sciences, two of them being the degrees of proteins in the PPI network of the yeast S. 
cerevisiae and the degrees of metabolites in the metabolic network of the bacterium 
E. coli. 

The human oral proteome is a subsystem of the human proteome complex system 
and their proteins were obtained from proteomic studies done by researchers. Here we 
propose to do an exploratory study of the human oral PPI networks, with different 
confidence scores, and from different prediction methods. This study includes the 
analysis of relevant topological properties of the human oral PPI network dataset, the 
comparison to respective random networks, the analysis of their degree distribution 
that is supposed to follow a power-law distribution and the evaluation of that  
assumption. 

2 Methods 

To better understand the organization and evolution of the human oral proteome, 
several networks are constructed for different confidence scores and for different 
prediction methods to model their PPI and various network topological measurements 
are used. The topological properties of the networks computed include the number of 
nodes and edges, the connected components, the network diameter, radius, density, 
centralization and heterogeneity, the  and the corresponding average clustering 
coefficient for a random network ( ) [7-9], the characteristic path length, and the 
distributions of node degrees and clustering degrees [12,13]. Studied networks degree 
distributions are fitted to the power-law model and the corresponding -value is 
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measured using maximum-likelihood fitting methods with goodness-of-fit tests based 
on the KS statistic [4]. 

2.1 Dataset Construction 

The human oral proteome dataset was obtained from proteomic studies done by 
researchers [14]. STRING (Search Tool for the Retrieval of Interacting Genes) is an 
online database resource [15] that, given several distinct types and sources of PPI 
information, aims to provide in one site an integration and evaluation service. 
Interactions in STRING are provided with a confidence score and are obtained from 
different prediction methods like Experiments, Co-occurrence, Co-expression, 
Databases, Neighborhood, Gene Fusion and Text Mining. STRING also presents 
additional information such as protein domains and 3D structures [16]. Using this 
dataset, several networks were constructed representing the entire set of PPI for 
different confidence scores ( 100, 200  900) and for different prediction 
methods (Experiments, Co-occurrence, Co-expression, Databases and Neighborhood). 
These networks were constructed as undirected, unweight and with no self-edges. 

2.2 Measurements of Network Topology 

An undirected graph  can be defined as a pair ,   where  is a set of 
vertices representing the nodes and  is a set of edges representing the connections 
between the nodes  and . The number of nodes of a graph  is denoted by  and 
the number of edges of a graph is denoted by  . Given a graph ,  the 
adjacency matrix representation consists of a  matrix  , such that 1  if ,  or 0   otherwise. For undirected graphs the matrix is 
symmetric [1,5].  

The average number of neighbors, denoted by  , indicates the average 
connectivity of a node in the network, and the degree  of a node  in an undirected 
graph represents the number of neighbors of the node  [1,5,13,17]. 

The average clustering coefficient, , of the whole network, assuming that  is 
a vertex with degree  in an undirected graph  and that there are  edges 
between the  neighbors of  in , is given by [1] 

 ∑ ∑  ∑ ∑ ,∑ ∑ ∑  (1) 

with  0 1  the local clustering coefficient of a node  in . For random 
networks with the same properties of the considered datasets,  is [7-9] 

  (2) 

The network diameter, , is the largest distance between two nodes. The average 
shortest path length or characteristic path length, gives the expected distance between 
two connected nodes. Eccentricity is the maximum non-infinite length of a shortest 
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path between  and another node in the network. The maximum node eccentricity is 
the diameter. The network radius, , is the minimum among the non-zero 
eccentricities of the nodes in the network. A normalized version of the average 
number of neighbors , is the density of a network, which varies between 0 and 1. 
Networks with a star-like topology have centralization close to  1 , whereas 
decentralized networks are characterized by having centralization close to 0. The 
network heterogeneity reflects the tendency of a network to contain hub nodes [1].  

If  represents the quantity whose distribution we are interested in, a continuous 
power-law distribution is described by a probability density  such that [3,4] 

  (3) 

where  is the observed value and  is a normalization constant. is the lower 
bound for the power-law behavior. In the discrete case and in the case of integer 
values we have [3,4] 

  (4) 

The fitting of power law forms to empirical distributions give some estimate of the 
slope  and the lower-bound . 

Another method of plotting the data is to calculate a cumulative distribution 
function (CDF), which also follows a power law, but with a different exponent  1 [3]. The CDF of a power-law distributed variable  is, for the continuous 
and discrete cases, defined by [3,4] 

  (5) 

Using the least-squares linear regression on the logarithm of the histogram to extract 
the slope  generates systematic errors [4]. The method of maximum likelihood for 
fitting power-law distributions to observed data gives accurate parameter estimates in 
the limit of large sample size [4]. If a distribution follows a power law exactly 
for , the maximum likelihood estimator (MLEs) of the scaling parameter for 
the continuous case is [3,4] 

 1 ∑ ln  (6) 

where  ,  1  are the observed values of  such that . An 
approximate expression of  , if discrete power-law behavior is approximated by its 
continuous equivalent with  rounded to the nearest integer, is [3,4] 

 1 ∑ ln  (7) 

 is chosen to make the probability distributions of the measured data and the best-
fit power-law model as similar as possible above  to both discrete and continuous 
data. It is used the KS statistic, which is the maximum distance between the 
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CDFs of the data and the fitted model. The estimate  is then the value of  
that minimizes that distance. To quantify the uncertainty in the estimate of  it 
was used the “bootstrap” method [4]. 

Being roughly straight on a log-log plot is a necessary but not sufficient condition 
for power-law behavior. It is used a goodness-of-fit test, which generates a -value 
that quantifies the plausibility of the power-law behavior and it is considered that the 
power law is ruled out if 0.1. To generate the synthetic data it is used the semi-
parametric approach [4]. 

3 Results 

Table 1 shows the topological properties measured for each studied PPI network: 1) 
number of proteins of the largest component ( ); 2) % of proteins of the largest 
component regarding the total number of proteins for each confidence score or 
prediction method (%  LC ); 3) number of interactions of the largest component ( ); 
4) % of interactions of the largest component regarding the total number of 
interactions for each confidence score or prediction method (%  LC ); 5)  
( ); 6)  ( ); 7) diameter of the network ( ); 8) radius of the network ( ); 
9) characteristic path length ( ); 10) average degree of the network ( ); 11) 
network density ( ); 12) network centralization ( ); and 13) network 
heterogeneity ( ).  The largest component represents almost the whole network in all 
networks except for the Co-occurrence network. Comparison between the  of the 
studied networks with the correspondent  indicates modularity (Figure 1) [2,7-
9,17]. It was observed that with the increase of the confidence score the networks 
size, average degree, density and centralization decrease, but the diameter, radius, 
characteristic path length and heterogeneity increases. In the PPI networks from 
different prediction methods the diameter varies from 7 (Neighborhood) to 21 (Co-
occurrence) and the characteristic path length varies from 2.80 (Neighborhood) to 
7.31 (Co-occurrence). 

Figure 2 shows the cumulative degree distribution of the studied networks. Basic 
parameters for the analysis of the degree distributions are calculated for the studied 
networks (Table 2): 1) size of the dataset ( ); 2) average of the observed values ( ); 
3) maximum of the observed values ( ); 4) minimum of the observed values 
where the distribution follows a power-law ( ); 5) error of  ( ); 6) 
slope of the fitted power-law ( ); 7) slope error ( ); 8) p-value ( ). 

For the PPI network of the yeast Saccharomyces cerevisiae, Clauset [4] obtained 
the value of 3.1 0.3 and 0.31. 

The studied datasets have values from 1.53 for confidence score 900 to 3.5  for confidence score 100  and 200  and from 1.77 for the Co-
occurrence dataset to 2.57 for the Neighborhood dataset. The -values show that 
power-law distribution model is consistent for the networks with confidence score 100, 700 and 800 and for all the networks of the prediction methods except 
the Co-occurrence network. 
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We can conclude that most of the studied networks generate scale-free networks 
with high degree of modularity and with some hierarchical organization. The small 
diameter also indicates small world properties. 

Table 2. Basic parameters of the degree distributions of the studied PPI networks 

 
 

 

Fig. 3. Cumulative clustering degree distributions with logarithmic binning for the studied PPI 
networks with different confidence scores and different prediction methods 

4 Conclusions 

In this study, we evaluated the main topological properties of human oral PPI 
networks using different confidence scores and different prediction methods. The 
node degree distributions were fitted to the power-law model and the corresponding 

-values were calculated, using maximum-likelihood fitting methods and goodness-
of-fit tests based on the KS statistic. 

Most of the studied networks generate scale-free networks with high degree of 
modularity and with some hierarchical organization and their small diameter indicates 
small world properties. While exploratory, this study aims to contribute to a better 
understanding of the human oral biology as a subsystem (less studied as his own) of 
the human biology system. 

Description n <x> xmax xmin xmin err α αerr p

>100 439 7.11 49 11 0.75 3.50 0.10 0.180

>200 352 8.61 48 15 4.04 3.50 0.57 0.006

>300 230 13.01 51 5 7.06 1.81 0.68 0.000

>400 175 16.93 73 4 8.02 1.69 0.53 0.000

>500 (LC) 156 18.69 101 17 10.38 2.17 0.51 0.000

>600 (LC) 133 21.32 159 7 12.05 1.76 0.45 0.004

>700 (LC) 117 22.03 192 15 7.94 2.05 0.32 0.298

>800 (LC) 103 22.90 231 12 6.32 1.95 0.25 0.350

>900 (LC) 76 24.24 255 2 8.97 1.53 0.30 0.056

Experiments (LC) 97 23.41 290 9 5.16 1.78 0.20 0.200

Co_expression (LC) 256 72.7 126 3 0.64 2.06 0.10 0.667

Co-occurrence (LC) 30 13.10 45 4 6.45 1.77 0.72 0.021

Databases (LC) 75 17.88 103 11 8.73 2.08 0.52 0.108

Neighborhood (LC) 75 12.21 42 8 2.48 2.57 0.47 0.601
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Abstract. The Internet constitutes a huge source of information that can be
exploited by individuals in many different ways. With the increasing use of
social networks and blogs, the Internet is now used not only as an information
source but also to disseminate personal health information. In this paper we
exploit the wealth of user-generated data, available through the micro-blogging
service Twitter, to estimate and track the incidence of health conditions in society,
specifically in Portugal and Spain. We present results for the acquisition of
relevant tweets for a set of four different conditions (flu, depression, pregnancy
and eating disorders) and for the binary classification of these tweets as relevant
or not for each case. The results obtained, ranging in AUC from 0.7 to 0.87, are
very promising and indicate that such approach provides a feasible solution for
measuring and tracking the evolution of many health related aspects within the
society.

Keywords: Data mining, classification, social media, detecting health conditions.

1 Introduction

The Internet constitutes a huge source of information that can be exploited for various
needs. For a long time, it has been used by individuals seeking medical information.
However, with the advent of the Web2.0 paradigm, the Internet is now used not only as
an information source but also to disseminate personal health information, experiences
and knowledge [12] [15].

Much of this health related information is shared through social media platforms
such as Twitter and Facebook. Twitter1, for example, offers a micro-blogging platform
that allows users to communicate through status updates limited to 140 characters,
commonly referred to as “tweets”. It has over 200 million active users2, and around
400 million tweets are published daily. These large quantities of user generated content
(UGC) can been exploited in different ways and represent great opportunities for data
and text mining approaches in many fields of application. Mining these data provides

1 http://www.twitter.com
2 https://twitter.com/twitter/status/281051652235087872
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an instantaneous snapshot of the public’s opinions, and longitudinal tracking allows
identification of changes in opinions [3]. This applies also to health related information,
as can be verified by the various works that use Twitter and other user-generated data
to assess and categorize the kind of information sought by individuals, to infer health
status or measure the spread of a disease in a population. In [11], for example, the
authors compared three web-based biosecurity intelligence systems and highlighted the
value of social media, namely Twitter, in terms of the speed the information is passed
and also because many issues or messages where not disseminated through other means.
The greatest advantage of these methods over traditional ones is instant feedback: while
health reports are published in a weekly or monthly basis, both tweets and query log
of search engines can be obtained almost instantly. This characteristic is of extreme
importance because early stage detection can reduce the impact of epidemic breakouts
[1,7].

In this work, we propose an automated method, taking advantage of the wealth of
data provided by Twitter, to measure the incidence of a set of health conditions in
society, namely flu, depression, pregnancy and eating disorders. We focused our work
on two official languages in the Iberian peninsula (Portuguese and Spanish), but the
method we propose could be applied directly (e.g. South America) or adapted for other
regions.

2 Related Work

Several works regarding the retrieval of health information from social media have
already been published, with a major focus on measuring the incidence rate of influenza.

Chew and Eysenbach [3] suggested a complementary infoveillance approach during
the 2009 H1N1 pandemic, using Twitter. They applied content and sentiment analysis
to 2 million tweets containing the keywords “swine flu”, “swineflu”, or “H1N1”. For
this, they created a range of queries related to different content categories, and showed
that the results of these queries correlated well with the results of manual coding, sug-
gesting that near real-time content and sentiment analysis could be achieved, allowing
monitoring large amounts of textual data over time. Signorini et al. [17] used Twit-
ter to monitor public concern and levels of disease during the H1N1 pandemic in the
United States. They collected tweets matching a set of 15 pre-specified search terms
including “flu”, “vaccine”, “tamiflu”, and “h1n1”. They used content analysis to mea-
sure public interest and concern about this issue, and also applied support-vector re-
gression to estimate influenza-like illness levels, using the Centers for Disease Control
(CDC) data as reference. Using a model trained on 1 million influenza-related tweets,
they reported average errors ranging from 0.04% to 0.93%. Lampos and Cristianini
[10] and Culotta [5,6] also used regression models to estimate flu incidence rates in
the United Kingdom and the United States respectively, obtaining correlation ratio of
approximately 0.95. Aramaki et al. [1] applied SVM machine learning techniques to
Twitter messages to predict influenza rates in Japan, achieving a correlation ratio of
0.89. Santos and Matos [14] combined data from Twitter and search engine logs in a
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regression model to estimate the incidence of flu in Portugal, achieving a correlation
ratio of 0.89.

Chunara et al. [4] analysed cholera-related tweets published during the first 100 days
of the 2010 Haitian cholera outbreak. For this, all tweets published in this period and
containing the word “cholera” or the hashtag “#cholera” were considered, and these
data were compared to data from two sources: HealthMap, an automated surveillance
platform, and the Haitian Ministry of Public Health (MSPP). They showed good
correlation between Twitter and HealthMap data, and showed a good correlation (0.83)
between Twitter and MSPP data in the initial period of the outbreak, although this value
decreased to 0.25 when the complete 100 days period was considered.

Apart from analysing the incidence of flu and infectious diseases related events, the
analysis of other health parameters using Twitter data has also been reported. Scanfeld
et al. [15], for example, applied content analysis to 1000 tweets to explore evidence
of misunderstanding or misuse of antibiotics. Heaivilin et al. [9] also applied content
analysis to a set of 1000 tweets matching search criteria relating to dental pain. The
content was coded using pre-established categories, including the experience of dental
pain, actions taken or contemplated in response to a toothache, impact on daily life, and
advice sought from the Twitter community. Bosleya et al. [2] analysed and categorized
60 thousand tweets concerning cardiac arrest and resuscitation, obtained during a 38
day period using a set of 7 search terms. All these works have in common that the
content analysis is performed manually. This fact limits their application over long time
periods, as well as great amount of data or large regions.

3 Method

In this article we propose a method to extract a set of tweets that show the presence
of certain health conditions in people, as a point of the departure to infer the incidence
of such conditions in society. This section describes the procedures used to obtain the
tweets related to these conditions.

In order to obtain the different sets of tweets, we defined several regular expressions
to extract only the tweets related to the studied diseases.

To create these expressions, we initially obtained a set of tweets containing the name
of each condition, removing re-tweets and tweets that included links, and calculated
the log-likelihood of the words that occurred within those datasets, therefore obtaining
an ordered list of words associated with each disease. Based on these lists, on manual
content analysis and on general knowledge about the studied diseases, we then defined
the regular expressions for each specific condition.

Table 1 shows the regular expressions used to detect tweets related to the analysed
diseases in Spanish. A similar list was used for Portuguese.

The use of regular expressions allowed obtaining large sets of tweets related to the
specified diseases. However, among the obtained tweets, negative sentences that do not
indicate the presence or absence of a disease in one person, such as “Hoping the flu
does strike me again this winter”, may also occur . To solve this problem, we applied
machine learning techniques on the datasets obtained using the regular expressions, in
order to filter such cases (see Section 3.1). This allowed differentiating the tweets that
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Table 1. Regular expressions for detecting health disorders in Spanish tweets

Flu Regular Expression
Flu (grip[a− z]+)

Cold
(costip[a− z]+)

( f iebre.∗grado(s)?)|(grado(s)?.∗ f iebre)

Flu Symptoms
(((dolor(es)?|(meduele)).∗(cuerpo|cabeza|garganta)).∗ f iebre)|
( f iebre.∗((dolor(es)?|(meduele)).∗(cuerpo|cabeza|garganta)))

Pregnancy
Pregnancy (embaraz[a− z]+)

Common phrases
(espero|tendre).∗((un|una|unos|unas)?s(hi j[a− z]+ |niño(s)?|bebe(s)?|niñit [a− z]+))

(ser(e)?|soy|somos).∗(padre(s)?|madre)

Depression
Depression (depres[a− z]+)
Depressed (deprim[a− z]+)

Common phrases
((problema(s)?|disturbio(s)?).∗(mental|mentales|psicologico(s)?|psiquiatrico(s)?))

(quiero).∗(morir|morir[a− z]+)
(todo(s)?).∗(dia(s)?).∗(trist [a− z]+ |problema(s)?)

Eating Disorders
Obesity (obesidad|obeso|obesa)
Overweight sobrepeso
Bulimia (bulimia|bulimica|bulimico)
Anorexia (anorexia|anorexica|anorexico)
Bigorexia (vigorexia|vigorexica|vigorexica)
Ebigorexia (ebigorexia|ebigorexica|ebigorexico)
Orthorexia (ortorexia|ortorexica|ortorexico)

Common phrases

(hacer|hago|hice).∗((dieta(s)?|regime(s)?)|(dieta(s)?.∗regime(s)?))
(soy|estoy|mesiento).∗gordo

((no)|(quier[a− z]+)).∗engordar
(excesso|problema|riesgo|peligro).∗peso

(en f ermedad(es)?|problema(s)?).∗aliment [a− z]+

Table 2. Number of features for each dataset

Flu Depression Pregnancy Eating Disorders
Spanish Tweets 608 721 698 567
Portuguese Tweets 842 983 1042 747

only mention a given disease from those which actually indicate that the person has the
disease.

3.1 Machine Learning

To apply machine learning we need to obtain a set of features from the subsets of tweets
related to the studied diseases (obtained by applying regular expressions (see Table 3).
For that, we represented these tweets in a bag-of-words (BOW) model after removal
of stopwords3 and word stemming [13]. Character bigrams were also included in the
feature set. According to the language and the disease studied, we obtained different
sets of features, as shown on Table 2.

In order to identify the best classifier to our method, we have tested the obtained
features with various machine learning techniques (SVM, Naı̈ve Bayes, Decision Trees
and Nearest Neighbour). To test these techniques, we used WEKA [8], an open source
tool for data mining and machine learning that includes multiple implementations of
different existing techniques.

3 http://snowball.tartarus.org/

http://snowball.tartarus.org/
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Table 3. Datasets used in the experiments

Flu Depression Pregnancy Eating Disorders
Spanish Tweets 827 3253 1985 412
Portuguese Tweets 1150 2845 2626 455

4 Experimental Results

In this section, we explain the datasets used in the experiments and several issues about
how the experiments were made. We then analyse and discuss the results obtained with
the proposed method for each disease.

4.1 Experimental Setup

To acquire the tweets for this study, we developed an application that uses the Twitter
search API [18] and the geocoding information contained in the tweet metadata to
obtain only tweets originated in Spain and Portugal. Furthermore, in order to filter
out tweets not written in Spanish or Portuguese, we used the “language detector”
library [16]. This library is based on Bayesian filters and has a precision of 0.99 in
detecting the 53 languages it supports. Tweets were acquired during 30 days (from
October 30th to November 30th, 2012).

The Spanish and Portuguese datasets contain approximately 5.8 and 4.5 million
tweets, respectively. Table 3 shows the number of tweets considered for each language
and disease pair, after applying the regular expressions shown in Table 1. The filtered
tweets were manually labelled to be used for testing the machine learning algorithms.
A tweet is considered true when it indicates the presence of one of the studied diseases
in the person who have wrote the tweet. In any other case the tweet is considered false.

For the evaluation of the classifier we used a ten-fold cross validation technique. We
used a polynomial kernel with C = 1.0, for SVM, and the default WEKA parameters
for the remaining methods.

4.2 Results

Using all the features of each disease calculated for each country, we tested different
implementations of the classifiers. The results for each type of classifier are shown on
Table 4.

In the results shown, the Naı̈ve Bayes classifier achieved the best results in all
the cases except for ’Flu’ in Spanish tweets. This classifier obtained in many cases a
precision and a recall higher than 0.9, with an AUC always higher than 0.7, and often
near 0.9. The second best classifier was the Decision Tree, followed by kNN. The worst
results were obtained with the SVM classifier, with an AUC below 0.7 in some cases.

On the other hand, we can see that the best results were obtained in depression and
in pregnancy (in Portuguese tweets). Regarding the country, in general, better results
were obtained in the Portuguese dataset.
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Table 4. Results obtained on the datasets. AUC = Area Under the receiver operating characteristic
Curve.

Spanish Tweets Portuguese Tweets

Disease Classifier F-Measure Precision Recall AUC F-Measure Precision Recall AUC

Naı̈ve Bayes 0.913 0.949 0.891 0.878 0.912 0.947 0.887 0.833
Depression SVM 0.946 0.948 0.944 0.739 0.902 0.934 0.876 0.691

Decision Tree 0.976 0.968 0.985 0.845 0.974 0.963 0.985 0.762
kNN 0.862 0.937 0.814 0.784 0.900 0.937 0.871 0.768

Naı̈ve Bayes 0.952 0.948 0.957 0.703 0.977 0.973 0.982 0.877
Pregnancy SVM 0.940 0.942 0.939 0.644 0.945 0.975 0.920 0.679

Decision Tree 0.947 0.944 0.951 0.689 0.978 0.971 0.985 0.801
kNN 0.949 0.945 0.953 0.701 0.979 0.975 0.985 0.714

Naı̈ve Bayes 0.766 0.759 0.775 0.743 0.667 0.667 0.669 0.746
Flu SVM 0.755 0.749 0.764 0.696 0.681 0.691 0.690 0.671

Decision Tree 0.749 0.757 0.804 0.670 0.672 0.672 0.674 0.746
kNN 0.761 0.756 0.799 0.786 0.687 0.687 0.689 0.745

Naı̈ve Bayes 0.720 0.720 0.720 0.714 0.786 0.785 0.817 0.744
Eating Disorders SVM 0.683 0.688 0.679 0.607 0.725 0.729 0.720 0.650

Decision Tree 0.785 0.756 0.817 0.630 0.869 0.838 0.902 0.690
kNN 0.684 0.714 0.669 0.696 0.667 0.737 0.630 0.686

5 Conclusions

This article presents a method to extract a set of tweets that show the presence of
certain diseases (flu, depression, pregnancy, eating disorder) in the society. The study
was centred in Spain and Portugal, based on the geocoded data and on the language of
the tweets. Using these sets of tweets we aim to measure the presence and evolution of
a certain disease in society.

The proposed method is divided into two stages. First, we continuously gathered
all tweets of each country and then filtered these tweets by means of several regular
expressions, defined specifically for each disease. Secondly, we used machine learning
methods, specifically Naı̈ve Bayes, SVM, Decision Trees and kNN classifiers, in order
to remove false positive documents identified with the regular expressions.

Compared to previous works, the main advantages proposed in this study are the
detection of several health conditions in two distinct languages. The results obtained
are very promising and indicate that such an approach provides a feasible solution for
measuring and tracking the evolution of many health related aspects within the society.

Finally, we want to highlight the results obtained by our method applying Naive
Bayes, which has obtained a precision and a recall close to 0.9. Based on this fact, we
present Naive Bayes as the most suitable classifier for the proposed method to detect
diseases in Twitter.
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6 Future Work

Other types of user-generated content, such as Internet searches or comments to news
articles, may also contain information related to some of these aspects. Thus, this
information could be used to complement the data extracted from Twitter.

The proposed method may be extended to other languages and subjects, providing
a continuous monitoring system of health pandemic or social issues, in a larger
geographic region.
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Optimized Workflow for the Healthcare Logistic:  
Case of the Pediatric Emergency Department 
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Abstract. The Emergency Department (ED) in a hospital, as its name implies, 
is a facility to be utilized by those who require emergency medical care. This 
paper introduces the longitudinal organization of the patient handling” in the 
Pediatric Emergency called the “Pediatric Emergency Path”. This work 
discusses the usability of the workflow approach in order to design the patient 
path in the Pediatric Emergency Department (PED) in order to thwart the care 
complexity scheme.  The goal is to optimize these paths to improve the quality 
of the patient handling while mastering the wait time. The development of this 
model was based on accurate visits made in the PED of the Regional University 
Hospital Center (CHRU) of Lille (France). This modeling, which has to 
represent most faithfully possible the reality of the PED of CHRU of Lille, is 
necessary. It must be enough retailed to produce an analysis allowing to identify 
the dysfunctions of the PED and also to propose and to estimate prevention 
indicators of tensions. Our survey is integrated into the French National 
Research Agency project, titled: “Hospital: optimization, simulation and 
avoidance of strain” (ANR HOST)1. 

Keywords: PED, workflow, modeling, peak of activity, tension indicators. 

1 Introduction 

In France, as in many countries of Europe, the emergency departments present the 
same difficulties whose reasons are multiple. These difficulties are not only linked to 
the health organization but also to the evolution of the western civilization [1]. The 
requirements concerning health care evolved in relation with a new approach to 
management of the time. Today, people require a fast and efficient handling. They 
reject the ageing, the illness and the death [2]. The arrival patient flow to the 
emergency department keeps increasing. This rise has generated a strategic interest in 
optimizing the technical and human resources while mastering the costs [3]. In order 
to reach these objectives, the health establishments have resorted to the tools and 
techniques of management borrowed from the industry domain [4] as the Workflow 
tool that will be used in this article. The use of Workflow methodology showed 
applicability and the interest of the company modeling method to reorganize a health 
                                                           
1 ANR-11-TecSan-010. 
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establishment. It allowed improving the performance of different service and 
activities conduct system [4]. The Discrete Event Simulation (DES) techniques have 
been used a lot for modeling the operations of an Emergency Department (ED). The 
model was developed to test alternative ED attending physician-staffing schedules 
and to analyze the corresponding impacts on patient throughput and resource 
utilization [5], to help the ED managers understand the behavior of the system with 
regard to the hidden causes of excessive waiting times [6], to analyze patient flows 
and throughput time [7] [8][9][10]. DES has also been used for estimating future 
capacities of new ED facilities or expansions [11] [12]. The main objectives of the 
present paper are: 1) To model the Pediatric Emergency Department (PED) using 
Workflow Methodology for better understanding the patient flow process through the 
PED, 2) To simulate using the same tool Workflow in order to identify and analysis 
the dysfunctions of the PED and also to propose and to estimate prevention indicators 
of tensions. 

This article is structured in five sections. The first one presents the context of the 
survey. We introduce the notion of “Emergency Path” in section two. In the third  
section, we explain the workflow modeling at the PED Section four describes the 
simulation model and some experiments and results. Finally in section five we draw 
the conclusions of this work. 

2 Context of Survey 

The health system is characterized by an increasing complexity which requires the 
performance and the mastery of the costs, and so comes the necessity to have new 
tools in support of the management strategy. This problematic has generated the idea 
of the HOST ANR national project in the PED which has the objective to elaborate a 
new methodological approach for the anticipation of the tensions of the complex care 
production system and more especially of the emergency paths. The problematic of 
strategy, the performance assessment and traceability of the patient course are 
integrated into the approaches which are suggested. The HOST ANR national project 
is a scientific research work in the hospital world with fallouts for the PED of the 
CHRU of Lille. 

The scientific fallouts expected of this project are: 

• A prospective vision of the conception and the piloting of global emergency 
activity handling system in European context. 

• A good tool to anticipate the tensions of the PED. 
• The fallouts for emergency paths actors will consist in establishing the methods 

and operational tools allowing: 
• To bring  the recommendations for the emergency paths conception and 

reengineering for health establishments, 
• To improve the handling efficiency and the quality of the service returned to the 

patient,   
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• To assure a better internal and external coordination with the other actors of the 
emergency path when the tensions can’t be avoided. 

• To permit best practices sharing. 

Our work represents the first step of the national ANR HOST project realization and 
discusses the emergency handling system. The ubiquity of the emergency problem in 
France and in Europe, the strategic place of the ED in the health establishments, the 
frequency and the huge media coverage of the dissatisfaction of the ED users and 
rising health care costs are primarily responsible for the high level of interest in PED. 
The PED of the CHRU of Lille nursing staff constituted by physicians, surgeons, 
senior executives, nurses…etc. and administrative staffs of the CHRU of Lille are 
implied in our survey. The direction of the quality, strategy, and the medical 
information participate in the realization of this work. 

3 The Emergency Path in the PED 

Emergency Path is a longitudinal organization of the patient's handling. It is not a 
structure but an operative concept. The patient flow can vary from patient to patient 
based on acuity level and diagnosis [12]. The hospital establishments are chronically 
confronted to a problematic for which no satisfying answer exists at the present time. 
This problematic is resulting from the permanent interferences between the 
programmed and the non-programmed activity, and more especially the urgent non 
programmed activity. We can define two operational concepts that will intervene in 
the description of the PED: 1) The incoming flows: programmed or non-programmed, 
with almost periodic or uncertain variation, 2) The retiring flows: constituting the 
downstream of the PED. The emergency path, the incoming and the retiring flows are 
three concepts that describe the PED like a complex system in interaction. We 
proceeded to the modeling of the survey project at the PED of the CHRU of Lille. The 
phases of Workflow of the PED modeling are:  

• Description of the features of each element of the global process and its sub-
processes in the PED, 

• Modeling the PED (flow and resources organization) and its interactions with the 
other internal components of the CHRU of Lille, 

• To define a typology of the patients admitted in the PED of the CHRU of Lille. 

4 The PED Workflow Modeling 

The main objective of our survey is to identify the dysfunctions of the PED and also 
to propose and to estimate prevention indicators of tensions. To reach this objective, it 
is necessary to have a global Workflow model of the PED and its environment. 
Before optimizing and simulation of the PED, it is necessary to analyze and to 
characterize the PED structure. It requires the use of Workflow methodology to 
represent the functional and process view of the PED and its related parts. 
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4.1 The PED of the CHRU of Lille 

The term of emergency covers two distinct phenomena: 

• The recurrent flows are able to present some seasonal variations, but known on 
average on middle horizons (i.e. month or year). Even, if these flows are feared, 
quantified in volume and in nature on medium and short term, the setting up of a 
structure, an organization and a piloting is a major stake of efficiency of the care 
production. 

• The flows following upon the sanitary crises (flow, heat waves, cold weather 
waves). In this case, the flows are completely unforeseen in volume and in nature. 

 
The adaptation and the implementation of organization, scheduling, management and 
optimization approved methods are foreseeable for the programmed patients flows 
handling , but it is a lot more complex to master the emergency flows handlings. The 
problem is not simple because today the emergencies are considered by the actors of 
the health system themselves as main entropy generator of the cares system. 

4.2 The Workflow Methodology 

To model the health system, a lot of company modeling methods has been used. The 
company modeling is the representation of the enterprise in terms of strategy, 
structure, functionalities, behavior, organization, evolution and relations with the 
environment. One of these methods is the Workflow methodology. It has been used 
for modeling, diagnosis and conception of a hospital system [13]. This work 
permitted to demonstrate applicability and the interest of the company modeling 
methods to reorganize a health establishment. The objective of the development and 
description of the workflow model is to assess the overall processing capabilities of 
the flow in order to support various joint activities between medical staff that is 
temporally and spatially dispersed. Control of the workflow for the purpose of 
optimizing the placement of limited medical resources, both personnel and 
equipment, on the medical scene is an important issue. Since typical unforeseen 
circumstances will frequently occur in the PED environment, there is a need for an 
effective model, capable of dynamic control in workflow descriptions, for medical 
treatment. Thus, for descriptions of the workflow in this paper, we have used the 
BPMN standard graphical language, which is easy for users to express and is readily 
comprehensible [14]. 

4.3 The Phase of Modeling 

We are going to model all paths exist at PED of the CHRU Lille. We are going to 
represent the physical system service and the PED to have a complete idea of the 
patient flows. In this paper, we start with the representation of the physical system in 
the PED and the emergency paths of External care, Unit of short term hospitalization 
and Care emergency vital. We represent only the models that will be analyzed after 
modeling the whole paths of the PED of the CHRU Lille in the ulterior stages of our 
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survey. The physical systems of the PED and the emergency paths that we have just 
mentioned previously are represented by the figures1, 2, 3 and 4. The set of the 
functional models presented in this paper have been achieved with the Bonita soft 
software Workflow. We remark that these models are characterized by the diversity of 
the activities and the big number of people that intervenes in the patient handling 
process and its diagnosis nature. We note in more the uncertain criteria in the patients 
handling and the risks that can emerge during his path. The aggravation of a patient's 
state can already stimulate the change of his cares process anticipated. It confirms us 
the complexity of the emergency handling system. It is also interesting to see that 
some activities of these processes are decisional. These decisions are not management 
decisions but the choices in the patient [15] (Care traditional hospitalization, external 
care, Unit of short term hospitalization, Care as a matter of emergency vital, 
Consultation in a cubicle). 
 

 

5 Emergency Department Simulations 

After modeling the emergency department, we intend to use discrete event simulation 
techniques to conceive a simulation model which is comprehensible, flexible, and 
easy for use and representative of the reality. Since, we consider using this model in 
the ulterior stages of our solution and to adapt it to the different patient emergency 
paths (Care traditional hospitalization, external care, Unit of short term 
hospitalization, Care as a matter of emergency vital, Consultation in a cubicle). 

5.1 The Data Analysis 

To do the simulations, we need the patients’ information. We could collect some 
information at the PED of CHRU Lille which allowed studying the different features 
of the patient. 
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5.1.1 The Sex 

 

5.1.2 The Arrival Flow of Patient at the PDE 

 

5.1.3 The Arrival Types at the PED 

 

5.1.4 The Age 
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5.2 Experiments and Results 

For a simulation on last year, the main gotten results are presented in Table 1 
simulation results and Table 2 global statistics. It is possible to look at other numerous  
statistics but it would constitute a deeper analysis that will be treated in the ulterior 
stages of our survey.    

 

Table 1.  Simulation results Table 2. Global statistics 

 

6 Conclusion and Prospects 

In this paper, we presented the setting of our survey that will last two years in the 
PED of CHRU Lille, the first step of the modeling phase of the patient handling 
system in the PED and the PED simulation .This first step allowed us to conclude that 
the simulation model developed in this paper can be used to help identify process 
inefficiencies and to evaluate the effects of layout, staffing, resource and patient flow 
changes on system performance. In the ulterior stages of this survey, we are going to 
model the totality of the emergency paths in the PED of CHRU of Lille, to analyze 
the gotten models and to conceive a complete model of the patient handling system. 
We are going to achieve a simulation of these models to value the modeling system 
performances (percentage occupancy of resources, service quality indicators). 
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Abstract. Transposable Elements (TE) are sequences of DNA that move and
transpose within a genome. TEs, as mutation agents, are quite important for their
role in both genome alteration diseases and on species evolution. Several tools
have been developed to discover and annotate TEs but no single one achieves
good results on all different types of TEs. In this paper we evaluate the perfor-
mance of several TEs detection and annotation tools and investigate if Machine
Learning techniques can be used to improve their overall detection accuracy. The
results of an in silico evaluation of TEs detection and annotation tools indicate
that their performance can be improved by using machine learning classifiers.

Keywords: Transposable Elements, Machine Learning, Genomics.

1 Introduction

Transposable Elements (TE), also known as transposons, are sequences of DNA that
move and transpose within a genome. TE’s role as mutation agents is important in
both genome alteration diseases and on species evolution [3] [4] [12] [8][9][2]. Several
methods have been developed to discover and annotate Transposable Elements. In [1]
an extensive list of TE detection methods is surveyed. These methods have been classi-
fied in four main categories [1]: De novo; Structure-based; Comparative Genomic; and
Homology-based. Although there are different tools, based on these methodologies, for
detecting transposable elements there is not any single tool achieving good results on
different types of TEs.

In this paper we evaluate existing TE detection tools using in silico data and study
if Machine Learning techniques can be used to combine several TE detection tools
predictions in order to improve the overall detection accuracy.

The remainder of the paper is organised as follows. Section 2 explains the data gen-
eration process for evaluation the TEs detection tools. In Section 3 we present an empir-
ical evaluation of the TEs detection tools. In Section 4 we explain the ML experiments

M.S. Mohamad et al. (Eds.): 7th International Conference on PACBB, AISC 222, pp. 85–91.
DOI: 10.1007/978-3-319-00578-2_12 c© Springer International Publishing Switzerland 2013
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to improve the performance of detecting TEs. Finally, in Section 5, we draw some
conclusions.

2 In Silico Data

In order to evaluate the TE detection tools it is essential to have curated data sets of
genome sequences. Table 1 summarizes the data used (namely TEs, genes, repetitive
elements, etc) to assemble ’artificial’ sequences. The set of ’real’ genes was obtained
from FlyBase [13] (Drosophila melanogaster). The ’real’ TEs were obtained from Rep-
base [7] and from Gydb [11]. Other variables considered in the simulation were muta-
tions, either point mutations or indel mutations, the length, composition and abundance
of TE.

Table 1. Data used to produce simulated sequences

Element type Number
Autonomous LTR Retrotransposons 2248
Non autonomous LTR Retrotransposons 379
DIRS 14
Non-LTR Retrotransposons 140
Autonomous non-LTR Retrotransposons 604

TEs Non autonomous non-LTR Retrotransposons 384
TIR 1247
DNA Transposons 628
Helitrons 139
Politrons 24

Genes 15458
Repetitive Elements 147

The simulation parameters included the length of the sequence to be produce, per-
centage of genes included in the sequence in relation to its total length, percentage of
TEs included in the sequence in relation to its total length, percentage of repetitive ele-
ments (no transposons included) that should be included in the sequence in relation to
its total length. rate of insertions, deletions and replacements. Producing sequences us-
ing different combinations of these parameter’s values allowed us to generate a diverse
set of DNA sequences. The output data of a simulation is a set of sequences, written in
FASTA [10] format, and an annotation file containing all TEs and repetitive elements lo-
cations inside each sequence. A simulated sequence consists of genes, transposons and
other repetitive elements filled with random nucleotides in the gaps between them. The
quantity of TEs, genes and repetitive elements are defined by the parameters referred
above.

3 Evaluation of Transposon Detection Tools

Each TE detection tool analyzes all the sequences (of a given data set) and produces as
a result the annotations of the TEs. The general accuracy was computed based on the
predicted location of TEs and the “true” locations generated by the simulator.
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In this study we have evaluated five tools that we next briefly describe.
PILER1 [5] is a de novo TE detection tool that adopts a heuristic-based approach

to de novo repeat annotation that exploits characteristic patterns of local alignments
induced by certain classes of repeats. The PILER algorithm is designed to analyze as-
sembled genomic regions and find only repeat families whose structure is characteristic
of known subclasses of repetitive sequences.

BLAT [15] is a mRNA/DNA alignment tool. It uses an index of all non-overlapping
K-mers in a given genome to find regions likely to be homologous to the query se-
quence. It performs an alignment between homologous regions and stitches together
these aligned regions into larger alignments.

CENSOR2 [6] was designed to identify and eliminate fragments of DNA sequences
homologous to any chosen reference sequences. It uses BLAST to identify matches
between input sequences and a reference library of known repetitive sequences. The
length and number of gaps in both the query and library sequences are considered along
with the length of the alignment in generating similarity scores. This tool reports the
positions of the matching regions of the query sequence along with their classification.

RepeatMasker3 [14] discovers repeats and removes them to prevent complications
in downstream analysis sequence assembly and gene characterization. Identification of
repeats by RepeatMasker is based entirely upon shared similarity between library repeat
sequences and query sequences. The output of the program is a detailed annotation of
the repeats that are present in the query sequence as well as a modified version of the
query sequence in which all the annotated repeats have been masked.

LTR Finder4 [17] predicts locations and structure of full-length LTR retrotransposons
accurately by considering common structural features. LTR FINDER identifies full-
length LTR element models in genomic sequence. This program reports possible LTR
retrotransposons models at different confidence levels.

In Table 2 the average accuracy of each tool regarding each TE type is presented.
LTR Finder achieved poorer results in finding most types of TEs. Overall both Censor
and RepeatMasker were the most accurate tools in finding different types of TEs.

4 Machine Learning to Improve TEs Detection Tools

Based on the experimental results of the TEs detection tools evaluation (Section 3) we
have investigated if Machine Learning (ML) algorithms could improve TEs detection.
We have used a two step process for TEs detection using ML: i) determine if a certain
item (subsequence) in the sequence is or not a TE (TE detection); and ii) if the item
has been classified as a TE then we determine its boundaries (TE annotation). The first
step is concerned with the choice of the best tools to identify a TE with some given
characteristics. The second step aims at choosing a tool that minimizes the error of an
inferred TE boundary.

1 http://www.drive5.com/piler/
2 http://www.girinst.org/downloads/software/censor/
3 http://www.repeatmasker.org/
4 http://tlife.fudan.edu.cn/ltr_finder/

http://www.drive5.com/piler/
http://www.girinst.org/downloads/software/censor/
http://www.repeatmasker.org/
http://tlife.fudan.edu.cn/ltr_finder/
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Table 2. Accuracy (%) per TE type
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BLAT 26.69 18.12 2.72 23.12 19.68 37.69 20.46 13.67 21.92 11.14 19.61
Censor 61.49 82.68 81.43 71.1 74.02 68.45 78.85 82.9 52.13 20.86 67.38

LTR Finder 0.17 0.22 0.1 0.02 0 0 0 0 0 0 0.05
PILER 0.51 38.05 36.33 37.46 46.6 10.24 28.27 25.63 41.94 23.56 28.66

Repeat Masker 51.66 58.1 31.1 43.88 51.71 55.63 57.66 57.14 42.23 4.62 45.28

The Rapidminer 5 software which uses Weka [16] algorithm implementations was
used to build the classifiers. The algorithms considered: Weka’s implementation of Neu-
ral networks using 500 training cycles and 0.3 of learning rate; Bayes Network; Ran-
dom Forest classifier to build an ensemble of decision trees; Decision Trees based on the
C4.5 algorithm. The classifiers performance was estimated by measuring the accuracy
in a 10 fold cross-validation procedure.

The classification of a potential TE candidate as a TE or not is a typical classifica-
tion problem. In these terms, we used a data set containing 325000 examples, equally
distributed in terms of TE types and in terms of being real TEs or false positives.
The features used as the input for the models were the discretized TE length (using
Equal-depth Binning in 50 categories), the TE type, the tool that made the prediction
(FOUNDTOOL), and a IS TE feature as the class. The IS TE feature is a boolean which
indicates whether a given example is or is not a TE. Table 3 shows the results obtained
for the different ML algorithms considered. The best results were achieved with Deci-
sion Trees with an average accuracy of 98%, although the difference to Random Forest
is not significantly different.

Table 3. TE detection: accuracy using different classification algorithms

Algorithm Accuracy (%)
Neural Network 69.01
Naive Bayes Net 96.30
Random Forest 98.90
Decision Trees 98.92

5 http://www.rapidminer.com/

http://www.rapidminer.com/
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The sensitivity of the tools for the level of mutations present in the sequences ana-
lyzed was also a theme that we wanted to clarify. The results (not shown) suggest that
BLAT and PILER tools are influenced by mutations present in the DNA sequences. On
the other hand, the performance of Censor, LTR Finder and RepeatMasker were not
affected significantly by the level of mutations.

Finding the Best TE Annotation Tool. Which tool minimizes the predicted location
error for a given TE candidate? To answer this question we used a set of 129 198 exam-
ples of TE elements equally distributed between the different TE classes. “bestTool” is
the class label and we have used the following features: TE type; set of tools that have
detected the TE in step1; number of such tools that have detected the TE in step 1; and
the class of the tools that have detected the TE in step 1. The bestTool feature is the
name of the tool with the minimum location error.

We tested different model generation algorithms, all subjected to a 10 fold cross-
validation process, to assess their performance. In Table 4 the results obtained with the
different learner algorithms are compared. Again, the model with highest accuracy was
produced with Decision Trees. Table 5 presents the confusion matrix of this model. This
classifier has a high accuracy and can perform well with the tested artificial data. It is
also worth to mention that the LTR Finder tool was never used in this context as the
location error performance of this tool is considerable lower than the others.

Applying machine learning to construct classifiers in the TE detection scope
can further improve the accuracy of TE detection and annotation. In all the different
problems, the approach that produced best results was Decision Trees (W-J48 Weka
implementation).

Table 4. TE annotation: Classification algorithms model comparison. ZeroR measures the major-
ity class percentage and is used as a base line value.

Algorithm Accuracy (%)
Ridor 96.43 (0.10)

Naive Bayes Net 96.37 (0.18)
Random Forest 96.56 (0.14)
Decision Trees 96.56 (0.14)

ZeroR 76.55

5 Conclusions

In this paper we have assessed a set of computational tools for detecting Transpos-
able Elements. The results obtained suggest that both Censor and RepeatMasker are
the most accurate tools in detecting TEs. In a particular category, Politron TEs, the
PILER tool obtained the best results. The LTR Finder tool has achieved, by far, the
worse results in this comparison with very low accuracy in the detection of TE. BLAT
and RepeatMasker had some problems detecting DIR TEs. On the other hand, Censor
scored exceptionally well in this TE category. Politron TEs were also a problem for
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Table 5. TE annotation: confusion matrix for the Decision Trees model

True True True True True Class
BLAT Censor LTR Finder PILER RepeatMasker Prediction

Predicted BLAT 98902 0 0 0 0 100.0 %
Predicted Censor 1911 23427 0 0 0 92.5 %

Predicted LTR Finder 1 0 0 0 4 0.0 %
Predicted PILER 140 71 0 0 85 0.0 %

Predicted RepeatMasker 834 1395 0 0 2428 52.1 %

Class Recall 97.2 % 94.1 % 0.0 % 0.0 % 96.6 %

tools like RepeatMasker, Censor and BLAT. In this case, PILER performed especially
well, outscoring all the other tools.

In terms of inference of TE boundaries, except for the LTR Finder performance, all
the tools performed acceptably well. The biggest issues occurred on the detection of the
boundaries of Politron TEs and PILER had some trouble in detecting DIR TEs.

Using different TE tools’ predictions from simulated data sets, we generated two
classifiers that predict: i) if a given TE candidate is a TE or not, and ii) if it was a TE,
predict which tool to use to minimize the boundaries error of that TE.

All in all, we presented evidence that ML models can be used to boost the detec-
tion and annotation of existing TE computational tools. Further research is needed to
confirm the results in real data.
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Abstract. The mathematical modelling of infectious diseases is a large research
area with a wide literature. In the recent past, most of the scientific contributions
focused on compartmental models. However, the increasing computing power
is pushing towards the development of individual models that consider the dis-
ease transmission and evolution at a very fine-grained level. In the paper, the
authors give a short state of the art of compartmental models, summarise one of
the most know individual models, and describe a generalization and a simulation
algorithm.

Keywords: computational epidemiology, infectious diseases, statistical models,
computer simulations.

1 Introduction

Computational epidemiology is a multidisciplinary field that brings together diverse
contributions coming from computer science, mathematics, statistics, geographic infor-
mation science and public health, so to help epidemiologists in their studies concerning
e.g. the evolution of epidemics.

In such a context, the mathematical modelling of infectious diseases has a long tra-
dition [10] [12]. Currently, different approaches exist: compartmental models based
on differential equations [8] [9], ad-hoc models for the contact process [11][1], or
individual-based models [7][4][14].

The current paper starts from the compartmental models, then describes a relevant
individual-based model (i.e., the Eubank model [7]), and delves into a recent extension
reported in [14].

2 Compartmental vs. Individual Models

Compartmental models divide the population into compartments (groups of subjects
with homogeneous characteristics) and describe the variation of the number of subject
that moves from one compartment to another through differential equations.

For instance, the SIR model uses the following compartments: (i) S: susceptible, (ii)
I: infected, and (iii) R: recovered. Furthermore, let:

M.S. Mohamad et al. (Eds.): 7th International Conference on PACBB, AISC 222, pp. 93–100.
DOI: 10.1007/978-3-319-00578-2_13 c© Springer International Publishing Switzerland 2013
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– β be the contact rate, i.e. the rate of becoming infectious by contacting another
susceptible subject;

– γ be the recovery rate, i.e. the rate of recovering from an infection;

the variations in the time of the number of susceptible, infections and recovered indi-
viduals are thus described by the following equations:

dS

dt
= −βIS;

dI

dt
= βIS − γI;

dR

dt
= γI (1)

According to (1), in the time, the number of susceptible individualsS decreases as of the
infections (calculated in terms of the contact rate, number of susceptible and infected
individuals), and the number of infected individuals I increases of the previous quantity
and decreases as of the individuals that recovers from the infections (calculated in terms
of the recovery rate and the number of infected individuals).

The SIR model can be extended by including, i.e. the birth/death rate, vaccina-
tions, and by even adding further compartments, thus leading to more complex models
(e.g. the SIER model).

It is worth stressing that the compartmental models are valid only in case of suffi-
ciently large populations. Since a large population comprises of many different indi-
viduals in various fields, the diversity is reduced to a few key characteristics which are
relevant to the infection under consideration, thus smoothing over the differences of
each individual (e.g. specific behaviours, movements).

Instead, the so-called individual-based models try to take into account the specifici-
ties of the individuals composing the population and the way in which each individ-
ual can differently contract the disease or infect another individual. In particular, such
approaches:

– build up a social network that realistically estimates the way in which every indi-
vidual may contact other individuals;

– divide the epidemic process in terms of two sub-models, called between-host dis-
ease transmission and within-host disease progression. The first takes care of de-
scribing the disease transmission from one individual to another, the second takes
care of describing the disease progression within each individual.

One of the most known individual-based models is the one proposed by Eubank at al
[7]. Such a model has the following characteristics:

– The social network is build through a software agent called TRANSIM [13][3], that
is able estimate the movements of each individual in a urban area;

– The between-host disease transmission model is based on bipartite graphs, in which
the two classes of vertices are persons and locations, and the edges connects indi-
viduals to locations with a label that specifies the period of time in which an indi-
vidual visited a location. For instance, the graph depicted in Fig. 1 shows person p2
in L1 from 8:00 to 9:00, in L2 from 10:00 to 12:00, and in L3 from 9:00 to 10:00;

– The within-host disease progression is modelled as follows: an individual becomes
infected if in the same place of an infected individual for more than a certain period
of time, and depending on the disease infectious rate.
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Fig. 1. Example of bipartite
graph estimated by TRANSIM

It is worth noting that Eubank et al. estimated the
social network for Portland (Oregon, USA), simulated
a smallpox epidemics, and demonstrated – differently
from the compartmental models that would have sug-
gested mass vaccination – that the epidemics could have
been better controlled through focused quarantine and
vaccinations, combined with early detection.

To understand such a result, let us take into account
Fig. 2. Each node of the graph is an individual, and each
edge between nodes represents that the two individuals
are in contact each other, and thus may transmit each
other an infectious disease. Let us suppose that the epi-
demic starts in an individual belonging to the area en-
closed in the dashed box. For the epidemic to spread, it
has to pass through the “bottleneck”. Therefore, if we
could have (i) an early detection system able to signal the presence of a possible out-
break and (ii) the social network of the population under analysis, we could stop the
outbreak by putting into quarantine the sub-graph enclosed in the dotted box, and by
targeted vaccination.

3 The Extended Model

The Eubank model uses exact movements of people (in order to properly label the arcs)
and does not take into account the evolution of infectious diseases spread by vectors
(the only classes of nodes are in fact people and places).

Bottleneck
���

Outbreak origin�

Fig. 2. Sample social network

In this section, we summarize an
extension of this model [14], that ad-
dresses the two limitations above as
follows. In the between-host disease
transmission model we introduce: (i)
probability functions that captures the
uncertainty about the movements of
people and (ii) a further class of nodes
representing vectors. Furthermore, we
make use of probabilistic timed au-
tomata [5][6] to model the within-host
progression.

3.1 The Mathematical Basis

The between-host model is a tripartite
graph with three types of vertices that
represent people, locations and vec-
tors. A person is identified with the no-
tation p, a vector with v, a place with
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l. Let us assume respectively N , V and L be the number of individuals, vectors and
places. Furthermore, at each discrete time t, a person p (or a vector v) is in only one
place.

The edge that connects a person p (or a vector v) to a place l is labelled by a proba-
bility function fp,l(t) (or fv,l(t) for a vector), which represents the probability that, at
time t, person p (or vector v) is in location l.

A person can contract the disease either by means of a contact with an infected person
p′ located in the same place of p, or due to the presence of a vector v. In addition, the
individual may contract the disease or not according to a certain probability, which may
depend on various factors (e.g. by the immune resources of the subject, the specificities
of the disease, etc). Therefore, the probability that subject p becomes infected because
of the infected individual p′, in l, at time t, is given by:

fp,l,p′(t) = γp,p′(t) · fp,l(t) · fp′,l(t) (2)

where γp,p′(t) is the probability of disease transmission from p to p′.
Similarly, if the disease is transmitted by vectors, the probability for person p to

contract the disease due to the presence of vector v in location l in time t is given by:

fp,l,v(t) = τp,v(t) · fp,l(t) · fv,l(t) (3)

where τp,v(t) is the probability for person p to contract the disease from vector v. It is
worth remarking that the model can take into account also aggregations of persons and
vectors (e.g. a swarm of mosquito). Further details on this can be found in [14].

The within-host disease evolution is modelled as a finite state automata with prob-
abilistic transitions [5], in a manner similar to that proposed in the work of Dodds &
Watts [6]. The states of the automata represent the state of health of subject p (e.g.,
healthy, infected or dead), while the edges that connect the states are labelled by proba-
bility functions fp,s,s′(t) that describe, in the time, the probability for subject p to move
from state s state to state s′.

3.2 The Simulative Process

An ad-hoc simulation exploits the aforementioned between-host transmission and
within-host progression models. The simulation summarised in Algorithm 1 starts at
time t0 and ends at time t1, with a discrete time interval Δt. It simulates firstly the
between-host disease transmission (lines 4–12), then the within-host disease progres-
sion (lines 14–23). In summary:

– Concerning the between-host disease transmission, the algorithm cycles over all
locations that (at time t) has an infected individuals on them. Then, cycles over all
healthy persons in the same locations. By using equations (2) and (3), calculates
the probability that each healthy person may become infected. Finally, it extracts a
random number, and if the calculated probability is larger than the random number,
we assume that the transmission took place;
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– Concerning the within-host disease progression, the algorithm cycles over all non-
healthy people and examines all possible state evolutions of the related proba-
bilistic timed automata. Similarly, by using a random number, the disease evolves
accordingly.

Algorithm 1. Iterative simulation

1 t = t0
2 whi le t ≤ t1 do
3

4 / / BETWEEN−HOST DISEASE TRANSMISSION
5 foreach l o c a t i o n l wi th an i n f e c t e d p e r s o n p′ or v e c t o r v do
6 foreach h e a l t h y p e r s o n p wi th an edge i n l do
7 prob = fp,l,p′ (t) or p2 = fp,l,v(t)

8 r = random [0, 1)
9 i f (prob > r ) then

10 p becomes i n f e c t e d
11 end
12 end
13

14 / / WITHIN−HOST DISEASE PROGRESSION
15 foreach non−h e a l t h y p e r s o n p do
16 l e t s be t h e s t a t e o f p

17 foreach s t a t e s′ c o n n e c t e d t o s do
18 prob = fp,s,s′ (t) ;
19 r = random [0, 1)
20 i f (prob > r ) then
21 p i s i n s t a t e s′

22 end
23 end
24

25 t = t + Δ t
26 end whi le

It is clear that repeated executions of Algorithm 1, even on the same scenario, can
produce different results, since both the between-host transmissions and the within-host
progressions are influenced by the extraction of a random number. Therefore, similarly
to the well-know Montecarlo simulations, we must repeat the algorithm as long as an
adequate stop criterion is fulfilled. According to the central limit theorem, the algorithm
is stopped when the following condition occurs:

2 · xα/2 ·
√

S2
N(t)

N
< ε (4)

where N is the current number of iterations, S2
N (t) is the variance of the number of

subjects belonging to the desired state (e.g. infected, dead), 1 − α is the confidence
level, xα/2 is chosen so that

∫ xα/2

−∞ g(t)dt = 1 − α/2, g(t) is the normal distribution,
and ε is the acceptable error level.

It is worth noting the impact of the stabilisation process. During the different itera-
tions, different scenarios are generated. By comparing them, we could isolate the worst
case (e.g. when we have the largest number of deaths), the best case, and the average
one, so to have further opportunities to decide the best preventive and/or healing action.
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4 Case Study

The case study describes the effect of probability in the transmission of the disease, in
comparison with the model proposed by Eubank et al. In particular, let us refer to the
following scenario. Let us suppose that an infected person visits a gym from 12:00 to
13:00, and 50 healthy individuals arrive at 13:00 and go off at 14:00, each for a different
location. Furthermore, let us assume that the disease is such as to have an infectious rate
of 10%.

fp,l(t) = B(k, q)

fp′,l(t) = U[13,14](t)

Fig. 3. Binomial B(k, q) and uniform
U[13,14](t) variables

In the model of Eubank et. al., the dis-
ease transmission occurs only if one can
assume a contact for a more than a certain
period of time. Therefore, in the above
scenario, given the absence of any contact
between the infected and the healthy in-
dividuals, the approach of Eubank at al.
deduces the impossibility of the outbreak.

However, let us suppose that we could
introduce uncertainty about the time in
which the infected person visits the gym,
and in particular let us suppose that we
could model this uncertainty with a Bi-
nomial random variable with parameters
k = 11 and k · q = 2, as shown in
Fig. 3. Accordingly, equations (2) and (3)
become:

fp,l(t) = B(k, q)
fp′,l(t) = U[13,14](t)
γp,p′(t) = 0.1
τp,v(t) = 0

⎫⎪⎪⎬
⎪⎪⎭ ⇒ fp,l,p′(t) = 0.1 ·B(k, q) · U[13,14](t)

fp,l,v(t) = 0

In such a context, it is now possible for the infected individual to contact the healthy
persons and thus to give birth to an epidemic. In particular, the area behind the tail of
the binomial distribution from 13:00 to 13:40 represents such a probability.

By using the simulation described above, we estimated that, at the end of the simu-
lation (t0 = 12, t1 = 14):

– the best case is that the epidemic does not spread;
– the worst case is that we can have three infected people;
– the average case is to have more than one infected individual.

Fig. 4 shows the average number of infected in terms of probability of contact between
the infected individual and healthy subjects (i.e., the tail of the Binomial distribution),
and the infectious rate of the disease. As can be noticed, the simulations show that
the average number of infected individuals grows as both the infectious rate and the
probability of contact increase.
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Fig. 4. Case study results (number of infections vs infectious rate and probability of contact)

5 Conclusions

The paper summarises few approaches that take into account disease outbreaks, starting
with the traditional mathematical approaches (e.g. SIR) and ending with individual-
based ones. The advantages of individual-based approaches were essentially connected
with the ability of gaining better insights into the epidemics. Nevertheless, there are
several issues that currently limit their application in real scenarios:

– The creation of the social network is an extremely complex process. Although e.g.
a software as TRANSIMS can estimate the contact network, it is limited to only
urban areas. However, the possibility of approximating portions of the population
by adequately modifying the probability distributions is a possible approach [14];

– The execution of the simulation is an extremely expensive process from a compu-
tational point of view, and the resources required are very large. In this direction,
there are proposals that attempt either to reduce the algorithmic complexity of the
simulation [14] or to use parallel architectures [2].
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Abstract. The similarity search in theoretical mass spectra generated from pro-
tein sequence databases is a widely accepted approach for identification of pep-
tides from query mass spectra generated by shotgun proteomics. Since query
spectra contain many inaccuracies and the sizes of databases grow rapidly in
recent years, demands on more accurate mass spectra similarities and on the uti-
lization of database indexing techniques are still desirable. We propose a statis-
tical comparison of parameterized Hausdorff distance with freely available tools
OMSSA, X!Tandem and with the cosine similarity. We show that a precursor
mass filter in combination with a modification of previously proposed parameter-
ized Hausdorff distance outperforms state-of-the-art tools in both – the speed of
search and the number of identified peptide sequences (even though the q-value
is only 0.001). Our method is implemented in the freely available application
SimTandem which can be used in the framework TOPP based on OpenMS.

Keywords: peptide identification, tandem mass spectrometry, similarity search,
parameterized Hausdorff distance, precursor mass filter, SimTandem.

1 Introduction

High performance liquid chromatography combined with tandem mass spectrometry
(HPLC-MS/MS or shotgun proteomics) is a widely used technique for identification
and quantification of proteins and peptides in complex mixtures. Mixtures obtained by
a cell lysis contain thousands of proteins and a mass spectrometer produces tenths of
thousands of peptide mass spectra (or query spectra) which must be annotated with
peptide sequences [3].

Before a mass analysis, proteins in a sample are usually enzymatically digested to
peptides. After chromatographic separation peptides are commonly subjected to electro
spray ionization leading to positively charged ions. After transfer into the mass spec-
trometer, the most intense peptide ions are collected based on their mass-to-charge ( m

z )
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ratios and fragmented in a collision chamber. A list of m
z ratios of fragment ions with

intensities of their occurrence (i.e., a list of peaks) forms a tandem mass spectrum. The
most common types of fragment ions occurring from collision induced dissociation
techniques are y-ions and b-ions. Therefore, these ion types serve as main features for
the annotation of spectra with peptide sequences. In practice, many peptides carry ad-
ditional chemical modifications which change masses of amino acids, shift m

z ratios of
fragment ions and complicate the identification of peptide sequences [14].

The annotation of spectra with peptide sequences is often realized by means of a
similarity search in databases of theoretical spectra generated from databases of known
protein sequences, by the de-novo peptide sequencing, sequence-tag methods and com-
parison against a library of experimental spectra [11]. When the similarity search is
utilized, protein sequences are algorithmically digested into shorter peptide sequences
and theoretical peptide spectra are generated. Then spectra captured by a spectrometer
(i.e., the query set) are compared with the theoretical spectra. Since databases of protein
sequences grow rapidly in recent years, a comparison of all spectra in the query set with
all theoretical spectra is time consuming. Fortunately, the search space of putative pep-
tides can be greatly reduced by incorporating the precursor mass (mass of a peptide ion
before fragmentation). In consequence, a query spectrum does not have to be compared
with all theoretical spectra but only with a small subset of spectra in a precursor mass
error tolerance λ .

A query spectrum is compared with theoretical spectra using a pair-wise similarity
function and the nearest spectrum is selected. A peptide sequence corresponding to the
nearest spectrum and the query spectrum form a peptide-spectrum match (PSM). Each
PSM is accompanied by a score determined by the similarity function. A natural and
common similarity score is the cosine similarity [8]. We proposed the parameterized
Hausdorff distance which is able to identify more peptides than cosine similarity [12].
Tools based on the similarity search against databases of theoretical spectra like SE-
QUEST [4], MASCOT [13], OMSSA [5] and X!Tandem [2] implement their own simi-
larity functions.

Even though different tools use different similarity functions, their performance can
be compared by statistical evaluation [6]. A widely accepted technique is to apply a
target-decoy approach. Protein sequences in a database are reversed and appended to the
original database. Original sequences are marked as target sequences while reversed se-
quences are marked as decoy sequences. The false discovery rate can than be estimated
as FDR = #decoy PSMs

#target PSMs . Since FDR is a property of a set of PSMs, the q-value is defined
as minimum FDR threshold at which a given PSM is accepted as correct [6].

Let’s assume a pair-wise distance function d. When a query set of spectra is com-
pared against theoretical spectra, a set of PSMs is obtained where di is the distance
between ith spectrum in the query set and its nearest theoretical spectrum. Let t be a
threshold of d and S be a set of PSMs such that S = {PSMi ∈ S,di ≤ t}. Now assume
the following example. When t = 0.6 and S contains 5 decoy and 500 target PSMs,
the FDR = 0.01. When t = 0.65 and S contains 5 decoy and 1000 target PSMs, the
FDR = 0.005. Since the numbers of decoy PSMs are equal in both cases, the q-value is
0.005 for target PSMs.
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2 Method

Here, we propose an approach for identification of peptides based on the similarity
search of a query spectrum in a database of theoretical spectra. We describe the mass
spectra similarity functions, the method how we speed-up the database search using
the precursor mass filter and the method how we deal with modifications in spectra.
The approach is implemented in the search engine SimTandem which can be easily
used for batch analysis in TOPP (The OpenMS Proteomics Pipeline) [15] [7]. OpenMS
is an open-source C++ library for LC-MS/MS data management and analyses which
enables a statistical evaluation of results from different engines. Thus the engines can be
easily compared. SimTandem is freely available at http://www.simtandem.org
or http://www.siret.cz/simtandem.

2.1 Similarity Functions

When the similarity search in a database of theoretical spectra is employed for identifi-
cation of peptides, a pair-wise similarity (or distance1) function is a crucial component
of each search engine. The angle distance, the parameterized Hausdorff distance and a
modification of the parameterized Hausdorff distance are defined below.

Angle Distance. The angle distance dA (normalized dot product or cosine similarity) is
a commonly utilized function for mass spectra comparison (Eq. 3) [8]. A representation
of mass spectra as high-dimensional boolean vectors is usually used for this purpose.
The range of m

z values in a spectrum is split into subintervals. A width of a subinter-
val is determined by m

z error tolerance ξ (e.g., ξ = 0.5 Da). When a peak falls into a
subinterval, a boolean vector contains 1 at the position corresponding to the subinterval,
otherwise it contains 0 (Fig. 1).

Fig. 1. High-dimensional boolean representation of a theoretical mass spectrum containing
y-ions

Instead of storing high-dimensional sparse vectors, we use directly the vectors of
m
z values x and y (say, a low-dimensional representation of vectors). Considering the
low-dimensional representation, two m

z values between compared spectra are matched
when da(xi,y j)≤ ξ . When the m

z values are matched, the 1 is added to a sum. The max
is used to prevent duplicate matches of the same m

z value in one spectrum with more
m
z values in the other spectrum, i.e., every match of an m

z value is counted only once.

1 The smaller distance means the bigger similarity and vice versa.

http://www.simtandem.org
http://www.siret.cz/simtandem
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dim(x) is the dimension of x. Note that subintervals are not bounded as shown in Fig. 1
because the differences between m

z values are computed.

da(xi,y j) =

{
0, if |xi − y j|> ξ
1, else

(1)

a(x,y) = ∑
xi∈x

max
y j∈y

{
da(xi,y j)

}
(2)

dA(x,y) = arccos

(
a(x,y)√

dim(x)dim(y)

)
(3)

Parameterized Hausdorff Distance. The parameterized Hausdorff distance dHP

(Eq. 6) [12] outperforms dA in the number of identified peptides. The m
z ratio y j in the

minimum distance dh(xi,y j) is found for each m
z ratio xi and then the nth root is used

to reduce the impact of a big value in the sum (Eq. 5). The number of identified pep-
tide sequences increases with increasing n [12]. For n → ∞, the nth root converges to 1.
Since lists of peaks in mass spectra are implicitly sorted, the dHP is computed in linear
time complexity O(dim(x)+ dim(y)).

dh(xi,y j) =

{ |xi − y j|, if |xi − y j|> ξ
0, else

(4)

h(x,y) =
∑xi∈x

n
√

miny j∈y
{

dh(xi,y j)
}

dim(x)
(5)

dHP(x,y) = max(h(x,y),h(y,x)) (6)

Modification of Parameterized Hausdorff Distance. We propose a modification of
dHP called d match

HP (Eq. 8) which increases the number of identified peptides. In contrast
to dHP, the sum of m

z ratios in d match
HP is divided by the number of matches of peaks in a

theoretical spectrum with peaks in a query spectrum, i.e., a(x,y) (Eq. 2). The 1 is added
to a(x,y) to prevent the division by zero when a(x,y) = 0.

hmatch(x,y) =
∑xi∈x

n
√

miny j∈y
{

dh(xi,y j)
}

dim(x)(a(x,y)+ 1)
(7)

d match
HP (x,y) = max(hmatch(x,y),hmatch(y,x)) (8)

2.2 Precursor Mass Filter

Peptide precursor masses are known for both – theoretical and query mass spectra. Thus
a query spectrum does not have to be compared with all theoretical spectra D generated
from a database of protein sequences but only with a small subset Dλ ⊂ D within a
precursor mass error tolerance λ . For efficient determination of Dλ , D is sorted by
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precursor masses and Dλ is found by a binary search of the precursor mass of the query
spectrum. Afterwards, theoretical spectra in Dλ are compared with the query spectrum
using a distance function and the nearest theoretical spectrum to the query spectrum is
selected. The query spectrum, the nearest theoretical spectrum and the score determined
by the similarity function form a PSM.

2.3 Dealing with Modifications

Many peptides contain modifications which change masses of amino acids and thus shift
m
z ratios in the query spectra [14]. Modifications can be artificially added to a sample
because they enable more precise analysis. They can arise during a sample preparation
or during mass analysis. Post-translational modifications arise during the lifetime of a
protein molecule and they give new properties to proteins, make stable conformations
of proteins, regulate protein functions, etc. Modifications are fixed or variable. Fixed
modifications change all amino acids of the same type, e.g., carbamidomethylation of
cysteine. When a fixed modification is supported by a search engine, a mass of an amino
acid is changed when theoretical spectra are generated, e.g., the mass of cysteine is
increased by approx. 57.02 Da. Variable modifications do not have to change all amino
acids of the same type, e.g., oxidation of methionine. When a variable modification is
searched, theoretical spectra with all possible shifts of m

z ratios are generated, compared
with the query spectrum and the theoretical spectrum with the best score is selected to
form a PSM.

3 Results

We used HPLC-MS/MS spectra from E. coli and human. Separation of the E. coli di-
gest was performed using an easyLC HPLC system (Proxean) with a 2h segmented
gradient. Peptides eluting from the column were online injected into an LTQ-Orbitrap
XL instrument (Thermo Fisher Scientific), with top 10 selection of the most abundant
ions for further fragmentation. A dynamic exclusion list of 500 masses and exclusion
time of 90 seconds was used to avoid repeated fragmentation of the same ions. The
query set E.coli contained 30,358 tandem mass spectra. Human spectra were taken
from 2 runs from a label-free human data set [1] – the query set Hum48 contained
26,417 spectra and Hum49 contained 24,537 spectra. The data sets are available at
http://www.simtandem.org.

The manually curated database containing 8,272 protein (332,862 peptide) sequences
was used with E.coli. The database of 173,450 human protein (9,567,012 peptide) se-
quences from UniProtKB/Swiss-Prot (v. 07/2012) [16] was used with human query sets.
Decoy protein sequences were included in both databases. Theoretical spectra were
generated with following settings – enzyme: trypsin ([KR]/P); max. missed cleavage
sites: 1; length of peptide sequences: 7-50 amino acids; precursor mass of peptides:
500-5,000 Da; fragment ions types: y, b, y2+; m

z ratios of fragment ions: 200-2,000 Da.
Query spectra were processed as follows – minimum number of peaks in a spectrum
to be processed: 30; peak selection heuristic: the range of m

z values was split by 50 Da,
5 most intense peaks were selected in each window and 50 most intense peaks were

http://www.simtandem.org
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Table 1. Numbers of identified peptides and search times [min:sec]. In a cell with a number of
identified peptides, the best result among all engines is highlighted.

OMSSA X!Tandem
q-value

Time
q-value

Time
0.05 0.01 0.001 0.05 0.01 0.001

E.coli
11,729 10,301 7,989 03:40 10,277 8,518 6,398 03:35

mod. 13,008 11,435 9,123 05:00 11,612 9,813 7,487 04:36

Hum48
6,893 6,147 5,439 27:42 7,330 5,902 4,239 40:03

mod. 9,430 8,508 7,229 27:42 10,494 8,524 5,411 51:20

Hum49
8,118 7,119 5,392 24:03 7,728 6,085 4,673 37:07

mod. 11,465 10,333 8,601 25:10 11,695 9,712 6,119 53:30

dA dHP d match
HP

q-value
Time

q-value
Time

q-value
Time

0.05 0.01 0.001 0.05 0.01 0.001 0.05 0.01 0.001

E.coli
12,846 10,404 1,785 00:40 13,004 11,200 8,307 00:44 13,373 11,668 9,402 00:43

mod. 14,554 11,587 1,948 01:26 14,576 12,556 9,288 01:33 14,969 13,113 10,005 01:30

Hum48
6,205 3,717 773 03:19 7,162 5,863 4,225 03:53 7,461 6,230 4,497 03:42

mod. 8,615 4,845 934 06:06 9,882 8,108 6,119 06:29 10,305 8,680 7,109 06:34

Hum49
7,859 5,186 2,512 03:05 8,347 6,888 5,329 03:44 8,760 7,512 5,311 03:57

mod. 11,244 6,944 3,291 05:12 12,002 10,011 8,120 06:46 12,531 10,816 8,689 06:15

selected from the unification of the most intense peaks in the windows. λ = 10 ppm,
ξ = 0.5 Da and n = 30 (in dHP and d match

HP ). A machine with Windows 7 x64, Intel Core
i7 2GHz, 8 GB RAM and 5400 rpm HDD was used.

3.1 State-of-the-Art Tools

Numbers of identified peptides for different q-values and search times were measured
for freely available tools OMSSA (v. 2.1.8) and X!Tandem (v. 2011.12.01.1). The re-
finement mode in X!Tandem was not used because it impacted the statistical evalua-
tion. The comparison was made using OpenMS (v. 1.9). Simple pipelines in TOPPAS
were created for this purpose (e.g., OMSSAAdapter → PeptideIndexer → FalseDiscov-
eryRate → IDFilter). Pipelines were processed without and with the support of modi-
fications (carbamidomethylation of cysteine was used as a fixed modification and oxi-
dation of methionine as a variable modification). Results are shown in Tab. 1. OMSSA
identified more peptides than X!Tandem in all query sets and the search was 1.5×-2.1×
faster on human query sets.

3.2 SimTandem

Numbers of peptides identified by SimTandem (i.e., by precursor filter with dA, dHP

and d match
HP ) and search times are shown in Tab. 1. The most peptides are identified

when d match
HP is used. However, when q = 0.001, OMSSA identifies more peptides in

three cases. When q = 0.05, X!Tandem identifies the most peptides in one case. d match
HP

identifies more peptide sequences than dHP in almost all cases. The number of identi-
fied peptides is bigger for dHP than for X!Tandem when E.coli and Hum49 are used.
OMSSA outperforms dHP on human query sets when q ≤ 0.01 is used. The number of
identified peptides is significantly smaller for dA than for other engines.

SimTandem (precursor filter with dHP) is 5.0×-7.1× faster than OMSSA without
the support of modifications and 3.2×-4.3× faster with the support of modifications. It
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is also 4.9×-10.3× faster than X!Tandem without modifications and 3.0×-7.9× faster
with modifications. The speed up is almost the same when d match

HP is used.
A graphical comparison of numbers of identified peptides with state-of-the-art tools

is shown in Fig. 2. The overlap of identified peptides between SimTandem and OMSSA
is bigger than the overlap between SimTandem and X!Tandem and also bigger than the
overlap between OMSSA and X!Tandem on all query sets.

We have tested the impact of the index of the root n in dHP and d match
HP on the number

of identified peptides. Results are shown in Tab. 2. The number is bigger with bigger n.
However, when n is too big, the number of identified peptides is smaller. The optimal n
depends on the data sets and should be determined empirically.

3.3 Efficiency of Precursor Mass Filter

Since the number of comparisons of a query spectrum with theoretical spectra is cru-
cial for the efficiency of the precursor mass filter, an average number of comparisons
was measured in protein sequence databases Swiss-Prot (v. 07/2012) (human sequences
only and all sequences) [16], MSDB [9] and NCBI RefSeq (v. 55) [10]. The query set
Hum48 was used and modifications were not supported. The results are shown in Tab. 3.
Since an organism is usually known for a query set of spectra (e.g., E. coli or human)

Fig. 2. Comparison of SimTandem (dHP) with state-of-the-art tools (q = 0.05)

Table 2. Numbers of identified peptides by dHP and d match
HP for different n (q = 0.001, modifica-

tions in query spectra were not supported). The best result in each column is highlighted.

n
dHP d match

HP
E.coli Hum48 Hum49 E.coli Hum48 Hum49

5 4,237 1,605 2,321 8,307 3,283 4,646
10 6,288 2,590 4,167 9,165 4,194 5,517
20 8,101 3,773 5,160 9,360 4,440 5,220
30 8,307 4,225 5,329 9,402 4,497 5,311
50 8,370 4,343 5,144 9,427 4,530 5,268

100 8,415 4,447 5,579 9,453 4,560 5,295
∞ 8,348 3,928 5,023 9,332 3,988 5,110



108 J. Novák et al.

Table 3. Average numbers of comparisons of a query spectrum with theoretical spectra for dif-
ferent protein sequence databases and different precursor mass error tolerances λ . Numbers of
protein and peptide sequences in databases are also proposed (decoy sequences are included in
the databases).

Database
Number of Number of λ

proteins peptides 5 ppm 10 ppm 15 ppm 0.5 Da 1 Da 2 Da

Swiss-Prot (human) 173,450 9,567,012 206 409 613 3,892 7,792 15,564
Swiss-Prot (complete) 1,073,578 52,361,610 1,056 2,091 3,135 21,261 42,645 85,141

MSDB 6,478,158 281,767,270 5,756 11,369 17,042 113,272 227,017 453,153
NCBI 34,737,538 1,533,987,691 30,606 60,638 91,004 612,225 1,227,339 2,451,235

and the precision of modern spectrometers increases, the number of spectra compared
with a query spectrum is small and thus the precursor filter is efficient. For example, 409
spectra are compared with a query spectrum when human sequences from Swiss-Prot
are used and when λ = 10 ppm. When the NCBI database is used, the number of com-
parisons is 60,638. For a mass spectrometer with a low precision λ = 2 Da, the number
of comparisons is significantly bigger. For example, 15,564 spectra are compared when
human sequences from Swiss-Prot are used and 2,451,235 comparisons are made when
the NCBI database is used.

4 Conclusions

We have compared the parameterized Hausdorff distance with state-of-the-art peptide
identification tools OMSSA, X!Tandem and with the cosine similarity which is com-
monly utilized as a mass spectra similarity. The comparison was performed using the
OpenMS proteomics pipeline. We have proposed a modification of the parameterized
Hausdorff distance which outperforms the original distance in the number of identi-
fied peptides. We have shown that a combination of the peptide precursor mass filter
with newly proposed distance outperforms state-of-the-art tools in both – the number
of identified peptide sequences and the speed of search. We have analyzed the effi-
ciency of the precursor mass filter considering different protein sequence databases and
different precursor mass error tolerances. Since the precision of modern instruments in-
creases, the precursor mass filter is an efficient indexing technique (especially, when the
organism, from which the spectra originate, is known before the search). Our method
is implemented in the freely available application SimTandem which can be used for
batch processing using TOPP.
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3 Instituto de Parasitoloǵıa López Neyra, CSIC, Granada, Spain
lindo@ipb.csic.es

Abstract. The quantity and quality of genome-wide association studies
for several diseases are constantly increasing. As a consequence, molecu-
lar biologists from different laboratories demand new visualization tools
for them to explore results by view and formulate new conjectures to work
on. Although nowadays most studies are not able to reconstruct individ-
ual haplotypes, the next generation sequencying technologies will allow
to obtain individual haplotypes in most studies conducted in the next
few years. As evolutionary analysis of the haplotypes can be an invalu-
able information to biomedical researchers to build hypotheses of genetic
variation by considering haplotype evolution, we have build a web-based
tool for biomedical researchers to build and visualize risk haplotype trees
along a chromosome so that they can perform a visual online exploration
of the genetic factors associated with complex diseases.

Keywords: genome-wide association study, haplotype, disease risk, next
generation sequencing.

1 Introduction

Although risk variants increasing individual predisposition to develop a com-
plex disease usually require to know individual haplotypes, most of the current
genome-wide association studies (GWAS) ignore haplotype configurations and
only focus on genotype data. This simplistic approach still has helped to detect
numerous risk variants for several complex diseases such as Multiple Sclerosis
(MS) [1]. However, the most important results are expected to be obtained when-
ever the technology is mature enough for the molecular biologists to conduct
GWAS using haplotypes instead of genotypes. Nowadays, to conduct a GWAS
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using haplotypes is very expensive and very few have been performed. As ex-
amples of diseases for which one of these studies exists are MS, dental caries
and attention deficit hyperactivity disorder. For most studies, haplotypes may
be inferred from genotypes by using computational algorithms. However, these
algorithms are accurate only for haplotypes with a small number of markers [2].
Some association tests have been proposed in order to analyse whether associa-
tion exists between haplotypes and a trait or disease. As their power is directly
related with the accuracy of inferred haplotypes, they were succesful only when
used with well-inferred haplotypes. It has to be noted, that the longer the hap-
lotypes the larger the difficulty to be inferred without errors. Among them, we
focus in this work in those able to use haplotype trees, i.e., ancestral relation-
ships between haplotypes, to improve power when assessing association evidence
of risk to develop a complex disease. Some examples are TreeDT [3], which infers
a tree of haplotype ancestors given a data set of current haplotypes, TreeDTh [4]
which improves TreeDT by keeping Type-I errors due to multiple testing under
control while increasing power and 2GTree [5] which modifies 2G [6] by building
trees using a Bayesian measure. As far as we know, neither of them provide a
visual tool so that trees along a chromosome can be explored by a biomedical
researcher. Moreover, results from every haplotype-based association test such
as 2G are susceptible to be augmented with haplotype trees.

In this work we present HaptreeBuilder, a web-based and visual application
whose main goal is to facilitate biomedical researchers to access to results from
GWAS conducted on haplotypes. Together with association maps already known
[6], the application is able to automatically build webpages for a given trait in
which haplotype trees have been learned from data and draw to provide a graph-
ical image to biomedical researchers. Section 2 describes HaptreeBuilder, includ-
ing its main functional features, its architecture and the user interface. It also
provides details about the more complex tasks and design and implementation
issues. In Section 3 we show how the application has been used to build web pages
showing haplotype-based results from a GWAS on MS. A discussion appears in
Section 4. The website has been created at http://bios.ugr.es/haptreeBuilder.
Supplementary material is accesible at http://bios.ugr.es/haptreeBuilder/
supplementary.pdf.

2 Method

HaptreeBuilder is a web-based and visual tool with the main purpose of sum-
marizing haplotype information and their associations with a trait by building
risk haplotype trees from genome-wide association results and creating and dis-
playing images of them. It is accesible at http://bios.ugr.es/haptreeBuilder.

2.1 Risk Haplotype Trees

A haplotype tree is a tree that has haplotypes as nodes. Several algorithms use
haplotype trees. They usually consider the root node as the oldest haplotype and
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arcs are used to represent haplotype evolution. The length of the arc may be
used to represent the time the new haplotype took to evolve. For instance, two
nodes may be linked when the one closer to the root evolved to the other one by
a mutation. Figure 1 (a) represents a haplotype tree with haplotypes composed
of four nucleotides. Instead of using arrows for arcs, we used a rectangle to
represent the root node. When two mutations were required to produce a new
haplotype, as in the case of AAAA→CGAAA, the arc has double length than
when only one mutation explains the new haplotype.

But HaptreeBuilder produces haplotype trees enriched with risk information.
Therefore, as they are built in relation with a trait or a disease, each haplotype
node can have a different color depending on whether it is a risk haplotype (red
colour) or not (blue color). Figure 1 (b) shows an example of a haplotype tree
with length of 10 nucleotides. To save space, haplotypes are represented by their
codes in the plot. The actual haplotype configuration for this risk haplotype list
can be seen in Table S1.

To build a haplotype tree from a list of haplotypes, we have used the TCS
algorithm [7], an algorithm able to infer population level genealogies given a
data set with the variants of a current population. It first computes a distance
matrix with distances among every pair of haplotypes in the data set and then
tries to connect the variants (haplotypes) by using a tree (cladogram). Table S2
gives more details about the algorithm.

Together with risk haplotype trees, HaptreeBuilder also provides risk maps, i.
e. an horizontal bar for each locus whose length is proportional to the association
p-value found at that locus given a trait.

2.2 Main Features

Users can access to HaptreeBuilder through four different roles: visitor, standard
user, expert user and administrator. There is a common inheritance relationship
among all these users (see Figure S1), being the visitor at the root, i.e. they will
have access to very few functions, and the administrator at the bottom, i.e. they
will have full access to the system features.

As the tool can be used by different user roles, we will describe the main
features considering the more ancestral user role with access to each one:

The main feature of HaptreeBuilder are the following:

– Visitor: General information about the application

– Visitor: User registration and login

– Standard user: Visualization of risk maps

– Standard user: Visualization of risk haplotype trees

– Expert user: Produces a web site with all risk maps and haplotype trees for
all the chromosomes given a trait and haplotype length.

– Administrator: Promotes a standard user to expert user or steps down an
expert user to standard user. For security reasons, a user cannot reach the
role of an expert user without the administrator consentment.
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(a)

(b)

Fig. 1. (a) An example of a haplotype tree. The root node is represented as a rectangle.
There may be more than one tree for a given locus. The length of an arc is proportional
to the number of mutations required for an haplotype to evolve from its most recent
ancestor. (b) An example of some risk haplotype trees built by HaptreeBuilder at a
given locus. Nodes in red represent risk haplotypes, i.e. those found in association with
the trait analyzed, while nodes in blue represent those haplotypes with no relation with
the trait.

As the generation of the web site for a trait is quite complex and requires to
use different software tools and data formats, we provide in Table S3 a detailed
description of all the steps involved, the input data they require and the output.
The user interface is a common graphical web-based interface. Figure 2 (a) shows
the home page of the site.

2.3 System Architecture and Implementation Details

HaptreeBuilder has a client-server three-layer architecture having the server side
one thick layer with controlling responsibilities and the most computationally
demanding functionality, i.e. algorithms to build haplotype trees and maps, im-
plemented under it. It also has a more basic layer with a data base managing
system (DBMS) to control user credentials. The client side has only presenta-
tion/visualization reponsibilities. Figure 2 (b) shows the system architecture of
HaptreeBuilder. HaptreeBuilder has been developed by using different software
tools. To make the haplotype trees, a java implementation of TCS has been used
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(a)

(b)

Fig. 2. (a) Home page of HaptreeBuilder. (b) System architecture of HaptreeBuilder.
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[8]. In order to convert text-formatted trees to plots and to build risk maps we
used php as the script language. The graphical library graphviz was also used
to generate the plots. Web sites are built on an Apache webserver under linux
and mysql was used as the database management system.

3 Use Case

In this section we describe a use case from HaptreeBuilder. Molecular biologists
at “Instituto de Parasitoloǵıa López Neyra-CSIC” in Granada (Spain) work-
ing in the genetic basis of multiple scleroris were interested in a deeper study
of variant rs1299934, affecting the expresssion of gene DRB1, and the other
variants in linkage disequilibrium with it. Association of these haplotypes was
computed using the algorithm G2 [5] but the need to graphically summarize
these relationships had to be fullfilled by using other technologies such as risk
haplotype trees. Therefore, an expert user at the research group of Bioinformat-
ics (http://bios.ugr.es) built a set of web pages using HaptreeBuilder to build
all the risk maps and risk haplotype trees using haplotypes of legth 20. The web
site can be accessed at http://bios.ugr.es/haptreeBuilder/ms.

4 Discussion

The results obtained show the potential of the risk haplotype trees, and Haptree-
Builder as a tool to build them, in the search and interpretation of genetic basis
of complex diseases. The same trees could be built in discretized transcription
phenotypes [9] in order to facilitate the relationships between the risk variants
and biological pathways.

As conclusion, we have defined the risk haplotype tree as a variant of the
well-known haplotype tree in order for it to represent ancestral relationships
between risk and protective variants for a given trait. We have developed a web-
based tool for the automatic generation of risk haplotype trees and risk maps
all over the genome given a trait and results from a genome-wide association
study based on haplotypes. This tool is of great interest for molecular biologist
researching on genetic basis of a complex disease. We plan to extend the tool in
order to annotate the risk haplotype trees with known risk variants from genetic
repositories.

Acknowledgments. The authors were supported by the Spanish Research Pro-
gram under project TIN2010-20900-C04-1, the Andalusian Research Program
under project P08-TIC-03717 and the European Regional Development Fund
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Abstract. Model checking is a generic and formal technique that the authors
have proposed for the study of properties that emerge from the biological labeling
of the states defined over the phylogenetic tree [3] [10]. This strategy allows
us to use generic software tools already present in the industry. However, the
performance of traditional model checking is penalized when scaling the system
for large phylogenies. To this end, two strategies are presented here. The first one
consists of partitioning the phylogenetic tree into a set of related subproblems
so as to speed up the computation time and distribute the memory consumption.
The second strategy is based on uncoupling the information associated to each
state of the phylogenetic tree (mainly, the DNA sequence) and exporting it to an
external tool for the management of large information systems. The integration
of all these approaches outperformed the results of monolithic model checking
and helped us to execute the verification of properties in a real phylogenetic tree.

Keywords: distributed and sliced model checking, database, phylogenetic
property.

1 Introduction

A phylogenetic tree is a description of the evolution process which is discovered through
molecular sequencing data and morphological data matrices [8]. We applied model
checking techniques in our previous works in order to study properties that emerge
from the biological labeling of the tree states [3] [10]. For example, the next formula
specifies the backmutations present in a branch of the phylogeny [10]: BM (col,σ) ≡
(seq[col] = σ)∧EF [(seq[col] �= σ)∧EF (seq[col] = σ)].

Model checking is a generic unifying formalism that allows the phylogeneticist to
focus on tree structures, biological properties and symbolic manipulation of phyloge-
nies described using temporal logic, instead of on implementation issues concerned
with particular algorithms. Model checking allows us to uncouple software tools from
the definition of properties and it hides the underlying implementation technology. Be-
sides, these properties can be exported and evaluated in other structures (i.e., trees or
networks) so as to compare the results and define a metric.

Nevertheless, the performance is penalized when scaling the system for large phylo-
genies and alignments [10]. The underlying problem of standard model checking is the
great amount of phylogenetic data it has to deal with: the information associated to each
node of the tree is strongly related to the DNA sequence of the specie (up to millions of
nucleotides).
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In order to solve this, two strategies are presented here. The first one consists of
partitioning the global graph structure into a set of related subproblems so as to speed
up the computation time and distribute the memory consumption. Two subtactics are
considered here depending on the division method: the partition of the tree into subtrees,
each one managed by a different model checker; or the slicing of the tree, each slice
containing a copy of the original tree but only a portion of the DNA sequence. These
techniques were presented in previous works [6] [5] [11], but we compare here the
performance of these two complementary tactics.

The second strategy is based on uncoupling the DNA information of the Kripke
structure and exporting the alignment to an external tool specialized in the management
of large information systems, for example, a database.

In this paper, we show that a combination of both strategies allows us to obtain the
best of the two worlds. Hence, this document is thus divided in 5 sections. After this in-
troduction, Section 2 introduces the adaptation and implementation of distributed model
checking techniques for the particular case of phylogenetic trees. Secondly, Section 3
presents the notions of external databases for storing the DNA alignment. Next, Sec-
tion 4 summarizes how all these solutions can be integrated in a workflow that improves
the performance of each solution in isolation. Finally, Section 5 briefs the conclusions.

2 Partitioned Model Checking

2.1 Division in Subtrees

Model checking based on distributed Kripke (tree) structures attempts to improve the
performance by partitioning the graph into smaller subgraphs and distributing the
chunks among available computing units (both the storage of the partial Kripke struc-
ture and computation of satisfiability of logic formulas [6]). These methods attack the
size of the structure (number of states) and not the complexity of each state, which is
the other limiting factor in phylogenetic model checking.

In the particular case of trees, the verification and communication process between
chunks is simplified due to their inherent acyclicness. Given the tree root, s0, we verify
the property for each of the direct subtrees and operate with the boolean results accord-
ing to the logical quantifiers. In the case of a generic formula φ written in “Computa-
tional Tree Logic” (CTL) [1], the equivalence is supported by the following recursive
expansion law of the path operators (EX, EG, E U ):

M,s0 |= EXφ ≡∨
si∈successors(s0)

Mi,si |= φ
M,s0 |= EGφ ≡ M0,s0 |= φ ∧ (

∨
si∈successors(s0)

Mi,si |= EGφ)

M,s0 |= E(φ1Uφ2)≡ M0,s0 |= φ2 ∨
(M0,s0 |= φ1 ∧ (

∨
si∈successors(s0)

Mi,si |= E(φ1Uφ2)))

where M is the original tree with root s0. Mi is the subtree with root si ∈ successors(s0).
The degenerated tree M0 only needs the node s0. The formula can be unfolded indefi-
nitely by means of EX. In this case, the set of successors si defines a border at a certain
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depth of the original tree: we must ensure that φ holds in s0, in the subtree rooted by si

and in a path between s0 and si. The root si acts as an interface node for the communi-
cation process during the composition of the partial results.

The number and size of the subtrees, and the appearance of short circuits during the
composition of results will determine the performance of this approach. The detection
of clades with conserved regions or characteristic SNP’s are the kind of properties that
benefit of this approach.

The implementation of the model checker is also important. For example, Table 1
represents the time needed for the initialization of the NuSMV model checker given a
phylogenetic tree labeled with simple identifiers (GenBank accession numbers [2]). If
the tree is balanced, the initialization and verification of the subtrees is faster than the
original one because the trend is quadratic with respect to the tree size.

Table 1.

Nodes 165 435 631 785 1016 1365 1697 2136 5280 7602 13141 13444 14512
Seconds 0,012 0,060 0,112 0,156 0,240 0,444 0,668 1,012 7,876 15,361 48,679 52,643 57,820

2.2 Slicing the State

Phylogenetic model checking usually associates a complete DNA sequence per node
of the tree. Sometimes the storage in local memory of the phylogenetic tree together
with the atomic propositions leads to a high memory consumption in the model checker
tool. In order to solve it, the state slicing (also called sliced model checking) focuses on
the state complexity of the Kripke structure by creating several copies of the original
phylogenetic tree and verifying the subproperties in parallel, each slice labeled with a
partial substring of the DNA [11].

Consider a generic phylogenetic property φ(p1, p2, . . . , pl) represented by a tempo-
ral logic, with pi ∈ APi = {seq[i] = σ |σ ∈ Σ} an atomic proposition that asks for the
tree nodes having the nucleotide σ in the i-th position of the DNA sequence (Def. 3,
[11]). The classical model checking algorithm parses the formula and starts verifying
the inner subformulas first. In the derivation tree from the CTL grammar for the given
formula, we reach a propositional operator at some point of the recursion (boxed lines
in Algorithm 1).

The verification of formulas with propositional operators, such as ψ1 ∨ψ2, begins
with the computation of the satisfiability sets Sat(M,ψ j), j = {1,2}. These sets allow
us to distribute the computation in parallel, as long as we compose the partial results
with a synchronized union. The support of ψ j is ‖ψ j‖= {pi ∈ APi|pi or ¬pi appears in
ψ j}. The verification of ψ j is mapped to a remote model checking tool that has a copy
of the phylogenetic tree labeled with the slice RI =

⋃
i∈I APi, with I ⊆{1 . . . l} a set of in-

dex, l = length(DNA) and AP =
⋃l

i=1 APi. The remote model checker also executes the
Algorithm 1 but with the set of atomic propositions belonging to ‖ψ j‖ ⊆ RIj . In order
to obtain a perfect distribution,

⋂
j={1,2} ‖ψ j‖ = /0. The notation par(RIj ,Sat(M,ψ j))

means that Sat(M,ψ j) is computed in parallel in the remote model checker RIj associ-
ated to the slice containing ‖ψ j‖. LRI is the labeling function of the states of that slice.
The computation of the CTL paths is denoted with the fixpoint algorithms μZ/υZ.
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Algorithm 1.. Algorithm Sat (M,φ)
Require: M = (S,S0,R,L) is a Kripke structure; φ(p1, p2, . . . , pl) is a CTL formula

if φ ≡� return S {Set of states from the Kripke structure M}
else if φ ≡ pi ∈ AP return par(RI ,{s : pi ∈ LRI (s)}) with i ∈ I

else if φ ≡ ¬ψ return S\ par(RI ,Sat(M,ψ))

else if φ ≡ ψ1 ∨ψ2 return par(RI1 ,Sat(M,ψ1))∪ par(RI2 ,Sat(M,ψ2))

else if φ ≡ EX(ψ) return {s : (s,s′) ∈ R,s′ ∈ Sat (M,ψ)}
else if φ ≡ EG (ψ) return υZ.(Sat (M,ψ)∩EX(Z))

else if φ ≡ E(ψ1Uψ2) return μZ.( par(RI1 ,Sat(M,ψ1))∪ par(RI2 ,Sat(M,ψ2)) ∩EX(Z))

end if

By now, we consider the access to the atomic propositions transparent to the underly-
ing technology. However, we must advance that this is usually the most time-consuming
part during the experimentations in Section 4. This fact motivates the introduction of
information systems optimized for the management of huge amounts of phylogenetic
data in the next section.

Finally, the size of the slices depends on the target DNA regions we desire to analyze
(i.e., single nucleotides, genes or chromosomes), the kind of properties we want to
verify and the hardware requirements we have. A high number of slices will provide of
a better level of parallelism and low hardware requirements (CPU, memory), but it will
be limited by the potential appearance of bottlenecks during the composition of results.
The detection of backmutations is a degenerated example of this case because it only
needs a tree labeled with a single nucleotide.

3 Database Model Checking

The second step of our approach would consist of uncoupling the atomic propositions
from the model checker. The use of external databases as a repository of nucleotide
labels alleviates the memory explosion problem when the local storage of trees with
partial DNA is not enough. Moreover, the database manager simplifies the interface
to the DNA data because it usually allows concurrent queries and it hides the internal
synchronization and data structures. In a general sense, trees are labeled with pointers
to DNA sequences stored in an external server.

By default, we use BioSQL, a shared database schema for storing sequence data in
SQL servers that is supported by several script languages [9]. The DNA alignment is
stored in a single table with a row per DNA sequence. Each row consists of two fields:
an identifier (GenBank accession number) plus the plain string of nucleotides.

In fact, the database tables can be seen as matrices that we can slice by row (number
of taxons) or by column (divide the DNA in substrings). These (sub)tables can be stored
or replicated in separated servers or cluster nodes so as to allow parallel access to the
DNA data and to improve the communication bandwidth between the database and the
model checker. In addition, recent versions of SQL servers support multicore CPU’s,
which improves the time response when attacking the server with several queries. This
approach allows scaling in memory and speeds up the system.
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Finally, relational databases cannot only store phylogenetic data, but also partial ver-
ification results. Furthermore, relational databases can execute the model checking al-
gorithms for CTL formulas [12]. The main advantage is that we avoid the exportation
of DNA data from the database and the bandwidth bottleneck. An evaluation of SQL
model checkers for phylogenetic data will comprise our future work.

4 Experimental Results of the Workflow

We compose our new framework by integrating the different modules described in pre-
vious sections (Figure 1). The central core of our approach is the model checker pack-
age NuSMV v2.5.4 [7], which is a well-known public software. It is surrounded by a
set of modules and tools that pre (post) process the phylogenetic data. Our framework
is divided in three important modules. First of all, the “Loader” consists of a Biopython
script that creates and initializes a local MySQL server v5.5.24-7 with all the DNA
sequences. It is executed only once during the initialization and the database remains
constant for all the verification process.

Secondly, the “Property Transformer” is a Biopython script that translates the phy-
logenetic formulas and precomputes the set of states (usually, species) satisfying the
atomic propositions (it invokes the last recursion call of Algorithm 1). We have selected
to precompute the set of atomic propositions in parallel because they are the most time-
consuming part of the verification process. The script takes an atomic proposition with
the pattern seq[i] = σ and returns the set of identifiers from those species that satisfies
the formula. We recall that the internal representation of the phylogenetic tree in the
model checking tool will be labeled with unique GenBank identifiers that allow us to
recover the DNA string from the database. Finally, the “Property Transformer” gener-
ates a property file per atomic proposition so as to launch several copies of the model
checker in parallel.

Next, the “NuSMV Transformer” is a Bioperl script that translates the phylogenetic
tree into a NuSMV file format and appends the properties we want to verify. The
NuSMV input file is equivalent to that defined for Cadence SMV in [10] except for
the inclusion DNA sequences. The script can be extended in order to divide the origi-
nal tree in multiples subtrees according to the biological requirements. Finally, for each
(sub)tree, the system executes in parallel the verification of the atomic propositions and
composes the result with a multi-threading algorithm.

With respect to the experimentation, we must remark that the integration of all the
techniques explained in previous sections (external databases and distribution) enables
the verification of properties in big phylogenies. Our data set comprises the ZARAMIT
tree [4], which has been reconstructed from 7390 Human mitochondrial DNA sequences
(16,569 base pairs). Table 1 shows that our architecture outperforms previous works in
[10]: we spend less time and memory for the initialization of the model checking tool
with the ZARAMIT tree than for the initialization of a protein tree (2000 nodes and
sequences of 500 aminoacids).

We must emphasize that we cannot execute the model checking tool if we do not
separate the DNA data in an external database. From the point of view of performance,
the database is the most important point of our workflow because it connects the model
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Fig. 1. Workflow diagram

checker with the DNA sequences. The database server is executed in a desktop worksta-
tion (AMD Opteron @3GHz, 4GB RAM, Debian Linux). Due to the “small” alignment
size (around 350MB for 7390 leafs plus ancestors) and the hardware available, we work
with a single instance of MySQL server. The database loader spends less than 2 minutes
at the initialization point, but the database remains constant for all the verifications. For
example, the retrieval of atomic propositions lasts 7.2s for 25 concurrent SQL queries
(44.6s if we serialize them).

A second desktop workstation (Intel Core 2 Duo E6750 @ 2.66GHz, 8GB RAM,
Debian Linux) is devoted to the execution of the model checking workflow. As we re-
marked previously, we detected that the internal representation of the Kripke structure
in NuSMV penalizes the access to the atomic propositions during the model checking
process. The time required for the computation of a relatively big set represented by a
single atomic proposition raises up to 1m 20s (around 25s if we discount the initializa-
tion costs of Table 1). Conversely, the integration of partial results (atomic proposition
sets) and the computation of CTL paths for the verification of a backmutation property
only lasts 1m 2s in total (5-10s if we exclude the initialization costs).

The next step consists of the distribution of the computation of sets satisfying the
atomic propositions. We launch an independent NuSMV task per atomic proposition so
as to obtain as much parallelism as possible. The first part of the parallelism consists
of the replication of the Kripke structure in several instances, the verification of each
atomic proposition in a monolithic model checker, and the storage of the temporal re-
sult (sets satisfying an atomic proposition) in a text file. Thanks to the integration with
databases, the memory consumption of each model checker is reduced (a small over-
head of around 50 MB/task for the representation of the phylogenetic tree). Besides,
they can be executed in multicore CPU’s or clusters.

When every task is finished, we execute a parallel version of the model checker so
as to collect the results of the atomic propositions and analyze the CTL paths. Depend-
ing on the number of formulas and the number of atomic propositions per formula, we
obtain a higher speed up from the distribution. We remind that the computation of sets
represented by atomic propositions lasts around 25s in usual cases, and the initialization
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costs raises up to 55s-1m, so we must parallel the computation of four or more atomic
propositions in order to obtain a clear speed up. Longer unexplored phylogenetic prop-
erties can take advantage of multi-threading as the CTL verification cost depends of the
formula length [1].

5 Conclusions

The use of monolithic model checking for the verification of huge phylogenetic data
is unfeasible because of the high requirements in time and memory. In this paper we
presented the adaptation and integration of two techniques that help us to scale up our
framework: distributed model checking, that divides the Kripke structure in subtrees
and slices the nodes in portions of DNA; and the use of external databases.

The particularities of trees with respect to more generic graph structures facilitates
the implementation, synchronization and composition of results of distributed struc-
tures in phylogenetics. The verification of properties in clades and subtrees improved
the performance of our system as the initialization time in the NuSMV model checker
depends quadratically with the number of nodes.

Secondly, the introduction of sliced model checking has reduced the memory con-
sumption by storing fragments of the DNA in the local memory of the model checker or
the complete DNA alignment in an external persistent database. In particular, relational
databases allowed us to map sequences and nucleotides with atomic propositions. Fur-
thermore, relational databases can emulate the model checking algorithms using PL-
SQL. In conjunction with a multi-threading parallel algorithm, we have provided an
efficient way of verifying complex temporal logic formulas.

Finally, the integration of all this approaches helped us to execute the verification
of properties in a real phylogenetic tree. The execution of model checking over the
ZARAMIT tree has outperformed the results of monolithic model checking in [10].
Our future work will focus on the symbolic manipulation of results and the evaluation
of a set of phylogenies labeled with quantitative information so as to reason which tree
fits a DNA substitution model expressed in a probabilistic CTL.
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Abstract. This paper describes the Comp2ROC package implemented
in the R programming language. The theoretical contextualization be-
hind this package are introduced including a general introduction to ROC
curves, their main features, and how ROC curves are applied. Further-
more, methodologies are presented for comparing two ROC curves, both
when two curves intersect and when they do not. Finally, the paper ex-
plains how and when to use the Comp2ROC package to compare two
ROC curves that intersect. An example application is shown and dis-
cussed to fully demonstrate how to use the facilities in this package.

Keywords: ROC Curve, multi-objective, R Package,Comp2ROC.

1 Introduction

The ROC (Receiver Operating Characteristic) curves are used to evaluate the
accuracy of a prediction. These curves were first used in Second World War, on
the analysis of radar signals. After the attack on Pearl Harbor, the Army of the
United States began its research to improve the prediction of correctly detect
Japanese planes through these radar signals [7].

Systems comparison based on ROC curves is a process widely used the most
varied areas of knowledge. In two ROC curves that do not intersect the statistic
proposed by Hanley [3] is sufficient to evaluate the statistical significance. How-
ever when two ROC curves intersect is needed to make a comparison according
to these crosses as well as identify the region where they occur. The methodology
proposed by Braga et al [1] lets the user compare two ROC curves that intersect
through a nonparametric method. The Comp2ROC is a package developed in R
language [6], which is based on this new methodology.

The choice of the R language relates to the fact that this is a language
with an integrated development environment for statistical calculations and
graphics.
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DOI: 10.1007/978-3-319-00578-2_17 c© Springer International Publishing Switzerland 2013
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2 Implementation

2.1 Method Description

ROC curve is a representation of a set of points in an unitary two-dimensional
space, which are joined by straight lines. The ROC graph ordinate axis is
Sensitivity or TPR and the abscissa axis is 1− Specificity or FPR, obtained
by varying the cut-off along the axis of the decision variable in a discrimination
problem.

The important parameters for accuracy evaluation are the predictions results
and the observed results (binary values). This decision process could be de-
scribed as a function of the observed and predicted values, as a table 2x2 table
as following:

Table 1. Relation between previewed and seen data.

Observed

Predicted Positve Negative

Positive TP (True Positives)
FP (False Positives)

Type I error

Negative
FN (False Negatives)

TN (True Negatives)
Type II error

The values above allow calculating the sensitivity and specificity. The sensi-
tivity (TPR) measures the ability of a test to correctly classify an individual as
having a specific attribute and is calculated as follows:

Sensitivity =
TP

TP + FN
. (1)

On the other hand, the specificity (TNR) measures the ability of a test cor-
rectly to exclude an individual who does not have a particular attribute, and is
calculated as follows:

Specificity =
TN

TN + FP
. (2)

Discrimination Measures of the Curve. As discrimination measure of the
curve, are used the area below it (A). It value can be computed using:

1. The approximation to the Wilcoxon-Mann-Whitney statistic:

S(Xi, Yj) =

⎧⎨
⎩

1 if Xi > Yj

0.5 if Xi = Yj

0 if Xi < Yj

(3)

where Xi are the negative cases, Yj are the positive cases, and S is the
classifier function. The area, A could be compute using the equation:
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A =
1

nN × nP

nN∑
i=1

nP∑
j=1

S(Xi, Yj) (4)

2. Numerical algorithms as trapezoidal rule;
3. Approximation formula in a binormal plan, developed by Metz [4].

Compare ROC Curves That do not Intersect. In Fig. 1 are illustrated
three ROC curves that do not intersect and the randomness line (dashed line). A
ROC curve reaches its gold standard when it overlaps with the upper left corner
of the referential, represented in Fig. 1.

Fig. 1. Example of three ROC curves.

Two curves could be compared seeing which one has the largest value of A.
The biggest area corresponds to the best performance. To evaluate the statistical
significance of the difference between two curves the methodology proposed by
Hanley [3] through the formula (5), is the most used.

Z =
A2 −A1√

SE2
1 + SE2

2 − 2rSE1SE2

∼ N(0, 1) (5)

Ai is the area below the curve i, SEi is the standard error of the area of curve
i and r is the correlation coefficient between the two curves and is calculated
through the method developed by DeLong [2]. If the samples are independent
r = 0.

Compare ROC Curves that Intersect. The comparison of ROC curves that
cross each other as proposed by Braga et al [1] is done in three main phases:

1. Sampling curves. Are drawn K sampling lines that vary their slope uni-
formly covering the entire referential. These lines start on point (1,0) and
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progress in the direction of the ordinate axis. The authors found an opti-
mal number of sampling lines, but these are computationally impossible to
process, so they propose 100 sampling lines as the optimal number.

2. Curve performance evaluation. To evaluate the measures of performance
of the curves, are computed two measures, extension and location. Exten-
sion measure allows to evaluate the proportion of gains and losses. Is
checked line and curves intersection points, and the first curve that intersects
the line gains. Location measure is related to the area bounded by the two
curves and two sampling lines. The area is calculated through the difference
between the triangle areas formed by the two intersection points and origin
point (1,0). After is drawn a chart with these values. All positives correspond
to curve 1 gain, while the negatives correspond to a curve 2 gain. The region
with highest area expressivity corresponds to the best performance.

3. Statistical evaluation of the performance of the modalities to com-
pare. In this phase a permutation test is carried out. To do this permutation
test Braga et al [1] proposed:

(a) Formulate the null and alternative hypothesis, and choose the test statis-
tic, TS;

(b) Calculate the TS for the original set of observations;
(c) Permute the observations and we calculate the TS for all combination;
(d) Obtain the critical point of the TS;
(e) Decision to reject or not the null hypothesis.

In this case it was tested if the differences are or not significant, using as
test statistics (TS) the sum of the differences defined by the authors [1].

2.2 Package Description

Version 1.0 is the result of compiling functions that implement a multi-objective
optimization methodology for evaluating two diagnostic systems based on ROC
curves performance. The package allows drawing ROC curves in the unitary ROC
plan, distances graphs and see the curves comparison results. The application is
developed in R (requires version 2.15.1 or higher and boot and ROCR packages).
Next will be described the package functions used on Comp2ROC.

Curvesegslope Function. This function calculates the slopes of the lines that
together build the ROC curve. It takes as parameters the TPR and FPR of the
ROC curve.

Curvesegsloperef Function. Calculates the slopes of the lines that join the
points of the ROC curve to the reference point (1,0). The function parameters
are the TPR, the FPR and also the reference point.

Lineslope Function. Calculates the slopes of the sampling lines, depending
on the number desired by the user (K). It returns a vector with these values.
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Linedistance Function. This function calculates the intersection points of
the sampling lines with the ROC curve. It also calculates the distance between
these points and the reference point. The parameters of this function are the
TPR and FPR points, the slopes calculated by curvesegslope, curvesegsloperef,
lineslope and also the reference point.

Areatriangles Function. This function calculates the triangles areas formed
by two sequential points and the reference point. In addition it also calculates
the total area, based on previous triangles. The parameters of this function are
the results obtained in lineslope and linedistance.

Diffareatriangles Function. This function calculates the difference between
triangles areas of the two curves. This also allows calculating the difference
between the total areas. The parameters of this function are the triangles areas
of the two curves obtained in areatriangles.

Rocsampling Function. Creates the two curves and compare them by exten-
sion and location. All functions above are used here. It takes the TPR and FPR
points of each ROC curve and also the number of sampling lines, K. As output
value, returns a list of the overall areas, the proportions and the locations for
each curve, the slopes of the sampling lines, the differences between areas and
finally the distances calculated by linedistance.

Rocsampling.Summary Function. Receives and presents the results ob-
tained through the function rocsampling. These data are presented in the R
command line using the structure presented in Fig. 2(a).

Comp.Roc.Curves Function. This function calculates by bootstrapping the
real distribution for the entire set. It takes as parameters the result obtained by
rocsampling, two flags and the name to the plot. One flag indicates if the user
wishes calculate the confidence interval and the other if the user wants to make
the plot. As output values,it returns the test statistic, two p-values (one-sided
and two-sided) and the confidence interval.

Comp.Roc.Delong Function. This function is related to the areas calculation
and some statistical measures. Firstly, divides the data into two categories, neg-
ative and positive. Then calculate the Wilcoxon Mann Whitney matrix for each
modality. Next are calculated some values such as areas, standard errors and
global correlations, which are the output of the function. It takes as parameters
the data of each curve and their status.

Roc.Curves.Plot Function. This function draws the graph of the two ROC
curves. Curve 1 is shown by solid line and curve 2 is shown by dotted line. The
random line is shown by dashed line. This graph was illustrated in Fig. 2(b).
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Read.Manually.Introduced Function. This function reads the data that
will be used in comparison. Only works with data already introduce in the R
workspace. It needs the name of two modalities and their dependency. If they
are independent the user must give second modality status. This variable must
be ordered by state, first negatives values followed by the positives. At the end
the user must identify the test direction for each modality.

Read.File Function. Reads the data that will be used in comparison, like read.
manually.introduced, but in this case only works with data saved in txt and csv

formats, so the user must say if there’s any header in the file. In addition to
the parameters already described in read.manually.introduced is also needed to
indicate the column and decimal separator.

Roc.Curves.Boot Function. This is the core function of the package. The
user must give the data, an α for the confidence level, the graphics display name
and the number of permutations. Apart this, is also needed the name of the
two modalities that will be compared. As return value, it give a list with the
areas of each modality, standard errors, confidence intervals, the areas through
the trapezoidal rule, the correlation coefficient, the sum of the differences of
areas and corresponding confidence interval, the Z-stats and its p-value and the
number of existing crossings.

Rocboot.Summary Function. This function displays the data obtained in
roc. curves.boot in the R command line. These are structured according to
Fig. 2(e).

Save.File.Summary Function. This function saves the results as the struc-
ture shown in rocboot.summary function in a txt file. To save this data the
users must provide the results obtained, the file name and also the names of the
two modalities as well a parameter that indicates the way that the file is saved
(overwrite or attach).

3 Results and Discussion

In this section is explained how to use Comp2ROC and some final results exam-
ples. We test the package using data created by Zhang [8].

The comparison test should be done using the following commands in the
order they are presented:

1. nameE="new_Zhang" - graphs and output file name

2. moda1="mod1" - modality one column name

3. moda2="mod2" - modality two column name
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(a) First results obtained (b) ROC curves and random line Plot

(c) Area Plot (d) Distribution Plot. In the left chart
we have a vertical dashed line that rep-
resents the position of the distribution
test statistic (TS).

(e) Final Results

Fig. 2. Comp2ROC output images
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4. data=read.file("exemplo_zhang.csv",TRUE,";",",",moda1,TRUE,moda2,TRUE,"

status",TRUE) - the file is read. According to the details, this file has header
and the ”;” is the column separator and ”,” is the decimal separator. The
names of the modalities are followed by the direction of the test. At the end
the logical value True, indicates that the modalities are related.

5. results=roc.curves.boot(data,name=nameE,mod1=moda1,mod2=moda2) - calcu-
lates the comparison parameters

6. rocboot.summary(results,mod1,mod2) - the results are shown in command line
7. save.file.summary(results,nameE,app=TRUE,mod1,mod2) - results are saved in

file, and in mode attachment

If the user wishes to use data that have been entered manually instead of the com-
mand read.file the user must use the command read.manually.introduced.

The R results are presented while the steps are performed, as illustrated in
Fig. 2.

Through analysis of Fig. 2(a) is concluded that, in terms of proportion, curve
2 wins to curve 1. These results are confirmed in the graph in Fig. 2(b).

Fig. 2(c) represents the difference between areas (solid line) with their con-
fidence intervals (dotted and dashed line). The analysis shows that all values
above 0 represents a win to curve 1, in the opposite curve 2 wins. If both lim-
its of confidence intervals are above or below 0, there is a significant difference
between modalities. Fig. 2(d) gives t∗ (test statistic) distribution and also a
Quantile-Quantile chart as result of permutation test.

Final results are shown in Fig. 2(e). This shows the results for each modality
to be compared individually, in terms of area values under the ROC curve, their
standard errors, and confidence intervals for each corresponding area. These re-
sults confirm that in terms of area under ROC curve the, the modality 1 performs
better than 2. The value of correlation coefficient between areas reveals that two
modality are related. In the comparison tests results, the value of Z-stats and
respective p-value, indicate that on the whole there are no statistically signif-
icant differences between the two modalities. The values obtained for the two
limits on confidence interval for the difference between areas (proposed method)
also indicate that on the whole there are no statistically significant differences
between the two modalities. However the information in the graph of Fig. 2(c)
allows detect two distinct regions were one curve performs better than other.

4 Conclusions and Future Work

This package answer the problem of comparing two ROC curves that cross each
other according the methodology proposed by Braga et al [1]. This package also
allows the user to visualize graphically the region on ROC space where one curve
is superior to another. All code and associated functions have resulted in one
package which is designated Comp2ROC. The notes and examples were created
from an example in the literature [8].

There is some future work that will be implemented in further versions. At
this point, the user just needs to use seven steps to perform the functionality of
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this. One of the changes to do is divide the function roc.curves.boot into smaller
functions for intermediate values could be saved. We’ll also try to display the
intersection points to allow the user to identify the coordinates of these points
in ROC space.
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Abstract. In this work, we present a software platform for the visualization
of metabolic models, which is implemented as a plug-in for the open-source
metabolic engineering (ME) platform OptFlux. The tools provided by this plug-in
allow the visualization of the models (or parts of the models) combined with the
results from operations applied over these models, mainly regarding phenotype
simulation, strain optimization and pathway analysis. The tool provides a generic
input/ output framework that can import/ export layouts from different formats
used by other tools, namely XGMML and SBML. Thus, this work provides a
bridge between network visualization and ME.

Keywords: Metabolic models, biological network visualization, metabolic
engineering, open-source software.

1 Introduction

Bioinformatics has recently become an important discipline in life sciences research,
mainly due to the high amount of experimental data generated by high throughput se-
quencing and omics approaches. These data are stored in different databases, in multiple
formats, bringing problems in their integration. Due to the difficulty of interpreting and
analysing large-scale databases, networks became useful tools for understanding the
complexity of biological processes, being commonly used to represent biological enti-
ties and their interactions. Indeed, networks are used to represent metabolic pathways,
regulatory information and signal transduction systems[3].

Over the years, several tools arose to address the complexity of analysis and visu-
alization tasks for large-scale networks. The use of graphs is very common, due to the
easy representation of biological entities as nodes and their interactions as edges. The
fact that each entity may be connected with several others highlights the importance
of the multi-edged networks approach that several tools offer [10]. The main goal of
any visualization tool is the capability of identifying or highlighting patterns and other
information not easily available through the analysis of the raw data.

The ability to visually represent metabolic networks is already provided by several
tools whose enumeration is out of the scope of this paper. In this regard, we would

M.S. Mohamad et al. (Eds.): 7th International Conference on PACBB, AISC 222, pp. 137–144.
DOI: 10.1007/978-3-319-00578-2_18 c© Springer International Publishing Switzerland 2013



138 A. Noronha, P. Vilaça, and M. Rocha

emphasize Cytoscape [14] that has emerged as a powerful and extendible tool for net-
work analysis and visualization. While these tools already exist, they are not currently
connected with any of the few existing Metabolic Engineering (ME) frameworks.

Some related efforts in the modelling of biological systems have been key tasks
in the computational systems biology field, whose aim is to develop and use algo-
rithms, data structures and tools to allow the integration of data into models that can
be used to simulate the behaviour of biological systems. In particular, the development
of metabolic models and tools to simulate the behaviour of these systems, allows for
the creation of important tools in the context of ME, whose main goal is to optimize
cellular metabolism deriving rational genetic modifications that lead to strains capable
of producing compounds of interest.

While for the dynamic modelling of large-scale systems, it is often necessary to
have mechanistic detail and kinetic parameters not commonly available, structured-
oriented analyses only requires the usually well-characterized network topology [15].
Constraint-based analysis methods that consider network stoichiometry, and potentially
other constraints such as maximal pathway capacities, are proving to be very reliable
ways to obtain a quantitative perspective of various aspects of cellular function. In par-
ticular, these have gained considerable popularity for simulating cellular metabolism,
using methods such as flux balance analysis (FBA) [11] to provide phenotype simula-
tion and as the basis for strain optimization [13].

The use of these methods in the context of ME has provided a number of valuable
algorithms and tools. The authors research group has been active in this line of research
and the main results are available for the ME community in the form of an open-source
software platform, OptFlux (http://www.optflux.org) [12]. This application
includes a number of tools for ME, spanning phenotype simulation methods for wild
type and mutant strains, strain optimization algorithms, support for several model for-
mats, pathway and topological analysis, among others.

In this context, the main aim of this work is to develop computational tools for the
visualization of metabolic networks, in the context of a metabolic engineering platform
(OptFlux), providing an adequate integration between the features of both tools. The
overall idea is to provide visualization capabilities to OptFlux, powering this tool with
extended visual analysis capabilities. In more detail, the following technological objec-
tives will be pursued:

– Implement a generic library for the visualization of metabolic models or parts of
these models;

– Implement tools to allow importing/exporting model layouts in standard formats,
such as SBML [8] and XGMML [2];

– Integrate those tools in a ME platform, integrating data obtained from phenotype
simulations, strain optimization and pathway analysis, and allowing the exportation
of the results in the standard formats.

2 Implementation

Metabolic models collect relevant metabolic information in a mathematical format.
ME makes use of these models to predict ways to maximize the production of desired

http://www.optflux.org
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compounds, through directed genetic changes. Usually, this task is done through phe-
notype simulations and maximizing desired fluxes from the reactions in the model. The
visual representation of these networks should be as simple as possible, to facilitate
naked-eye interpretation. Considering the nature of ME simulations, which generate
flux values distributions, for given conditions, the network can then be viewed as a set
of reactions, and a simulation results as a set of values for those reactions.

Taking this into account, a visual representation of a metabolic model was envi-
sioned. As expected, the network is represented as a graph, where biological entities
(reactions and metabolites) are represented as nodes, and their interactions (consump-
tion and production) as edges. The architecture of the visualizer library has two distinct
layers (Figure 1): the BiovisualizerCore contains the specification of a visual repre-
sentation of the metabolic network (layout), the tools to represent it in a 2D interface
and methods for visual manipulation of the network; the second layer, the Input/Output
layer, consists in the readers and writers for a variety of formats that can provide layouts
to the BiovisualizerCore, working as a transformer receiving a file in a specific format,
reading it and generating a layout.

Fig. 1. Visualizer architecture: I/O layer imports/ exports standard network files and transforms
them into metabolic layouts; the BiovisualizerCore layer has the capability to visually represent
the metabolic layouts.

2.1 BioVisualizerCore

The BiovisualizerCore’s main purpose is to transform a metabolic layout into a 2D
graph. The metabolic layout definition is represented by a list of reactions and was
implemented as a Java interface. Each reaction has its identifier, spatial coordinates
(x,y), reversibility information, additional information, a list of reactants and a list of
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products. Each metabolite has information on its identifier and coordinates. Therefore,
there are three types of nodes: reaction, metabolite and information nodes. The visual
representation of the network is handled by the Prefuse library, a graph visualization
framework written in Java [1].

Fig. 2. BiovisualizerCores representation of metabolic reactions. Each reaction has a reaction
node, and reactants and products: a) irreversible reaction; b) reversible reaction.

Each node of the graph can have its 2D coordinates defined, but they are not manda-
tory. For the nodes that do not have a position, an automatic layout provided by Prefuse
is applied, called Force Directed Layout, that positions graph elements based on a
physics simulation of interacting forces; by default, nodes repel each other, edges act
as springs, and drag forces are applied. BiovisualizerCore packages provide a series of
functionalities to enhance the interpretation of the network. Hovering the cursor over a
node highlights it; if the node is a reaction, it will also highlight its edges and neighbour
nodes. It has a series of visual filters, allowing to change the visibility of nodes/ edges
based on attributes. Finally, it also provides ways to change the thickness of edges based
on numerical values.

2.2 Input/Output Layer

BiovisualizerCore gives the possibility to visually represent a metabolic layout, but
building that layout is still needed. There are several tools that allow the creation of
networks and exportation of those networks for several file formats. The I/O Layer has
the objective of providing the capability to read a given network in a specific file for-
mat, and building the metabolic layout, readable by BiovisualizerCore packages. At the
same time it shall also provide the possibility to export those metabolic layouts into
those specific formats.

Currently, this layer supports two formats: CellDesigner SBML and XGMML. CellDe-
signer [6] is a well-known tool for drawing cellular networks, based on the process
diagram paradigm, with a graphical notation system proposed by Kitano. These are
stored using an extension of the Systems Biology Markup Language (SBML). On the
other hand, XGMML (eXtensible Graph Markup and Modeling Lan-guage) [2] is an
extension to GML (Graph Markup Language), and it is used for graph description
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using XML tags to describe nodes and edges of a graph, being supported for instance
by Cytoscape.

2.3 OptFlux Interaction

BioVisualizerCore packages are integrated within Optflux to provide new plug-ins for
this framework. In terms of its implementation, Optflux is built on top of AIBench [7],
a framework for the development of scientific applications, bringing important advan-
tages to both the developers and the users, given its design principles and archi-tecture.
The applications follow the MVC (model-view-controller) pattern and they are plug-in
based facilitating the reuse and integration with additional developments. We designed
an intuitive connection between layouts and metabolic models, map-ping identifiers of
the nodes with identifiers of the respective compounds/reactions in the model. Note that
the layouts can contain only a part of the entities in the model, being also possible to
create distinct layouts for a given model.

Using this connection it will be possible to access metabolic information directly
from the visualizer by clicking the nodes. Visual filters include hiding information
nodes, hiding fluxes not present in the metabolic model and hiding reactions with zero
value fluxes, given a flux distribution. Flux distributions can be obtained from pheno-
type simulations performed in OptFlux, bringing the capability to visualize the effect
that those simulations have on the network, by changing the thickness of the edges of
the reactions according to that simulation, by normalizing the value of the fluxes. The
I/O Layer supports distinct file formats, and to integrate it with OptFlux and facilitate
the addition of new formats, we decided to implement a series of OptFlux plugins.
Currently, there are two plugins for the visualization of metabolic networks:

– CellDesigner plugin: supports CellDesigner SBML created layouts. The SBML
reader used is the same OptFlux uses to read SBML models using JSBML, a Java
library for reading, writing, and manipulating SBML files and data streams [4].

– XGMML plugin: gives support for networks created in the XGMML format. Cy-
toscape [14] is one of the tools that support the creation of these networks. The
exportation works in two different ways: in the first, the layout imported is pre-
served, while in the other one exports the BiovisualizerCore layout appearance.

3 Case Study

To illustrate some of the features of the tool, we loaded a simplified model for Saccha-
romyces cerevisiae [5]. A CellDesigner SBML layout was also loaded.

Figure 3a) shows the overview of the network, with all nodes visible; 3b) shows the
highlighted biomass reaction, with all its reactants and products also highlighted; 3c)
shows metabolite CO2 highlighted, and since this metabolite appears in several reac-
tions, those nodes are also highlighted; finally, 3d) shows a flux distribution obtained
from simulating a wild type strain. The thickness of the edges is changed, the filter to
hide zero value fluxes is activated and the labels of the reactions are changed by adding
the value of the flux after the reaction name.
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Fig. 3. Some functionalities of the visualizator. A. network overview; B. biomass reaction high-
lighted; C metabolite CO2 highlighted; D Flux distribution.

4 Conclusions and Future Work

BiovisualizerCore packages and Optflux plugins provide a freely available tool that al-
lows users to visualize the results of in silico phenotype simulations, which is some-
thing new in ME tools. The ability to export those results and import them in other
tools (e.g. Cytoscape) is also a valuable asset. One of the major applications of these
features is the enhanced ability to analyse results of strain optimization results. In this
scenario, these tools allow looking at simulations of the best mutants found by the strain
optimization process and analysing their phenotype, thus visually searching for clues
that can highlight the strategies followed to produce a given compound.
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Also, these tools are linked with the elementary modes analysis plugin (EFM4Opt-
Flux) providing a visualization tool for the set of elementary modes found for a given
network, which can be then be exported for instance to CellDesigner or Cytoscape.

There are some aspects of the visualizer that can be improved in the future. Allow-
ing the users a broader configuration of the aspect of the network is something worth
exploring. Improving the I/O layer by providing a larger spectra of format support is
another, for instance integrating KEGG [9] layouts through the format KEGG-ML.

OptFlux is freely downloadable from the website http://www.optflux.org
and both plugins cited in this work are available through the plugin manager the soft-
ware provides in the Help menu.
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Abstract. Biclustering techniques have been successfully applied to analyze 
microarray data and they begin to be applied to the analysis of mass spectrome-
try data, a high-throughput technology for proteomic data analysis which has 
been an active research area during the last years. In this work, we propose a 
novel workflow to the application of biclustering to MALDI-TOF mass spec-
trometry data, supported by a software desktop application which covering all 
of its stages. We evaluate the adequacy of applying biclustering to analyze mass 
spectrometry by comparing between biclustering and hierarchical clustering 
over two real datasets. Results are promising since they revealed the ability of 
these techniques to extract useful information, opening a door to further works. 

Keywords: biclustering, mass spectrometry, BiMS, BiBit, Bimax. 

1 Introduction 

In the last years, high-throughput mass spectrometry (MS) based proteomic data anal-
ysis has been an active research area. MS technology allows researchers to measure 
the mixture of peptides or proteins present in biological samples, such as urine or 
tissues. These measurements can be further used for discovering condition related 
patterns (biomarker discovery) [1] or sample classification [2], after a proper prepro-
cessing of the raw data. 

In the literature, different machine learning methods have been applied to biomark-
er discovery from mass spectrometry data [3]. Common approaches consist in em-
ploying unsupervised classification techniques such as hierarchical clustering (HC) 
[4] to extract natural clusters from the data, and then decide whether these correspond 
to the groups of study [5]. Given a preprocessed MS dataset, a clustering analysis will 
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group samples into clusters basing on all the detected peaks (masses). This grouping 
usually corresponds to majoritary classes or partitions in the dataset. However, it may 
be interesting to discover groups of samples with patterns only under specific masses, 
as they may lead to discover new sample groups associated by a previously unknown 
condition.  

Biclustering techniques are appropriate to extract these local patterns (biclusters). 
This family of techniques has been successfully applied to analyze microarray data 
due to their ability to discover co-expressed genes under certain samples. In contrast 
to traditional clustering techniques, where each gene in a given cluster is defined un-
der all the samples, biclustering algorithms propose groups of genes that show similar 
activity patterns under a subset of the experimental samples. Although it use is still 
minority, biclutering has recently started to be used in MS studies [6]. 

In this work we study the application of biclustering techniques to MS data, which 
can be useful to discover hidden phenotypes, in the form of relevant biclusters, for 
finding alternative hypothesis supported by the input data to classify available sam-
ples and subsequently, to identify potential biomarkers. This approach can be espe-
cially advantageous when dealing with unclassified data, or when the known classifi-
cation/labeling cannot be achieved with traditional computational analysis. Although 
dimensionality in microarray data is higher (thousands of genes) compared to MS 
data (hundreds of peaks), we believe that MS data analysis also can take advantage of 
biclustering in discovering hidden hypotheses that classic partitioning approaches are 
not able to.  

In this work, we propose a workflow to aid in the application of biclustering to 
mass spectrometry datasets. Moreover, MALDI-TOF MS datasets are analyzed fol-
lowing the proposed workflow using BiMS tool, an application specifically created to 
support this work. 

The paper is structured as follows. Section 2 describes the proposed approach. Sec-
tion 3 reviews the results. Finally, Section 4 concludes the paper and outlines future 
research work. 

2 Applying Biclustering to MS Data 

2.1 Proposed Workflow 

The proposed workflow for biclustering construction using MS data (Fig. 1) is di-
vided in two well differentiated steps: (i) preprocessing and (ii) biclustering analysis.  

The preprocessing stage, which comprises several tasks that will be further ex-
plained in Subsection 2.2, aligns the masses of a given raw MS dataset. A typical MS 
dataset consists of a set of samples. Usually, for each sample, there are several biolog-
ical replicates and, for each biological replicate, there are several technical replicates 
(i.e. the result of applying the same experimental procedure several times to the same 
biological replicate). Finally, each technical replication is spotted several times into 
the mass spectrometer. The first four preprocessing steps (intensity transformation, 
baseline correction, smoothing and peak detection) are applied to each spectrum indi-
vidually, whereas intra-sample alignment is applied to the spot spectra of a technical 
replication, aligning it and reducing it into a single spectrum. Finally, all the samples 
are globally aligned (inter-sample alignment) so that peaks corresponding to the same 
compound are grouped together. 
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Fig. 1. Proposed workflow, divided into preprocess and analysis 

Before the application of biclustering algorithms, the aligned MS data needs to be 
converted into a suitable format, as it will be explained in Subsection 2.4. Once the 
data has been converted, the selected biclustering algorithms are applied (see Subsec-
tion 2.3). Finally, the resulting biclusters are showed. 

2.2 Preprocessing Mass Spectrometry Data 

Preprocessing of MS data is a critical stage that transforms raw data into a suitable 
input for further analysis, such as machine learning or biomarker discovery. Inade-
quate or incorrect preprocessing methods can result in biased dataset and hinder to 
reach meaningful biological conclusions [7]. In this situation, preprocessing is neces-
sary since raw data contains signals coming from the real peptides/proteins, as well as 
signals derived from several forms of noise (e.g. chemical, electronic factors, etc). 
The specific goals of this phase are (i) to remove noisy peaks without discarding any 
of the true peaks, and (ii) to determine the m/z and intensity values with the best  
accuracy [8].  

Since there is no standard mass spectrometry data preprocessing pipeline, some au-
thors proposed different guidelines to establish a design/data analysis protocol (DAP) 
[9, 10]. Based on these works, we decided to include the following preprocessing 
steps: (i) intensity transformation, (ii) baseline correction, (iii) smoothing, (iv) peak 
detection and (v) peak alignment.  

In the last years, several algorithms and tools have been proposed to address each 
preprocessing task [11]. In this work, we opted to use MALDIquant [12], a versatile R 
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package for the analysis of mass spectrometry data which covers the five preprocess-
ing steps of the proposed workflow. Additionally, we have included the MassSpec-
Wavelet R package [13], which performs the peak detection step without explicit 
intensity transformation, smoothing and baseline correction. 

2.3 Biclustering Algorithms 

Among all the existing biclustering algorithms [14, 15] we decided to use Bimax [16], 
which achieves similar results compared to other well known biclustering algorithms 
(Cheng and Church’s algorithm, CC; Samba; Order Preserving Submatrix Algorithm, 
OPSM; Iterative Signature Algorithm, ISA; xMotif). An advantage of Bimax is that it 
is a powerful approach, capable of generating all optimal biclusters. Bimax is publicly 
available in the BicAT toolbox [17]. 

We also included BiBit [18] a novel approach for the extraction of biclusters from 
binary datasets. Domingo S. et. al. showed that BiBit can obtain similar results to 
Bimax by using significantly less computation time and reducing the total  
number of generated biclusters. BiBit is publicly available at 
http://www.upo.es/eps/bigs/BiBit_algorithm.html. 

2.4 Searching for Mass Fingerprints (Presence/Abscense) Patterns 

The result of the preprocessing stage is a set of aligned spectra, each one containing 
the identified peaks (m/z) and their corresponding intensity values, that must be con-
verted into a suitable input for the biclustering algorithms.  

The selected biclustering algorithms (Bimax and BiBit) take as input a binary data-
set where 1 represents a peak presence, while 0 represents a peak absence. These 
algorithms will look for groups (biclusters) of 1’s, that we call presence patterns. A 
set of aligned spectra can be simply transformed into a matrix where samples and 
masses are the dimensions (rows and columns) and each cell contains a 1 if the cor-
responding sample has the corresponding mass, and 0 otherwise. 

In certain cases, it can be desirable to extract other type of patterns, such as ab-
sence patterns (biclusters of 0’s) or simple presence/absence patterns (biclusters  
of 1’s and 0’s in one direction). Fig. 2 shows examples of the mentioned types of 
patterns. 

 
 

 

Fig. 2. From left to right: presence, absence, and simple absence/presence pattern 
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It is possible to extract this kind of patterns by only preprocessing the input binary 
matrix. By feeding the biclustering algorithm with the inverted data matrix, it will 
find absence patterns. Additionally, by joining the input data matrix and the inverted 
matrix, enables the extraction of simple presence/absence patterns. 

3 Results and Discussion 

In order to evaluate the adequacy of applying biclustering to analyze MS data, two 
datasets generated with MALDI-TOF mass spectrometer and taken from previous 
works [19, 20] were analyzed by using the proposed workflow. These works were 
selected to carry out the following analyses as they present two labeled datasets, that 
is, each sample belongs to a known biological condition or class. The former work 
[19] includes a smaller and simpler dataset with 12 samples and 3 different classes, 
while the latter [20] includes a larger dataset with 70 samples and 14 classes. 

Additionally, a hierarchical clustering (HC) was also applied to evaluate the poten-
tial benefits of using biclustering techniques instead of other classical one-
dimensional clustering techniques. 

We will focus in finding class-clusters, that is, clusters including all the samples of 
a given class. Knowing the class associated with each sample will allow us to evaluate 
and compare each clustering and biclustering technique through the homogeneity of 
the formed clusters. In this work, we are especially interested in those classes where 
HC is unable to separate well. 

The following subsections present the results of the described analyses. The data-
sets preprocessing and analysis were performed using the parameter configuration 
described in their respective published works, where possible. 

3.1 Case Study I: Cancer Dataset 

In the R. López-Cortés et. al. work [19], authors propose the use of gold-nanoparticles 
to separate the proteins and peptides in human serum as a way to improve MALDI-
based sample profiling. The protocol described in this work divides each sample into 
two sub-samples: pellet and supernatant. Authors demonstrate that the spectra of both 
sub-samples generated by the MALDI can be grouped by their corresponding condi-
tions using three-dimensional Principal Component Analysis (PCA). 

In this study, the dataset is composed of 5 lymphoma samples, 5 myeloma samples 
and 2 healthy samples. As the aforementioned work shows that results using the pellet 
or supernatant sub-samples are similar, we decided to use only the latter sub-samples.  

Both HC and biclustering were performed using BiMS. To perform the HC, first 
the dataset is loaded excluding those peaks with peak intensity lower than 0.175 and a 
signal-to-noise ratio (SNR) lower than 9. Then, HC analysis was done according the 
following parameters: (i) hamming distance, (ii) peptide mass tolerance of 150 ppm 
and (iii) a minimum intra-sample percentage of presence (POP) of 80%. As Fig. 3 
shows, the three classes are well separated trough HC.  

On the other hand, to carry out the biclustering analysis the dataset is loaded as de-
scribed before. As the biclustering algorithms need the dataset to be pre-aligned,  
inter-sample alignment was done using MALDIquant with a tolerance of 0.002.  
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peaks in a bicluster was set to 2, (iii) “samples” biclustering mode, (iv) “presence” 
bicluster type and (v) search for class-biclusters. 

Through this biclustering analysis, this preprocessed dataset allowed us to find 
class-biclusters for all the classes. There exist one bicluster containing all the samples 
in classes A, D, E, F, G, J, K, and L, and also several biclusters containing 4 of 5 sam-
ples for the remaining classes (i.e. B, C, H, I, M, and N). However, Bibit is able to 
extract class-biclusters only for classes B, E, G, L, and K with all the samples, and for 
classes A, F, and I with 4 samples. 

In this case, the HC was also done using the same configuration as for the previous 
case study. This HC generated perfect groups for B, C, G, I, and H classes, whereas 
for classes A, K, M, and E groups with one missing sample were constructed. The 
remaining samples (i.e. D, F, J, L, and N) are mixed and cannot be grouped according 
to their labeling. 

4 Conclusions 

In this paper we presented a novel workflow for the application of biclustering to MS 
data, covering the preprocessing and the transformation of the data needed to perform 
the biclustering algorithms. Moreover, this work is supported by BiMS 
(http://sing.ei.uvigo.es/bims), an intuitive AIBench-based [21] desktop application 
which allows the user to manage and preprocess MS data, execute biclustering or HC 
algorithms, and explore the results. 

The proposed workflow was evaluated using two MS datasets taken from previous 
studies and compared with HC. Although first dataset was preprocessed as in the 
original study and second dataset was preprocessed using the proposed workflow, in 
both cases biclustering techniques were able to identify class-biclusters for most of 
the classes. 

Two different biclustering algorithms were tested: Bimax and BiBit. Both algo-
rithms achieved similar results with the first and simpler dataset tested, while Bimax 
showed a better performance with the second dataset. Therefore, Bimax seems to be 
more powerful than BiBit, with the counterpart of needing more processing time.  

Results also showed that, in certain cases, biclustering algorithms can extract more 
information than one-dimensional clustering techniques, although the generated bic-
lusters must be filtered to select those of interest. As Bimax generates notably more 
biclusters than BiBit, this filtering step is easier with the latter algorithm. 

Further work will focus on evaluate the quality of the resulting biclusters as a way 
to identify the most promising ones. This is especially interesting for non-labeled 
datasets, where biclusters can be taken as new hypothesis that may lead to discover 
new conditions or relationships. Additionally, we expect that using more complex 
presence/absence patterns, as described in Subsection 2.4, will allow us to discover 
more valuable relations that simple presence patterns cannot found. 

Finally, we can conclude that biclustering is a promising technique in MS, able to 
unveil hidden hypotheses in the form of sample groups whose similarity patterns are 
local across the features (i.e. peaks), instead of global. Moreover, since proteins usual-
ly express more than one peak, a per-protein bicluster could be discovered. Therefore, 
given the overlapping nature of biclustering, a sample could belong to more than one 
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bicluster, because it expresses more than one protein, which is a biologically inter-
pretable hypothesis. 
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